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Magnetic Resonance Imaging (MRI) plays an important role in visualizing the structure and 

function of the human body. In recent years, ultra high magnetic field (UHF) MRI has emerged 

as an attractive means to achieve significant improvements in both signal-to-noise ratio (SNR) 

and contrast. However, in vivo imaging at UHF is hampered by the presence of severe B1 and B0
 

inhomogeneities. B1 inhomogeneity leads to spatial non-uniformity excitation in MR images. B0 

inhomogeneity, on the other hand, produces blurring, distortions and signal loss at tissue/air 

interfaces. Both of them greatly limit the applications of UHF MRI. Thus mitigating B1 and B0
 

inhomogeneities is central in making UHF MRI practical for clinical use.  

Tailored RF pulse design has been demonstrated as a feasible means to mitigate the 

effects of B1 and B0
 inhomogeneities. However, the primary limitation of such tailored pulses is 

that the pulse duration is too long for practical clinical applications. With the introduction of 

parallel transmission technology, one can shorten the pulse duration without sacrificing 

excitation performance. Prior reports in parallel transmission were formulated using linear, 

small-tip-angle approximation algorithms, which are violated in the regime of nonlinear large-

tip-angle excitation. 

The overall goal of this dissertation is to develop effective and fast algorithms for parallel 

transmission UHF RF pulses design. The key contributions of this work include 1) a novel large-

tip-angle RF pulse design method to achieve significant improvements compared with previous 
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algorithms; 2) implementing a model-based eddy current correction method to compensate eddy 

current field induced on RF shield for parallel transmission and leading to improved excitation 

and time efficiency; 3) developing new RF pulse design strategy to restore the lost signal over 

the whole brain and increase BOLD contrast to brain activation in T2*-weighted fMRI at UHF. 

 For testing and validation, these algorithms were implement on a Siemens 7T MRI 

scanner equipped with a parallel transmission system and their capabilities for ultra high field 

MRI demonstrated, first by phantom experiments and later by in vivo human imaging studies. 

The contributions presented here will be of importance to bring parallel transmission technology 

to clinical applications in UHF MRI. 
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1.0  INTRODUCTION 

1.1 THE AIMS OF THIS DISSERTATION 

1.1.1 Ultra High Field MRI 

Magnetic Resonance Imaging (MRI) plays an important role in visualizing the structure and 

function of human body. Its extraordinary soft tissue contrast makes it the preferred imaging 

modality for diagnosing many soft tissue disorders, especially in the brain, spinal cord, and 

pelvis. In recent years, ultra high magnetic field MRI is of most interests to achieve significant 

improvements in both image signal-to-noise ratio (SNR) (1) and contrast. However, in vivo 

imaging at ultra high field is hampered by the presence of severe B1
+ inhomogeneity (2) arising 

from wavelength interference effects (3, 4), and tissue conductive radio frequency (RF) 

amplitude attenuation (5). This leads to very unfavorable spatial non-uniformity excitation in the 

region of interest, and greatly limits the applications of ultra high field MRI. 

1.1.2 Large-tip-angle RF Pulse Design 

RF pulse design has been demonstrated as a feasible approach to mitigate B0 and B1 

inhomogeneities, including spatially tailored RF pulses design (6-8), RF shimming (9-11), 

adiabatic pulses (12, 13). We will focus on spatially tailored excitation design due to its 
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significant advantages. But the primary limitation of such pulses is in their long pulse duration, 

which makes them impractical for clinical use. With the inception of parallel transmission (14-

16), whereby multiple independent RF excitation channels are simultaneously used instead of 

single channel used in conventional scanners, pulse duration can be dramatically shortened but at 

the cost of substantially more complicated RF pulses design. Prior works in parallel transmission 

are formulated on linear approximation design algorithms, which are violated in the regime of 

large-tip-angle excitation. The performance of many pulse sequences are primarily relied on the 

performance of large-tip-angle RF pulses, such as, MP-RAGE, RARE and DTI. Thus, the first 

goal of this dissertation is to design large-tip-angle RF pulses at ultra high field using parallel 

transmission technology to effectively mitigate B0 and B1
 inhomogeneities with practical RF 

pulses. 

1.1.3 Eddy Current Compensation 

SAR is a serious issue accompanying with ultra high field MRI. The pulses calculated here often 

lead to high peak RF magnitudes that might not be well-suited practical routine on human 

subjects. Transverse electromagnetic (TEM) coil is employed in our experiments due to its 

efficiency and can be driven with relatively low voltage. However, stronger eddy currents arise. 

Thus effective Eddy Current Compensation algorithms for parallel transmission are in high 

demand, which is the second goal of this dissertation. 
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1.1.4 T2
*-weighted BOLD fMRI 

One of the straightforward applications of parallel transmission is functional Magnetic 

Resonance Imaging (fMRI) (17-19). In T2
*-weighted blood-oxygenation-level-dependent 

(BOLD) (20) fMRI, images suffer from signal loss artifacts at the brain regions close to air-filled 

cavities. The artifacts arise from magnetic field inhomogeneity caused by the magnetic 

susceptibility difference between air and tissue in human head, and impede the study of some 

important brain regions such as the orbital frontal and inferior temporal cortices (21). This 

phenomenon is more apparent at ultra high field MRI. Various techniques have been proposed to 

recover magnetic susceptibility induced signal loss, such as thin slice (22), z-shim (23, 24), 3D 

tailored RF pulses (25, 26). The primary drawback of tailored RF pulses is long pulse duration; 

nevertheless, parallel transmission can dramatically reduce pulse duration. The third goal of this 

dissertation is to design tailored RF pulses that can recover signal loss induced by magnetic 

susceptibility in T2
*-weighted functional MRI at ultra high field strength using parallel 

transmission technology. 

1.1.5 Specific Aims 

Aim #1: Design effective and fast algorithms for large-tip-angle RF pulses that can be 

successfully employed in in vivo B1
+ inhomogeneity mitigation at ultra high field MRI using 

parallel transmission. To fulfill this aim, we design large-tip-angle RF pulses to improve the 

performance of large-tip-angle excitation (90o excitation, 180o inversion and 180o refocusing) at 

ultra high field MRI. To demonstrate the strengths of the proposed algorithms, we compare 
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proposed algorithms with other existing algorithms, such as small tip angle method and additive 

angle method.    

Aim #2: Design effective and fast algorithms to counteract the eddy currents in parallel 

transmission. To fulfill this aim, we propose eddy current compensation method through 

characterizing the system constants of eddy currents. This algorithm is very straightforward and 

efficient to compensate the artifacts from two perspective, hardware and software.   

Aim #3: Design effective and fast algorithms for RF pulses for practical applications. 

The one demonstrated in this dissertation is to recover the magnetic susceptibility induced signal 

loss in T2*-weighted fMRI at ultra high field strength using parallel transmission. 

Precompensated algorithm would cancel out intravoxel dephasing and then spins would be in 

phase during the center of data acquisition. This has previously not been practical due to the 

requirement of lengthy RF pulses, but becomes feasible with the parallel transmission 

technology. 

In summary, the goal of this dissertation is on algorithm design and implementation of 

the novel technology---parallel transmission, ultimately with applications in human imaging. The 

effective RF pulses design algorithms is essential to bring high and ultra high field human MRI 

to clinical use. 
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1.2 THE SIGNIFICIANCE OF THIS DISSERTATION 

1.2.1 Parallel Transmission Technology 

Recently, ultra high field MRI gains more and more interests due to dramatic improvements in 

SNR and contrast. However, ultra high field human MRI must overcome several technical 

challenges to be successful. In particular, inhomogeneous RF (B1
+) field arises when the 

wavelengths of the transmitted RF pulses are comparable to the size of the imaged anatomy (3). 

B1
+ inhomogeneity causes images to exhibit center brightening, spatial contrast variation, and 

SNR nonuniformity, despite the use of homogeneous volume RF excitation coils (5, 27, 28). 

These give rise to various image artifacts and impede the performance of many pulse sequences, 

which seriously limit practical applications of ultra high field MRI.  

RF pulse design for multidimensional selective excitation (29) in the presence of time-

varying gradients has many practical applications, such as B1
+ inhomogeneity mitigation and 

localized volume excitation. Nevertheless, due to limitations in gradient hardware and RF power 

deposition, such RF pulse design can lead to long pulse duration that hampers their performance 

and practical applicability. With the introduction of parallel transmission design in conjunction 

with multiple channels that are capable of simultaneous, independent RF excitation, one can 

shorten pulse duration by taking the advantage of sensitivity pattern in spatial excitation among 

the array of coils (30). Parallel transmission has several advantages over conventional single 

channel transmission due to the extra degrees of freedom created by multiple independent 

channels.  
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First, parallel transmission enables undersampling in excitation k-space because of its 

ability to correct for the undersampling induced aliasing, which leads to shorten RF pulses while 

maintaining the excited magnetization profiles (30, 32).  

Second, parallel transmission can improve the spatial excitation pattern while without 

increasing the RF pulse duration (33).  

Third, parallel transmission can control different RF pulse shapes, rather than only 

amplitudes and phases as RF shimming (9-11), and provides complete control over different RF 

pulses. It is therefore able to produce more homogeneous RF excitation, which is crucial for ultra 

high field imaging in which B1 field is rather inhomogeneous due to dielectric resonances and 

tissue conductivity-induced RF amplitude attenuation.  

Fourth, specific absorption rate (SAR) can be incorporated in the design, which can 

compromise between the excitation profile and RF power deposition, including local and global 

RF power distributions. 

1.2.2 RF Pulse Design for Parallel Transmission  

To date, most of the proposed parallel RF excitation designs are based on the small-tip-angle 

approximation (29). This formulation greatly simplifies computation and can provide good trade-

off for designs since the problem of RF pulse design is reduced to a linear system. But, these 

methods can only design excitation pulses within the regime of small tip angle, (e.g., 30o), and 

cannot design inversion and refocusing pulses. Even for 90o excitation, the pulses based on 

small-tip-angle approximation can yield significant error in the excitation profiles (31). So 

designing effective algorithms for large tip angle RF pulses for parallel transmission is 

prerequisite for the clinical use of parallel transmission.  
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Note that there are non-iterative and iterative methods available for designing 

multidimensional large-tip-angle RF pulses for parallel transmission.  

The most widely used non-iterative method is named by linear-class large-tip-angle 

(LCLTA) RF pulse design for parallel transmission (34), which is based on the LCLTA theory 

(35) at single channel and then extends to parallel transmission.  The LCLTA design generalizes 

the Small Tip Angle (STA) design by concatenating a sequence of small excitation pulses when 

a special class of excitation k-space trajectories is used, such as inherently self-refocused spiral.  

The formulation of LCLTA design is very similar to STA design except that the magnetization 

profile is replaced with flip angle profile.  Strictly speaking, both STA and LCLTA are linear 

approximation of nonlinear Bloch equation. STA or LCLTA is only the first term in a 

perturbation expansion of the Bloch equation (36). As a result, imperfections due to the higher 

order terms missing can appear in the excited magnetization profiles, even the assumptions of 

STA or LCLTA are satisfied. Significant distortions can appear when the assumptions of STA or 

LCLTA are violated, e.g., when using the STA method to design 90o excitation or when using 

the LCLTA method on echo planar (EP) trajectory.  

Heretofore, many methods based on iterative scheme have been proposed. Xu et al. (37) 

formulated the multidimensional, multichannel RF pulse design as an Optimal Control problem 

with multiple controls based directly on the Bloch equation. A first-order gradient optimization 

algorithm is used to iteratively solve the control problem, where STA or LCLTA is used as an 

initial guess. RF pulse design is completely considered as a black box and thus computationally 

demanding. Most importantly, this method may converge to a local minimum solution of 

insufficient accuracy. Another iterative scheme is Additive Angle (AA) method proposed by 

Grissom et al (38). This method is based on a series of iterative updates to a large-tip-angle 



 8 

pulse. A small-tip-angle RF pulse is as the initial pulse and significant deviation from the desired 

pattern is expected. Then another small-tip-angle pulse is designed to add the previous one, to 

bring the pattern excited by summed pulses closer to the desired pattern. The summed pulse is 

seeded to the next iteration, and iterations continue until a convergence criterion is met. Because 

additive angle method is formulated as a small number of Bloch equation simulations and fast 

small-tip-angle pulse designs, the computational time is relatively shorter than optimal control 

method. However, additive angle method employs a series of iterative linear pulse designs to 

approximate the nonlinear Bloch equation, notable excitation error appear particularly at high 

acceleration with the use of echo planar (EP) trajectory. Therefore, it is necessary to derive RF 

waveforms directly from the Bloch equation and design effective and fast algorithm for large-tip- 

angle RF pulses for parallel transmission. 

1.2.3 Significance of Aims 

Aim #1 is to propose effective and fast algorithm for designing large-tip-angle RF pulses for 

parallel transmission to excite desired pattern in the presence of severe B1
+ inhomogeneity at 

ultra high field. To achieve effectiveness, it is inevitable to derive RF pulses directly from the 

Bloch equation; to achieve rapidness, complicated evaluation should be avoided. In this work, 

we evaluate the use of a novel approach, which called Perturbation Analysis Method (PTA), 

for parallel transmission RF pulse design that is based on a perturbation analysis of the Bloch 

equation. In this approach, the difference between the target magnetization profile and that 

produced by STA designed pulses can be analytically expressed as a function of the applied RF 

pulses. This analytical expression can then be used to calculate corrections for the applied RF 

pulse in an iterative fashion. It is similar to Additive angle method, but the equations are derived 
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directly from the Bloch equation. Three different comparisons of 90o excitation, 180o inversion 

and 180o refocusing are shown among three methods of STA, AA and PTA. Excitation error and 

peak amplitude are evaluated at various acceleration factors (R), which is defined as the number 

of interleaved trajectories. 

 Furthermore, it has been noted that hardware and experimental imperfections can 

severely alter the excitation patterns obtained with these accelerated pulses at ultra high field 

imaging (39, 40). The distortion induced by RF coils is also very evident especially in spatially 

localized excitations of parallel transmission. Although many techniques, such as shielded 

gradients (41), pre-emphasis system (42), and k-space trajectory measurement (40, 43) have been 

reported to compensate the eddy current field; however, they are either only compensate the 

gradient coil induced eddy currents or the measurement of actual k-space trajectory is too time-

consuming and/or inaccurate to compensate RF induced eddy currents. The synchronization of 

multiple RF pulse channels and gradient waveforms should be also taken into consideration. So 

Aim #2 is to propose a novel method of Eddy Current Compensation for parallel transmission 

RF pulse design to compensate the overall distortion using multi-exponential fitting of the eddy 

current model to determine the eddy current fields. Substantial improvements in multi-

dimensional excitation pattern accuracy should be obtained with this correction method. The 

improvements should be particularly notable in the case of high acceleration factor, where strong 

eddy current is presented.  Simulations as well as experiments should show that this proposed 

approach leads to fast convergence and improved excitation quality during parallel transmission. 

Designing large-tip-angle RF pulses is very important for practical applications. 

Diffusion tensor imaging (DTI) can map the tissue fiber orientation and connectivity in three 

dimensions, guided by the principal diffusion directions (44). It is a very important technique to 
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characterize the tissue properties and can be used as more early detection than conventional T1 or 

T2 imaging in which tissues has significantly different microstructural characteristics (45). Some 

clinical applications of DTI are in the tract-specific localization of white matter lesions such as 

trauma and in defining the severity of diffuse traumatic brain injury (TBI). The localization of 

tumors in relation to the white matter tracts (infiltration, deflection) has been one of the most 

important initial applications. At present, single-shot spin-echo EPI with diffusion gradient is the 

most prevalent sequence due to its high acquisition speed (e.g., <100 ms per image) and motion 

insensitivity. However, the performance of this sequence is under expectation at ultra high field 

MRI due to the severe B1
+ inhomogeneity, which 180o refocusing pulses cannot successfully 

refocus every position in phase. Furthermore, at ultra field MRI, adiabatic pulses are employed 

to excite sequences with inversion pulses, such as MP-RAGE or inversion recovery, since it can 

invert magnetization vectors uniformly even in the presence of a spatially nonuniform B1 field. 

However, the power deposition is much higher than non-adiabatic pulses, which limits its 

widespread use. Parallel transmission can overcome the aforementioned limitations while 

maintaining lower power deposition. The only necessity is an effective and fast algorithm for 

designing large-tip-angle RF pulses for parallel transmission.  

 Based on the success of aforementioned aims, Aim #3 is to design multi-dimensional 

multi-channel tailored RF pulses to precompensate intravoxel dephasing caused by magnetic 

susceptibility for signal recovery in T2*-weighted fMRI. Along with high-resolution anatomical 

brain images, functional images allow localization of brain functions that evolve over the 

duration of an experimental paradigm (46). Such capability of functional localization has proven 

to be invaluable to researchers in neuroscience, psychology, psychiatry, and beyond. Among 

many contrast mechanisms for fMRI, T2*-weighted blood-oxygenation-level-dependent (BOLD) 
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(19) image contrast has been the most popular up to now. Neuronal activities, such as action 

potential generation and neurotransmitter release, initiates complex interactions among local 

blood flow, volume and oxygenation level (19, 20 and 47). This process leads to a decrease in 

regional deoxyhemoglobin concentration, which has been attributed to an increase in cerebral 

blood flow that exceeds oxygen consumption, and then causes an increase in regional blood 

oxygenation level, which increase the T2* value of blood. Therefore, T2*-weighted image 

contrast can be used to infer neuronal activities, although mechanisms are not fully understood. 

Magnetic susceptibility is defined as the degree to which a material magnetizes in the 

presence of an external magnetic field. The value of magnetic susceptibility can be positive or 

negative (paramagnetic or diamagnetic, respectively). Magnetic field is distorted because such 

variation of field strength from inside to outside of intravoxel, particularly at the interface of 

susceptibility differences. Deoxyhemoglobin (deoxy-Hb) is strongly paramagnetic, while 

oxyhemoglobin (oxy-Hb) is slightly diamagnetic. Therefore, in a uniform magnetic field, those 

cells containing more oxy-Hb create more homogeneous field than those containing more deoxy-

Hb. According to the Larmor frequency, excited spins precesses at different frequencies in the 

presence of inhomogenous field, which leads to spatial dispersion of the phase of spins and 

contributes to T2* contrast. Although Gradient echo planar imaging GE-EPI with long readout 

and TE provides good susceptibility-induced T2* contrast and temporal resolution, however, it is 

vulnerable to susceptibility-induced artifacts. The primary artifact origin is magnetic 

susceptibility difference between brain structures and air cavities, which leads to main field 

inhomogeneity. Signal loss is the most critical artifact and difficult to be corrected in the image 

reconstruction process. The origin of signal loss is intravoxel dephasing, which caused by 

susceptibility-induced field inhomogeneity. Intravoxel dephasing leads to vector cancellation, 
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which results in partial or even complete voxel signal intensity drop. In multi-dimensional 

excitation, pixel dimension of through plane is often larger than the one of in plane. So through-

plane dephasing is usually the dominant factor of signal loss relative to in-plane dephasing. But 

in-plane dephasing should be taken into consideration at ultra high field due to the severe B1 

inhomogeneity in plane. The study of some important brain regions such as the orbital frontal 

and inferior temporal cortices are severely hampered by signal loss. 

Several approaches have been proposed to recover the susceptibility-induced signal loss. 

It can be mitigated by the reduction of the size of image voxels, which is called “thin slices” (48, 

49). If the voxel dimension of though plane is reduced, cancellation of dephased spin signals is 

alleviated. However, one major drawback of using thin slices is, obviously, a reduction in brain 

coverage per repetition time. So the scanning time will be increased by multiple folds compared 

to conventional thick slices are used. Some groups proposed to use an external coil for localized 

shimming to recover signal loss directly at counteracting the field distortion by placing coils 

close to the field inhomogeneity (50, 51). These localized shimming methods were effective to 

certain extents in improving field homogeneity. However, for long time fMRI sessions, 

placement of shimming hardware on subject leads to significant discomfort, which likely 

increases head motion and thus critical artifacts are observed. Another class of methods uses z-

gradient lobs to compensate for through-plane dephasing, which is called “z-shim” (24, 52-55). 

A z-gradient lobe, deployed after excitation, can create linear phase along z dimension that could 

cancel out the dephasing due to field inhomogenetiy accumulated up to data acquisition. Since 

gradient lobes are non-selective and the extent of dephasing varies as a function of voxel 

location, one needs to acquire multiple subimages using different gradient moments to refocus 

different image regions. Then the subimages can be combined in various ways (23, 24), to form a 
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final image free of signal loss. To generate an image with acceptable signal recovery, it usually 

requires several subscans for each slice location, and hence a major problem of z-shim is the 

temporal resolution loss due to acquisition of multiple subimages for each slice location. 

Three dimensional tailored RF (3DTRF) pulse design was firstly introduced to signal loss 

recovery by Stenger et al (25). This method is based on the excitation k-space analysis 

perspective and under the small-tip-angle approximation to the Bloch equation (29). It has 

several important advantages.  

First, it has no interference with imaging parameters, for example, thin slice thickness is 

not required.  

Second, due to the incorporation of field map, it does not require multiple subimage 

acquisitions for a single image, which is a significant advantage compared to z-shim that 

temporal resolution is sacrificed.  

Finally, this method can be applied in conjunction with many other existing methods, 

such as thin slice, localized shimming and z-shim for maximal signal recovery.  

However, this pulse design is impractical in clinical uses unless several major technical 

hurdles are overcome. First, the 3DTRF pulses are exceedingly long relative to slice-selective 

SINC pulses. It was demonstrated that a 60-ms 3DTRF pulses was effective in selecting a 2-cm 

thick slice, and recovering signal loss above the sinus cavity (25). Needless to say the select 

slices of 5 mm in typical fMRI studies, the designed pulses will be much longer than 60ms. Also, 

it is difficult to simultaneously recover multiple regions, which typically appear at places close to 

air-filled middle ears and sinuses. In addition, it does not perform well at places where the 

magnetic field is severely inhomogeneous. Large frequency offset will destroy the in-plane 

excitation accuracy, though the effect in slice selective direction is minimal.  



 14 

Although Yip et al (26) demonstrated that pulse duration of  3DTRF could be reduced to 

15.4 ms in selecting 5-mm slice by using novel echo-volumar (EV) trajectory, also called fask-kz 

trajectory or spoke trajectory, the results were reported at 3T, which field inhomogeneity and 

intravoxel dephasing are not as severe as at ultra high field, such as 7T. More spokes have to be 

deployed at ultra high field in order to successfully recover signal loss, however, this will lead to 

increase RF pulses duration.  Such lengthy RF pulses seriously hamper the temporal resolution 

of the MR images, which is critical in fMRI studies. In addition, because the long 3DTRF pulses 

are deployed in the regions with extremely inhomogeneous field, excitation accuracy can be 

severely affected by off-resonance excitation.  

The primary drawback of three-dimensional tailored RF pulses is exceedingly long pulse 

duration. Parallel transmission can dramatically shorten RF pulses duration by undersampling the 

k-space trajectory. Aim #3 of this dissertation is to design clinically applicable 3D tailored RF 

pulses that can recover signal loss caused by magnetic susceptibility difference in T2*-weighted 

fMRI at ultra high field using parallel transmission. First, the magnetic susceptibility-induced 

field map is obtained via two sets of multi-slice 3D gradient echo (GRE) images with an echo 

time difference, which should be small enough so that no phase evolution during this period 

exceeds ±π. Then we incorporate the set of field maps of multiple slices with time duration of TE 

into the small-tip-angle RF pulses design for parallel transmission. The major improvement is 

that multiple channels and multi-slice B1
+ maps are simultaneously employed in the RF pulse 

design.  

This method can be combined with aforementioned algorithms. For example, this 

precompensated method can be combined with PTA method to comprise the analytical 

framework of RF pulse design in the regime of large-tip-angle excitation. Eddy current 
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correction method should be included to avoid the effect of hardware imperfection, such, eddy 

current field, delays between gradients and RF pulses. Maximal signal recovery can be obtained 

from the combined algorithms compared to gross precompensated algorithm. Furthermore, with 

the use of parallel transmission, it becomes possible that the one has previously not been 

practical due to the requirement of lengthy RF pulses. 

In summary, the goal of this dissertation is to design effective and fast algorithms for 

parallel transmission, ultimately with applications in human imaging. If the aims are realized, the 

largest hurdle of severe B1 field inhomogeneity at ultra high field MRI can be overcome. Ultra 

high field MRI will gain widespread application with homogeneous field strength due to its high 

SNR and contrast. Therefore, it is very meaningful to investigate novel RF pulse design 

algorithms for parallel transmission to bring ultra high field human MRI to clinical use. 
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1.3 THE STURCTURE OF THIS DISSERTATION 

The structure of the dissertation is as follows: 

Chapter 1 presents the specific aims of this dissertation along with the current difficulties at 

ultra high field. In addition, to motivate subsequent chapters, the significance of this dissertation 

is explained in details. 

Chapter 2 describes the basic MR physics such as the generation and reception of MR signal. In 

addition, we introduce the parallel transmission theory and then focus on the principle of pulse 

design for parallel transmission including small-tip-angle and large-tip-angle excitations. 

Chapter 3 describes the novel design algorithm of large-tip-angle parallel transmission RF 

pulses using perturbation analysis (PTA) of Bloch Equation and implementation of the algorithm 

on an 8-channel parallel system at 7T for both simulations and experiments, successfully 

demonstrating the capability of the technique in creating short pulses for localized excitation, 

mitigating B1
+ inhomogeneity, and providing excitation for arbitrary target pattern. This work 

has been published in Magnetic Resonance in Medicine. 

Chapter 4 presents an eddy current characterization technique for parallel transmission RF pulse 

design. This algorithm is useful to compensate the eddy current field induced from RF shield 

when fast switching gradients are used. The technique was verified and validated on a water 

phantom at 7T using an 8-channel parallel transmission system. This work has been submitted 

for publication in Journal of Magnetic Resonance. 

Chapter 5 introduces a novel RF pulse design combining parallel transmission technology and 

3D tailored RF pulse design, dubbed as PTX 3DTRF, to restore the magnetic susceptibility 

induced artifacts in some important functional brain regions. The algorithm is validated both on 

phantom and human studies. The proposed algorithm has successfully been demonstrated in 
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whole brain BOLD fMRI studies at 7T. Significant improvement can be observed with the use of 

PTX 3DTRF pulse design. This work has been submitted for publication in Magnetic Resonance 

in Medicine. 

Chapter 6 presents two practical considerations for the design of parallel transmission RF pulses 

especially at ultra high field. The first describes a technique to rapidly obtain B1
+ maps of all 

channels of RF coils for parallel transmission at ultra high field. The spatial B1
+ profiles of RF 

transmission coils are crucial inputs for parallel transmission design, which requires a technique 

that could be used to rapidly obtain a good estimation of these profiles. The second describes a 

technique to effectively compensate the excitation artifacts caused by directly discrete sampling 

and finite gradient raster time. These two techniques have been published in the Annual Meeting 

and Exhibition of International Society for Magnetic Resonance in Medicine. 

Chapter 7 summarizes the major contributions of this dissertation and proposes several 

interesting ideas of the extensions to this dissertation as the future work. 
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2.0  BACKGROUND 

The aim of this chapter is to provide the relevant background for understanding the work in the 

subsequent chapters of this dissertation. First of all, a brief description of MR physics is 

presented, including MR principle, signal excitation and reception. Then an outline of the RF 

pulse design theory for single and multiple channel excitations are followed. Finally, the focus of 

this chapter will be mainly on the excitation stage of MRI, including small-tip-angle and large-

tip-angle parallel transmission RF pulse design. 

2.1 MAGNETIC RESONANCE IMAGING 

Nuclear particles like protons, electrons and neutrons have a physical property---spin. Nuclei 

with an odd number of protons or neutrons possess a nuclear spin angular momentum. Spins can 

have positive or negative signs, which corresponds to different rotating direction of angular 

momentum. Two or more spins with different signs can be paired together to present the net spin. 

In MRI, only nuclei with non-zero net spin are of importance. When in a magnetic field, spins 

will act like magnet dipoles that will be aligned parallel or anti-parallel to the external field, 

which corresponds to low or high energy levels. The magnetization arises from the difference of 

the numbers of nuclei between these two states and contributes to the generation of signal in MR 

imaging. Human body largely consists of water, hydrogen nuclei that follows the spin behaviors 
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and thus they are the signal source of conventional MR imaging. In different regions of human 

body, the type and concentration of nuclei are different, for example, the white and gray matters 

in the brain, leading to significantly valuable soft tissue contrast for clinic MR imaging. 

MR imaging can be classified as a two-stage experiment: excitation and reception. The 

excitation stage involves exciting magnetic moments from low-energy state to high-energy state 

and thus generate a detectable signal. The reception stage involves receiving the detectable signal 

via Farady’s law of induction to transform electronic signal to images through frequency, phase 

and slice encoding. 

In contemporary commercial scanners, three magnetic fields are usually used in MR 

imaging, 

 

1) Main Field (B0) 

A static main field (B0) applied along the positive z direction, is always present. In the absence 

of the main field, magnetic moments in the subjects are in random orientation. When the static 

magnetic field is applied, excited spins will precess at the Larmor frequency and the magnetic 

moments will align with the applied field. Larmor frequency ( w ) is linearly related to the 

strength of main field, i.e.,   w = γ B0 , where γ is the gyromagnetic ratio, which is a constant for a 

given nucleus. For proton MRI, gyromagneic ratio is 42.56 MHz/Tesla. 

 

2) Gradient Field (G) 

The magnetic field gradient system normally consists of three orthogonal gradient coils. Gradient 

coils are designed to produce time-varying magnetic fields of controlled spatial nonuniformity. 

The gradient system is a crucial component of MRI system because gradient fields are essential 
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for signal localization and spatially selective excitation, as will become evident in the subsequent 

chapters. 

 

3) Radiofrequency Field (B1) 

During the excitation stage, a radiofrequency (RF) with the resonance frequency of magnetic 

moment is applied in the transverse (x-y) plane using RF transmission coils. This pulse can 

create a torque that rotates magnetic moment from low energy level to high energy level, 

corresponding to rotate the magnetization from the longitudinal direction to the transverse 

direction. During the reception stage, the signal can be generated in properly oriented RF 

receiver coils according to the Faraday’ law of induction, which states that a time-varying 

magnetic field will induce a voltage in a coil placed perpendicular to the direction of this 

magnetic field. Mathematically, the law is given by, 

  
V = −

∂Φ(t)
dt

      (2.1) 

where   Φ(t)  is the magnetic flux. V is the induced voltage. To determine the flux, we have to use 

the principle of reciprocity. Specifically, if a unit current flows in the coil, it will produce a 

magnetic field    B
receive(r)  at location  r . Thus, the magnetic flux through the coil by    M (r,t)  is 

given by, 

    
Φ(t) = Breceive(r)∫ iM (r,t)dr               (2.2) 

Substituting this into Eq. (2.1),  

    
V = −

∂
∂t

Breceive(r)∫ iM (r,t)dr              (2.3) 
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Note that only the transverse magnetization contributes to the signal. That is why people refer the 

MR signal as the transverse magnetization 
 
Mxy . Furthermore, the MR signal we used for 

reconstructing images is usually the one after demodulation of high frequency. So the MR signal 

is given as follows, 

   
S(t) ∝ω0 Bxy

receive*

(r)Mxy (r,0)e− t /T2 (r )∫ e−∆ω (r )tdr         (2.4) 

where 
  
Bxy

receive*

is the complex conjugate of  
Bxy

receive , which is also called receiver sensitivity (B1
-). 

For transmit sensitivity B1
+ is implicitly included in 

 
Mxy . We will discuss on how to obtain 

sensitivity maps in the subsequent chapters, as they are crucial for parallel transmission RF pulse 

design. 

 By ignoring the T2* effect, MR signal is proportional to the Larmor frequency, receiver 

sensitivity map, transverse magnetization and excited sample volume. 

  
|| S ||∝ω0 Bxy

receive*

MxyVs          
 (2.5) 

Note that both Larmor frequency and 
 
Mxy  are linearly related to the main field B0. So if the 

main field increases twice, the signal should increase four times. That is why the ultra high field 

gains more and more interests hitherto. 
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2.2 RF PULSE DESIGN 

2.2.1 Single Channel Transmission Theory 

The time-dependent behavior of magnetic moments   


M  in the presence of an applied magnetic 

field    

B1 can be quantitatively described by the so-called Bloch equation. Bloch equation can be 

used to determine the magnetization state following a RF pulse    

B1  excitation for a given initial 

magnetization state   M0 . The goal of RF pulse design is to develop methods for designing RF 

pulses that rotate magnetization from an initial state at the beginning of the RF pulse, to a desired 

state at the end of the RF pulse. In the context of MRI, the Bloch equation takes the following 

general form, 

   

d


M
dt

= γ


M ×

B1 −

Mx


i + M y


j

T2

−
( Mz − M0 )


k

T1

           (2.6) 

where γ is the gyromagnetic ratio,   T1  and   T2  are the longitudinal and transverse relaxation time 

constants, and   M0  is the equilibrium state for   


M  in the presence of   B0  only.  

 Equation (2.6) is nonlinear and very difficult to use in design of RF pulses   B1 . However, 

under some circumstances such as small tip angle, ignoring   T1  and   T2 , the so-called small-tip-

angle approximation (29), yields the following linear equation that can be used to design RF 

pulses in an analytical frame. 

    
Mxy (r) = iγ M0 B1(t)e

ir ⋅

k (t ) dt

0

T

∫                 (2.7) 
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where the k-space is defined as the time-reversed integration of the gradient waveforms. The so-

called excitation k-space has different interpretation with the widespread imaging k-space 

notation and given by, 

   


k (t) = −


G(s)ds

t

T

∫      (2.8) 

This analytical frame provides a simple Fourier relationship between RF pulses   B1  and desired 

transverse magnetization  
Mxy .  The RF pulses   B1 and Gradient field   


G  can be used to control 

the transverse magnetization and then signal intensity at various locations of the image. This 

powerful express of RF excitation can be summarized as the transverse magnetization is the 

Fourier transform of a spatial frequency function, where gradient waveform   


G  is traveling a 

path in Fourier space (so-called excitation k-space), multiplied by a spatial frequency weighting 

function, where   B1  describes the weighting (RF energy deposition) along the path in excitation 

k-space.  We will revisit this formalism many times in the subsequent chapters. 

 Note that this analysis is derived under the small-tip-angle approximation (29). The 

special case of RF pulses and k-space trajectory will create good excitation profile up to a 

relative large-tip-angle such as 90o. This method that scales small-tip-angle analysis to accurately 

excite large-tip-angle is called as the linear class of large-tip-angle RF pulse design (35).  These 

RF pulses must follow some rules, 1)   B1  deposit energy in a Hermitian-symmetry fashion, which 

means that for every point of RF deposited energy on the excitation k-space trajectory, there is 

another point symmetric about the origin with the conjugate weighting of RF deposited energy. 

2) The k-space trajectory must end at the origin, where the endpoint defines the origin. This class 

of RF pulses is called as inherently self-refocused pulses. Under theses assumptions,  
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θ(r) = γ B1

*(t)eir ⋅

k (t ) dt

0

T

∫     (2.9) 

where θ  is the tip angle resulting from the concatenation of self-refocused pulses. Equation (2.9) 

holds when the aforementioned linear class assumptions are satisfied. For large-tip-angle 

excitation, the assumption contains two parts. First, k-space trajectory starts and ends at the 

origin of the excitation k-space. Second, k-space trajectory can be decomposed into a sequence 

of inherently refocused subtrajectories, each corresponding to a subpulse with a small-tip-angle. 

Note that not all excitation k-space trajectories can be decomposed into refocused 

subtrajectories. The two widespread two-dimensional excitation k-space trajectories are spiral 

and echo-planar (EP), which are illustrated in Fig. 2.1. Between these, only the spiral can be 

approximately decomposed into refocused subtrajectories. Therefore, significant errors will arise 

when the linear class of large-tip-angle RF pulse is applied in the EP trajectory.   
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Figure 2.1 (a) Spiral k-space trajectory obtained by time-reversed integration of the corresponding gradient 

waveforms in (b). (c) Echo-planar (EP) trajectory and (d) the corresponding gradient waveforms. 

2.2.2 Multiple Channel Transmission Theory 

Heretofore, all the theories and techniques have presumed that excitation was performed with a 

single channel excitation. As previously demonstrated, multi-dimensional, spatially selective 

excitation often leads to long pulse duration that is not suitable for practical applications. 

Naturally, the pulse duration increases with the complexity of target patterns. For example, the 

selective RF excitations for mitigating severe B1
+ inhomogeneity with the use of spoke trajectory 

can be very long because many spokes are required to sufficiently compensate the severe 
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inhomogeneity in plane which inevitably results in long k-space trajectory and thus long pulse 

duration. 

With the incidence of parallel transmission technology, the pulse duration can be 

significantly shortened or so-called accelerated, relative to the single channel excitation. Parallel 

transmission is a means of accelerating multidimensional selective excitation using multiple 

channel coils driven with independent waveforms (14,15).  This makes it possible to excite more 

complex target patterns with practical pulse duration, which can be used in localized excitation 

and RF field inhomogeneity mitigation especially at ultra high field. 

To gain the intuition of parallel transmission, the concept of B1
+ sensitivity map should 

be first described. The B1
+ sensitivity map refers to the spatial variation of the RF field produced 

when a coil is placed near the subject, which is dependent on the structural design and position of 

the coil. In the case of single channel excitation, the RF coils is designed to achieve uniformity 

across the space via the use of  “birdcage mode” coil, however, the uniformity cannot be 

achieved at ultra high field, which arises the issue of RF field inhomogeneity. In the case of 

multiple channel transmission, RF pulses from multiple independent RF coils can excite desired 

target patterns via transmitting simultaneously. The B1
+ sensitivity map of each channel is 

different and provides extra degrees of freedom for RF pulse design, which is the key to shorten 

pulse duration while maintaining the desired excitation pattern. 

Mathematically, RF field produced by a single channel can be formulated as a separable 

function of time and space, 

   B1(r,t) = S(r)B1(t)      (2.10) 

where    S(r)  is the complex transmit sensitivity map of the single channel. By extending to 

multiple channels, the combined excitation field is given by, 
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B1(r,t) = Sn(r)B1,n(t)

n=1

N

∑     (2.11) 

 To elucidate the concept clearly, we take the analysis under the small-tip-angle RF pulse 

design of single channel as an example. Substituting Eq. (2.11) into Eq. (2.7), we obtain the 

corresponding small-tip-angle RF pulse design of multiple channels as follows, 

    
Mxy (r) = iγ M0 Sn(r)

n=1

N

∑ B1,n(t)eir ⋅

k (t ) dt

0

T

∫ = Sn(r)
n=1

N

∑ Mn(r,T )       (2.12) 

where     Mn(r,T )  is the excited pattern produced by the RF pulse    
B1,n(t)  of the channel n only. 

This expression shows that the combined excitation pattern in parallel transmission can be 

obtained via the summation of the excitation pattern of single channel, weighted by transmit 

sensitivity map of the single channel. 

 As previously mentioned, the use of multiple channels provides extra degrees of freedom, 

which allows us to undersample the excitation k-space trajectory with the same excitation 

accuracy as fully sampling can be achieved.  Thus we can accelerate k-space trajectory and then 

shorten the pulse duration without sacrificing the excitation quality. This is the fundamental 

mechanism underlying parallel transmission. Figure 2.2 shows the examples that RF pulses using 

undersampled k-space trajectories can excite patterns with the same accuracy as when using a 

fully sampled trajectory shown in Fig. 2.1.  
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Figure 2.2 (a) Spiral k-space trajectory with undersampling or acceleration factor of 4 and (b) the 

corresponding gradient waveforms.  (c) Echo-planar (EP) trajectory and (d) the corresponding gradient 

waveforms with the same acceleration factor as spiral trajectory. 

2.3 PARALLEL TRANSMISSION RF PULSE DESIGN 

2.3.1 Small-tip-angle Parallel Pulse Design 

Several methods have been proposed for the design of small-tip-angle RF pulses in parallel 

transmission (14-16, 56). The pioneering pulse design methods were introduced by Katscher et 
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al (14) and Zhu (15). Then they were followed by Griswold et al (56) and the most widely used 

method proposed by Grissom et al (16). We now briefly review all the methods. 

 

1) Transmit SENSE  

The method introduced by Katscher et al (14), called transmit SENSE, is analogous to SENSE 

parallel imaging and characterized by explicit use of transmit sensitivity maps in the pulse 

design. The mathematical formulation is based on a convolution in excitation k-space and allows 

using arbitrary k-space trajectories. As previous discussed, assuming that the small-tip-angle 

approximation is satisfied, the combined excitation simultaneously produced by multiple 

channels  is given by, 

   
PTot (r) = Sn(r)Pn(r)

n=1

N

∑     (2.13) 

where    Sn(r)  is the transmit sensitivity map of channel n. Then, take Fourier transform of Eq. 

(2.13) to k-space frequency domain, 

    
PTot (r) = Sn(r)⊗ Pn(r)

n=1

N

∑     (2.14) 

where the tilde denotes the Fourier transform operation and the operator ⊗  denotes a 

convolution.  This equation can be discretized in space and frequency domains and concatenated 

as the following form, 

    

PTot (r) = [ S1 SN ] 

P1

 
PN

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
= S full

Pfull           (2.15) 

Then a regularized least square function can be formulated as Eq. (2.16) and solved by any 

classic methods for sparse linear equations such as LSQR. 
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Pfull = argmin || S full

Pfull − PDes ||2 +R( Pfull ){ }         (2.16) 

 Finally, the individual RF pulse of each channel can be obtained by taking the inverse of 

Fourier transform of each excited pattern of 
  
Pfull .  Since there are no any assumptions or 

restrictions on the sampled k-space, this method can be used for arbitrary k-space trajectories. 

The only issue is that it is complicated and relatively slow due to the conversion between time 

and frequency domains. 

 

2) Aliasing-Removal Method 

The method introduced by Zhu (15) formulates parallel transmission RF pulse design as an 

optimization problem in the spatial domain. The aim of this method is to solve the expected 

excitation pattern of each channel and subsequently obtain the RF pulse of each channel via 

Fourier transform. In this method, it is assumed that k-space trajectory is undersampled in one 

dimension. Moreover, because the method is based on the removal of aliasing in the spatial 

domain and aliases have to be coherent, it is restricted to Cartesian echo-planar trajectory. 

Therefore, significant artifacts arise when the non-Cartesian trajectories are applied such as 

spiral, which considerably restricts the use of this method. 

 

3) Transmit GRAPPA 

The method proposed by Griswold et al (56) is in manner analogous to GRAPPA parallel 

imaging (57).  The most significant advantage of this method is that it does not require the 

acquisition of transmit sensitivity maps. This is a very encouraging benefit because it is not a 

trivial problem to accurately and rapidly measure transmit sensitivity maps, especially at ultra 

high field, where severe spatial variation of RF transmit field appears. However, several 
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drawbacks of this methods hamper the practical usages. First, instead of requiring prior 

determination of transmit sensitivity maps, it involves an extra calibration during the pulse 

design. Second, it is also restricted to Cartesian echo-planar trajectories due to the acceleration 

via undersampling in one dimension. Last but not least, this method is based on the assumption 

that a relatively uniform transmit field is produced. The third assumption is the most critical 

because of highly inhomogeneous RF field at ultra high field. Thus this method cannot be 

applied for ultra high field parallel transmission applications. 

 

4) Spatial domain method 

Spatial domain method proposed by Grissom et al (16) is the most widely used small-tip-angle 

parallel transmission RF pulse design. We have already briefly described it in Section 2.2.2.  

Now, we rewrite (2.12), 

   
M (r) = iγ M0 Sn(r) bn(t)eir ⋅k (t ) dt

0

T

∫
n=1

N

∑     (2.16) 

Then discretize time to Nt samples and space to Ns samples, we may write, 

   
M (r) = Dn Abn

n=1

N

∑      (2.17) 

where    Dn = diag{Sn(r)}  is a diagonal matrix containing the transmit sensitivity map of Channel 

n. The (i,j)th element of the matrix A with the size of  Ns × Nt  is given by, 

  
aij = iγ M0∆teiri ⋅k (t j )      (2.18) 

Field map can be incorporated into the element to reduce the artifact due to B0 inhomogeneity. 

Equation (2.16) can be rewritten via horizontal concatenation of the matrices  Dn A  and vertical 

concatenation of the vectors  bn  as follows, 
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M = D1A  DN A⎡⎣ ⎤⎦

b1

 
bN

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
= Afullbfull     (2.19) 

Thus, the RF pulses can be obtained via solving the following least square cost function using 

conjugate gradient method. 

  
bfull = argmin || Afullbfull − M Des ||2 +R(bfull ){ }               (2.20) 

where   
R(bfull )  is the Tikhonov regularization term, where RF power deposition can be 

controlled by the tradeoff of excitation accuracy.   

 The form of this method is close to transmit SENSE, however, it is derived at the spatial 

domain, so the computation is significantly reduced due to the skip of transform to frequency 

domain and interpolation between k-space trajectories. This method has no restriction on the use 

of trajectories. Due to the robustness of this method, spatial domain method is prevailing in the 

parallel transmission applications.  

 

2.3.2 Large-tip-angle Parallel Pulse Design 

Pulse design is much more challenging at the regime of large-tip-angle due to the nonlinearity of 

the Bloch equation. Many methods have been reported for designing large-tip-angle RF pulses. 

Here we only cover the three most widely used large-tip-angle parallel RF pulse design methods, 

which are classified as non-iterative and iterative methods. 
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1) Non-iterative method 

As mentioned in Chapter 1, linear-class large-tip-angle (LCLTA) RF pulse design for parallel 

transmission (34) is a dominant non-iterative method, which based on an extension of the single-

channel linear-class large-tip-angle theory. The method is generally fast and involves certain 

approximations. The LCLTA design generalizes the small-tip-angle (STA) pulse design by 

concatenating a sequence of small-tip-angle excitation pulses, so it must obey some 

approximations, for example the k-space trajectory has to be inherently self-refocused. Thus, 

excitation artifacts are notable when echo-planar (EP) trajectory is applied due to the break of 

assumptions. Equation (2.21) is the central equation for the parallel transmission LCLTA theory, 

  
   
θ(r) = γ Sn

*(r) bn
*e− ir ⋅k (t ) dt

0

T

∫
n=1

N

∑       (2.21) 

where the sign of star notes the operation of complex conjugate. Equation (2.21) is very close to 

Eq. (2.16) where the magnetization is replaced by tip angle. More strictly speaking, both STA 

and LCLTA are linear approximation of the nonlinear Bloch equation. They are only the first 

term in a perturbation expansion of the Bloch equation. We will mathematically explain this in 

detail with the introduction of our proposed method in Chapter 3. 

 

2) Iterative method 

With the use of LCLTA, image distortion due to the lack of the higher order terms can appear in 

the excited magnetization profiles even the assumptions are satisfied. Therefore, methods based 

on iterative scheme are proposed. Currently, two striking iterative methods for designing large-

tip-angle parallel RF pulses are presented: Optimal Control Method and Additive Angle Method. 
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A: Optimal Control Method  

Xu et al (37) formulated the large-tip-angle parallel transmission RF pulse design as an optimal 

control problem with multiple parameter controls based directly on the Bloch equation. Then a 

first order gradient optimization algorithm is employed to iteratively solve the optimal control 

problem, where the result from STA or LCLTA is used as an initial guess. This method has no 

restrictions on tip angles and trajectories, which was demonstrated as an effective tool to design 

large-tip-angle parallel transmission RF pulses. However, in the method, RF pulse design is 

considered as a black box without underlying physical background. Furthermore, due to lots of 

controlled parameters, the design is very time-consuming and memory intensive. Of most 

importance, this method cannot guarantee the global solution which means that it may converge 

to a local minimum solution of insufficient accuracy.  

B: Additive Angle Method  

Another iterative scheme is Additive Angle (AA) method proposed by Grissom et al (38). 

Because we will compare our Perturbation Analysis (PTA) method to this method in Chapter 3, 

we review its derivation here. 

Firstly, assuming that    [b1   bn]  are pulses of small-tip-angle excitation, the excited 

profile by these pulses can be approximated by, 

   
θ(r)ei∠Mxy (r ) = iγΔt Sn(r) bn, je

− ir ⋅k (t j )

j=1

Nt

∑
n=1

N

∑    (2.22) 

where   θ(r)  is tip angle profile and    
∠Mxy (r)  denotes the phase of transverse magnetization, 

other parameters are defined the same as above. It is assumed that the pulses    [b1   bn]  cannot 

excite desired pattern and the difference between desired pattern and excited pattern 



 35 

   
Δθ(r)ei∠Mxy (r ) = iγΔt Sn(r) Δbn, je

− ir ⋅k (t j )

j=1

Nt

∑
n=1

N

∑    (2.23) 

As previously mentioned, the pulses  Δbn  can be solved via conjugate gradient method with 

regularization terms including previous pulses  bn , which is given by, 

   
[Δb1   Δbn] = argmin{|| Dn AΔbn − Δd ||2

n=1

N

∑ + λ || bn + Δbn ||2
n=1

N

∑ }        (2.24) 

where the difference between desired and excited patterns is   Δd = Δθiei∠Mxy  and λ  denotes the 

regularization parameter that controls the tradeoff between excitation accuracy and power 

deposition.  To make further improvement, the procedure is repeated iteratively to update the 

pulses via    [b1 + Δb1   bn + Δbn]  until accuracy stops improving or the criterion is met. 

 In summary, Additive Angle Method is based on a series of iterative updates of small-tip-

angle pulses to design large-tip-angle pulse. The deviation between the initial guess of small-tip-

angle excitation and the desired pattern is expected. Then another small-tip-angle excitation is 

supposed to bring the pattern excited by summed pulses closer to the desired pattern. The 

summed pulse is then seeded to the next iteration, and the procedure is continuing until a 

convergence criterion is met.  In comparison, Additive Angle Method is faster than Optimal 

Control Method due to its formulation of a series of small-tip-angle pulse designs. However, it 

also utilizes the linear relationship to approximate the nonlinear Bloch equation, so notable 

excitation error appear particular at high acceleration in echo-planar (EP) trajectory. Thus, it is 

necessary to derive RF waveforms directly from the Bloch equation and design effective and fast 

algorithm for large-tip-angle RF pulses for parallel transmission. This analysis motivated us to 

explore a novel algorithm for designing large-tip-angle parallel transmission RF pulses as shown 

in Chapter 3.  
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3.0  PERTURBATION ANALYSIS METHOD FOR LARGE-TIP-ANGLE PARALLEL 

RF PULSE DESIGN 

3.1 INTRODUCTION  

In this chapter, we propose a fast and efficient large-tip-angle RF pulse design method for 

parallel transmission in ultra high field MRI. As it is known, parallel transmission (14, 15) 

provides an effective and comprehensive means to implement complex tailored radiofrequency 

(RF) excitation for a wide range of MRI applications. While the fundamental framework for the 

design of complex RF excitations was introduced many years ago (29), the resulting RF pulses 

were too long for practical implementation on multidimensional selective excitation (58, 59, 60). 

In PTX, the use of multiple simultaneous RF channels allows shortening the duration of the RF 

pulse by a factor that increases with the number of independent RF channels being used. This 

leads to practical RF pulse designs that can be used as the foundation for improved imaging 

applications.  

Under the Small Tip Angle (STA) approximation (29) the relationship between the 

desired excitation pattern and the required RF pulses can be easily estimated using the 

methodology introduced by Grissom et al (16). This methodology provides an analytic 

expression relating the desired excitation pattern to each of the independent RF pulses in the 

design. The solution of the ensuing set of equations can be obtained by a variety of means, 
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though typically methods such as the conjugate gradient yield an acceptable solution. The STA-

based method (16, 61) can only be applied under the STA approximation, and it is not very 

effective for the design of large tip angle excitations, such as inversion and refocusing, in which 

case it often yields significant errors in the excitation profile (16, 31). 

When the desired flip angle is large, the simple analytic expression quoted above no 

longer yields adequate results and other means of solution are required. One approach is to use 

non-linear optimization algorithms to essentially “search” through the parameter space for a 

solution based on the minimization of a cost functional reflecting some of the desired properties 

in the excitation profile and the RF pulses (37). Another approach is the so-called additive angle 

(AA) technique (38) in which the difference between the target magnetization profile and that 

produced by the STA is used to drive an iterative algorithm. 

In this chapter, we evaluate the use of a new approach for PTX pulse design that is based 

on a perturbation analysis of the Bloch equation and recently introduced as the PTA method (62). 

In this approach, the difference between the target magnetization profile and that produced by 

the STA can be analytically expressed as a function of the applied RF pulses. This analytical 

expression can then be used to calculate corrections for the applied RF pulse in an iterative 

fashion. We demonstrate with simulations as well as experimental results that this approach leads 

to faster computation and improved excitation quality during PTX pulse design. 
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3.2 THEORY 

3.2.1 Analytic Framework 

In the rotating frame, for a multidimensional spatial selective excitation, the Bloch equation, 

without relaxation terms, and including the radiofrequency (RF) 1 1, 1,( ) ( ) ( )x yB t B t iB t= +  and 

gradient fields ( ) [ ( )  ( )  ( )]T
x y zt G t G t G t=G  simultaneously applied can be written as follows: 

1,

1,

1, 1,

( , ) ( , )0 ( )
( , ) ( ) 0 ( , )

0 ( , )( , )

x
xy

y x y

y x z
z

M t M tt B
M t t B M t

B B M tM t

γ

 
    −
    = − ×    
    −    
 

r rr
r r r

rr











G
G

                       
(3.1) 

where [     ]T
x y zM M M  represents the x, y, z components of the magnetization vector at spatial 

location [     ]Tx y z=r  at time t and γ  is the gyromagnetic ratio of the excited nucleus. Eq. (3.1) 

can be used to determine the magnetization state following a RF excitation for a given initial 

magnetization state 
  
[Mx

0   M y
0   Mz

0 ]T . The goal of RF pulse design is to develop methods for 

designing RF pulses that rotate the magnetization from an initial state at the beginning of the RF 

pulse, to a desired state at the end of the RF pulse. 

 The proposed method is derived directly from a perturbation analysis to the Bloch 

equation and it is analogous in concept to the ‘Additive Angle’ method of Grissom et al. (11). 

We first write the transverse magnetization in complex form, xy x yM M iM= + , use the excitation 

k-space notation and follow the same manipulations (integration factors and k-space notation) 

used in the seminal paper of Pauly et al. (3) to obtain the following “formal” solution to the 

Bloch equation:  
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2 ( )

1
0

( , ) ( , ) ( )
T

i t
xy zM T i M t B t e dtπγ ⋅= ∫ rr r k

                                           
(3.2) 

0 1
0

( , ) [ ( , ) ( )]
T

z xy zM T M M t B t dtγ= + ∫r r
 

×
                                          

(3.3) 

where 1[ ( , ) ( )]xy zM t B tr
 

×  denotes the scalar z-component of the vector cross product between  

[     0]T
x yM M  and 1, 1,[     0]T

x yB B .  Combining Eq. (3.2) and Eq. (3.3), we can write the 

transverse magnetization as follows, 

2 ( ) 2 2 ( )
0 1 1 10

0 0

( ) ( ) [ [ ( )  ( )] ] ( )
T T

ti t i t
xy xy zM T i M B t e dt i M B d B t e dtπ πγ γ τ τ τ⋅ ⋅= + ⋅∫ ∫ ∫r rr r

 

×k k, ,               (3.4) 

Equation (3.4) readily illustrates the inherent non-linear dependence of the Bloch equation on the 

excitation RF and can also be used to illustrate the errors introduced when the STA method (3) is 

used. Essentially, the contribution of the non-linear term in Eq. (3.4) is neglected. A corollary of 

this expression is that the expected error when the STA is used can also be estimated by 

calculating an upper bound for the second term in Eq. (3.4). 

To derive the formulae used for the proposed method we first include the sensitivity maps 

in Eq.  (3.2) (i.e. 1( )B t becomes 
1

( ) ( )
N

n n
n

S b t
=
∑ r ): 

    
Mxy (r,T ) = iγ Sn(r)

n=1

N

∑ Mz
0

T

∫ (r,t)bn(t)ei2πk (t )⋅rdt
                                     

(3.5)  

If we now denote by D
xyM  the desired transverse magnetization and by p

xyM the excited 

transverse magnetization at spatial position r created by RF pulses 1 1{ ,..., }NB b b  and 

11 { ,..., }p p p
NB b b  respectively, we have, 

               
2 ( )

1 0

( , ) ( ) ( , ) ( )
TN

D D i t
xy n z n

n
M T i S M t b t e dtπγ ⋅

=

= ∑ ∫ rr r r k

                                     
(3.6)  
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2 ( )

1 0

( , ) ( ) ( , ) ( )
TN

p p p i t
xy n z n

n
M T i S M t b t e dtπγ ⋅

=

= ∑ ∫ rr r r k

                                         
(3.7) 

Subtract Eq. (3.7) from Eq. (3.6), and denote D p
xy xy xyM M M∆ = − , 

11 1 1 1 1{ ,..., } { ,..., } { ,..., }p p p
N N NB b b B b b B b b∆ ∆ ∆ = −  

  

we can obtain the following equation (see the Appendix), 
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k  (3.8) 

where p
zM  represents the longitudinal magnetization created by 

11 { ,..., }p p p
NB b b , 

, , 1 , D p j p j p j
z z z z zM M M M M+∆ = − ≈ −  (j denotes the number of iteration) is the difference between 

the  longitudinal magnetization created by 
11 1 1{ ,..., }  { ,..., }p p p

N NB b b B b b+ ∆ ∆ ∆  and  by 

11 { ,..., }p p p
NB b b , respectively, and k(t) is, once again, the excitation k-space trajectory as defined 

in Ref. (3).  Eq. (3.8) illustrates the nonlinear relationship between the error in the magnetization 

profile xyM∆ and the desired correction pulse 1B∆  ( zM∆ depends on 1B∆ ). Note that by dropping 

the last two terms and setting 0
p
zM M=  (essentially linearizing the first term in Eq. (3.8)) the 

AA method (11) is obtained. Consequently, the use of these correction terms represents the most 

significant difference between the PTA method and the AA method. 

3.2.2 Numerical Solution 

In the PTA approach, both p
zM  and zM∆  are known by numerically solving the Bloch equation, 

thus Eq. (3.8) is used for designing RF pulses by minimizing the following cost function, 

 



 41 

                       

2 2
1 1

1 1
{ ,..., } || ( )( || || ||

n

N N
p new p

N n z z n xy n n
b n n

B b b argmin S M M A b M b bβ
∆ = =

 ∆ ∆ ∆ = + ∆ ∆ −∆ + + ∆ 
 
∑ ∑r W)

    
(3.9) 

1

N
new p
xy xy n z n

n
M M S M Ab

=

∆ = ∆ ∆∑-
                                               

(3.10) 

Here, the matrix A incorporates the Fourier kernel exp( 2 )i π rk for the k-space traversal 

and field map corresponding to B0 inhomogeneity. The W is a spatial error weighting mask that 

can be used to specify a region of interest (ROI). The regularization parameter β is used to 

balance between RF power and excitation error.  The minimization problem can be solved by 

using the Conjugate Gradient (CG) method. Because no approximations are applied, the 

proposed method is not restricted by flip angles and/or k-space trajectories.   

In the algorithm considered here, we use an initial set of RF pulses calculated via the 

STA parallel pulse design method in Ref. (7), to excite an initial transverse magnetization. The 

difference between this initial magnetization and the target magnetization profile is then 

calculated and used as the driving term in Eq. (3.8). The “corrected” RF pulses

11 1 1{ ,..., }  { ,..., }p p p
N NB b b B b b+ ∆ ∆ ∆ , are then used to drive a Bloch equation solver so that the 

required time-dependent terms in Eq. (3.8) are calculated and the process is repeated until a 

tolerance criterion is achieved. During the iterative solution, it is not necessary to constrain the 

phase of the transverse magnetization since the phase information is already incorporated in the 

expression for the transverse magnetization. During the iterations, the regularization parameter β 

effectively balances the excitation accuracy and RF power, and, therefore, cannot be set in an 

arbitrary fashion. Specifically, the regularization parameter β is adjusted each iteration using the 

‘L-curve’ method (13), albeit at the expense of an increase in the computational time. This 
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computational time, however, can be effectively managed by allowing the regularization 

parameter to be constrained within a prescribed range. 

3.3 METHODS 

3.3.1 B1 Mapping 

 

Figure 3.1 Magnitude of water phantom B1+ map (a) and field map (b) used in the simulations of eight-

channel parallel excitation. 

 

One of the more important ingredients for effective PTX pulses design is the rapid and accurate 

mapping of the B1
+ profiles of the transmit coil array in both experimental phantoms and 

humans. A technique similar to the multiple angle method proposed by Setsompop et al (64) was 

employed to estimate the B1
+ profiles. This technique relied on RF transmission via slice-
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selective excitation for a set of voltages, namely, 30V, 60V, 90V, 120V and 150V, and fitting of 

the resulting sinusoidal signal intensity on pixel-by-pixel basis. A standard nonlinear fitting 

algorithm in the MATLAB toolbox was employed to perform the aforementioned fit and the 

desired B1
+ profiles were extracted from the “apparent” frequency of the sinusoid. The total 

acquisition time for B1
+ mapping of the eight channels was about 24 minutes. An example of the 

B1+ profiles for the phantom is presented in Fig. 3.1a. 

3.3.2 Main Field Inhomogeneity (∆B0) Mapping 

FLASH sequence with TE1=3.7 ms and TE2=4.7 ms, respectively, was used to estimate the B0 

map, and incorporate its value into the RF pulse design (16, 38, 65) and reduce the effects of 

magnetic field inhomogeneities while improving the robustness of the RF pulse design. This B0 

compensation proved particularly useful during the use of high acceleration in PTX.  The 

measured B0 map is shown in Fig. 3.1b. 

3.3.3 Pulse Design 

Two-dimensional RF pulses were designed using the STA (16), AA (38) and PTA methods, 

respectively, and the results compared using computer simulations as well as experimental data. 

The desired pattern was a rectangle of 4.5 × 9 cm2 on a 64 × 64 grid, within a FOV of 20 × 20 

cm2. The RF pulses were smoothed with a Gaussian filter in order to reduce Gibbs ringing 

artifact in the excitation patterns. When evaluating the performance of the RF pulse designs, the 

difference between the target and excited magnetizations was computed over the entire excited 

slice. Maximizing the spin excitation within the excited patterns and minimizing the spin 
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excitation everywhere else were simultaneously implemented. We used the Root-mean-square 

error (RMSE) defined as 2
1

1 | |sN D p
xy xyis

RMSE M M
N =

= −∑  with ROI masked between the desired and 

excited patterns to evaluate the accuracy. Both the additive angle and perturbation analysis 

designs were initialized with small tip angle designed pulses, with the same tip angle and with 50 

CG iterations. A regularization parameter β of 10 was chosen. All pulse designs and simulations 

were performed in MATLAB 2009a (Mathworks, Natick, MA). 

3.3.4 Computer Simulation 

RF pulses were designed using spiral (SP) and echo-planar (EP) excitation k-space trajectories, 

respectively.  Spiral trajectories were outward with maximum gradient amplitude of 40 mT/m 

and maximum slew rate of 150 mT/m/ms. PTX acceleration was achieved by undersampling the 

k-space trajectories in the radial direction.  The EP trajectories were designed using maximum 

gradient amplitude of 36mT/m and maximum slew rate of 120 mT/m/ms. For the EP trajectories, 

acceleration was achieved by undersampling along the phase-encoding dimension. In all cases, 

the acceleration factor (R) was defined as the number of interleaved trajectories. To test the 

effectiveness of the proposed method, acceleration factors of 2, 3, 4, 5 and 6 for both spiral and 

EP trajectories were used. Likewise, excitation patterns with flip angles of 90 and 180 degrees 

were also used. Inversions as well as refocusing pulses were designed. The initial magnetization 

was set along the +z and +y axes for the inversion and refocusing pulses, respectively.  
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3.3.5 Experimental Data Acquisition 

All experiments were performed on a Siemens 7T Magnetom scanner (Erlangen, Germany) 

equipped with an 8-channel parallel transmit (PTX) RF system and a gradient set with maximum 

amplitude of 40mT/m and maximum slew rate of 170 mT/m/ms. An 8-channel transmit/receive 

volume birdcage coil was used for all experiments. The phantom used for the experimental data 

acquisition consisted of an 8cm diameter sphere filled with 1.25 g/liter of nickel sulfate and 5 

g/liter of sodium chloride.  

 For experimental data acquisition, spiral design with acceleration factors of 2, 4 and 6, 

were used. The nominal flip angle was 90o for all experiments. The data were acquired with a 2D 

gradient recalled echo (GRE) sequence using the following parameters: matrix= 64 × 64, FOV= 

20 × 20 cm2, voxel resolution =3.125 × 3.125 mm2. Repetition time (TR) =700 ms, echo time 

(TE) =2.41 ms, slice thickness = 5.0 mm and bandwidth =300 Hz/pixel. In order to minimize 

scanning time, we employed partial Fourier on both phase and slice directions (6/8 partial 

Fourier). Variable density spiral designs (66) with an undersampling factor of 2 were also used to 

reduce the SAR and allow achieving the transmission voltages to remain within the limits 

required by the RF coil. 

 For each method of pulse design (i.e., STA, AA and PTA) transmission voltages were 

calibrated through non-linear fitting of the sinusoidal signal intensity in a data set with varying 

excitation (30V, 60V, 90V, 120V and 150V) on an experimental phantom. The transmission 

voltages for different methods were obtained by simply scaling the RF pulses. The estimated 

voltages for a 90o flip angle were 70V, 118V and 132V for STA, AA and PTA, respectively. 
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3.4 RESULTS 

3.4.1 Selective Excitation 

Figure 3.2 shows simulated excitation patterns produced by selective 90o excitation pulses for a 

spiral trajectory using the STA, AA and PTA methods with various acceleration factors (R=2, 4, 

6). At low acceleration (R=2, Fig. 3.2a, d and g), the STA-designed pulses yield an inaccurate 

pattern both in excitation strength and spatial orientation. The small tilt seen in the STA result is 

a direct result of the limited raster resolution on the time domain for the gradient waveforms and 

could, incidentally, be corrected by a small time shift of the RF waveforms (which can be 

sampled at a higher temporal resolution). By contrast, the excitation patterns produced by AA 

and PTA methods are very close to the desired targets.  At medium acceleration (R=4, Fig. 3.2b, 

e and h), the excited pattern produced by AA begins to show evidence of decreased homogeneity 

that is not apparent on the results from the PTA technique.  At hgh acceleration (R=6, Fig. 3.2c, f 

and i), the pattern excited by STA pulses is severely distorted. For this acceleration the 

inhomogeneity in the AA results has increased with obvious excitation errors clearly present 

outside the target excitation region as well. By contrast, the PTA method is still able to yield 

satisfactory results despite the reduction in RF pulse length.  

When the EP trajectory is used, the resulting excitation pattern is well behaved along the 

readout direction (left to right). However, excitation errors are readily apparent along the phase 

encoding direction. This is especially obvious at high acceleration (R=6, Fig. 3.3c, f, and i), 

where even for the additive angle method there are large excitation errors. The use of the PTA 

approach under these conditions leads to improved results.  
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Figure 3.2 2D selective 90o excitation pulses for a spiral trajectory with various acceleration factors R= 2, 4, 6, 

respectively. a-c: The transverse magnetization produced by Small Tip Angle (STA) method. d-f: The 

transverse magnetization produced by Additive Angle (AA) method. g-i: The transverse magnetization 

produced by Perturbation Analysis (PTA) method. 
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Figure 3.3 2D selective 90o excitation pulses for an EP trajectory with various acceleration factors R= 2, 4, 6, 

respectively. a-c: The transverse magnetization produced by Small Tip Angle (STA) method. d-f: The 

transverse magnetization produced by Additive Angle (AA) method. g-i: The transverse magnetization 

produced by Perturbation Analysis (PTA)  method. 
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Figure 3.4 Transverse magnetization profiles taken through the center of the excited patterns in Figure 3.2 

for spiral trajectory (a) and in Figure 2.3 for EP trajectory (b) with acceleration factor R=4 using Small Tip 

Angle method, Additive Angle method and Perturbation Analysis method, respectively. 

 

 A more in-depth depiction of the quality of the excitation patterns is presented on the line 

plots of Figs. 3.2 and 3.3. Here, a comparison of the profiles along the midline of the excitation 

patterns is presented for all the results. Notably, the STA designed pulses yield consistently poor 

profiles for both the spiral and EP trajectories. Improvements to the STA approach are clearly 

achieved using the AA method, though the bandwidth narrowing effect previously described by 

Grissom et al (38) and Pauly et al (67) is clearly present along the phase encoding direction (Fig. 

3.4b). Excitation errors due to inaccuracies in the field map on the superior aspect of the 

phantom are also clearly depicted in Fig. 3.3e and h. In all cases, marked improvements in 

excitation accuracy are obtained through the use of the PTA technique. Figure 3.5 presents a 

comparison of excitation accuracy and peak RF magnitude for the AA and PTA methods over a 

range of acceleration factors. In Fig. 3.5a, it is shown that smaller RMSE can be achieved with 

the PTA method for both spiral and EP trajectories over the entire range of acceleration factors. 

In Fig. 3.5b, the graphs demonstrate that the peak magnitudes for the pulses designed by the AA
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Figure 3.5 Comparison of excitation accuracy (a) and peak RF magnitude (b) between 90o excitation pulses 

designed Additive Angle method and Perturbation Analysis method at various acceleration factors R=2, 3, 4, 

5, 6. 

 

and PTA methods at different acceleration factors are almost identical when the spiral trajectory 

is used; however, the PTA method yields pulses with slightly higher peak amplitude than the AA 

technique. Consequently, the RF pulses designed with the PTA method achieve lower excitation 

errors without a significant increase in peak magnitude over the entire range of acceleration 

factors.  

Figure 3.6 shows the sum of magnitude of the eight RF pulses using an acceleration 

factor of 4 and for spiral and EP trajectories, respectively. Significant changes in the pulse shape 

result from the corrections of the excitation errors. The pulse durations in the spiral and EP cases 

were 1.92 ms and 3.22 ms, respectively. Note that for the EP case the RF pulses had zero 

amplitude during the blips along the phase encoding direction.  
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Figure 3.6 Sum of magnitudes of eight channel 90o excitation RF pulses at acceleration factor R=4 (a) in the 

spiral case and (b) in the EP case.  
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3.4.2 Inversion 

Figure 3.7 presents selective 180o inversion pulses intended to invert the rectangle pattern used 

above when using spiral and EP trajectories with acceleration factor R=4. The initial 

magnetization vector is along +z direction at all spatial locations. Fig. 3.7a-c show the Mx, My 

and Mz magnetization profiles excited by the inversion pulses designed using the AA method  

with a spiral trajectory. The Mx component stays close to zero at most regions, but some 

magnetization flips over and leads to large excitation errors. For the My component, most of the 

magnetization is kept close to zero over the entire field of view (Except near the edge of the 

pattern). The Mz component is well inverted inside the desired pattern despite the small 

distortions within the target pattern. These distortions are almost completely corrected by the 

PTA method (Fig. 3.7d-f), though there are only minor improvements for the Mx, My 

components for both methods. 

The excited Mx and My components have very similar behavior using the RF pulses 

designed by the AA and PTA methods when an EP trajectory is used (Fig. 3.7g, h, j, and k). 

However, the Mz component generated by the AA and PTA techniques (Fig. 3.7i) suffers from 

more severe distortions than the ones obtained using the spiral trajectory (Fig. 3.7c). A minor 

improvement in these distortions is clearly obtained when the PTA method is used. 

3.4.3 Refocusing 

Theoretically, an ideal refocusing pulse rotates the transverse component of the magnetization by 

180 degrees (e.g., a magnetization pointing along +y direction is transformed into one pointing 

along –y direction) (37, 68). Fig. 3.8a and b presents a comparison of 180o refocusing pulses for
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Figure 3.7 2D selective 180o inversion pulses for spiral and EP trajectories with acceleration factor R=4. a-f: 

Mx, My and Mz components of magnetization profiles produced by Additive Angle (AA) method and 

Perturbation Analysis (PTA) method for a spiral trajectory. g-l: Mx, My and Mz components of 

magnetization profiles produced by Additive Angle (AA) method and Perturbation Analysis (PTA) method 

for an EP trajectory. 
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Figure 3.8 2D selective 180o refocusing pulses for a spiral trajectory with acceleration factor R=4 designed 

using Additive Angle method (a) and Perturbation Analysis method (b).  c: Transverse magnetization profiles 

taken through the center of the excited patterns from  (a) and (b). 
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a spiral trajectory with an acceleration factor of 4 designed with the AA and PTA methods, 

respectively. Just as in the aforementioned example, some of the excitation errors obtained with 

the AA method (e.g., non-uniformity within the target block) are corrected through the use of the  

PTA techniques. The plot presented in Fig. 3.8c provides a more quantitative depiction of these 

variations in the form of a line profile through the centerline of the 2D excitation pattern for both 

methods.  

3.4.4 Scanner Experiment 

Figure 3.9 shows the experimental results obtained on the water phantom. Excitation patterns for 

the same target magnetization as in the simulations above are presented when the STA, AA and  

PTA methods are used with acceleration factors R=2, 4 and 6. The corresponding line profiles 

are also shown in the right panels of this figure (Fig. 3.9d, h and l). For low acceleration (R=2, 

Fig. 3.9a-c), the pattern excited by the STA pulses shows the same tilt observed in the simulation 

results (Fig. 3.2a-c). Likewise, the magnetization amplitude is lower than that of the desired 

pattern. As in the simulation results, for low accelerations, there is virtually no difference in the 

excitation patterns produced by the AA and PTA methods. At medium acceleration (R=4, Fig. 

3.9e-g), the STA excitation pattern is still tilted and the magnetization amplitude deviates further 

from that the target pattern. The use of the AA method improves the amplitude of the 

magnetization although there are noticeable inhomogeneities within the target area. These 

inhomogeneities are successfully corrected through the use of the PTA method (Fig. 3.9h). At 

high acceleration (R=6, Fig. 3.9i-k), the excited magnetization profile by the STA method is 

severely distorted. These distortions are only partially corrected by the AA method and are 

further improved through the use the PTA method. Examination of the line profiles shown in  
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Figure 3.9 Experimental results of magnitude images of the water phantom excited via Small Tip Angle 

method (a, e, i), Additive Angle method (b, f, j) and Perturbation Analysis method (c, g, k) for a spiral 

trajectory with corresponding transverse magnetization profiles (d, h, l) taken through the midline of the 

excited patterns with acceleration factors R=2, 4, 6, respectively. 
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Fig. 3.9d, h and l, further illustrates that the magnetization amplitude obtained by all three 

methods is always lower than its target value when high acceleration are used. This is an 

expected result since the excitation error increases with the increase of acceleration factor 

because lower tolerance for excitation error in the experimental parameters is not fully controlled 

during the experiments (gradient imperfections, B1 and B0 inhomogeneities, etc). 

3.5 DISCUSSION 

We have successfully presented a novel method for spatially selective large-tip-angle parallel RF 

excitation and demonstrated its use for large-tip-angle gradient echo, inversion-recovery and 

spin-echo for parallel transmission at ultra-high field (i.e., 7T). The technique presented here is 

similar in concept to the AA technique introduced by Grissom et al (38), but yields improved 

results at higher acceleration factors for the same computational time (number of iterations) due 

to its exact analytical nature. In this work, we have chosen to implement the solution to the PTA 

equations using an iterative algorithm for the sake of computational efficiency. However, other 

means to seek the solution, such as using nonlinear optimization techniques (e.g., Optimal 

Control algorithm (37, 69)) can also be used, albeit at the expense of using a general purpose 

optimization routine that does not shed much light into the dynamics of the system. For the 

iterative method used here, we have found that the regularization parameter has a significant 

effect on excitation accuracy and that specifically, in order to maintain the same excitation error 

the number of iterations must be increased when large regularization parameters are used. 

Another feature of the method presented above is that by evaluating the second term of 

Eq. (3.4), the deviations from nonlinearity could be prospectively evaluated and used as a guide 
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for the selection of the appropriate numerical technique used during its solution. Linearization 

schemes will yield improved results when the nonlinear component of the equation is small and 

nonlinear optimization technique could be preferred when this is not the case. The effect of 

trajectory design could also be evaluated in this fashion. This particular observation is useful 

when interpreting the improved performance of all methods when spiral trajectories are used 

since this trajectory choice leads to linear-class conditions (34, 35) that are well-suited for the 

iterative techniques used here. When the EP trajectories are used this conditions are not met 

leading to decreased excitation accuracy when any of the methods presented here are used. 

Consequently, a nonlinear optimization approach for the solution of Eq. (3.4) might be a better 

numerical choice under such conditions. 

Though the proposed method is desirable in terms of excitation quality, it is an iterative 

method and, therefore, computationally complex. The computational time for the PTA and AA 

methods is devoted to two main steps, namely, the solution of the model equations and the 

evaluation of the Bloch equation. Currently, using MATLAB (Mathworks, Natick, MA, USA) 

on a MacBook Pro (Apple Computer, Cupertino, California) with a 2.33 GHz Intel Pentinum 2 

Duo and 3 GB RAM, the evaluation of the Bloch equation typically amounts to 25-35 seconds 

per iteration. The solution of the model equations, on the other hand, requires 15 seconds and 10 

seconds for the PTA and AA methods, respectively. Consequently, although the PTA pulse 

design method requires a longer computational time per iteration than the AA method, its faster 

convergence (10 iterations vs. 15 iterations, for the examples considered here) makes it an 

attractive and practical alternative due to its lower overall computational time. It should be 

pointed out that such computational times do not represent a major practical burden for these 

techniques as recent reports have shown how the Graphics Processing Units (GPU) found on 
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consumer-grade computational hardware can be used to significantly accelerate the solution of 

the model equations (70).  

Using PTX, the RF pulses calculated could lead to high peak RF magnitudes that might 

not be well-suited for routine implementations on human subjects. However, during the 

numerical solution of the problem using the iterative techniques shown above, the regularization 

parameter can be used effectively to reduce the peak RF magnitudes, albeit at the expense of a 

larger excitation errors or a longer computational time (more iterations) if the size of this 

excitation error is to be constrained.  Lee et al (71) has successfully extended the variable-rate 

selective excitation (VERSE) (72) for the reduction of peak RF magnitude and demonstrated a 

consistent increased in pulse durations. The use of this approach for PTX SAR reduction needs 

to be carefully evaluated since with increased pulse length the effects of eddy currents and off-

resonance must be prospectively mitigated (39). Also, because VERSE increases the sampling 

density near the center of k-space, the effective acceleration factor for PTX is lower than its 

nominal value. Finally, the transmission voltages of the AA and PTA pulses are both larger than 

those for the STA pulses, This is a common finding for all current iterative algorithms for PTX, 

including the Optimal Control Algorithm (37), Therefore, further detailed work is still needed in 

order to develop fast and effective algorithms for constraining SAR while at the same time 

achieving low excitation errors during large-tip-angle parallel transmission pulse design. 
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3.6 CONCLUSIONS 

We have demonstrated an exact formulation for the inversion of the Bloch equation during PTX 

RF pulse design. Through the use of iterative solution of the resulting equations we have 

demonstrated, using simulated as well experimental results, that the proposed formulation can be 

used to obtain improved excitation patterns relative to other existing iterative pulse design 

techniques. Experimental results agreed well with the theoretical calculations and demonstrated 

the improvements in excitation patterns that can be obtained through a complete account of the 

intervening terms in the solution of the Bloch equations. 
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4.0  PARALLEL TRANSMISSION RF PULSE DESIGN FOR EDDY CURRENT 

CORRECTOIN IN ULTRA HIGH FIELD  

4.1 INTRODUCTION 

In the previous chapter, we have developed a novel method for designing large-tip-angle parallel 

transmission RF pulses. As it is well known, multidimensional spatially selective RF pulses (29, 

35) have been proposed in a wide range of MRI applications, including localized excitation (58), 

spatially selective saturation (73), B1 inhomogeneity correction (7, 8) and B0 inhomogeneity 

correction (25). However, one major drawback of multidimensional RF pulses is their long pulse 

duration (tens of milliseconds). The effects of relaxation and off-resonance can significantly 

limit the practical applications, which are more obvious at ultra high field due to shorter 

relaxation time and larger B0 inhomogeneity. Recently, parallel transmission (PTX) (14, 16, 74) 

has been demonstrated as one of the effective means to overcome theses limitations, allowing for 

shortening RF pulse duration without sacrificing the performance of spatial excitation. A number 

of successful demonstrations have been reported at high field or ultra high field (30, 64).  

Nonetheless, the performance of parallel transmission can be severely impeded by 

various hardware system imperfections. One of the major practical issues is from eddy current 

field. Previous work with conventional single channel transmission system have been 

demonstrated that eddy current field can be produced from gradient coils and various methods 

such as using shield gradients (41), pre-emphasis system (42), and k-space trajectory 
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measurement (43), have been proposed to eliminate or minimize their effects for imaging and 

excitations.  One of less discussed source of eddy currents is from the RF shield with fast 

switching gradients. RF shield, as those used in a transverse electromagnetic (TEM) coil, can 

significantly improve the transmitter efficiency and reduce the specific absorption rate (SAR), 

which is particularly relevant for ultra high field applications (75). RF shield design has been 

proposed to reduce eddy currents (76). Nevertheless, the effect of the remnant eddy current field 

can still introduce significant errors in parallel excitation that relies on actual k-space trajectory 

such as spiral or echo planar imaging (EPI). Wu et al (40) recently proposed and demonstrated 

the use of a k-space trajectory measurement to reduce the eddy currents effects for parallel 

excitation applications. However, since the k-space trajectory has to be re-measured whenever 

the nominal gradient waveform is modified, this approach is greatly limited for use in routine 

PTX applications.  

In this work, we demonstrate a model-based eddy current compensation method that 

relies on eddy current characterization (77-79) for mitigating their effects to improve the 

performance of PTX RF pulse design as well as accounting for potential system delays. With this 

approach, eddy current characterization needs to be performed only one time. Once the eddy 

current field is characterized, the eddy current distortions for any given gradient waveforms can 

be subsequently predicted using the established model and RF pulse design to provide the 

required compensation. In what follows we describe the methodology used for the 

characterization of the eddy current field and RF pulse design approach for compensating the 

eddy current effects. The performance of the proposed algorithm is then demonstrated on 

phantom studies using a Siemens 7 Tesla whole body scanner equipped with an eight-channel 

PTX system and also compared between unshielded and shielded RF coils.  
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4.2 THEORY 

4.2.1 Eddy Currents Model and Measurement 

The eddy current field can be characterized as the superposition of multiple exponential terms, 

which represent the Taylor expansion of eddy current field. Higher-order terms are usually not 

considered due to their insignificant effects compared to linear terms and also difficult to 

measure and compensate (79, 80). The effect of eddy current field is spatially dependent and can 

severely distort the k-space trajectory. In addition to the effect from eddy currents, system delay 

exists between gradient waveforms and RF pulses. This delay can also hinder the performance of 

PTX excitation (40). Therefore, RF pulses that are designed using an ideal k-space trajectory 

cannot always excite the desired spatial distribution. 

 

 

Figure 4.1 Pulse sequence diagram to characterize the system constants. Data are acquired from multiple 

slice locations and multiple gradient amplitudes at each slice location. Slice selection and readout are 

performed on the same physical gradient and then measured for each physical gradient direction. The solid 

and dashed lines indicate the nominal and actual gradient waveforms, respectively. 
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 According to previously described eddy current models (80), the eddy current field GE(t) 

induced by a nominal gradient waveform GD(t) can be described as the convolution of the eddy 

current impulse response function H(t) and the negative time derivative -dGD(t)/dt of the nominal 

gradient waveform GD(t). 

 
G E (t)= −

dG D(t)
dt

⊗ H(t)                                                   (4.1) 

where the eddy current impulse response function H(t) can be modeled as the sum of multiple 

exponential terms (77, 78) that are characterized by amplitude αn and time constant τn as the 

followings, 

 
H(t) = u(t) α ne

− t /τ n

n=0

N−1

∑                                                     (4.2) 

where u(t) is the unit step function. 

The method proposed by Atkinson et al (79) is employed to completely characterize the 

system delay and B0 and linear eddy currents.  This method is similar to that proposed by Duyn 

et al (81), but rather than measuring the imaging trajectories, the gradient waveforms shown in 

Fig. 4.1 are applied at multiple slice locations and multiple gradient amplitudes and the system 

constants describing the eddy currents can be computed from the phase of the measured data. 

The problem of solving system constant, including system delay and eddy current coefficients 

(amplitude constants and time constants), can be formulated as the constrained minimization 

problem. Data are acquired by applying calibration gradient waveforms multiple times at 

different amplitudes and slice locations. Then the full set of system constants can be obtained by 

using iterative nonlinear fitting method to solve the aforementioned minimization problem for 

each physical gradient. 
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The pulse sequence shown in Fig. 4.1 is used to acquire data from a thin slice centered at 

x0, and then the normalized difference of the data phase is, 

  

η(x0 ,t,G) =
Φ+ (x0 ,t,G) − Φ− (x0 ,t,G)

2γ

               = x0 (GD (t,G) + GL(t,G)) dt + B0 (t,G) dt
0

t

∫
0

t

∫
                          (4.3) 

where   Φ+ (x0 ,t,G)  and   Φ− (x0 ,t,G)  are the phases of the data collected during G+(t,G) and G-

(t,G), respectively, γ is the gyromagnetic ratio of the excited nucleus,   GD (t,G)  is the delayed 

gradient, and   GL(t,G) and   B0 (t,G)  are the magnetic fields due to the linear and B0 eddy 

currents, respectively. 

 Using Eqs. (4.1) and (4.2), the three integral terms on the right side of Eq. (4.3) can be 

computed, respectively, 

   

 GD (t,G)
0

t

∫  dt =

0                                  t < TD

0.5i(t − TD )2 G
TA

           TD ≤ t ≤ TD + TA

G(t − 0.5iTA − TD )        TD + TA ≤ t

⎧

⎨
⎪
⎪

⎩
⎪
⎪

                     (4.4) 

  
 GL(t,G)

0

t

∫  dt = − α n
( L)ρ(t,τ n

( L) ,G)
n=0

NL −1

∑                                    (4.5) 

  
 B0 (t,G) 

0

t

∫ dt = − α n
(0)ρ(t,τ n

(0) ,G)
n=0

N0 −1

∑                                      (4.6) 

where, the common term  
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ρ(t,τ ,G) =

0                                                                                        t < TD

G
TA

τ (t − TD ) −
G
TA

τ 2 (1− e−(t−TD ) /τ )                                       TD ≤ t ≤ TD + TA

Gτ − G
TA

τ 2 (1− e−TA /τ ) −
G
TA

τ 2 (1− eTA /τ )(e−TA /τ − e−(t−TD ) /τ )    TD + TA ≤ t
















       (4.7) 

and N0 and NL are the number of multiple acquisitions (i.e., multiple slice positions and multiple 

gradient amplitudes) for B0 and linear eddy current models, respectively. 

 If data are acquired for Ns slices, with the sth slice centered at xs, and NG gradient 

amplitudes for each slice location, with the gth gradient amplitude of Gg, then the system delay 

and linear and B0 eddy currents coefficients can be found by solving the following constrained 

minimization problem, 

  
min : ηmodel (xs ,t,Gg ) −ηexp (xs ,t,Gg )

2

s=0

NS −1

∑
g=0

NG −1

∑                              (4.8) 

The full set of system constants (i.e., amplitude constants and time constants) for each physical 

gradient are then obtained using an iterative nonlinear fitting method. With the system constants, 

we can estimate the impulse response function H(t) according to Eq. (4.2). Then the eddy current 

gradient GE(t) can be predicted using Eq. (4.1). Finally, the actual gradient waveform can be 

obtained by summing up nominal gradient GD and eddy current gradient GE. 

4.2.2 RF Pulse Design 

In this chapter, parallel transmission RF pulses were designed in the regime of small tip angle 

using the method proposed by Grissom et al (16), which extends the linear small-tip-angle 
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approximation (29) to parallel transmission system and controls RF power via regularization 

terms. Under the regime of small tip angle, the excitation pattern can be written as follows. 

  
m(x) = iγm0 Sr (x)

r=1

R

∑ br (t)eik ( t )⋅xeiγ∆B0 ( x )⋅( t−T)

0

T

∫ dt                                    (4.9) 

where R is the number of coils; T is the pulse duration; Sr and br(t) are the spatial sensitivity map 

(B1
+ map) and  RF pulse waveform of coil r, respectively; ΔB0 is field map that represents static 

field inhomogeneity. The trajectory k(t) is defined as the time reversed integration of gradient 

waveform. Equation (4.9) is then discretized in time and space and written in matrix form 

m(x)=A∗b(t). RF pulses b(t) can be obtained by solving the following minimization cost 

function, 

  
b(t) = argmin

b
{||  |Ab | − m ||w

2 +λ || b ||2}                                         (4.10)    

where m is the target magnetization; A incorporates the excitation k-space trajectory, ΔB0  and 

B1
+ maps; vector b(t) represents the complex RF pulses waveform of all channels; W is a spatial 

error weighting mask that can be used to specify a region of interest (ROI). The regularization 

parameter λ is used to balance between RF power and excitation errors.  The minimization 

problem can be solved by using magnitude least square optimization (61). To improve the 

performance of the algorithm, correction terms are incorporated to compensate for the error 

associated with the finite gradient raster time (82). Due to the mismatch between nominal and 

actual gradient waveforms, the corresponding nominal and actual trajectories will be obviously 

discrepant. Therefore, the resulting uncorrected and corrected RF pulses will be significantly 

different.  

Once the model parameters are determined, the performance of the proposed model-

based method is verified by comparing the excitation patterns generated by RF pulses designed 
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with the nominal gradient (GD) and model-corrected actual gradient (GD+GE), respectively 

(regularization parameters (λ) of 10 and flip angle of 10o) over a range of acceleration factors. In 

all cases, main magnetic field map correction is incorporated to exclude the effects of magnetic 

field inhomogeneity. 

4.3 METHODS 

4.3.1 B1 and ∆B0 Mapping 

In parallel transmission, rapid and accurate mapping of the B1
+ profiles of transmit coil array is 

one of the most important ingredients for the effectiveness of PTX pulse design in both phantom 

and human experiments. B1
+ map (magnitude and phase) of each individual channel was 

obtained with a novel fast B1
+ mapping method for PTX applications introduced by Zhao et al 

(83).  This method can efficiently estimate B1
+ maps for parallel transmission only using the 

images obtained from one small-tip-angle excitation. The detailed formulation for the method is 

included in Chapter 6. In this method, B1
+ maps were obtained by sequentially transmitting 

through each RF channel while always receiving through all available receive channels. 2D GRE 

sequence with the following parameters: TR/TE = 200ms/2.51ms, flip angle = 10o, bandwidth 

per pixel =1500 Hz/pixel, FOV = 220 mm and matrix size = 64 × 64 was used for this purpose 

(total scan time was 1min 12sec for mapping the B1
+ maps of all channels). This B1

+ mapping 

method produced accurate B1
+ maps within very short imaging time, making the proposed PTX 

calibration practical for human experiments. 
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FLASH sequence with TE1=3.7 ms and TE2=4.7 ms, respectively, was used to estimate 

the B0 map, which, as mentioned above, was purposely incorporated into the RF pulse design 

(61) in order to reduce the effect of off-resonance on the RF pulse design. This frequency offset 

compensation of field map proved particularly crucial in the context of ultra high field due to its 

large field inhomogeneity.   

4.3.2 Eddy current effects on different coils 

 

Figure 4.2 Different coils to illustrate different eddy current effects between unshielded and shielded RF coils. 

(a) Siemens commercial birdcage coil (unshielded RF coil) and (b) TEM coil (shielded RF coil).  

 

In order to illustrate eddy current effects between unshielded and shielded RF coils, the same 

experiments were performed using a decoupled birdcage coil (unshielded RF coil) and a TEM 

coil (shielded RF coil), respectively. Figure 4.2 shows the Siemens commercial birdcage coil and 

4-channel transmit/receive TEM coil. Spiral and echo planar (EP) k-space trajectories were 

employed during the design of the spatially selective excitations. PTX acceleration was, 

therefore, achieved by undersampling the radial direction of the k-space trajectory in the spiral 
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case and undersampling the blip direction of the k-space trajectory in the EP case. RF pulses 

were designed using nominal and model-corrected gradient waveforms, respectively. 

4.3.3 Model-based method vs trajectory measurement method 

We compared excitation performance and time efficiency between the model-based model 

method and k-space trajectory measurement method. Similar to Takahashi et al (43) and Wu et 

al (40), k-space trajectory was extracted from measured raw data by locating the peak position at 

each time point along the self-encode dimension and then fitting with a second-order polynomial 

to find the maximum position. To minimize noise impact, ten data acquisitions were averaged 

before extracting k-space trajectories, yielding a total acquisition time of around 7 minutes for 

both Gx and Gy. And the two are measured independently. In order for fast measurement, it is 

assumed that there are no significant cross-terms between Gx and Gy, These trajectories were 

also smoothed by Gaussian function before calculating their time derivative to obtain the 

measured waveforms. In addition, baseline k-space trajectories were acquired by running the 

same acquisition but without implementing the gradient waveforms. These baseline which 

represents B0 inhomogeneity, would be subtracted from the measured data before the 

computation of actual gradient waveforms. The accuracy of this method replies on the number of 

encoding steps along the phase direction. More steps lead to higher accuracy but at the expense 

of increased acquisition time. Gradient waveforms of model-based method and trajectory 

measurement method were illustrated and compared with nominal gradient waveform. 
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4.3.4 Numerical simulations 

RF pulses were designed using spiral and EP excitation k-space trajectories, respectively.  Spiral 

trajectory was designed with maximum gradient amplitude of 36 mT/m and maximum slew rate 

of 150 mT/m/ms. PTX acceleration was achieved by undersampling the k-space trajectories in 

the radial direction.  EP trajectory was designed with maximum gradient amplitude of 30 mT/m 

and maximum slew rate of 120 mT/m/ms. For the EP trajectory, acceleration was achieved by 

undersampling along the phase-encoding dimension. In both cases, the acceleration factor (R) 

was defined as the number of undersampling rate and approximately equal to the reduction rate 

of pulse duration. To demonstrate the effectiveness of the proposed method, acceleration factors 

of 1, 2, 3 and 4 for both spiral and EP trajectories were compared. When evaluating the 

performance of RF pulse design, the difference between the target and excited magnetizations 

was computed over the entire excited slice. Maximizing the spin excitation within the excited 

patterns and minimizing the spin excitation everywhere else were simultaneously implemented. 

We used the Normalized Root-mean-square error (NRMSE) defined as 

  
NRMSE =

1
Ns

| Mxy
D − Mxy

p |2
i=1

Ns∑  with ROI masked between the desired and excited patterns to 

evaluate the accuracy. All pulse designs and Bloch simulations were performed in MATLAB 

2009a (Mathworks, Natick, MA).  

4.3.5 Experiments 

All experiments were performed on a Siemens 7T whole body scanner (Erlangen, Germany) 

equipped with an eight-channel PTX system and a gradient set with maximum amplitude of 40 
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mT/m and maximum slew rate of 170 mT/m/ms. The phantom used for the experimental data 

acquisition consisted of an 8 cm diameter sphere filled with 1.25 g/liter of nickel sulfate and 5 

g/liter of sodium chloride.  

 For experimental data acquisition, spiral and EP designs with the same parameters as in 

numerical simulations for acceleration factors of 1, 2, 3 and 4 were compared. RF pulses 

designed with the nominal and model-corrected gradient waveforms were employed to excite a 

two-dimensional excitation pattern in the phantom. The desired pattern was a rectangle of 4.5 × 9 

cm2 in the spiral case and a square of 4.5 × 4.5 cm2 in the EP case, respectively, on a 64 × 64 grid 

within a FOV of 20 × 20 cm2. 3D GRE sequence was used with the following parameters: 64 × 

64 matrix, FOV= 20 × 20 cm2, TR =30 ms, TE =2.48 ms, 3.0 mm slice thickness and 300 

Hz/pixel bandwidth. 

 
Figure 4.3 Excitation patterns produced by the Siemens birdcage coil using spiral and EP trajectories with an 

acceleration factor of 2. (a) Excitation obtained with RF pulses designed using the nominal gradient 

waveforms. (b) Excitation obtained with RF pulses designed using the model-corrected gradient waveforms.  

Note that no significant differences are observed, which implies that the eddy currents produced on the coil 

are negligible.  
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4.3.6 Simulations vs Experiments 

We compared RF performance for the spiral and EP trajectory design over a range of 

acceleration factors for both simulations and experiments. RF pulses were designed with nominal 

and model-corrected gradients, respectively. Four groups of studies would be implemented as 

follows,  

 (a) Ideal Pattern: simulated excitation patterns obtained with RF pulses that were 

designed based on the nominal gradient.  

 (b) Simulated Distortion: simulated excitation patterns obtained with RF pulses that were 

designed based on the model-corrected gradient.  

 (c) Experimental Distortion: experimental excitation patterns obtained with RF pulses 

that were designed based on the nominal gradient.  

 (d) Experimental Compensation: Experimental excitation patterns obtained with RF 

pulses that were designed based on the model-corrected gradient.  

 We expected good agreement between simulations and experimental results. Results from 

(a) and (d) should be close and represent the desired excitation; (b) and (c) should be close and 

represent the distorted excitation. Significant improvements of excitation accuracy are observed 

when RF pulses designed by the model-based method are applied. 
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4.4 RESULTS 

4.4.1 Comparison between eight-channel loop coil and TEM coil 

Figure 4.3 presents the excitation patterns produced by the unshielded birdcage coil with the 

spiral and EP trajectories, respectively. The results at the top row were obtained with the 

uncorrected RF pulses designed using the nominal gradient; while those at the bottom row were 

obtained with the corrected RF pulses designed using the model-corrected gradients. Clearly, the 

results are comparable due to the relatively insignificant effects of the eddy currents induced on 

this coil and also indicate that the eddy currents and delays of gradient system are negligible for 

our 7T PTX system. By contrast, the TEM coil generates stronger eddy currents due to the RF 

shield rendering significant eddy current induced errors. Because both gradient waveforms and 

k-space trajectory are distorted by the eddy current field (Figs. 4.4 a-b), pulses calculated on the 

actually generated trajectory, which is predicted by the model-based method, are significantly 

different from the pulses calculated on the nominal trajectory (Fig. 4.4c). Consequently, 

noticeable changes in the pulse shape lead to the correction of the excitation errors in both spiral 

(Fig. 4.5) and EP (Fig. 4.6) designs. 

4.4.2 Comparison between model-based method and trajectory measurement method 

The comparison between the measured and model-corrected gradient waveforms for the spiral 

design is presented in Fig. 4.5a. From zoom-in figure, we observed that gradient waveforms 

generated by both methods are very similar, yet considerably different from nominal gradient 

waveforms. Due to the distortion of nominal gradient waveforms, RF pulses designed by 
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nominal gradient waveforms are inconsistent with the desired excitation pattern. However, both 

trajectory measurement method and model-based method produced good results. The excitation 

pattern obtained using the model-based method (Fig. 4.5c) seems to be slightly better than the 

one obtained using the trajectory measurement method (Fig. 4.5b). So we propose that model-

based method can have the comparable performance as trajectory measurement method, but 

system constants are only needed to be measured one time, rather than re-measure the trajectory 

whenever trajectory design was modified. Furthermore, model-based method can be performed 

offline and thus RF pulses can be calculated priori to the experiment, and deployed during the 

experiment. Time efficiency is greatly improved compared to trajectory measurement method. 
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Figure 4.4 Gradient waveforms, k-space trajectory and resulting RF pulses for an acceleration factor of 2 

with the use of the TEM coil. (a) Nominal vs actual (model-based correction) gradient waveforms. (b) 

Corresponding k-space trajectories. (c) Sum of amplitudes of all RF pulses obtained with the nominal 

(uncorrected) and actual (corrected) trajectories. Note that the deviation between the nominal and actual 

gradient waveforms leads to significant difference between the uncorrected pulses and corrected pulses. 
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Figure 4.5 Comparison of gradient waveforms and excitation patterns between model-based method and 

trajectory measurement method. (a) Gradient waveforms obtained from the nominal trajectory, the model-

based method and the trajectory measurement method. The zoom-in panel clearly presents that the gradient 

waveforms derived from the model-based method and the trajectory measurement methods are very close. By 

contrast, these gradient waveforms are both significantly different from the nominal gradient waveforms. (b) 

Excitation obtained using the trajectory measurement method. (c) Excitation obtained using the model-based 

method. Note that model-based method can produce similar or even better results than trajectory 

measurement method. 
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4.4.3 Comparison between Simulations and Experiments 

Figure 4.6 shows the excitation patterns generated by the uncorrected pulses designed using 

nominal gradient and the corrected pulses designed using model-based method, respectively, 

with the spiral design for both simulations (Figs. 4.6a-b) and experiments (Figs. 4.6c-d). Notable 

tilt of the target pattern and outside artifacts were observed with the excitation of uncorrected RF 

pulses (Figs. 4.6a and 4.6c). It should be noticed that the distorted rotation primarily comes from 

the eddy current effects not from the delay between gradients and RF pulses, because it does not 

appear when we use the unshielded birdcage coil (Fig. 4.2a). The performance of excitation was 

significantly improved when the uncorrected pulses (Figs. 4.6a and 4.6c) were replaced by the 

corrected pulses designed via model-based method (Figs. 4.6b and 4.6d). This behavior was 

consistent over the range of acceleration factors shown in Fig. 4.6. The similar results were 

observed in the EP design (Fig. 4.7). The results obtained using the corrected pulses designed by 

the model-corrected method (Figs. 4.7b and 4.7d) provided improvements over those obtained 

using the uncorrected pulses designed by the nominal waveforms (Figs. 4.7a and 4.7c). 

Noticeably, there were considerable reductions of the ghosting artifacts along the phase-encoding 

direction due to the use of corrected pulses. Note that the excitation patterns at R=1 in Figs. 4.7c 

and 4.7d were contaminated by the long pulse duration (>20ms). This is also one application 

where parallel transmission can be applied to achieve improved excitation by shortening pulse 

duration.  
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Figure 4.6 Comparison of the RF performance for the spiral trajectory design over a range of acceleration 

factors for both simulations (a-b) and experiments (c-d). (a) Simulated excitation patterns obtained with the 

RF pulses designed using the nominal gradient waveforms. (b) Simulated excitation patterns obtained with 

the RF pulses designed using the model-corrected gradient waveforms. (c) Experimental excitation patterns 

obtained with the RF pulses designed using the nominal gradient waveforms. (d) Experimental excitation 

patterns obtained with the RF pulses designed using the model-corrected gradient waveforms. Significant 

improvements are observed when the model-corrected RF pulses are used for both simulations and 

experiments. 
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Figure 4.7 Comparison of the RF performance for the EP trajectory over a range of acceleration factors for 

both simulations (a-b) and experiments (c-d). (a) Simulated excitation patterns obtained with the RF pulses 

designed using the nominal gradient waveforms. (b) Simulated excitation patterns obtained with the RF 

pulses designed using the model-corrected gradient waveforms. (c) Experimental excitation patterns obtained 

with the RF pulses designed using the nominal gradient waveforms. (d) Experimental excitation patterns 

obtained with the RF pulses designed using the model-corrected gradient waveforms. The result documents 

the same findings as in Fig. 4.6. Noticeably, significant reductions in ghosting artifacts along the phase 

encoding direction are obtained through the use of the proposed model-based correction method. 
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4.4.4 Excitation Quality 

In order to evaluate the excitation accuracy, we compared the normalized root-mean-square error 

(NRMSE) of uncorrected pulses and corrected pulses excited patterns over a range of 

acceleration factors for both spiral and EP designs (Fig. 4.8). In Fig. 4.8a, it was shown that 

smaller NRMSE could be achieved with the corrected RF pulses designed by model-based 

method over the entire range of acceleration factors. Moreover, when the effect of large B0 field 

inhomogeneity was excluded, NRMSE could be further reduced for both excitations from 

uncorrected and corrected pulses. The graph in Fig. 4.8b demonstrated the similar behavior as in 

Fig. 4.8a. Note that the minimal NRMSE on the blue solid line of uncorrected pulses was not at 

R=1 but at R=2. However, when we excluded the effect of large field inhomogeneity, it 

presented that the minimal NRMSE was at R=1. The abnormal phenomenon was caused by the 

long pulse duration at the EP design (>20ms) as mentioned above, which suffered from the 

effects of both eddy current field and large field inhomogeneity. 
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Figure 4.8 Comparison of excitation accuracy for (a) spiral design and (b) EP design over a range of 

acceleration factors in Bloch simulations. Note that the corrected RF pulses designed by model-based method 

increase excitation accuracy over the entire range of acceleration factors for both spiral and EP designs. The 

excitation accuracy is further increased when we exclude the effect of large B0 field inhomogeneity. However, 

one interesting finding is that the minimal NRMSE on the solid blue line of uncorrected pulses in (b) is not at 

R=1 but at R=2. This is most probably due to the long pulse duration at the EP design (>20ms), which suffers 

from the severe effects of eddy current field and large field inhomogeneity. 
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4.5 DISCUSSION  

To date, various methods have been proposed from hardware and software perspectives to reduce 

the undesired eddy currents induced by gradient switching. From the hardware perspective, 

Alecci et al (76) found that effective RF shielding and low eddy current sensitivity could be 

achieved by axial segmentation of a relative thick copper shield, etched on a kapton polymide 

subtrate. The research for reducing eddy currents with different shielding method is still ongoing 

in our center. However, our method is helpful not only for the reduction of the eddy currents on 

the RF shield, but also eddy currents from the gradient system and other delays due to hardware 

imperfections. While the eddy current effects from our Siemens gradient system are 

insignificant, other gradient system such as insert gradient system that has much stronger 

gradient amplitude and slew rate may gain benefits from the model-based procedure as reported 

here. From the software perspective, we have compared the performance of trajectory 

measurement method with model-based method. Our proposed method achieves comparable or 

improved excitation quality. Trajectory measurement method does not lead themselves for 

practical applications due to the need of re-measuring the trajectory for any new trajectories in 

order to optimize the generation of a desired excitation pattern. While each trajectory 

measurement takes about 5-6 minutes, the acquisition time will be significantly increased when 

many trajectories are needed (e.g., when different accelerations are required) in one PTX session. 

The method demonstrated here circumvents this problem by using an established model to 

characterize the effect of the eddy currents on k-space trajectory. The model parameters need 

only be measured one time for a specific coil and the associated trajectory distortion can be 

subsequently predicted for any excitation gradient waveforms.  
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 Good agreement is observed between numerical simulations and experimental results for 

both spiral and EP designs. Note, however, that these numerical simulations are strictly 

predicting the excitation pattern without the interference of hardware system, assuming 

homogeneous proton density and ignoring T1 and T2 relaxations. Moreover, large field 

inhomogeneity exacerbates the difficulties in achieving accurate excitation patterns in parallel 

transmission at 7T (Fig. 4.8). The impacts appears to be severe at R=1 due to the long pulse 

duration but limited for the relatively short duration of the accelerated RF pulses (Fig. 4.7). 

Though the B0 map was incorporated in Eq. (3) for our studies, we have found that it is not 

adequate to employ the B0 correction method in Eq. (3) for larger B0 variation at 7T. To the best 

of our knowledge, for a given coil and gradient waveforms, the maximum of B0 compensation 

will be determined for parallel transmission technique. Therefore, the compensation of B0 

variation tends to be deficient with the use of the reported B0 correction method in Eq. (3) in the 

case of large B0 inhomogeneity and/or long RF pulse duration due to large phase variation 

accumulation across different spatial locations. This is an interesting and practical topic of 

parallel transmission that is worthy of further investigations.  

Consistent with others’ works (40, 79, 84), the proposed method does not consider the 

effects of cross-terms related to the coupling of the gradient and/or RF coils, which leads to some 

remnant excitation errors. However, these could be accounted for through extensions of the 

methodology presented here.  
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4.6 CONCLUSION  

In conclusion, we have successfully demonstrated that the model-based eddy current correction 

method using parallel transmission RF pulse design is an effective and efficient means to 

compensate for the excitation errors resulting from eddy currents on the RF shielding at 7T.  
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5.0  MULTI-SLICE PARALLEL TRANSMISSION THREE-DIMENSIONAL 

TAILORED RF (PTX 3DTRF) PULSE DESIGN FOR SIGNAL RECOVERY IN ULTRA 

HIGH FIELD FUNCTIONAL MRI  

5.1 INTRODUCTION 

Ultra high magnetic field (UHF) MRI has gained considerable interest in recent years due to its 

improved signal-to-noise ratio (SNR) capabilities and the enhanced contrast mechanisms that it 

provides (1). Unfortunately, the same mechanisms that lead to enhanced contrast sometimes lead 

to increased susceptibility artifacts for long-established MRI applications. Functional MRI 

(fMRI), in particular, is severely affected by both increased physiological noise and 

susceptibility induced (SI) signal loss at UHF. SI artifacts usually appear as geometric distortions 

and/or signal loss at some important functional areas of the brain, such as the orbital frontal and 

inferior temporal cortices (21), and limit the effectiveness of blood oxygen level-dependent 

(BOLD) fMRI studies of mood and related disorders at fields higher than 3 Tesla (19, 20).  

 Numbers of approaches have been proposed to recover the susceptibility-induced signal 

loss, but they all have different drawbacks. One category is focused on optimization between the 

slice and imaging parameters. Signal loss can be mitigated by the reduction of the size of image 

voxels (48, 49). Phase cancellation of spin signals can be alleviated via the reduction of voxel 

dimension of through plane. However, one major drawback of thin slices averaging is, 
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obviously, a reduction in brain coverage per repetition time. Therefore scanning time will be 

inevitably increased by multiple folds compared to conventional methods. Refs. (50, 51) 

proposed to use an external coil for localized shimming to recover signal loss. These localized 

shimming methods were effective to some extent in improving field homogeneity. However, for 

long time fMRI sessions, placement of shimming hardware on subject leads to significant 

discomfort, which likely increases head motion and thus critical artifacts are observed. Another 

class of methods uses z-gradient lobs to compensate for through-plane dephasing, which is 

dubbed as “z-shim” (52-55). A z-gradient lobe, deployed after excitation, can create linear phase 

along z dimension that could cancel out the dephasing due to field inhomogeneity accumulated 

up to data acquisition. Since gradient lobes are non-selective and the extent of dephasing varies 

as a function of voxel location, one needs to acquire multiple subimages using different gradient 

moments to refocus different image regions. Then the subimages can be combined to form a final 

image free of signal loss. To generate an image with acceptable signal recovery, it usually 

requires several subscans for each slice location, and hence a major problem of z-shim is the 

temporal resolution loss due to acquisition of multiple subimages for each slice location. 

 Besides the aforementioned techniques, Stenger et al (25) firstly introduced the three-

dimensional tailored RF (3DTRF) method to reduce susceptibility artifacts in T2
* weighted fMRI 

studies. It has several important advantages. First, it has no interference with imaging parameter, 

for example, thin slice thickness is not required. Second, it does not require multiple subimage 

acquisitions for a single image, which is a significant advantage compared to z-shim that 

sacrifices the temporal resolution. Third, it does not require additional shimming hardware. 

Finally, this method can be applied in conjunction with many other existing methods, such as 

thin slice, localized shimming and z-shim for maximal signal recovery. Based on the original 
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version of 3DTRF, Yip et al (26) proposed advanced version of the 3DTRF method to 

effectively improve slice selection fidelity and shorten RF pulse duration, but the pulses are still 

impractically long (~15ms). Afterward, spectral-spatial RF pulse design (85, 86) for reducing 

susceptibility-induced signal loss gains more and more interests on benefit of its offline 

computation. However, it relies on the assumption that resonance frequency offset well predicts 

through-plane dephasing. This assumption may not be valid at multiple slice locations and 

different human subjects. Thus, it does not perform well at places where the assumption is 

violated. Also, the pulse duration is still relatively long (>10ms). Such lengthy RF pulses 

severely hamper the temporal resolution of the MR images, which is critical in fMRI studies. In 

addition, because the long 3DTRF pulses are deployed in the regions with highly inhomogeneous 

field, excitation accuracy can be severely affected by off-resonance excitation. For these reasons, 

3DTRF method still needs further investigation for full realization of its potential. 

 The primary drawback of long pulse duration of the 3DTRF method could be potentially 

overcome by the promising parallel transmission technology (14-16), which can dramatically 

shorten RF pulses duration by undersampling the k-space trajectory. Therefore combining the 

3DTRF method with parallel transmission would be prerequisite for the clinic use of ultra high 

field fMRI. Nevertheless, generalization of the 3DTRF method for parallel transmission version 

is a nontrivial problem due to the complexity of parallel transmission RF pulse design. It consists 

of two categories: small-tip-angle (16) and large-tip-angle (38, 74) pulse design. In this work we 

propose the 3DTRF method of small-tip-angle parallel transmission version to recovery the 

susceptibility-induced signal loss for ultra high field fMRI. This new strategy will be effective 

over the whole brain coverage for the signal recovery of multi-slice excitation. 
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 This article first introduces basic principles of the advanced version of 3DTRF (26) and 

small-tip-angle (16) parallel transmission RF pulse design. Afterward, we evaluate the proposed 

method in a cylinder water phantom and validate the recovery of signal loss at multiple slices. 

Finally, we demonstrate the signal recovery for in vivo studies via applying the designed pulses 

with Gradient Echo (GRE) and two-dimensional echo planar (EP) BOLD sequences at multiple-

slice brain regions on multiple subjects.  Results show that the proposed RF pulse design method 

was successfully improving slice selection fidelity and recovering signal loss at different brain 

regions of multiple subjects using an eight-channel parallel transmission system at 7T. 

5.2 THEORY 

5.2.1 Principle of the 3DTRF method 

In multi-dimensional excitation, pixel dimension of through plane is often larger than the one of 

in plane. So through-plane signal loss artifact is of primary importance relative to in-plane 

dephasing. The goal of the 3DTRF pulse design method is to recover the signal loss via 

precompensating the through-plane phase variation during the stage of RF pulse excitation. We 

use the derivations in Ref. 14 to calculate the precompensated phase, which is the negative of the 

phase variation in the presence of an inhomogeneous main field with frequency offset 

  ∆f (x, y, z) . Assuming slice location   z0  is excited with echo time of  TE , define as the duration 

between the flip down of magnetization and the center of the k-space acquisition, the through-

plane phase variation that dominates the signal loss at in-plane location (x,y) can be modeled 

with the first order linear relationship as the follows, 
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  φ(x, y, z; z0 ) = -2π ⋅TE ⋅[∆f (x, y, z) − ∆f (x,y;z0 )]                                 (5.1) 

where   ∆f (x,y;z0 )  denotes the mean frequency offset around   z0  along the axial direction and can 

be defined by, 

  
∆f (x,y;z0 )=

p(z − z0 ) ⋅ ∆f (x, y, z)dz∫
p(z − z0 )dz∫

                                         (5.2) 

where   p(z − z0 )  is the excited slice profile at the center of slice location   z0 . The aim of the 

aforementioned normalization is to exclude the contribution of in-phase evolution of spin signal 

for through-plane phase variation. For T2
* weighted contrast in ultra high field fMRI, the phase 

variation is very rapid due to the severe main field inhomogeneity. Phase cancellation during 

readout leads to MR signal loss because the voxel intensities are generated from the integration 

of spin signals in those regions. Therefore, one way to recover the signal loss is to 

precompensate the through-plane phase variation in Eq. (5.1) within the excitation profile. We 

denote 
   
Dorig (r, z0 )  as the original slice-selective excitation pattern with the slice selection peak 

of   p(z − z0 )  at   z0 . By negating the through-plane phase variation, the precompensated 

excitation pattern can be formulated as,  

   
Dprecom(r, z0 ) = Dorig (r, z0 ) ⋅ p(z − z0 ) ⋅exp(−i ⋅φ(r, z0 ))                            (5.3) 

Then the precompensated excitation pattern 
   
Dprecom(r, z0 )  will be the new desired excitation 

pattern. Ideally, the phase pattern of 
   
Dprecom(r, z0 )  would cancel out the through-plane dephasing 

during  TE , and spins would be aligned in phase when the center of k-space acquired at  TE .  This 

advanced 3DTRF method (26) has been investigated and successfully demonstrated to mitigate 
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signal loss at 3T. However, as aforementioned earlier, the exceedingly long pulse duration 

significantly hinders its performance in ultra high field (i.e., 7T). Therefore, the parallel 

transmission technique that can shorten pulse duration without sacrificing the excitation 

performance is needed for the 3DTRF method to be practical, as addressed in the subsequent 

section. 

5.2.2 Parallel Transmission RF Pulse Design 

The most widely used small-tip-angle parallel transmission (PTX) RF pulse design is the spatial 

domain method proposed by Grissom et al (16). In the regime of small-tip-angle excitation (29), 

the excitation pattern produced by multiple coils of L can be approximated by the integration of 

Fourier kernel with an excitation k-space trajectory defined as 
   
k(t) = −γ G(τ )dτ

t

T

∫ , weighted by 

RF pulses   B1{b1(t),...,bL(t)} and spatially dependent transmit sensitivity map (B1
+ map) 

   S{S1(r),...,SL(r)}, 

    
M (r,T ) = iγ M0 Sl (r)

l=1

L

∑ bl (t)e
i2π ⋅∆f (r)⋅(t -T )eik (t )⋅r

0

T

∫ dt                              (5.4) 

where γ is the gyromagnetic ratio, the equilibrium magnetization is given by   M0  ,  T  is the 

duration of gradient  G  and  ∆f denotes the main field frequency offset. After discretization in 

space and time dimensions, Eq. (5.4) can be written as a matrix form, 
  
M = Sl Abl

l=1

L

∑  where the 

encoding matrix A incorporates the Fourier kernel and frequency offset. With this formulation, 

RF pulses can be designed by solving the following least-square minimization problem, 



 92 

   
B1 = argmin

B1

|| SAB1 − D ||W
2 +β || B1 ||2

2{ }                                          (5.5) 

Here,  D  is the desired excitation pattern, the optimization is performed over the region of 

interest (ROI) weighted by the spatial error weighting mask  W , and the deposited RF power is 

controlled by the Tikhonov regularization term   β || B1 ||2
2 . Finally, RF pulses can be efficiently 

solved by Conjugate Gradient (CG) method (19) for the minimization problem. 

5.2.3 Multi-slice RF Pulse Design of PTX 3DTRF 

The multi-slice RF pulse design for signal recovery is an extension of the previously derived 

formulation via combining the principle of 3DTRF method with parallel transmission technique. 

To control the excitation at a set of N different slices, we extend the set of equations as Eq. (5.4) 

to different slices and concatenate the precompensated desired patterns 

   
Dprecom(r, zn ) = {Dslice1,..., DsliceN } in Eq. (5.3) where the slice-selective peak is at the slice location 

of  zn  (n=1,…,N), the spatial sensitivity (B1
+) maps of total slices  Stotal = {Sslice1,...,SsliceN }and the 

aforementioned encoding matrix of total slices   Atotal = {Aslice1,..., AsliceN } where frequency offset 

maps ( Δf ) are encoded. Finally, we can formulate the following concatenated equation for 

multi-slice signal recovery, 

    

 [Dslice1] 

 [Dslice2 ] 

                
 [DsliceN ] 

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

zn

=

 [Sslice1Aslice1] 

 [Sslice2 Aslice2 ] 

                          
 [SsliceN AsliceN ] 

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

zn

× B1,zn
                                 (5.6) 
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The RF pulses for the signal recovery at the slice location of  zn  can be efficiently solved via 

Conjugate Gradient optimization.  Then the RF pulses of signal recovery for other slices can be 

obtained with the similar procedure above with the location of excited peak ( zn ) shifting from 

slice 1 to slice N. In other words, the slice selection profile   p(z − zn )  is modified according to 

the location of the excited peak. Because the concatenated matrix of right side of Eq. (5.6) does 

not change with the excitation profile, fast parallel computation can be implemented via the use 

of multiple CPUs, which will be further discussed below. 

5.3 METHODS 

5.3.1 System equipment 

All experiments were performed on a Siemens 7T whole-body Magnetom scanner (Siemens 

Healthcare Erlangen, Germany) equipped with an 8-channel parallel transmission (PTX) RF 

system and a gradient set with maximum amplitude of 40mT/m and maximum slew rate of 170 

mT/m/ms. An 8-channel transmit/receive volume birdcage head coil was used for all 

experiments. Phantom experiments were performed on a cylindrical water phantom filled with 

1.25 g/liter of nickel sulfate and 5 g/liter of sodium chloride. To mimic the human structure near 

the tissue and air cavities, we attached a round bottom flask filled with air to the inner top of the 

water phantom to induce an inhomogeneous field. In the human experiment, five healthy 

volunteers participated after providing informed consent as approved by the Institutional Review 

Board (IRB) of the University of Pittsburgh Medical Center and two of them were repeated for 
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the study. In both phantom and human experiments, we performed high-order shimming before 

all the experiments to achieve the as good shimming as possible for the current experiment. 

5.3.2 B1
+ mapping 

One of the most important ingredients for effective parallel transmission pulses design is the 

rapid and accurate mapping of the B1
+ maps of the transmit coil array in both experimental 

phantoms and humans.  Multi-slice B1
+ maps were acquired with a novel fast B1

+ mapping 

method firstly introduced by Zhao et al (83). This method can efficiently estimate B1
+ maps for 

parallel transmission only using the images obtained from one small-tip-angle excitation. 

Therefore, the totally acquisition for B1
+ maps was significantly reduced and it only took about 

1min 40sec to acquire 21 slices of B1
+ maps for eight channels. The magnitude and phase of the 

B1
+ maps of the central slice for one representative subject are shown in Fig. 5.1. 

5.3.3 Main field frequency offset mapping 

FLASH sequence with TE1=3.7 ms and TE2=4.7 ms, respectively, was used to estimate the 

frequency offset map in Hertz via dividing the phase difference between the two sets of images 

by  2π (TE2-TE1) . Then the effects of frequency offset have to be incorporated into the RF pulse 

design as shown in Eq. (5.4). This frequency offset compensation of field maps proved 

particularly crucial in the context of ultra high field due to its severe field inhomogeneity. 
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Figure 5.1 Magnitude (a) and phase (b) of B1
+ map measured at the central slice of one subject for eight-

channel parallel transmission. 

5.3.4 Pulse design 

For multi-slice signal recovery, we precompensated the homogeneous target pattern by the 

aforementioned dephasing pattern to constitute the new target pattern as explained in Eq. (5.3). 

To demonstrate the potentiality of the proposed multi-slice signal recovery method, the 

technique was employed with a flyback fashioned five-spoke fast-kz trajectory (8) centered at 

the k-space center (Fig. 5.2) to obtain parallel transmission RF pulses that uniformly excite
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Figure 5.2 Flyback fashioned five-rung fast-kz trajectory.  

 

Gaussian-shaped slice profile with the full width half maximum (FWHM) of 5mm and flip 

angle=15o, TE=16ms.  

 In our pulse design, we have two schemes of PTX 3DTRF method in terms of the 

gradient dwell time: regular method with gradient dwell time of 10us and time-interpolation 

method with gradient dwell time of 5us. The trajectory of regular method was complied with the 

maximum gradient of 18mT/m and the maximum slew rate of 150mT/m/ms, respectively. The 

resulting pulse duration is approximately 8.5ms. For the time-interpolation method, the 

maximum gradient and slew rate were constrained with 36mT/m and 150mT/m/ms, respectively. 

The corresponding pulse length is about 6ms, which is much shorter than the one of the regular 

method. Therefore the time-interpolation method is more robust to the main field inhomogeneity 

on benefit of short pulse duration. In other words, even with bad shimming, the time-

interpolation method can still produce good results compared to the regular method. This 

improvement will be demonstrated in the results section. We can also further shorten pulse 
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duration up to around 4ms with the use of non-flyback fast kz trajectory, however, careful 

calibration has to be done to avoid the ghost artifacts along through-plane direction, which then 

significantly increases the complexity of experiments.  

 After determining the B1
+ maps, fieldmaps, target pattern and trajectory, we design multi-

slice signal recovery 3DTRF pulses of parallel transmission version with Conjugate Gradient 

method implemented with Matlab R2011a (The mathworks, In., Natick, MA, USA) on a Linux 

PC computing platform running two 2.33GHz quad-core Intel Xeon processors. For regular 

method, it took about 5min to calculate the RF pulses of 7 slices given the total 21 slices B1
+ 

maps and field maps. The computational time of the corresponding time-interpolation method 

was about 7min due to higher sampling rate. 

5.3.5 Phantom experiment 

To induce an inhomogeneous field in water phantom, we attached the round bottom flask to 

mimic the susceptibility-induced artifact in humans. The created inhomogeneous field led to 

signal loss in GRE images, acquired using SINC pulse under the circular polarization (CP) mode 

of the RF coil. We subsequently attempted to simultaneously recover the signal loss at different 

slice locations with the proposed method as described above. The SINC pulses in the GRE 

sequence was then replaced with the pulses designed by the proposed method while keeping 

other images parameter the same. We compared the GRE images acquired with SINC pulses and 

PTX 3DTRF pulses. Furthermore, three-dimensional slice-selective excitation was performed in 

order to confirm the fidelity of the excited slice volume. 
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5.3.6 In vivo experiment 

To illustrate the benefit of the proposed methods, the same protocol as described in phantom 

experiments would be performed in vivo experiment. GRE images acquired from healthy 

volunteers were compared to demonstrate the efficiency of the proposed methods. In addition to 

GRE images acquired with the SINC and PTX 3DTRF pulses, we also acquired EPI images at 

the same slice locations. Note that for both GRE and EPI sequences, multi-slice RF pulses are 

deployed in one single scan to simultaneously recover multi-slice signal loss at different slice 

locations. Moreover, to prove the more robustness of the time-interpolation method than the 

regular method in the present of field inhomogeneity, we compared the images acquired with 

two methods in severe and mild main field inhomogeneities, respectively. 

5.3.7 BOLD fMRI 

Breath holding task is known to produce activations through the whole brain including the 

regions of susceptibility-induced signal loss. The breath holding task was an initial resting state 

of 22 seconds followed by the breath holding period of 8 seconds. The set of breath holding and 

normal breathing was repeated six times. A visual notice of the preparation of holding breath was 

provided with 3 sec before the start of breath holding period. Subjects were instructed to breathe 

shallowly during the normal breathing period to be better synchronized with the timing of the 

breath holding and minimize motion in the scanner. The breathing cycles were monitored and 

recorded using the scanner’s physiology monitoring system with the respiration belt. Five 

subjects were recruited to perform the study on a 7T Siemens (Erlangen, Germany) whole body 

scanner equipped with a PTX extension. In order to prove the reproducibility of the proposed 



 99 

methods, two of the five subjects were scanned twice, respectively. The regular method with 

gradient dwell time of 10us and time-interpolation method with gradient dwell time of 5us are 

both implemented. The resulting RF pulse durations are 8.3ms and 6.1ms, respectively. The 

flyback-fashioned five-rung fast-kz trajectory was employed with the following imaging 

parameter: TE=16ms, slice thickness=4.5mm and flip angle=20o. 

5.3.8 Effect of trajectory design 

We extend multiple slices to whole brain excitation and investigate the effect of trajectory design 

on signal recovery and computational time. Three different flyback fast-kz trajectories (1 spoke, 

3 spokes and 5 spokes) are used to design RF pulses and then investigate the impact of design 

trajectory. Twenty 5mm thick slices B1
+ maps and fieldmaps were acquired and then twenty 

slices RF pulses were designed. Multiple CPUs are employed for fast parallel computation. RF 

design was implemented in Matlab R2011b on a Mac computing platform running two 2.66GHz 

six-core Intel Xeon processors. In our design, the computational time for 1 spoke, 3 spokes and 5 

spokes trajectories are 3.3mins, 9.2mins and 15.8mins. The resulting RF pulse durations are 

1.03ms, 3.47ms and 5.91ms, respectively.  

 

Figure 5.3 Comparison of the performance between SINC and PTX 3DTRF pulses. a: (Top row) excitation 

patterns obtained with SINC pulses. b: (Bottom row) excitation patterns obtained with PTX 3DTRF pulses. 

Noticeably, significant signal recovery at multiple slices is observed when the PTX 3DTRF pulses are used. 
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5.4 RESULTS 

5.4.1 Phantom experiment 

Figure 5.3 shows the comparison of GRE images of the custom-made water phantom 

experiments excited by the (a) SINC and (b) PTX 3DTRF pulses. It is clear that susceptibility 

artifacts induced severe signal loss when the routine SINC pulse is employed. In contrast, with 

the use of PTX 3DTRF pulses via embedding the precompensated phase pattern, signal recovery 

could be significantly observed at multiple slice locations while excitation at the other remaining 

regions are undiminished.  

 To evaluate the fidelity of excitation profile, we image the slice volume excited by the 

PTX 3DTRF using 3D imaging sequence. Note that the desired patterns are the multiple slices of 

homogeneous excitation windowed by the Gaussian profile with the FWHM of 5mm. Figure 5.4 

shows the excitation magnitude profile at multiple slice locations along the through-plane 

direction. One can observe, from the (a) 2D and (b) 1D profiles, excellent slice-selective 

excitation is illustrated. 

5.4.2 In vivo experiment 

Based on the success of phantom experiments, we can apply our proposed method to in vivo 

experiment and demonstrate the effective recovery of signal loss on human subjects. Figure 5.5 

shows multi-slice fieldmaps acquired from three subjects. It is obvious that frequency offsets are 

very large at ultra high field (e.g. 7T). Moreover, due to the different loadings of multiple 

subjects, the susceptibility-induced artifacts on multiple subjects can be significantly different.
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Figure 5.4 2D (a) and 1D (b) through-plane profiles obtained from the excitation patterns using the PTX 

3DTRF pulses in Fig. 5.3b.  

 

 Note that before performing the experiments, we have done high-order shimming to 

achieve the best we can have on the current subject. From the results in Fig. 5.6, Subject A 

exhibits the worst case with severe main field inhomogeneity and signal loss near the regions of 

the orbital frontal cortex. By comparison, frequency offsets of Subject C are relatively small and 

subsequently leads to more successful recovery of signal loss.  



 102 

 

Figure 5.5 Fieldmaps acquired at multiple slices on three healthy subjects. Note that fieldmaps are highly 

inhomogeneous and frequency offsets are very large in ultra high field. In addition, Subject A shows more 

severe inhomogeneity than the other two, which leads to the subsequent signal recovery more challenging. 

 

 A more in-depth depiction of the distributions of frequency offsets is presented in Fig. 

5.6. The mean frequency offsets of Subject A (Fig. 5.6a), Subject B (Fig. 5.6b) and Subject C 

(Fig. 5.6c) are -19.9 Hz, 16.9 Hz and 13.5 Hz, respectively. And the corresponding standard 

deviations are 68.7, 46.5 and 42.8, respectively. As observed in Fig 5.6a, another peak close to 

zero frequency leads to the larger frequency offsets than on Subject C. 

 Figure 5.7 shows the multi-slice excitation with GRE sequence on Subject A using (a) 

SINC pulses, (b) regular PTX 3DTRF method and (c) time-interpolation PTX 3DTRF method, 

respectively. For the excitation of routinely used SINC pulses (Fig. 5.7a), significant signal loss 

can be observed at multiple slice locations. With the help of PTX 3DTRF(Figs. 5.7b-c), signal 

loss is simultaneously and precisely recovered at different regions of multiple slice locations. 

Moreover, the improvement in signal recovery is more evident with the use of time-interpolation 

method, as indicated by the solid arrows in Figs. 5.7b-c.  This also complies with our 

aforementioned statement that the time-interpolation method, compared to regular method, is 

more robust and effective at the regions with large frequency offsets. 
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Figure 5.6 The distribution of frequency offsets of the three subjects. The mean and standard deviation of 

Subject A (a) are -19.9 Hz (SD= 68.7), Subject B (b) are 16. 9 Hz (SD= 46.5), and Subject C (c) are 13.5 Hz 

(SD= 42.8), respectively.  Note that another peak near the main peak in Fig. 5a, results in the large frequency 

offset on Subject A.  

 

 Likewise, the recovery of signal loss can also be noticeably observed on Subject B (Fig. 

5.8), where the frequency offsets of fieldmaps are smaller than on Subject A. It is clear that 

SINC pulses excited GRE images suffered extensive signal loss at different regions. Remarkably, 

PTX 3DTRF pulses can be effective in recovering signal loss at global regions not only orbital-

frontal lobe regions. A more clear view is presented in Fig. 5.9 at the regions where the solid 

arrows are indicated. Furthermore, even through the frequency offsets are small on Subject C, 

the improvement of time-interpolation method of PTX 3DTRF is still notable. At the same time, 

regions that were originally not plagued by the signal loss remained unaffected by the PTX 

3DTRF pulses. 

 Figure 5.10 shows the comparison of multi-slice signal recovery using EPI sequence with 

three different sets of RF pulses on one representative subject. Visual inspection of multiple 

slices indicates that both regular and time-interpolation methods of PTX 3DTRF have 

successfully recovered the signal loss and time-interpolation method proves to be more effective. 

Similar results are observed at multiple slice locations on other subjects. 
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Figure 5.7 Gradient echo (GRE) images acquired on Subject A, using (a) SINC pulses, (b) regular PTX 

3DTRF method and (c) time-interpolation PTX 3DTRF method, respectively. Note that the recovery of signal 

loss can be observed at multiple slice locations. The signal recovery can be further improved using time-

interpolation PTX 3DTRF method compared to regular method, as indicated by solid arrows. 

5.4.3 BOLD fMRI 

Multi-slice BOLD images were acquired using SINC pulses, regular method designed pulses and 

time-interpolation method designed pulses, respectively. Significant signal loss at multiple slice 

locations can be observed in Fig. 5.11a. However, signal loss is simultaneously and precisely 

recovered at different regions across multiple slice locations with the use of PTX 3DTRF(Figs. 

5.11b-c). Moreover, the improvement is more evident with the use of time-interpolation method 

due to the shorter pulse duration. Time-interpolation method is more robust at regions with large 

frequency offset, which was proved on all subjects. Note that increased activation can be 

conspicuously noticed within the ROI labeled with blue squares. Figure 5.12 shows the time 

course of the signal within the marked ROI in Fig. 5.11. It is clear that the two proposed schemes 
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Figure 5.8 Gradient echo (GRE) images acquired on Subject B, using (a) SINC pulses, (b) regular PTX 

3DTRF method and (c) time-interpolation PTX 3DTRF method, respectively. On benefit of the smaller 

frequency offset of the fieldmaps (Fig. 5.5b), the improvement of signal recovery on Subject B is more obvious 

compared to those in Fig. 5.7. 

 

significantly improve the lost signal and also follow the 30 sec block design of breath holding 

task. The similar results were obtained when two of the five subjects were scanned twice to 

prove the reproducibility of PTX 3DTRF. 

5.4.4 Effect of trajectory design 

Figure 5.13a shows twenty axial slices GRE images excited by PTX 3DTRF with 5 spokes fast-

kz trajectory. The comparison of excitations from SINC pulses, 1 spokes, 3 spokes and 5 spokes 

designed pulses are presented in Fig. 5.13b. Significant signal loss can be observed at one 

representative slice when the SINC pulses are used. With the help of PTX 3DTRF, signal loss is 

obviously restored for all three different k-space trajectories. Furthermore, the improvement of 
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Figure 5.9 Gradient echo (GRE) images acquired on Subject C using (a) SINC pulses, (b) regular PTX 

3DTRF method and (c) time-interpolation PTX 3DTRF method, respectively. The result documents the same 

findings as in Figs. 5.7 and 5.8. Noticeably, not only the orbital-frontal lobe regions but also other regions are 

beneficial for the use of the PTX 3DTRF pulses. In addition, the improvement of time-interpolation method 

of PTX 3DTRF is still notable as the solid arrows are indicated. 

 

signal recovery is more evident in 5 spokes fast-kz trajectory design because adding phase-

encoding locations can increase the capability to maneuver in-plane excitation variation. 

However, it is inevitable to increase the pulse duration and computational time. From our 

experience, the performance would be contaminated at the regions with large frequency offset if 

the pulse duration is longer than 10ms. The similar results are obtained from EPI BOLD imaging 

in Fig. 5.14. Visual inspection of increased BOLD activation over the whole brain has 

demonstrated the effectiveness of the proposed method for the whole brain signal recovery. 

Figure 5.15 shows the mean signal intensity within ROI labeled with the yellow squares in Fig. 

5.13 and Fig. 5.14.  As the number of spokes increases, the performance of signal recovery is 

improved albeit at the expense of increased computational time. 
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Figure 5.10 Multiple brain slices with EPI sequence using three different sets of RF pulses for the comparison 

of signal recovery on one representative subject. The signal loss in Fig. 5.10a has been successfully recovered 

in Figs 5.10b and 5.10c. Similar results are observed in all other subjects.  

5.5 DISCUSSION  

In this chapter, we have successfully presented a novel excitation strategy to recover the 

susceptibility-induced signal loss at multiple slice locations and even whole brain via through-

plane phase precompensation method combined with parallel transmission technique in ultra 

high field. This is the first time to demonstrate the 3DTRF method in conjunction with parallel 

transmission technique can be effective to recover the signal loss in ultra high field. This is also 

the first time to prove the through-plane phase precompensation method to globally and precisely 

recover the signal loss of different regions at multiple slice locations and even the whole brain.    
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Figure 5.11 Multi-slice BOLD sequence excited using (a) SINC pulses, (b) regular method and (c) time-

interpolation method. Note that signal loss (a) within the marked ROI is successfully recovered in (b) and (c). 

Increased activation is also noticeable. 

 

 The PTX 3DTRF method was successfully demonstrated for signal recovery in phantom 

and in vivo experiments. First, we verified that the proposed method was effective in a 

customized cylindrical water phantom. Afterwards, we illustrated, on all the subjects, that the 

PTX 3DTRF method was efficacious in slice selection with recovering signal loss at different 

regions of multiple slices. It is noticed that with PTX 3DTRF pulses, signal loss at multiple 

locations can be recovered in one single scan due to the incorporation of the accurate priori 

information (e.g. fieldmap). Simultaneously global and precise multi-slice recovery is one of the 

major advances relative to the SPSP methods (85). SPSP pulses would devastate the performance 

of the precompensation concept either bad α choice is made or the fundamental assumption of 

correlational relationships is violated at different regions. 

 Another feature of the method presented above is that the pulse duration is significantly 

reduced compared to any existing method for the recovery of signal loss. Exceedingly long pulse 

duration has been one of the main obstacles to hinder the practical applications of 3DTRF pulse
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Figure 5.12 Time course of the fMRI signal within the marked ROI in Fig. 5.11. 

 

for more than ten years since the first paper published by Stenger et al (25). Afterwards, people 

were working on reducing the pulse duration from 60ms in the original 3DTRF method (25) to 

15ms in the derivative 3DTRF methods (26, 85, 86). In our proposed PTX 3DTRF method, the 

pulse duration is firstly reduced to 8.5ms using the regular method and 6ms using the time-

interpolation method while maintaining the performance of signal recovery and slice selection. 

This also explains why PTX 3DTRF method is more robust and efficacious for recovering the 

signal loss at the regions with large frequency offsets. 

 Though the proposed method is desirable in terms of excitation quality, it is multi-slice 

RF pulse design and thus computationally complex. As previously mentioned, it took 5min and 

7min for the pulse design of the regular method and time-interpolation method, respectively, on 

our existing computing platform.  Albeit at the expense of computational demand for RF pulse 

design, the PTX 3DTRF does shed light on the routine use of the 3DTRF method with the 

concept of phase precompensation. It should be pointed out that such computational time does
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Figure 5.13 (a) GRE images excited by PTX 3DTRF designed using 5 spokes trajectory (b) Comparison of 

one representative slice excited by different pulses. Note that significant signal recovery was observed within 

the ROI labeled with yellow squares when PTX 3DTRF was used. Furthermore, the performance of signal 

recovery was improved with the increase of spoke number. 

 

 



 111 

 

Figure 5.14 (a) BOLD images excited by PTX 3DTRF designed using 5 spokes trajectory (b) Comparison of 

one representative slice excited by different pulses. Visual inspection of increased BOLD activation over the 

whole brain has demonstrated the effectiveness of the proposed method for the whole brain signal recovery. 
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Figure 5.15 Mean signal intensity within the ROI labeled with yellow squares in GRE (Fig. 5.13) and BOLD 

(Fig. 5.14).  As the number of spokes increases, the performance of signal recovery is improved albeit at the 

expense of increased computational time. 

 

not represent a major practical burden for these techniques as recent reports have shown how the 

Graphics Processing Units (GPU) found on consumer-grade computational hardware can be used 

to significantly accelerate the solution of the parallel transmission technique (70, 87).  

 As Yip et al discussed in the advanced 3DTRF method (26), parallel transmission could 

be the potential strategy to break through the “phase-encoding ceiling”. In this chapter, we 

present PTX 3DTRF method can enable signal recovery at multiple image regions in the 

presence of large frequency offsets. Beside the successful signal recovery of multiple slices, we 

also demonstrate the feasibility of PTX 3DTRF method on BOLD fMRI experiments before 

introducing the proposed method into routine fMRI use. Further, robustness and reproducibility 

of PTX 3DTRF pulse design are proved on multiple scans within one subject and multiple 

subjects. The ongoing breath-holding task is known to produce activations through the whole 

brain including the regions of susceptibility-induced signal loss. Further investigation will focus 

on proving the PTX 3DTRF pulses are beneficial for increasing the BOLD contrast and 
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sensitivity to brain activations during fMRI experiments. Future research will also be focused on 

how to find the optimal compromise between excitation performance and computational time. 

5.6 CONCLUSION  

With orchestration of all new techniques, parallel transmission and 3D tailored RF pulse design, 

we have demonstrated an effective means for simultaneous restoring the lost signal over multi-

slice and whole brain with relative thin slice selection on both phantom and human subjects. 

With the proceeds of parallel computation, PTX 3DTRF pulses have high potential for routine 

use in ultra high field functional MRI.  
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6.0  PRACTICAL CONSIDERATIONS FOR THE DESIGN OF PARALLEL 

TRANSMISSION RF PULSES IN ULTRA HIGH FIELD 

6.1 INTRODUCTION 

Previous chapters have elaborated several issues on RF pulse design for parallel transmission at 

ultra high field, such as large-tip-angle RF pulse design, eddy current compensation and signal 

recovery for T2*-weighted BOLD fMRI. In this chapter, we will focus on some practical 

considerations for the design of parallel transmission RF pulses especially at ultra high field. 

Two topics will be introduced: Fast B1 mapping for parallel transmission application and 

Compensation for discrete sampling. 

6.2 FAST B1 MAPPING METHOD 

6.2.1 Introduction 

For a successful parallel transmission experiment, the B1 map must be known for each transmit 

channel. So how to rapid and accurate to acquire B1 map is a nontrivial issue for any parallel 

transmission application. As the number of the transmit channel increases, the total scan time of 

B1 mapping could increase dramatically. Because of this, there is a tremendous motivation to 



 115 

find a fast and accurate B1 mapping method for parallel transmission applications in the recent 

years. Many methods have been proposed to measure B1 map, such as Bloch-Siegert Method 

(88), Saturated Double Angle Method (SDAM) (89) and Actual Flip-angle Imaging (AFI) (90). 

However, there are various advantages and disadvantage for parallel transmission at ultra high 

field (i.e., 7T) with these methods. Note that T2* decay is very fast at ultra high field, as a result, 

Bloch-Siegert method could not be used for excitation near the regions of orbital-frontal lobe due 

to its long RF pulse and thus need for long TE, which leads to significant signal loss in the 

regions. On the other hand, large-tip-angle pulses could run into SAR limitation, which leads to 

prolonged scan time for B1 mapping. To the best of our knowledge, the refocusing pulses and 

saturation pulses used in these methods could cause this problem. In the chapter, we propose a 

fast and accurate technique to estimate B1 map for parallel transmission using only the small-tip- 

angle images. 

6.2.2 Theory 

In our past research, we notice that the map of square sum of B1
+ map and B1

- map are all quite 

similar for all our transmit/receive coils (>6 coils, TEM/surface loops). With this observation, we 

proposed the following procedures to rapidly estimate the B1
+ map for parallel transmission 

application using only data from the small-tip-angle experiment. The following assumptions are 

required for this work,  

 (1) The sum of square of B1
+ maps and B1

- maps, Isq, are equal or very close as shown in 

Eq. 6.1.  

 
Isq = (Bi

+ )2

i=1

N

∑ ≈ (Bi
− )2

i=1

N

∑                                            (6.1) 
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 (2) The maps of sum of square of  B1
+ and B1

- are relatively smooth. So a low pass filter 

can be used to extract these maps for in vivo studies.  

 Assume that N is the total number of transmit/receive channels for a given coil, i is the 

used transmit/receive channel. The images of small-tip-angle excitation can be obtained quickly 

by transmitting each transmit channel sequentially and always receiving with all available 

receiving channels. The image intensity (Ii) from the image acquired by transmitting through 

only the ith channel is directly proportional to the transmit B1
+ map, the receiving B1

- map of the 

ith channel and proton density ρ, as shown in Eq. 6.2.   

 
Ii = Bi

+ (Bi
− )2ρ2

i=1

N

∑                                                     (6.2) 

Then a summed image ITot can be obtained by simply summing all the images acquired via 

sequentially exciting each transmit channel as shown in Eq. 6.3, which is a function of image 

intensity (Ii) and proton density ρ.  

 
ITot = Ii

2 = (Bi
+ )2

i=1

N

∑
i=1

N

∑ (Bi
− )2ρ2

i=1

N

∑ = Isq
2 ρ2                                (6.3) 

 From the second assumption, we know that the image profile of Isq is relative smooth 

(Fig. 6.1) and thus a low pass filter that can then be applied to filter out the proton density 

information, which leads to a quick estimate of the map of Isq from the measured map of ITot. R 

is defined as the ratio between the image Ii of the ith transmit channel and the total summed 

image ITot. Equation 6.4 shows that B1
+ map is only related with maps of R and ITot.  
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2 =

(Bi
+ )2 (Bi

− )2ρ2
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N

∑

(Bi
+ )2

i=1

N

∑ (Bi
− )2ρ2

i=1

N

∑
=

Bi
+

(Bi
+ )2

i=1

N

∑
                           (6.4) 

Therefore, the B1
+ map of the ith channel can be derived from the ratio Ri and the map of Isq via 

Eq. 6.5. 

 
Bi

+ = RiI sq                                                              (6.5)     

6.2.3 Methods  

The simulation method used here was very close to previous chapters. A human model was used 

for simulating in vivo B1 mapping and was used to verify the B1 estimation algorithm. All in vivo 

experiments were carried out on the 7T Siemens scanner with the multi-transmit capabilities of 

using an 8-channel transmit/receive coil. The RF waveforms for each transmit channel can be 

independently driven. The B1 maps were obtained by sequentially exciting each transmit channel 

using the 2D GRE sequence with the following parameters: TR/TE = 200/2.51ms, flip angle = 

8°, bandwidth per pixel = 1500 Hz/pixel, FOV = 220mm and matrix size = 64×64. The total scan 

time is only about 1min 40sec. The B1 map was then estimated using the aforementioned 

algorithm with acquired data under the regime of small-tip-angle. The interleaves spiral 

trajectories were numerical designed with a maximal gradient amplitude of 24 mT/m and slew 

rate of 80mT/m/ms, FOV = 200mm, and matrix size = 32. Two experiments will be implemented 

to exam the B1 map estimation algorithm.  

 (a) Two dimensional slice selective localized excitation with the acceleration factor of 

2 in the spiral trajectory.  
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 (b) Three dimensional non-selective uniform excitation with the spoke number of 3 in 

the fast-kz trajectory. 

6.2.4 Results and Discussions 

 

Figure 6.1 (a) The sum of   (B1
+ )2 map and (b) The sum of   (B1

− )2 map for the three-plane views from the 

simulation. Note that they are very close and both relatively smooth. 

 

Figure 6.1 shows maps of the sum of  (B1
+ )2 and  (B1

− )2 from a four-channel 

transmit/receive coil. It is evident that these two groups of three-plane views demonstrated very 

clear similarities, which validated our assumption as shown Eq. 6.1.  The behavior was observed 

with all our transmit/receive coils (>6 different coils). With homemade simulation program, we 

can also simulate the experiment of small-tip-angle excitation. The simulated data were then 

seeded to the proposed B1 mapping technique to produce the estimated B1 map. 



 119 

 

Figure 6.2 (a) The B1
+ map acquired by multiple-angle method and (b) The estimated B1

+ maps acquired by 

the proposed method, and (c) the difference between (a) and (b).  

 

 Figure 6.2a (top row) shows the B1
+ map acquired by multiple-angle method (64), which 

is accurate but quite time-consuming. Figure 6.2b (middle row) shows estimated B1
+ map 

acquired by the proposed method, which is accurate enough but very fast. Figure 6.2c (bottom 

row) shows the difference between the two groups of maps. These data demonstrated that the 

proposed B1 mapping method produced a reasonable accurate B1 maps with only some minor 

discrepancies, but is much faster than any existing method.  
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Figure 6.3 In vivo studies using the estimated B1 maps acquired by proposed method. (a) 2D selective 

localized excitation for subject 1, (b) 2D selective localized excitation for subject 2, and (3) 3D nonselective 

uniform excitation with 3-spoke trajectory. 

  

Interestingly, we noticed that the distribution of the difference seems to be similar for all 

four transmit channels, which partially indicated that there were some discrepancies between the 

sum of  (B1
+ )2  map and the sum of  (B1

− )2  map. However, as the number of transmit channels 

increases, the discrepancies between the sum of  (B1
+ )2  map and the sum of  (B1

− )2  map become 

trivial. Thus, the estimated B1 maps from the proposed mapping method are expected to be more 

accurate with more transmit channels. 

To demonstrate the application of the proposed B1 mapping method, two healthy subjects 

were recruited and the B1 maps were estimated using the proposed method for an 8-channel 

transmit/receive coil with 8 loops evenly distributed on the surface of the cylindrical. The 2D 

selective localized excitations with the desired rectangle pattern were shown in Figs. 6.3a-b for 

the two subjects. The RF pulses were designed using aforementioned small-tip-angle parallel 

transmission RF pulse design method with the acceleration factor of 2 in spiral trajectory. In 

addition, 3D non-selective RF pulses with the spoke number of 3 in the fast-kz trajectory were 
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designed for uniform excitation, as shown in Fig. 6.3c. The intensity variation was caused by the 

receiving profiles. A uniform image was obtained by removing this receiving profile. The in vivo 

data shows satisfied results with the proposed B1 mapping method.  The presented parallel 

transmission results show similar quality as those with other B1 mapping methods, which also 

assure that the proposed method is accurate enough for practical applications. Last but now least, 

it is worthy of note that with the proposed B1 mapping method, the total scan time for obtaining 

the B1 maps of the whole brain for an 8-channel transmit/receive coil is only 1min 42sec and the 

SAR is very low. 

6.2.5 Conclusion 

To conclude, we have successfully proposed a fast B1 mapping method in parallel transmission 

at ultra high field. The proposed method is fast and accurate to estimate B1 maps for parallel 

transmission applications. In addition, only the images acquired from small-tip-angle are 

required by this method, which greatly reduces the acquisition time and overcomes the limitation 

of SAR issue. 

 

 

 

 

 

 

 



 122 

6.3 COMPENSATION FOR DISCRETE SAMPLING  

6.3.1 Introduction 

From previous chapters, parallel transmission has been demonstrated as a promising means to 

accelerate multidimensional selective excitation using multiple coils driven with independent 

waveforms. Accelerated selective excitation can also reduce specific absorption rate (SAR) and 

shorten multidimensional RF pulses in such applications as compensation for B1 and B0 

inhomogeneities. Therefore, parallel transmission could be a potential solution for mitigating or 

solving RF and SAR problems at the ultra high field (e.g, 7T). Many methods have been 

proposed for designing the RF pulses for multiple coils (14-16). One of the popular methods was 

proposed by Grissom et al (16), which formulated RF pulse design as a quadratic optimization 

problem in the spatial domain and allowed the use of arbitrary k-space trajectories and the 

incorporation of B0 inhomogeneity correction. We applied this method for 7T applications and 

found that excitation artifacts were generated due to discrete sampling, which is caused by finite 

gradient raster time. This fact is generally neglected during the implementation of Grissom’s 

method. In this study, two novel methods were proposed to compensate the aforementioned 

excitation errors and verified using Bloch simulations and phantom experiments on 7T scanner. 
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6.3.2 Methods 

Under the regime of small tip angle, the transverse magnetization produced by RF pulse 

waveforms 
   

bn(r)
n=1

N

∑  from N transmit coils can be approximated by the Fourier integral of an 

excitation k-space trajectory using the coil’s complex B1 map 
   

Sn(r)
n=1

N

∑ , 

    
M (r,T ) = iγ M0 Sn(r)

n=1

N

∑ bn(t)eik (t )⋅r

0

T

∫ dt                          (6.6) 

where γ is the gyromagnetic ratio,   M0 is the equilibrium magnetization magnitude, T is the pulse 

length, and k(t) is defined as the time-reversed integration of the gradient waveforms. As shown 

in Ref. (16), by directly discretizing time to Nt samples and space to Ns samples, we may write: 

  
M = Dn Abn

n=1

N

∑       (6.7) 

where   M0  is the length of Ns vector of spatial samples of excitation pattern,    Dn = diag{Sn(r)}  is 

a diagonal matrix containing the sensitivity maps of coils. The (i, j)th element  
aij of the matrix A 

with size of  Ns × Nt is given by, 

 
    
aij = iγ M0Δteiri ik (t j )      (6.8) 

On Siemens 7T scanner, the gradient raster time  Δt  is 10us, which is used as the time step for 

designing both the spiral trajectory and RF pulses for parallel transmission. However, as shown 

in the following simulation and experimental results, this method of directly discrete sampling is 

not accurate enough due to finite gradient raster time step. To improve to the accuracy, we 

assumed that the gradient during each  Δt  period is constant, which leads to a linear   k(t)  as, 
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k(t − ti ) = k(ti ) +

k(ti+1) − k(ti )
Δt

(t − ti )     (6.9) 

Since the minimal time step for RF waveforms is 1us, the RF waveforms within  Δt  can be 

specified either as a constant or a linear function with the use of more RF sampling data points. 

Therefore, the correct  
aij  can be obtained by the integration of each  Δt  period instead of direct 

discretization as shown in Ref. (16).  

6.3.2.1 Method I (Constant function) 

Assume that RF pulses 
   

bn(r)
n=1

N

∑ is constant within each small  Δt  period, the (i, j)th element of 

matrix A is giving by, 

    
aij = iγ M0Δteiri ik (t j ) × (

ecij −1
cij

)                 (6.10) 

where the correction coefficient  
cij  is giving by, 

    
cij = iri i{k(t j+1) − k(t j )}     (6.11) 

6.3.2.2 Method II (Linear function) 

Assume RF pulses 
   

bn(r)
n=1

N

∑  is linear within each small  Δt  period, the (i, j)th elment of matrix A 

is giving by, 

    
aij = iγ M0Δt[eiri ik (t j ) × (

ecij − cij −1
cij

) + eiri ik (t j−1 ) × (
cij−1e

cij−1 − ecij−1 +1
cij−1

)]  (6.12) 

where the correction coefficient  
cij  is the same as in Eq. (6.11) 
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6.3.3 Results and Discussions 

All experiments were performed on 7T Siemens scanner equipped with the multi-transmit 

capabilities. An 8-channel transmit/receive coil in Fig. 6.4 was used and the RF waveforms for 

each transmit channel can be independently driven. The B1 map with resolution of 64 by 64 for 

each transmit channel was obtained using aforementioned fast B1 mapping method. The 

interleaves spiral trajectories were numerical designed with a maximal gradient amplitude of 

24mT/m, slew rate of 80mT/m/ms, FOV = 200mm. The acceleration factor for the RF excitation 

was from 2 to 4, which depends on the number of spiral/EPI interleaves. The design flip angle 

was 5° and total RF duration was 5.4 ms. 

 

Figure 6.4 The 8-channel transmit/receive coil used in the experiments. 

Figure 6.5 shows the comparison of excitation patterns using different RF pulse design 

methods with acceleration factor of 4. Top row in Figure 6.5 shows the Bloch simulation results 

and bottom row in Figure 6.5 shows the experimental results. It is obvious that the both Bloch 

simulation and experiments indicated the excitation pattern designed by the method described in 
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Ref.16 was slightly tilted to the left and achieved higher residue excitation errors at the 

background. On the other hand, both Method I and Method II corrected these excitation errors in 

the simulations and experiments. Figure 6.6 showed the experimental excitation profiles taken 

along the red dotted line in Fig. 6.5. The excitation profile using the method with directly 

discrete sampling as in Eq. 6.8 showed a slightly shifted excitation profile. However, both 

Method I and Method II successfully compensated the errors caused by discrete sampling.  To 

quantify the excitation errors, the mean square errors for the experimental excitation patterns in 

relative to the designed pattern were determined to be 0.069, 0.0015, and 0.0010 for regular 

method with directly discrete sampling, Method I and Method II, respectively. The methods 

described in this study reduced excitation error by more than six times in terms of mean square 

errors.  

Figure 6.5 Comparisons of different RF pulse design methods. Top row: Bloch simulation; Bottom row: 

phantom experiments. 
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 Although the issue of tilt was corrected and background errors were smaller using the 

proposed methods in experiments as shown in Fig 6.5 (bottom row), the mean square error 

reduction factor are only about two, which is much smaller than the ones in the simulation 

results, especial at the background region. We speculated that the excitation errors in the 

experiments caused by many other factors, such as eddy currents and delays between the RF 

pulses and gradients. The excitation with other acceleration factors for EP trajectory were also 

implemented and the proposed methods provided better results for both trajectories. When the 

EP trajectory was used, the excitation without using the correction terms showed obvious 

ghosting instead of tilt as shown in Fig. 6.5. On the other hand, the experimental results with the 

use of EP trajectory also showed more obvious background errors than the simulated results.  

  

Figure 6.6 Excitation profiles taken along the red dotted line in Figure 6.5 for different RF pulse design 

methods. 
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6.3.4 Conclusion and Future work 

We have proposed two novel methods to compensate the excitation artifacts due to finite 

gradient raster time that was widely neglected. Significant improvement can be obtained with the 

proposed method via compensation of discrete sampling. However, other factors, such as eddy 

currents, distorted gradient trajectory are also potential issues for excitation errors and should be 

carefully compensated during the parallel transmission experiments. Thus, future work will focus 

on combining the proposed methods with the eddy current compensation method in Chapter 4 to 

reduce the overall artifacts. 
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7.0  CONCLUSIONS AND FUTURE WORK 

Ultra high field MRI provides the great potential for improvement in image SNR, resolution and 

contrast. However, the presence of dramatic spatial variation in B1
+ field of RF coil leads to very 

unfavorable spatial nonuniformity in the excitation region, and largely limits the practical 

applications of parallel transmission technology. The central goal of this dissertation is motivated 

by pressing need to solve the aforementioned issue, and then bring ultra high field to clinic use. 

Parallel transmission has been emerging as an active research for almost eight years since 

it is firstly introduced by Katscher and Zhu. However, the technique is still on the stage of 

academic research and by far from the clinic use. There are many reasons to hamper the forward 

of parallel transmission. We summarized them as two parts: hardware and software. For 

hardware, it is rather demanding to implement parallel transmission at ultra high field. Not only 

does the ultra high magnetic field scanner have to equip with the capability of multiple-channel 

excitation driven with independent RF pulses and power amplifiers, but it also needs high quality 

multiple-channel RF coil especially built for parallel transmission. As for software, an effective 

and robust large-tip-angle RF pulse design for parallel transmission must be proposed and 

implemented on ultra high field scanner. Further, hardware imperfection such as eddy current 

must be overcome during the experiments. Last but now least, a rapid and accurate algorithm for 

measuring B1
+ transmit sensitivity maps are very important for the implement of parallel 

transmission. 
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7.1 CONTRIBUTIONS 

This aims of this dissertation is to solve the aforementioned issues. And the main contributions 

of the work are summarized below: 

 The invention, implementation, and validation of Perturbation Analysis (PTA) 

Method for designing large-tip-angle parallel transmission RF pulses at ultra high 

magnetic field (i.e., 7T); resulting in significant improvement in excitation accuracy 

and reduction in RF power deposition compared to other existing methods (i.e., 

Additive Angle Method). 

 Implementation of novel model-based eddy current characterization technique to 

compensate the eddy current field induced on RF shield for parallel transmission at 

ultra high field; leading to substantial improvements in excitation patterns and 

improved time efficiency than any existing method (i.e., trajectory measurement 

method). 

 It is the first time to present that, PTX 3DTRF, the 3DTRF method in conjunction 

with parallel transmission technique can be effective to recover the signal loss in 

T2*-weighted fMRI at ultra high field (i.e., 7T). This is also the first time to prove 

the through-plane phase precompensation method to restore the lost signal over the 

whole brain and increase the BOLD contrast to brain activation at ultra high field. 

Robustness and reproducibility are proved by scanning multiple subjects (N=5) and 

multiple times on one subject (two of the five subjects were scanned twice, 

respectively).  

 Implementation and demonstration of in vivo 8-channel parallel transmission at 7T 

for spatially localized high resolution excitation and B1
+ inhomogeneity mitigation.  
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 Development of a rapid quantitative B1 mapping technique that is especially 

appropriate for the implementation of parallel transmission at ultra high field. 

 Development of two methods for the practical consideration of parallel transmission 

to compensate the excitation artifacts caused by direct discrete sampling. Significant 

improvement can be observed with the proposed methods. 

These contributions presented here will be of importance to bring parallel transmission to clinical 

applications in future ultra high field MRI. 

7.2 FUTURE WORK  

In the final section, several interesting ideas of the extensions to the work in this dissertation are 

listed as below, 

 Investigation of large-tip-angle pulse design with SAR reduction algorithm in 

parallel transmission. The variable rate selective excitation (VERSE) (72) algorithm 

can be used to control excitation RF power, but at the expense of increased pulse 

duration. So future work should include proposing effective algorithms to reduce 

SAR without sacrificing excitation accuracy. 

 With the use of VERSE algorithm, the parallel transmission RF pulse duration will 

be inevitably increased. Thus future work can be focused on combining the VERSEd 

RF pulse design method with eddy current characterization method in Chapter 4 to 

mitigate the enhanced effects of eddy current and off-resonance. 

  Development of a SAR monitor including simulation for in vivo parallel RF 

transmission, which is essential for parallel transmission to clinical applications. 
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 Applications of some conventional imaging relied on the homogeneous excitation 

that has been hampered by B1
+ field inhomogeneity at 7T. With the use of parallel 

transmission, some potential applications such as Turbo Spin Echo (TSE) or 

Diffusion Tensor Imaging (DTI) can be fully realized to gain the benefits of ultra 

high field system. 

 Implementation of parallel transmission RF pulse design in routine scanner. This 

involves automatically acquiring B1
+ transmit sensitivity maps and field maps, and 

computing RF pulses for different slices. It is not a trivial task. 
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APPENDIX 

DERIVATION OF LARGE-TIP-ANGLE RF PULSE DESIGN IN PARALLEL 

TRANSMISSION 

For the sake of simplicity, we first derive the single-channel case and then extend to the 

multiple-channel equation. We first rewrite Eq. (3.6) and Eq. (3.7) into the single-channel form, 

2 ( )
1

0

( , ) ( , ) ( )
T

D D i t
xy zM T i M t B t e dtπγ ⋅= ∫ rr r k

                                            
(3.11)
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p p p i t
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(3.12) 

Then by subtracting Eq. (3.12) from Eq. (3.11), we have the following equation (for 

simplicity, we hide the parameters specifying the position and time dependence of the functions), 
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Then we assume , , 1 , D p j p j p j
z z z z zM M M M M+∆ = − ≈ − (j denotes the number of iteration), 

which is the difference between the longitudinal magnetization created by 

11 1 1{ ,..., }  { ,..., }p p p
N NB b b B b b+ ∆ ∆ ∆  and by

11 { ,..., }p p p
NB b b , respectively, and is known from the 
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numerical solution of the Bloch equation. Finally, Eq. (3.8) can be obtained by incorporating the 

spatially weighted transmit sensitivity map ( )S r into Eq. (3.13).   

. 
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