QUANTIFICATION OF NORMAL BRAIN AGING USING FULLY DEFORMABLE REGISTRATION
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ABSTRACT

Over the next twenty-five years, the proportion of the population over age 65 will increase 76%; therefore understanding both the normal and pathological processes involved in the aging of the human brain is of the highest public health priority. We report here the use of a computational method that provides estimates of the “brain age” of individuals that is based solely on a high resolution Magnetic Resonance Image (MRI) of the brain of the individual, and is blinded to his or her true chronological age. The method proceeds in two phases: first, a statistical learning algorithm is used to determine the numerical MRI-based features that predict true age on a training set of 198 healthy elderly individuals; second, these features are used to predict the true age of previously-unseen individuals.  In cross-validation experiments, the brain age estimates differed from true age by a mean absolute error of 5.35 years in an elderly cohort, reflecting the broad heterogeneity in structural integrity of the elderly brain. The “brain age” of  female subjects was significantly lower than that of male subjects who had the same true age (3.0 years younger for 50-year-olds and 1.6 years younger for 79 year olds), reflecting the longer life expectancy of females.  Across the elderly age spectrum, the “brain age” of individuals with Alzheimer's Disease (AD) was significantly higher than that of cognitively-healthy elderly subjects with equivalent true age; however, this was not the case for the subjects with mild cognitive impairment (MCI), a possible AD prodrome.

INTRODUCTION

The number of persons over the age 65 living in the United States is expected to rise from 40.2 million in 2010 to an excess of 71 million in 2030 (Administration on Aging, Department of Health and Human Services, www.aoa.gov/prof/statistics/profile/2007/4.aspx). By 2030, approximately 10% of the individuals over 65 will be older than 85 years old. At the same time, the prevalence of neurodegenerative diseases such as Alzheimer's Disease (AD) are expected to rise dramatically.  By 2030, an estimated 7.7 million individuals will have AD, which represents a 50% increase in prevalence.  Thus, understanding the pathophysiology of normal and pathological brain aging, in particular with regard to early detection of degenerative conditions, is of the highest public health priority.
Our progress in understanding these factors has been hampered by the lack of an effective biomarker, although recently the development of techniques to image amyloid in vivo have been a major advance [1, 2].  However, methods that are  more generally available, and which do not use ionizing radiation, may be more generally applicable in the population at large (especially in medically underserved communities).  We set out here to evaluate anatomical brain images obtained using Magnetic Resonance Imaging (MRI) technology with two specific goals in mind: first, to identify discriminative features that would reliably index “brain age” relative to chronological age, and second, to apply this discriminative regression model to a group of unseen brain images (some of which came from patients with AD) in order to determine the relative merits of this measure of Central Nervous System integrity in predicting the presence of a degenerative disorder.  We were able to identify such a set of discriminative features, validate them using powerful cross-validation techniques, and demonstrate that one property of the brain of AD patients is excessive brain “aging” not shared by patients in the earliest phase of AD - the Mild Cognitive Impairment (MCI) syndrome [3, 4]. 

In order to develop our models we built on our previous work [5] and used fully deformable registration methods which provide a wealth of information about size and shape differences between anatomical structures of different brains. After the critical preprocessing steps, we spatially aligned the images in the dataset to a single reference template and then extracted in excess of 55 million deformation and tensor features from the resulting deformation fields. Almost uniquely in this type of neuroimaging research, we use the term "feature" to apply to characteristics of individual voxels, and not to specific aspects of brain anatomy. During the next step, we performed feature screening without an a priori focus on a particular anatomical region or a specific feature type in order to find a small set of relevant features. Finally, we used sequential feature selection to find the best subset of features for the age estimating regression model. We followed the model building stage with a cross-validation of the results using a leave-25-out method.  The validated model was then applied to an unseen set of data from cognitively normal individuals, patients with MCI and those with AD. 

METHODS
Subjects. 223 MRI images were selected from our normal elderly brain template database [6].  The brain images had been obtained from subjects who were enrolled in studies of cognition, and all of the subjects were classified as cognitively normal.  198 of the brains met quality control standards with regard to the spatial pre-processing of the data (see below).  100 of the 198 participants were male, and the average age for the group was 65.2 years (50-80 years old).  Scores on summary measures of mental status were all within normal limits.  None of these individuals had histories of significant psychiatric or neurological conditions that could, in and of themselves, affect brain structure or function.  None had recent histories of active cancers, learning disability, or stroke.  

The test data set consisted of a total of 62 brain images that have been utilized in other University of Pittsburgh Alzheimer Disease Research Center (ADRC) related imaging publications and serves as a “standard” data set for validation measures within our neuroimaging research group.  These 62 brains consisted of 27 scans from individuals who were cognitively normal, 18 individuals with probable AD [7], and 17 individuals with MCI [1].  All of these individuals have been reviewed at the Clinical Consensus Conference within the ADRC, and details of this method as applied to these individuals subjects has been published previously [1, 2].

All of the subjects were scanned on the same GE 1.5T Signa scanner using the 3-D volumetric spoiled gradient echo (SPGR) MRI sequence (TE=5, TR=25, flip angle=40, NEX=1, slice thickness=1.5 mm/0 mm interslice). 

Image registration. Our registration pipeline is shown in Figure 1. First, we used a histogram equalization algorithm implemented in the Insight Toolkit (ITK) [8] to normalize the image intensity across the dataset. Second, we detected and aligned the midsagittal planes of the brain images to eliminate some of the differences in their orientations [9]. Third, we used an affine registration method, MIRIT [10], to further reduce variations in global differences in rotation, translation, scale and skewing across the images in the dataset. At the final step we applied two deformable registration algorithms in succession to register all images to the Colin27 template [11]: a finite element mesh-based fully deformable registration algorithm (FEM), and the Demons fully deformable registration algorithm (Demons) [12]. The FEM algorithm approximates  deformation field between the images, which Demons subsequently refines.  

As a quality control measure, we computed mutual information scores between the registered images and the template image [13].  Higher mutual information scores indicate better registration. We excluded images with low mutual information scores from further analysis, leaving us with 198 accurately registered images (100 females and 98 males) and corresponding deformation fields. Of note, the deformation fields were obtained after affine alignment of the images, and thus they contain information about local differences between the images, while excluding the discrepancies in initial orientation and overall size. 

Feature extraction. We extracted two broad classes of features from the deformation fields: symmetry and non-symmetry based features. Symmetry-based features reflect the bilateral symmetry of the anatomical structures, while non-symmetry based features contain information about size, shape and location of the anatomical brain structures for each hemisphere separately. Since the Colin27 template is not perfectly symmetric, we needed to establish correspondences between homologous structures in the left and right hemispheres in order to make symmetry-based features more meaningful. We achieved this by registering the Colin27 brain with a version of itself flipped about the plane of bilateral symmetry using the fully deformable registration techniques described above. The resulting deformation field was used to correct asymmetry in the Colin27 and thus eliminate the impact of the template brain asymmetry on the computed symmetry-based feature described below (Figure 2).

A deformation field is a vector image that maps the reference image voxel coordinates to the coordinates of the corresponding input image voxels.  For every voxel, we extracted six types of features from these vector fields: x, y, z components, length of the displacement vectors,  determinant, and the logarithm of determinant of the deformation field Jacobian matrix (taking the logarithm assigns the same absolute value to contraction and expansion of the same magnitude) (Figure 3). This way, for every deformation field we obtain six 3D scalar images, one for each feature type. These images contain information about local differences in x, y, z coordinates and the distances between the corresponding voxels, as well as local contractions/expansions for every voxel neighborhood of the reference image. In order to capture this information with varying degree of locality, we create an image pyramid with 4 image scales for every scalar image obtained. The first level in the image pyramid is the 181x217x181mm image itself (with voxel dimensions of 1x1x1mm). The second level is obtained by smoothing the original image with a Gaussian filter with variance of 0.25 mm in each of the 3 dimensions (other elements of the covariance matrix are set to 0), and subsampled by the factor of 2. The third and fourth levels are obtained similarly from the second and third levels, respectively. For the symmetry-based features, at every level of the pyramid we compute an absolute and signed asymmetry images which consist of the absolute and signed values of the voxel-wise difference between voxels on the left of MSP and their symmetric counterparts.  Finally, we compute neighborhood statistics for the voxels in these asymmetry images (for the symmetry-based features) and levels of the image pyramid (for the non-symmetry-based features). We consider a 3x3x3 voxel neighborhood around each voxel and compute the mean and the standard deviation of the image voxel values in this neighborhood. The computed means and standard deviations comprise a pool of available features. Using the mean values in a 3x3x3 voxel neighborhood makes our method less susceptible to registration errors, and the standard deviation allows us to leverage information about local inhomogeneities of the deformation fields. The total number of features included in our study is 55,554,024.

Feature screening. The image processing and the feature extraction steps transformed the database of 198 images into a dataset of 198 subjects, each of which had 55.6 million features. Such a large number of features endows our approach with great potential since it means that we do not have to  restrict the analysis to a particular region of interest, image scale or a feature type. However, this potential can be realized only if we are able to efficiently select a small subset of relevant features from which we can estimate a generalizable model. The first step in this process is feature screening, which allows us to eliminate quickly the vast majority of non-discriminative features. We rank each feature according to its ability to discriminate between the people in their fifties and people in their seventies, as measured by the variance ratio (VR) [14]: the larger the VR, the more discriminative the feature. Our rationale is that if a feature does not discriminate well between the subjects on opposite ends of the age range, it will not be useful for age estimation (detailed data for the top 1000 features is included in supplemental materials.)

Forward feature subset selection for regression. We used forward feature selection to generate a regression model for age estimation. Starting with an empty set, at each step of the forward selection we chose that feature which most improved the age estimation accuracy achieved at the prior step. We used the Bayesian information criterion (BIC) to determine the optimal feature subset size, because the BIC score penalizes the goodness of fit of the model by the number of features used in the model. We trained a separate model for male and female subjects.

RESULTS
There were three major findings. First, we successfully identified a subset of image-derived features that accurately predicted chronological age. Second, the feature sets that accomplished this goal differed between men and women. Third, when the model was applied to a new dataset that included AD, MCI, CTL subjects, it successfully discriminated between AD group and  group of cognitively normal control subjects, based on the difference between their predicted and actual chronological age.

Learning and validating the age estimation model. We trained a number of age estimation models separately for each gender. The models included multiple linear regression, robust linear regression, polynomial regression of degree 2, 3 and 4, and cubic spline regression. Forward feature selection was performed to find the subset of features to use for age estimation. The feature selection was performed from the 30, 50, 100, 200 and 1000 features with the highest VR scores. Figure 4 shows the location of the top 50 features with the highest VR for males and females.

We evaluated the age estimation performance of each model using leave-25-out cross-validation. For each data split of the cross-validation, we left out a different set of 13 males and 12 females, trained a model on the rest of the subjects, and then used the model to estimate age of the subjects that were left out from training. The best cross-validation results for the entire dataset were achieved by the multiple robust linear regression model with forward feature selection out of 50 top features (RMLR50). RMLR50 yielded cross-validation errors of 5.59 years (standard deviation 5.46 years) for females, 5.05 years(standard deviation 5.33 years) for males, and 5.35 years (standard deviation 6.17 years) for the entire dataset.  We would like to note that RMLR50 performed the best both for the females and the entire sample, and therefore we used this model to produce the results presented in the remainder of the paper. However, we were able to achieve better results for males (mean 4.39 years; standard deviation 2.91 years) with the cascade linear regression with forward selection from the top 1000 features (see supplemental materials for details). Figures 5 and 6 show the locations of the features used in the RMLR50 model.

To ensure that our model indeed captures age related differences in the brain rather than a spurious trend present in our particular dataset, we applied our algorithm to 30 replicas of the original dataset where the correct subject-age pairs were split and randomly recombined. In doing so, we destroyed the relationship between age and subject brain scan present in the original dataset. Leave-25-out cross-validated age estimation errors on the original dataset were significantly (p<0.001) lower than those obtained on the permuted sets. In addition, the top 50 features have p-values significantly smaller (p-value<0.03) and VR ranks significantly higher (p-value<0.03) for the original dataset than those for the permuted datasets.  This serves as evidence that our method is able to quantify the age related brain changes and leverage this information to reduce age estimation error.

We have also compared the cross-validation errors of the male-trained model on males and errors of the female-trained model on the same male brains (Figure 7). Our results show that the female-trained model overestimated age of the male subjects as compared to the female-trained model, with the discrepancy between the two models decreasing from 3 years at age 50 to 1.6 years at age 79.  This male-female difference is in line with the demographic data [15] reporting that life expectancy of females is 3.9 and 1.6 years higher than that of males at age 50 and 80, respectively. However, we did not see significant difference between male- and female-trained models when they were applied to females, which suggests that further investigation is required to fully understand these results.

Age estimation for a new set of CTL, MCI and AD subjects. We applied the previously learned robust multiple linear regression model for which feature subset selection is performed from the top 50 features to two new datasets. The first dataset consists of 17 MCI patients and 17 age and sex matched normal controls (average age 69.9 years). The other dataset includes 18 Alzheimer's disease patients and 18 age and sex matched normal controls (average age 69.3 years). Subjects in both datasets are between 50 and 79 years old, although average age in both datasets is approximately 4 years higher than that of the training set on which the age estimation models were learned.
We saw no statistically significant difference in age estimation errors between male and female (p-values are 0.16 and 0.47, respectively) MCI patients and the corresponding controls. The errors for male AD patients also were not significantly higher than for the corresponding controls (p-value=0.07). The errors for  female AD patients, and the entire AD population, were significantly higher than for the corresponding controls (both p-values<0.01). On average, the “age” of the AD brains was 4.06 years older than their true age while controls were 2.95 years younger (Figure 8).
DISCUSSION
This is the first time that features extracted from MRI-derived scans of the brain have been used to estimate chronological age.  Our method of quantifying brain age using machine-learning techniques to identify discriminative features from the MRI scans provides a new way to gauge the effects of normal and pathological aging on brain structure.  These findings have three implications.  First, we have demonstrated the validity of a machine-learning methodology to identify important discriminative features within an extremely large data set (i.e., greater than 55 million features) without operator intervention that could potentially bias the resulting model.  Second, we have utilized and validated these techniques as a methodology for estimating “brain age” from a set of features relative to chronological age of a large set of healthy elderly individuals.  This has provided us with a model that can be used to evaluate brain age in different pathological conditions.  Third, we have demonstrated that the brain age error estimation provides a sensitive index of a pathological change that is unique to diagnosed AD.

Methodology. We would like to emphasize several aspects of our methodology which we believe are unique to discriminative feature analysis of this kind. First, it is not biased by an a priori selection of a region of interest. Previous attempts tended to focus on a small number of anatomical regions ranging from 1 to 120. Even in the analyses that looked at the whole brain at the voxel level, such as voxel- and tensor-based morphometry, the amount of the information that is entered into the model is relatively small and constrained by the number of voxels. By contrast, we used a method that extracted 18 distinct feature types for each voxel, examined them with and without regard to symmetry and at different scales, which resulted in 55 million features available for the 

discriminative analysis.

Second, we leveraged techniques developed in machine learning to reduce this dataset to a more manageable number of distinctive features, and then used various regression models to find a discriminative subset of features for age estimation.  We then cross-validated our results using leave-25-out out cross-validation and,  then used 30 random 
dataset permutations to show that our results were reliable and robust.

Finally, we tested the model on previously unseen data, which confirmed the validity of the model and provided us with unique insights into the relationship between “brain” and chronological ages. Thus, for the first time, we have brought advanced procedures in feature selection and machine learning to the process of age estimation using feature extracted from the deformation fields.

Although the analysis proceeded at the feature level, these features were clustered in defined anatomical regions.  Because the feature extraction and selection are done computationally, and without a priori models regarding which areas would be most effected, these provide an unbiased estimate of the brain regions most affected by the aging process.  We found that for both men and women areas around the lateral ventricles and the insula were particularly sensitive to the effects of age.  The hippocampus and the caudate nucleus suffered most in men, while areas around the sagittal gyrus were most affected in women.  

Identification of AD Cases. The data presented here add to our understanding of the pathological process in development of AD.  We consistently found that expansion of the lateral ventricles is a powerful predictor of AD, using both quantitative   and semi-quantitative   approaches [18].  

Studies with results such as these might traditionally be interpreted as reflecting a “premature aging” effect of AD on the brain.  That is, one of the consequences of AD is to cause damage to those same brain areas affected by aging.  However, we take an alternative viewpoint that it is the brains of those individuals that have suffered the greatest damage due to medical comorbidities, and that create an “aged brain” prematurely reducing cognitive reserve [16, 17] and allowing for the earlier clinical expression of AD.  Support for this argument comes from the fact that the MCI patients identified in this study, who are typically viewed as having the earliest stages of AD but have not yet developed to a full-blown dementia [3, 4],  in fact do not show an abnormal over-estimation of age from the brain-identified features.  Thus, as has been shown by our group as well as many others,  there are significant changes to the brains of individuals with MCI, frequently involving the medial temporal lobe, the basal forebrain, and related structures.  In spite of the fact that many of these changes appear to be of a magnitude similar to that seen in patients with Alzheimer's dementia, these individuals have not yet expressed the clinical syndrome.  This is likely due to the fact that those factors which result in an “older” brain (based on our discriminative features) have not affected these individuals and they therefore have sufficient cognitive or brain reserve to delay the onset of the dementia syndrome.  

Results from the Cardiovascular Health Study - Cognition Study   reveal the importance of age-related medical comorbities in the clinical expression of dementia.  Factors such as the presence of diabetes and hypertension (as also noted by other epidemiological cohorts) significantly elevate the risk of AD.  However, if the prediction models include a measure of a lateral ventricular volume [18], then it is this variable that accounts for the greatest proportion of variance in prediction of clinical state.  This suggests that age associated factors - especially those associated with cerebral vasculature - may mediate changes to brain structural integrity which as a consequence affect the risk to express a clinical disease.  That is, these processes do not directly affect the underlying Alzheimer's Disease but are risk modifiers for the expression of the clinical syndrome, i.e., Alzheimer's dementia.  The implication of these findings, therefore, is that modification of these factors by controlling cardiovascular and cerebrovascular risk factors, will do much to delay the onset of the clinical syndrome, and possibly decrease the prevalence of Alzheimer's dementia (although without decreasing the prevalence of the underlying pathological condition).

In summary, we report for the first time the unique application of a machine-learning-based methodology for the identification of critical features to discriminate chronological age based on in vivo brain imaging.  We utilized this measure to identify those features which best tracked chronological aging, and which we then found were excellent discriminators of normal from pathological aging.  These findings not only have practical implications for monitoring risk of AD as well as treatment outcomes, but also have important implications for our understanding of the processes which affect the expression of the clinical dementia syndrome in the context of the underlying pathological change. Moreover, the presented method can be helpful in looking for the biological factors that might predict brain chronological age estimation error.
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Figure legends
Fig. 1. Main steps of the algorithm. The 3D dataset images undergo (a) intensity normalization, (b) midsagittal plane alignment, (c) affine registration and (d) fully deformable registration to the Colin27 template, after which feature extraction, screening and selection are performed.

Fig. 2. We register “left brain” consisting of two left hemispheres of the reference brain to the original reference brain. The resulting deformation field is composed with the deformation field obtained by registering the the reference brain to the subject's brain. This way we register to the artificial “left brain” only once, and the asymmetry correction produces the same effect on all the subject brain registration results. Registering subject brains directly to the “left brain” would have resulted in 198 registrations of the right half of the subject's brain to the left half of the reference brain, which is ill-defined and would very likely introduce additional noise to the data

Fig. 3. This abstract example illustrates different feature types we compute. For the point A we would compute x, y, z components and length of its displacement vector, which would reflect the magnitude and direction of its movement along each coordinate axis, and the overall magnitude of  that movement. Determinant of the Jacobian and the logarithm of the determinant of the Jacobian  would capture the fact that the neighborhood around A undergoes contraction during deformation. Note that the determinant of Jacobian measures contractions by the number in (0; 1) while expansions are represented on the scale (0;∞). Logarithm of the determinant of the Jacobian represents contractions and expansions on the scales (-∞; 0) and (0; ∞), respectively. In addition to these 6 feature types, the corresponding 6 asymmetry scores, and the 6 absolute values of the asymmetry scores are computed

Fig. 4. The locations of the top 50  VR-ranked  symmetry-based (blue) and non-symmetry-based (red) features for males(a) and females(b).

Fig. 5. The locations of the 4 features used in the robust multiple linear regression model learned based on 50 top symmetry-based (blue) and non-symmetry-based (red) features for  males. 

Fig. 6. The locations of the 3 features used in the robust multiple linear regression model learned based on 50 top symmetry-based (blue) and non-symmetry-based (red) features for females. 

Fig. 7. Age estimation errors for males by male-trained (blue) and female-trained (red) models. Female-trained model consistently underestimates the age of males as compared to the male-trained model, which suggests that male brains appear older than female brains of the same chronological age. 

Fig. 8. Age estimation errors for CTL, and age matched AD and MCI subjects. Robust multiple regression trained on the entire dataset. Feature selection from the top 50 features.

