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DESIGNER QUANTUM MATERIALS

Vanita Srinivasa, PhD

University of Pittsburgh, 2012

Spin-based quantum information processing relies on the ability to identify and coherently manip-

ulate quantum bits (qubits) existing in nature in the form of spin-1
2 particles such as electrons. The

work described in this thesis is based on an alternative perspective: that these spin-1
2 objects, to-

gether with their interactions, can be regarded as building blocks of a variety of “designer quantum

materials” with features not present for isolated single spins. Theoretical proposals are presented

for two classes of spin-based designer quantum materials relevant for quantum information trans-

port and manipulation.

The first class of materials involves spin-1
2 networks coupled by spatially-varying exchange

interactions, in which moving domain walls can produce topologically-stable “flying spin qubits,”

and pairs of domain walls can be used to generate and transport Einstein-Podolsky-Rosen pairs

of entangled qubits. The effective exchange between two domain-wall qubits can be tuned by

adjusting the positions of the domain walls and can be ferromagnetic even when all spin-spin

couplings are antiferromagnetic.

The second class of designer quantum materials consists of electron spins in quantum wires

with spatially-varying spin-orbit coupling. The presence of the spin-orbit interaction introduces

pseudo-Zeeman couplings of the electron spins to effective magnetic fields and further enhances

the building-block toolset: by periodically modulating this spin-orbit coupling in space, it is possi-

ble to create the spatial analogue of spin resonance, without the need for any real magnetic fields.

The mapping of time-dependent operations onto a spatial axis suggests a new mode for quantum

information processing in which gate operations are encoded into the band structure of the material.
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1.0 INTRODUCTION

The unifying theme for the work presented in this thesis is “designer quantum materials,” which

refers to the idea that spin-1
2 objects and their interactions can be regarded as naturally-existing

building blocks of a quantum “toolkit” with which one can construct the phenomena of quantum

mechanics. This thesis attempts to demonstrate that the concept of designer quantum materials is

fruitful in terms of both the fundamental physics that emerges in the constructed systems and the

new resources and capabilities existing for these materials in the context of quantum information

processing in solid-state systems. In the spirit of such a “bottom-up” approach to quantum me-

chanics, this introductory chapter presents fundamental aspects of a specific set of building blocks

for quantum materials: the formal descriptions of single-spin and multi-spin systems are reviewed,

and basic principles underlying the exchange and spin-orbit interactions are outlined. The final sec-

tion of the chapter describes quantum information processing and the requirements for its physical

implementation, as well as the realization of quantum bits (qubits) via both single-spin and multi-

spin systems and their interactions, in order to provide the perspectives and motivation guiding the

theoretical design of the quantum materials that are the focus of this work.

1.1 SPIN QUANTUM MECHANICS

1.1.1 Single-spin systems

The elementary physical unit of the designer quantum materials considered in this thesis is a spin-
1
2 object. Spin is an angular momentum intrinsic to the most fundamental constituents of matter

that was first proposed for electrons by Uhlenbeck and Goudsmit [1] and exists only in a quantum-
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mechanical description of nature; i.e., it has no analogue in classical physics. Using spin as a build-

ing block therefore naturally leads to quantum materials - those that exemplify the very essence

of quantum mechanics. The particular case of a spin-1
2 object is characterized by a spin quantum

number s= 1
2 associated with the eigenvalue of an operator S2 = S ·S, where S denotes the operator

used to represent spin in quantum theory. For concreteness, the discussion in this thesis is written

with the specific example of an electron spin in mind, but many of the ideas and mechanisms that

are presented apply more generally to any spin-1
2 object.

The mathematical description of a spin-1
2 system is based on a two-dimensional Hilbert space.

Basis states spanning this complex vector space can be expressed using quantum numbers derived

from the eigenvalues of mutually commuting operators which act in the space. The spin vector

operator is defined in terms of three components as S = (Sx, Sy, Sz), where the axes τ = x, y, z

correspond to a mapping of the complex two-dimensional spin space onto an equivalent three-

dimensional real-space representation. In the language of group theory, the SU(2) and SO(3) group

representations associated with rotations in these spaces are homomorphic [2], such that every

real-space matrix in the group SO(3) can be associated with two spin matrices in the group SU(2).

The real-space representation is also the basis of the Bloch sphere, which provides a geometric

description for the state of a single qubit and will be discussed in more detail in Sec. 1.4.2.

Because S is an angular momentum operator, its components satisfy the characteristic com-

mutation relation
[
Si, S j

]
≡ SiS j−S jSi = ih̄εi jkSk. Here, h̄ = h/2π, where h is Planck’s constant.

Since this relation indicates that the spin component operators do not commute among themselves,

all three components of spin (Sx, Sy, Sz) do not have a common set of eigenstates and cannot be

simultaneously well-defined. On the other hand, the commutator between the operator S2 and any

single component Sτ does vanish:
[
S2, Sτ

]
= 0. The basis states can therefore be written as |s, ms〉,

where the notation corresponds to the eigenvalue equations

S2 |s, ms〉= s(s+1)h̄2 |s, ms〉 (1.1)

and

Sτ |s, ms〉= msh̄ |s, ms〉 . (1.2)

Through the action of the spin raising and lowering operators S± ≡ Sx± iSy on |s, ms〉, it can be

2



shown that the allowed values of the spin magnetic quantum number ms range from −s to s in

steps of 1. For s = 1
2 , ms = ±1

2 so that the two possible states are
∣∣1

2 ,
1
2

〉
and

∣∣1
2 , −

1
2

〉
. Often, the

choice τ = z is made in Eq. (1.2). The spin basis in this case is typically expressed in terms of the

“spin-up” state |↑〉 ≡
∣∣1

2 ,
1
2

〉
and the “spin-down” state |↓〉 ≡

∣∣1
2 , −

1
2

〉
. The most general spin state

in the space can be written as a linear superposition of these two basis states in the form

|ψ〉= α |↑〉+β |↓〉 , (1.3)

where α and β are complex numbers satisfying the normalization condition |α|2 + |β|2 = 1, which

is obtained by requiring that 〈ψ | ψ〉= 1.

Quantum mechanics can be formulated within the two-dimensional spin Hilbert space for s= 1
2

using the language of linear algebra, which involves representing states by vectors and operators

by matrices. The τ = z spin basis states are typically represented by

|↑〉 →

 1

0

 , |↓〉 →

 0

1

 . (1.4)

A general state in the space can then be written as

|ψ〉 → α

 1

0

+β

 0

1

=

 α

β

 . (1.5)

The spin operator can be written in the form S = h̄
2σσσ, where σσσ = (σx, σy, σz) is the vector of Pauli

spin operators. Their matrix representations according to Eq. (1.4) are given by

σx =

 0 1

1 0

 , σy =

 0 −i

i 0

 , σz =

 1 0

0 −1

 . (1.6)

The Pauli matrices satisfy
[
σi, σ j

]
= 2iεi jkσk, which is consistent with the commutation relation

for the spin component operators given above. In the remainder of this thesis, reference to a single

“spin” is assumed to mean a spin-1
2 object (i.e., one for which s = 1

2 ) and the convention h̄ = 1 is

chosen unless otherwise specified.
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1.1.2 Multi-spin systems

In the previous section, states and operators in the Hilbert space for a single spin were defined. The

concept of a tensor product allows these states and operators to be extended into a space, known as

a product space, that describes systems having two or more spins [3]. The product space concept is

therefore central to the mathematical description of designer quantum materials constructed from

multiple spins.

In general, given n vector spaces H1,H2, . . . ,Hn, the product space Hp is obtained by taking

the tensor product of the individual vector spaces:

Hp = H1⊗H2⊗· · ·⊗Hn.

The dimension of Hp is the product of the dimensions of H1,H2, . . . ,Hn. An n-spin space is

therefore 2n-dimensional. A state vector in Hp is obtained by taking the tensor product of the state

vectors defined in the individual vector spaces H1,H2, . . . ,Hn:

|Ψ〉= |ψ1〉⊗ |ψ2〉⊗ · · ·⊗ |ψn〉 ≡ |ψ1, ψ2, · · · ψn〉

In particular, a basis for a product space can be found by taking the tensor products of basis vectors

in the individual spaces. Similarly, the matrix representation of an operator in the product space is

given by the tensor product of the matrix representations of the operators in the individual vector

spaces. If an operator Ai acts in only one of the vector spaces (denoted by i), the identity operator

is used for the remaining spaces in the tensor product,

Aext
i = 11⊗12⊗· · ·⊗Ai⊗· · ·⊗1n,

and the resulting product operator Aext
i is known as the extension of Ai into the product space.

As a concrete example, consider two s= 1
2 spins represented by the operators S1 and S2. In this

case, the product spin space has dimension d = 22 = 4. One possible basis for the two-spin system

consists of the four possible product states formed by taking the tensor products of the single-spin

states |↑〉 and |↓〉 :

{|↑↑〉 , |↑↓〉 , |↓↑〉 , |↓↓〉} (1.7)

4



An alternative basis which spans the product space for two spins can be defined in terms of the

spin quantum numbers S and SZ associated with the eigenvalues of the total-spin operators S2 =

(S1 +S2)
2 and SZ = S1z +S2z, respectively, via two-spin analogues of Eqs. (1.1) and (1.2). In this

case, S2, SZ , S2
1, and S2

2 form a complete set of commuting observables. According to the theory of

angular momentum addition, the possible values for the total spin are S = 0,1. Each value of S is

associated with a subspace of dimension 2S+1. Since s1 = s2 =
1
2 for all states, the eigenstates can

be denoted by |S, SZ〉, where SZ is the quantum number for the z component of total spin. Using

this notation, the singlet state with S = 0 is given by

|0, 0〉 =
1√
2
(|↑↓〉− |↓↑〉) . (1.8)

The remaining three states have S = 1 and are the triplet states,

|1, 1〉 = |↑↑〉 ,

|1, 0〉 =
1√
2
(|↑↓〉+ |↓↑〉) ,

|1,−1〉 = |↓↓〉 , (1.9)

The states (|↑↓〉± |↓↑〉)/
√

2 are examples of Einstein-Podolsky-Rosen (EPR) pairs, which are

entangled states of two spins [4, 5]. In general, an entangled state is defined in a product space

and is a superposition of product states that cannot be written as a single product of states of the

individual systems in any basis [6].

The product space concept can be extended to the case of an n-spin system, allowing the calcu-

lation of spin operators such as the square of the total spin angular momentum S2 = (∑n
k=1 Sk)

2 and

the total z component of spin SZ = ∑
n
k=1 Skz which act in the n-spin product space. Once represen-

tations of states and operators for single-spin and multi-spin systems have been determined, they

can be used to write expressions for Hamiltonians that yield the spin-dependent spectral properties

of these systems. The Hamiltonians relevant for the construction of the designer quantum materials

discussed in the present work are those describing the exchange and spin-orbit interactions. These

interactions are therefore the focus of the next two sections.
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1.2 EXCHANGE INTERACTION

The exchange interaction is an effective coupling between electron spins that emerges from the

combined effects of Coulomb (electrostatic) interactions, the symmetrization postulate for the

wavefunction of a multi-fermion system, and the Pauli exclusion principle. An illustration of

how these factors effectively give rise to exchange interactions between spins is provided by a

system with just two electrons. The repulsive interaction between the electrons prevents a sepa-

ration of the Hamiltonian into terms describing individual electrons and therefore does not allow

for an exact solution of the Schrödinger equation. Approximate analytical approaches such as the

Heitler-London method [7] have therefore been used to study two-electron systems such as the

hydrogen molecule H2. The Heitler-London approach is mentioned here since it provides one way

to understand how the Heisenberg exchange interaction between spins arises.

In order to describe the H2 system in the presence of Coulomb interactions, the Heitler-London

approximation employs two-electron orbital states of the form

Φ± = N± [φa (r1)φb (r2)±φb (r1)φa (r2)] , (1.10)

where φa and φb are single-electron orbital eigenfunctions of the Hamiltonian for each hydrogen

(H) atom, r1 and r2 are the positions of the electrons, and N± are normalization constants. The

states Φ± are linear superpositions of products of orbital wavefunctions that are related by an

exchange of the electronic coordinates r1 and r2. Note that under this exchange, Φ±→±Φ±; i.e.,

Φ+ is a symmetric function, while Φ− is an antisymmetric function. It can be shown [8, 9] that

the Coulomb interactions give rise to an energy splitting E−−E+, called the exchange splitting,

for the orbital states Φ±. In order to construct the total two-electron wavefunctions, the spin states

of the electrons must also be specified. The possible two-electron spin states are the singlet [Eq.

(1.8)] and triplet [Eq. (1.9)] states resulting from the addition of two spins described in Sec. 1.1.2.

While the singlet state is antisymmetric with respect to exchange of the spin states of the electrons,

all three of the triplet states are symmetric.

Taken together, the symmetries of the orbital and spin states under exchange determine the

overall symmetry of the full two-electron state. Because electrons have half-integral spin (s = 1
2 ),
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they are fermions. The symmetrization postulate therefore requires that the total state of a multi-

electron system be antisymmetric with respect to the simultaneous exchange of both the spatial

and spin coordinates of the electrons. In terms of the two-electron orbital states in Eq. (1.10) and

spin states in Eqs. (1.8) and (1.9), the antisymmetry of the total state can be achieved in two ways:

either the symmetric orbital state Φ+ can be combined with the antisymmetric singlet state [Eq.

(1.8)], or the antisymmetric orbital state Φ− can be combined with any of the symmetric triplet

states [Eq. (1.9)]. In other words, two electrons in a symmetric spatial state must have total spin

S = 0, and two electrons in an antisymmetric spatial state must have S = 1. The antisymmetry

of the total electronic wavefunction is also an expression of the Pauli exclusion principle, which

states that two electrons cannot exist in completely identical orbital and spin states simultaneously.

This can be seen, for example, from the two-electron antisymmetrized state

|Φ−〉 |↑↑〉 = N− (|φa, φb〉− |φb, φa〉) |↑↑〉 , (1.11)

where 〈r1, r2 |φa, φb〉 ≡ φa (r1)φb (r2) and 〈r1, r2 |φb, φa〉 ≡ φb (r1)φa (r2). Eq. (1.11) describes

two electrons in identical spin states. If both electrons are also in the same orbital state, so that φa =

φb, then Eq. (1.11) vanishes. Therefore, two electrons cannot have identical total wavefunctions.

This implies that two electrons in the same orbital state must have opposite spin states, while two

electrons which have the same spin state must be in different orbitals. Thus, even though spin is not

explicitly included in the Hamiltonian for the two-electron system, the symmetrization postulate

and the Pauli exclusion principle introduce a correlation between the spatial and spin states of the

two electrons.

To understand how this correlation leads to an effective spin-spin interaction, consider the

energy splitting E−−E+. Because E+ and E− are the energies of the states Φ+ and Φ−, and

because these states are in turn correlated with the singlet [Eq. (1.8)] and triplet [(1.9)] spin states,

respectively, the splitting E−−E+ is also equal to the singlet-triplet energy gap ∆Est between the

S = 0 and S = 1 states. For the hydrogen molecule H2, ∆Est = E−−E+ > 0 [8], so that the singlet

state is energetically favored.

Werner Heisenberg [10] realized that the two-electron spectrum characterized by the singlet-

triplet energy splitting ∆Est can also be obtained from a spin Hamiltonian of the form

Hexch = J S1 ·S2 = J (S1xS2x +S1yS2y +S1zS2z) (1.12)
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where J = ∆Est is known as the exchange constant and is a real number that represents the strength

of the interaction between the spins. Eq. (1.12) is the Hamiltonian representing the Heisenberg

exchange interaction. Semiclassically, the dot product of two spin operators, S1 · S2, expresses

the energy of the two-electron system in terms of the relative orientations of the two spins. The

spectrum of the Heisenberg Hamiltonian can be found by rewriting Eq. (1.12) using S2 = S2
1 +

S2
2 +2S1 ·S2, which gives

Hexch =
J
2
(
S2−S2

1−S2
2
)
. (1.13)

Since
[
Hexch, S2] = [Hexch, SZ] = 0, the eigenstates are the two-spin states {|S, SZ〉} discussed in

Sec. 1.1.2. Applying Eq. (1.13) to these states gives the eigenvalues Es =−3J/4 and Et = J/4 for

the singlet (S = 0) and triplet (S = 1) states, respectively. A matrix representation of Eq. (1.12) in

the two-spin product-state basis {|↑↑〉 , |↑↓〉 , |↓↑〉 , |↓↓〉} can be determined by writing Eq. (1.12)

in the alternate form

Hexch = J
[

S1zS2z +
1
2
(S1+S2−+S1−S2+)

]
(1.14)

and calculating the action of these operators on the basis states or by applying the product space

formalism for two spins described in Sec. 1.1.2 to Eq. (1.12) directly. Either method leads to the

Hamiltonian matrix

Hexch → J


1
4 0 0 0

0 −1
4

1
2 0

0 1
2 −1

4 0

0 0 0 1
4

 . (1.15)

Diagonalization of this matrix confirms that the eigenstates of the Heisenberg Hamiltonian are

precisely the singlet and triplet states in Eqs. (1.8) and (1.9). Since these states include EPR pairs,

we see that the Heisenberg exchange interaction can produce entanglement between two spins.

The spectrum of Hexch is illustrated in Fig. 1.1. The size of the splitting is ∆Est = Et−Es = J.

According to the sign convention adopted in writing Eq. (1.12), J > 0 (Fig. 1.1) implies that the

singlet state is the ground state and represents an antiferromagnetic (AFM) exchange interaction,

while J < 0 implies that the triplet states are lower in energy and corresponds to ferromagnetic

8



Figure 1.1: Spectrum of the Heisenberg exchange Hamiltonian for two spins [Eq. (1.12)]. (a)

Antiferromagnetic (AFM) exchange coupling (J > 0). (b) Ferromagnetic (FM) exchange coupling

(J < 0).

(FM) exchange. The singlet ground state of the H2 molecule therefore indicates that the two

electron spins are coupled by AFM exchange. The energy splitting J = ∆Est can be identified with

the exchange splitting E−−E+ from the Heitler-London calculation. In this way, the Heisenberg

Hamiltonian, which contains only spin, is able to capture the essential features of the spectrum

for a two-electron Hamiltonian with only electrostatic (charge) interactions and no explicit spin-

dependent term.

This effective Hamiltonian approach is also useful in describing the spin-dependent spectrum

for multi-electron systems, since the calculation of the spectrum does not require dealing directly

with the multiple pairwise electron-electron interactions that complicate the original Hamiltonian.

Because atomic orbitals are used to construct the Heitler-London orbital states [Eq. (1.10)] asso-

ciated with the exchange splitting, the Heisenberg model describing this splitting is a reasonable

approximation only for well-localized electrons. By generalizing the Heisenberg model and assum-

ing that the electrons are localized at the sites of a lattice, multi-electron systems can be described

as systems of exchange-coupled spins. In this thesis, only nearest-neighbor exchange interactions
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(i.e., those between spins located at adjacent sites) are considered. Summing all distinct pairwise

interactions of the form given in Eq. (1.12) for a one-dimensional system of n spins coupled via

nearest-neighbor Heisenberg exchange yields the Hamiltonian

H =
N

∑
k=1

Jk (Sk ·Sk+1) = ∑
k

Jk
(
SkxSk+1,x +SkySk+1,y +SkzSk+1,z

)
, (1.16)

where N = n− 1 for open boundary conditions, or N = n with k± n ≡ k for periodic boundary

conditions. The symmetries of Hexch for two spins [Eq. (1.12)] also extend to the n-spin case: H

commutes with both S2 = (∑n
k=1 Sk)

2 and SZ = ∑
n
k=1 Skz, and eigenstates can be defined in terms of

the quantum numbers S and SZ associated with these operators. For an arbitrary spin basis, block

diagonalization of H can be carried out such that calculations can be restricted to a subspace of

definite S and/or SZ . These symmetries exist for any set of exchange constants {Jk} in Eq. (1.16),

and we therefore use the quantum numbers S and SZ to describe the Heisenberg spin systems with

spatially-modulated exchange that we discuss in this thesis.

As in the two-spin case, the sign convention used in writing Eq. (1.16) implies that an exchange

interaction Jk between spins k and k+1 is AFM for Jk > 0 and FM for Jk < 0. An AFM spin chain

is described by H in Eq. (1.16) with Jk > 0 for all k, while a FM spin chain is described by H with

Jk < 0 for all k. According to the Lieb-Mattis theorem, the ground states of AFM spin chains have

minimum total spin S [11], while those of FM spin chains have maximum S [12]. The simplest

manifestation of this theorem is found in the two-spin case (see Fig. 1.1). This ordering of energy

levels can be understood semiclassically as arising from the tendency for AFM (FM) interactions

to favor antiparallel (parallel) alignment of neighboring spins. In addition, Haldane’s conjecture

[13, 14] predicts that the spectrum of AFM chains of spin-s objects contains a finite gap above the

ground state for integer values of s and zero gap for half-integer values of s.

The Heisenberg Hamiltonian in Eq. (1.16) describes a one-dimensional chain of spins coupled

by isotropic exchange, since the terms involving the interactions between the x, y, and z compo-

nents of spins k and k+1 all have the same exchange interaction strength Jk. The case of a uniform

spin chain, which is defined by Jk = J for all k, can be solved exactly via the Bethe ansatz [15].

In this thesis, spatially-varying isotropic exchange plays a key role in the construction of designer
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quantum materials based on exchange-coupled spins. Anisotropic exchange interactions can be

described by generalizing Eq. (1.16) to

H = ∑
k

(
JkxSkxSk+1,x + JkySkySk+1,y + JkzSkzSk+1,z

)
. (1.17)

Special cases of this Hamiltonian include Ising interactions, for which only one of the three ex-

change constants Jkx, Jky, Jkz is nonzero, XY exchange, for which Jkz = 0, Jkx 6= 0, and Jky 6= 0

for all k, and XXZ exchange, for which Jkx = Jky 6= Jkz for all k. Although this thesis focuses

on isotropic (Heisenberg) exchange interactions, anisotropic exchange interactions are relevant for

certain physical systems. For example, the presence of spin-orbit coupling (which is the topic of

the next section) leads to anisotropic exchange terms such as the Dzyaloshinskii-Moriya interac-

tion [16, 17]. Both isotropic and anisotropic exchange Hamiltonians can be generalized in order

to describe interacting spins in two and three dimensions and can also be mapped to systems of

spinless noninteracting fermions via the Jordan-Wigner transformation [18, 19, 20].

Finally, we note that the Heisenberg Hamiltonian can also be obtained by taking the “strong

coupling” limit of the one-dimensional single-band Hubbard model at “half-filling,” i.e., with one

electron per site [21]. This model involves the interplay of kinetic energy represented by a hopping

amplitude t that is associated with the movement of electrons between sites, and an “on-site” en-

ergy U describing Coulomb repulsion between electrons on the same site. The kinetic energy term

of this Hamiltonian corresponds to the single-band tight-binding Hamiltonian in one dimension

that is described in Chs. 4 and 5. The “strong coupling” limit is defined as U � t and yields an

intermediate expression known as the t−J model, which for half-filling reduces to the Heisenberg

model with the exchange coupling given by J = 4t2/U .

1.3 SPIN-ORBIT INTERACTION

So far, the discussion in this thesis has regarded the spatial and spin degrees of freedom of electrons

separately. The connection between the orbital states in the presence of electrostatic interactions
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[Eq. (1.10)] and the spin eigenstates of the Heisenberg Hamiltonian [Eqs. (1.8)-(1.9)] exists be-

cause of an equivalence of the spectral splitting between the states and the symmetrization require-

ment for the total electronic wavefunction. This correlation does not imply that a direct coupling

between the spin and orbital (or spatial) degrees of freedom is present, as illustrated by the fact

that the eigenstates can still be expressed in the form of product states such as Eq. (1.11).

It can be shown [22] that the Hamiltonian of a single electron in a solid in general contains, in

addition to terms such as the kinetic energy associated with its motion and the periodic potential

describing the lattice [23], a term which describes a coupling of the electron spin to its spatial

motion. In order to understand the physical consequences of this spin-orbit coupling term, it is

useful to consider the analogous coupling of spin to external magnetic fields. This is based on the

association of a magnetic dipole moment µµµ with an electron spin S via the relation µµµ =−gµBS/h̄,

where g is the electron g-factor1 and µB = eh̄/2me is the Bohr magneton, with e the magnitude of

the electronic charge and me the free electron mass. By analogy with classical physics, the energy

of a magnetic dipole moment in an external magnetic field B is given by −µµµ ·B, which leads to the

spin Hamiltonian for the Zeeman interaction:

HZ =−gµB

h̄
B ·S =−gµB

2
B ·σσσ. (1.18)

Note that in HZ, the external magnetic field B is treated as a classical quantity rather than as an

operator.

The spin-orbit interaction in solids has the general form [22, 24]

Hso =
h̄2

4m∗2c2 (∇∇∇V ×k) ·σσσ, (1.19)

where ∇∇∇V denotes the gradient of the potential V experienced by the electron, h̄k is the electronic

momentum, m∗ is the electron effective mass, and c is the speed of light. By comparing Eqs. (1.19)

and (1.18), it can be seen that the spin-orbit interaction has the form of a coupling of the electron

spin to a momentum-dependent effective magnetic field Beff =
(
−h̄2/2gµBm∗2c2)(∇∇∇V ×k) (Fig.

1.2). The origin of this effective magnetic field can be understood intuitively using concepts from

relativity theory. Because an electron has a negative charge and exists in an environment of charged

entities in a solid, an electric field is present in the system. The spatial motion of the electron in this

1In general, the value of g for a material is direction dependent, and g is therefore a tensor.
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Figure 1.2: Effective magnetic field due to spin-orbit interaction in a one-dimensional electron

system with a perpendicular potential gradient.

electric field can be viewed as a motion of the surrounding charge in the rest frame of the electron,

and this charge current gives rise to an effective magnetic field that couples to the electron spin

in a manner analogous to Eq. (1.18). The Zeeman-like coupling term obtained in this way must

be multiplied by a factor of 1/2, which accounts for the fact that an electric field perpendicular

to the velocity of the electron causes the electron to move in a circular trajectory. This motion

corresponds to a rotation of the electron’s rest frame, and the associated acceleration results in an

additional precession of the electron spin known as Thomas precession [25]. With this correction,

the Hamiltonian (1.19) describing the spin-orbit interaction can be obtained. This term can also be

derived by taking a nonrelativistic limit of the Dirac equation [24], which is the counterpart of the

Schrödinger equation in relativistic quantum mechanics.

The analogy between (1.18) and (1.19) implies that the spin-orbit interaction can be used to

manipulate spins in a manner analogous to the Zeeman interaction. The important distinction is

that the effective magnetic field due to spin-orbit coupling can be controlled by an electric field

E, via its dependence on the potential gradient ∇∇∇V = eE, as well as through the momentum k of

the electron. These additional mechanisms for producing and controlling magnetic fields via spin-

orbit coupling therefore provide new resources that enhance the toolkit for constructing spin-based

designer quantum materials.
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Although the spin-orbit interaction gives rise to an effective magnetic field Beff, this field is

fundamentally different from an external magnetic field B. The distinction lies in the Hamiltonians

Hso [Eq. (1.19)] and HZ [Eq. (1.18)] associated with these fields: while HZ breaks time-reversal

symmetry, Hso preserves it. This can be seen by recalling the effect of the antiunitary time reversal

operator K on the operators involved in these Hamiltonians [26]. Because the magnetic field B is

treated as a classical quantity rather than as a quantum-mechanical operator, it is not affected by

K. Since the potential V is a function of the position operator r, ∇∇∇V = ∇∇∇V (r). Using K†rK = r,

K†kK = −k, and K†σσσK = −σσσ leads to K†HZK = −HZ and K†HsoK = Hso. Rewriting these

relations gives [HZ, K] 6= 0 and [Hso, K] = 0. Thus, HZ does not preserve time-reversal symmetry,

whereas Hso is invariant under time reversal. Note also that the internal field Beff is a quantum-

mechanical operator, whereas the external field B is treated classically.

Spin-orbit coupling exists in those physical systems for which the potential experienced by

electrons in a solid is asymmetric under spatial inversion (corresponding to the transformations

r→−r, k→−k, and σσσ→ σσσ). This inversion asymmetry can arise from either the crystal struc-

ture of the bulk solid (“bulk inversion asymmetry”), which gives rise to Dresselhaus spin-orbit

coupling [27], or from an externally-imposed confinement potential (“structural inversion asym-

metry”), which produces Rashba spin-orbit coupling [28, 29]. A heterostructure formed from two

different materials provides a typical example of a system in which both types of spin-orbit in-

teraction may exist [24]. Electrons confined by the potential formed at the interface between the

materials move in an effectively two-dimensional region (see Ch. 4). If the confinement potential is

asymmetric with respect to inversion, a net electric field E=∇∇∇V/e is present in the direction paral-

lel to the confinement. Assuming the confinement to be along the z direction, the two-dimensional

motion of electrons in this electric field gives rise to a Rashba spin-orbit interaction that can be

written as

HR = α(kxσy− kyσx) , (1.20)

where the strength α of the coupling depends on the magnitude of the electric field. The tuning

of α in heterostructures using electric fields produced by gate voltages has been experimentally

demonstrated [30]. This tunability suggests that the Rashba form of the spin-orbit interaction is
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naturally suited to the construction of designer quantum materials with tailored spin-orbit interac-

tions. In this thesis, we focus on spin-orbit coupling in quantum wires, which confine the motion of

electrons to one spatial dimension. General features of Rashba spin-orbit coupling in these systems

are accordingly discussed in Ch. 4. We note here that some of the features we describe are more

general and also apply to the form of the Dresselhaus spin-orbit interaction that depends linearly

on momentum,

HD = β(kxσx− kyσy) , (1.21)

where β is the strength of the interaction. While the spin is always perpendicular to the momentum

in HR, the spin and momentum are parallel for the form of HD given in Eq. (1.21). An effective

magnetic field along a particular direction can be produced by either type of spin-orbit interaction,

as long as the momentum is in the direction required to produce that field via the form of spin-orbit

coupling existing in the system.

1.4 SPIN-BASED QUANTUM INFORMATION PROCESSING

1.4.1 Physical implementation of quantum information processing

While the term “information” might suggest an abstract concept, the idea of quantum information

processing is rooted in the recognition that information ultimately always exists in the form of

some concrete physical system [31]. At a fundamental level, physical systems are described by

quantum theory. It therefore follows naturally that elementary units of quantum information can

be defined using two distinct quantum states of elementary physical units such as electrons and

atoms [6]. Unlike the bits encoded via voltages in conventional computers (i.e., processors of

classical information) that can take only one of two discrete values “0” and “1” (corresponding to

“low” and “high” voltages, respectively), the states |0〉 and |1〉 representing the logical basis of the

quantum bit (qubit) define a continuous two-dimensional space of possible superposition states of

the form

|ψ〉= α |0〉+β |1〉 , (1.22)
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where α and β are any two complex numbers satisfying the normalization condition |α|2+ |β|2 = 1.

The fact that the fundamental unit of quantum information can effectively exist in more than one

logical state at a time already indicates one way in which the processing of information governed by

the laws of quantum mechanics would be far more powerful than its classical counterpart: because

superpositions of states are possible, logical gate operations can be carried out simultaneously

on the states |0〉 and |1〉 of every qubit [32], enabling computations to occur in parallel with one

another in an inherently quantum-mechanical way. Such new capabilities in computational power

promised by quantum information processing, particularly in the context of simulating quantum

systems, also inspired the fundamental work of Feynman in this field [33, 34].

In order to build a quantum information processor, it is necessary to find physical systems in

which qubits can be stored, manipulated, measured, and transported from one location to another

with a high degree of control while minimizing errors. DiVincenzo specifies the requirements to

be satisfied by quantum information processing implementations via a set of seven criteria [35]:

1. A scalable physical system with well-characterized qubits

2. The ability to initialize the qubits to a reference state such as |000...〉

3. Long relevant decoherence times that are much longer than gate operation times

4. A “universal” set of quantum gates

5. The ability to measure specific qubits

6. Interconversion between stationary and “flying” qubits

7. Faithful transmission of flying qubits

Requirements 1-5 relate to quantum computation, while requirements 6 and 7 are concerned with

the transport of quantum information. According to these guidelines, the first step in constructing

a quantum computer is to identify qubits within a suitable physical system that can also be scaled

up to incorporate many qubits (requirement 1). The qubit must be well-defined, in the sense that

(1) the logical basis states |0〉 and |1〉 used to define the qubit are distinguishable by some quantum

number associated with a physical observable present in the Hamiltonian of the system, and (2) the

Hamiltonians describing the interactions of an individual qubit with other qubits, external fields,

and other degrees of freedom are known. Replacing the states |0〉 and |1〉 in the definition of a

general qubit state |ψ〉 with the basis states |↑〉 and |↓〉 representing the eigenstates of Sz for a
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single spin given in Sec. 1.1.1 reveals that the definitions of a qubit and a single spin-1
2 object

are equivalent. In addition, the Hamiltonians describing a single spin, the exchange interactions

between spins (Sec. 1.2), and the coupling of spins to external magnetic fields and orbital degrees

of freedom (Sec. 1.3) are known. A spin-1
2 object is therefore a well-defined qubit, and conversely,

any qubit can be mapped onto a spin-1
2 system.

Once a suitable qubit encoding has been identified, it must be possible to initialize the qubits

into a specific starting state (requirement 2). Methods that can be used to reach a desired initial

state include cooling a system to the ground state of an appropriately-chosen Hamiltonian via dis-

sipation of energy and performing measurements which project the system into the desired state.

These initialization processes are irreversible and therefore cannot be represented by unitary trans-

formations, for which inverses always exist. On the other hand, the quantum gates (requirement 4)

that are used to manipulate the states of qubits in order to achieve a desired computational result

are unitary transformations that are generated by the physical Hamiltonians describing the qubit

and its interactions. An interaction between two qubits such as the exchange coupling between

spins produces entanglement, which is a resource required for harnessing the true power of quan-

tum information processing. For a given physical implementation, the set of possible quantum

gates must be “universal” in the sense that any operation can be decomposed into a sequence of

gates in the set. It has been shown that such a set can be composed only of gates acting on one and

two qubits [36, 37].

The quantum gate operations must also be carried out rapidly compared to the characteristic

timescales for the decay of the information encoded in the qubits (requirement 3). These decoher-

ence times describe the dynamics of qubits interacting with their environment and depend on the

particular physical implementation [38]. Due to this interaction, loss of the coherence represented

by the definite relative phase between the states |0〉 and |1〉 that determines the specific qubit su-

perposition state occurs. As a result, quantum gates effectively act on the wrong initial states. The

decoherence times relevant for the specific physical system used to encode the qubit must therefore

be much longer than the gate operation times. Finally, a method must exist by which the results of

quantum computations can be read out (requirement 5). The read-out process involves a quantum

measurement that projects the state of the qubits onto the space of eigenstates of some observable.

In order to be able to measure specific qubits, the measurement of one qubit should not affect the
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state of the remaining qubits in the quantum computer.

Several different physical systems have been proposed as realizations of qubits, including

trapped ions [39, 40], neutral atoms [41, 42], ensembles of nuclear spins in molecules manipu-

lated via nuclear magnetic resonance (NMR) [43, 44], photons [45, 46], spin [47] or charge [48]

states of electrons confined to solid-state quantum dots, electronic and nuclear spins of impurities

in solids [49, 50, 51], and superconducting systems [52, 53, 54]. Each of these systems possesses

characteristic advantages and disadvantages that depend on the internal Hamiltonian, the nature of

interactions with the environment, and practical considerations involved in the construction of a

quantum information processor. The existence of well-developed spin resonance techniques pro-

vides a straightforward method for carrying out quantum gate operations in NMR-based systems,

but scaling up these systems to large numbers of qubits is difficult [6]. Implementations based on

trapped ions and neutral atoms are promising because these systems are well isolated from their

environment, resulting in relatively slow decoherence. Recently, trapped calcium ions have been

used to produce a “quantum register” consisting of 14 qubits in an entangled state [55], which

represents the largest collection of qubits with controlled entanglement that has been realized to

date.

We note here that the discussion so far has assumed a particular model of quantum compu-

tation, known as the circuit model, in which the quantum gates are unitary transformations. A

different scenario is provided by “one-way” quantum computing [56, 57, 58]. This scheme allows

for the manipulation of quantum information via nonunitary transformations by applying specific

sequences of measurements to a network of qubits initially prepared in a highly-entangled “cluster

state.” The emerging field of topological quantum computation proposes an alternative to quan-

tum information processing schemes based on two-state local encodings of qubits: the quantum

information is instead encoded in the collective degenerate ground states of multiple quasiparticles

known as non-Abelian anyons [59]. Such an encoding is nonlocal and therefore protects the qubit

from local perturbations, building fault tolerance into the physical “hardware” of a quantum in-

formation processor. Quantum gate operations are performed via “braiding” of the quasiparticles,

which involves moving them around one another in 2+1 spacetime dimensions such that nontrivial

unitary transformations of the qubit states are generated.

The work described in this thesis focuses on spin, which represents a strong candidate for
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storing qubits in systems ranging from the hyperfine states of trapped ions [40] to the electronic

and nuclear spins [47, 60, 49, 50, 51] in solid-state systems. While the weak coupling of spins to

their environment poses challenges in the measurement of spin qubits, this isolation also enables

spin-based qubits to have long decoherence times relative to, e.g., qubits encoded in charge (or-

bital) degrees of freedom that are sensitive to fluctuations of the electrostatic potential caused by

the environment. Compared to physical realizations of quantum information processing involving

ions and atoms, solid-state implementations are more readily scalable [6]. These advantages of

using single spins in solid-state systems as qubits have inspired several proposals for spin-based

implementations of quantum information processors [47, 60, 49, 61, 62, 63, 64, 50, 51]. The elec-

tron/nuclear spin systems associated with nitrogen-vacancy (N-V) centers present in diamond have

especially long decoherence times and can be controlled even at room temperature [65]. For single

electron spins in quantum dots, read-out of the states can be accomplished via electrical methods

that typically involve spin-to-charge conversion via spin-dependent tunneling, or by optical meth-

ods in which the spin information is transferred to, e.g., the polarization of emitted light [66, 67].

Experimental research in the Levy research group centers on a proposed implementation based on

Ge/Si quantum dots [63].

In addition to local quantum computation, quantum information processing tasks such as quan-

tum teleportation [68] and long-range gating [69] require “flying qubits” (requirements 6 and 7).

Meeting these criteria involves the identification of methods for efficiently interconverting the

quantum information between stationary and flying qubits, as well as for faithfully transporting

flying qubits from one location to another, without a significant loss of quantum information. In

many proposals, flying qubits take the form of photons which can carry qubits in, e.g., their po-

larization or number state. Photons are well-suited to long-range quantum information transport

because they can be carried over large distances using optical fibers [70]. However, since qubits are

often stored locally in a form other than photons, the use of photons as flying qubits involves the

typically inefficient process of transferring the quantum information between two different physical

systems and the possibility of losing the quantum information during the transfer.

A promising alternative for solid-state implementations of quantum information processing is

to use networks of exchange-coupled spins [71]. This method is particularly advantageous because

it allows both local quantum computation and transport of quantum information to be carried out
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within the same solid-state system. In Ch. 2, we describe existing proposals for using spin systems

to transport qubits and present a qualitatively distinct mechanism for producing “flying spin qubits”

in Heisenberg spin chains with dimerized exchange coupling via the motion of domain walls in the

dimerization. The basic elements from which these systems are constructed - individual spins

coupled by exchange interactions - themselves provide resources useful for the implementation of

quantum computation, as we discuss in the next section.

1.4.2 Single-spin qubits and exchange interactions

While there are several promising realizations of qubits, encoding a qubit in a single spin has

the advantage that there are no extra states into which the quantum information can “leak” since

the qubit and spin-1
2 spaces are formally identical [72]. Because of the equivalence of these two

descriptions, a spin acts as a natural qubit for quantum information processing. The connection

between single spins and qubits is emphasized by the Bloch sphere picture [6], illustrated in Fig.

1.3, which is a geometrical representation of the state of a single qubit that is equivalent to the three-

dimensional real-space representation of a single spin described in Sec. 1.1.1. The Bloch sphere

essentially generalizes the two-dimensional unit circle used for a complex number of modulus

unity to three dimensions. The spherical geometry arises from the fact that the most general state

of either a spin [Eq. (1.3)] or a qubit [Eq. (1.22)] may also be written as

|ψ〉 = eiδ
[

cos
(

θ

2

)
|0〉+ eiφ sin

(
θ

2

)
|1〉
]
, (1.23)

For a single qubit, the global phase factor eiδ is of no observable significance and can be set equal

to unity. The angular spherical coordinates (θ,φ) parametrize the qubit state on the surface of a

sphere of unit radius consisting of all points such that 0 ≤ θ ≤ π and 0 ≤ φ ≤ 2π. Pairs of points

which are located directly opposite to each other on the Bloch sphere correspond to orthogonal

states. In particular, the qubit basis states |0〉 and |1〉 are located at the poles of the sphere that lie

along the z axis.

The connection between the Bloch sphere representation of the state of a single qubit and the

three-dimensional real-space representation of a single spin can be seen by introducing a polariza-

tion vector P = (Px, Py, Pz), in which the components are real numbers [6]. On the surface of the
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Figure 1.3: Bloch sphere representation of a single qubit state.

Bloch sphere, |P|= 1 and P can be written as

P = (sinθcosφ, sinθsinφ, cosθ) . (1.24)

The relation of P to the spin vector S = (h̄/2)σσσ can be obtained by calculating the expectation

values 〈στ〉 ≡ 〈ψ | στ | ψ〉 (where τ= x,y,z) for the state given in Eq. (1.23). Comparing the results

with the components of P given in Eq. (1.24) yields 〈Sτ〉 = (h̄/2)〈στ〉 = (h̄/2)Pτ. Thus, each

component of the vector representing the qubit polarization in the Bloch sphere picture (Fig. 1.3)

is directly proportional to the expectation value of the corresponding real-space spin component.

In solids, single-spin qubits can be realized by three-dimensional confinement of individual

electrons to quantum dots [47, 66]. These potential wells for electrons can be regarded as “artificial

atoms” with dimensions that are typically 10-100 nm and therefore comparable to the electron

Fermi wavelength [73, 66]. Solid-state qubits also exist in the form of electronic and/or nuclear

spins associated with impurities [49, 50, 51]. Spatially confining electrons to either quantum dots

or impurities allows the electronic states to be well described by the spin degree of freedom. The
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Zeeman interaction [Eq. (1.18)] enables single-spin rotations to be performed by applying local

magnetic fields to the quantum dots or impurities. The Zeeman Hamiltonian generates a unitary

transformation that describes a rotation of the spin about the axis along which the external magnetic

field is applied [74]. For example, a rotation about the τ axis (where τ = x, y, z) of the Bloch sphere

(Fig. 1.3) is described by (see Appendix A)

Uτ = exp
[

igµBSτ

ˆ
Bτ(t)dt

]
. (1.25)

If rotations of the spin about two orthogonal axes are possible, an arbitrary rotation to any point

P on the Bloch sphere can be achieved by a combination of these rotations via Euler’s rotation

theorem [2]. Recent experiments have demonstrated the manipulation of single spins in solid-

state systems with a high degree of control [66, 67], including the implementation of arbitrary

rotations through techniques such as spin resonance. As described in Sec. 1.3, the spin-orbit

interaction provides an alternative mechanism for controlling spins. The use of spin-orbit coupling

to manipulate single-spin qubits is discussed in more detail in Sec. 1.4.4.

In addition to these one-qubit gates for single spins, quantum information processing based on

single-spin qubits also requires interactions that can produce entanglement between two spins. Us-

ing a Heitler-London approach similar to that applied to the H2 molecule in Sec. 1.2 and improve-

ments to this model, it has been shown that the Heisenberg exchange Hamiltonian [Eq. (1.12)]

provides a reasonable approximation for the low-energy spectrum of a pair of electrons localized

in neighboring quantum dots [72]. The Heisenberg exchange interaction between two single-spin

qubits (whether in quantum dots or other systems such as coupled atoms or impurity spins) can

be used to generate the SWAP gate Usw that simply exchanges the states of the two spins, as well

as two-qubit entangling operations that are essential elements of universal sets of quantum gates

[36, 37]. For example, consider the two-qubit “controlled-NOT” gate Ucnot, which can be repre-

sented in the standard two-qubit product basis {|00〉 , |01〉 , |10〉 , |11〉}, or equivalently in the basis

(1.7) for two spins, by the matrix

Ucnot =


1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

 . (1.26)
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This gate can be constructed from a sequence of single-qubit rotations and the “square-root-of-

SWAP” gate U1/2
sw [47]. Both Usw and U1/2

sw are unitary transformations generated by the Heisen-

berg exchange Hamiltonian:

Uexch = exp
[
−iS1 ·S2

ˆ
J(t)dt

]
. (1.27)

Turning on the exchange interaction for a time such that
´

J(t)dt = π (mod 2π) gives Uexch =Usw,

while
´

J(t)dt = π/2 (mod 2π) gives Uexch = U1/2
sw . Additionally, the ground state of Hexch [Eq.

(1.12)] for J > 0 is itself the singlet state in which the states of the two spins are entangled.

For electrons in coupled quantum dots, J = J(B, E, a), where B and E are magnetic and elec-

tric field strengths, respectively, and a is defined to be one-half the distance between the dots [72].

In other words, the exchange coupling can be controlled via external fields and/or through the

quantum dot configuration. In Ref. 72, it was shown theoretically that the nature of the exchange

interaction can be modified by a magnetic field: electrons are coupled by AFM exchange (J > 0)

for B = 0 and FM exchange (J < 0) if the magnetic field strength is increased beyond a critical

value. Because the exchange interaction strength depends on the spatial overlap of the electronic

wavefunctions, and because the wavefunctions correspond to a charge distribution that can couple

to an electric field, the exchange interaction can also be controlled electrically. Due to the depen-

dence of J on the wavefunction overlap, the exchange strength typically varies exponentially with

the interdot distance. Applying a gate voltage between the dots can increase or decrease the tunnel-

ing barrier between them, which is physically equivalent to increasing or decreasing the distance

between the dots, respectively. Rapid electrical control of exchange interactions between spins has

been experimentally demonstrated [75].

1.4.3 Multi-spin qubits and exchange interactions

While a spin itself is a natural physical realization of a qubit as discussed in the previous section,

systems containing multiple spins can also be used to encode single logical qubits. For n spins,

this can be achieved by identifying a suitable two-dimensional subspace of states within the full

2n-dimensional Hilbert space. Encoding logical qubits within the expanded Hilbert space for n > 1

spins has applications in quantum error correction [76], in which measurements performed on
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additional or “ancillary” qubits rather than the encoded qubits allow nondestructive detection and

correction of errors that occur due to imperfect quantum gate operations or unwanted interactions

with the environment. Particular sets of states within the Hilbert space associated with multi-spin

qubits can also be used to define decoherence-free subspaces (DFSs) [77, 78]. These subspaces

take advantage of symmetries of the interaction between the spin qubits and the environment in

order to protect the quantum information from decoherence that occurs in the same way for all spins

(known as “collective decoherence”). Of particular significance in the context of the “flying spin

qubits” and “domain-wall qubits” discussed in Chs. 2 and 3 is the encoding of qubits in the two-

fold degenerate ground state of certain systems of spins coupled by two-body interactions for which

there is an energy gap between the ground-state doublet and higher excited states [79, 80]. This

encoding enables decoherence to be energetically suppressed, as the only relevant decoherence

processes for these systems do not conserve energy. These “coherence-preserving qubits” are also

intrinsically robust to decoherence that acts locally on individual spins.

In the spirit of designer quantum materials, new resources emerge in qubits constructed using

multiple spins as building blocks, by virtue of the internal interactions present between spins in

these “designer qubits” that do not exist for single-spin qubits. These new features have been

demonstrated to exist even for the simplest nontrivial encoding of single logical qubits in n = 2

spins [81, 75, 82, 83, 84, 85]. In this thesis, the notation |0〉 ≡ |↑〉, |1〉 ≡ |↓〉 is used to represent

the basis states of single spins. Single logical qubits can be defined using the SZ = 0 subspace for

two spins, which represents a DFS [77, 78, 86] and can be spanned by either the two-spin product

states |01〉= |↑↓〉,|10〉= |↓↑〉 or the entangled singlet and triplet states 1√
2
(|01〉± |10〉) discussed

in Sec. 1.1.2.

If the logical qubit basis {|01〉 , |10〉} is chosen [81] and the operators (X , Y, Z) are defined

such that they have the same matrix representations as the Pauli matrices [Eq. (1.6)] in this basis,

the exchange Hamiltonian [Eq. (1.12)] can be written as [see Eq. (1.15)]

Hexch →
J
2

 0 1

1 0

− J
4

1

=
J
2

X− J
4

1. (1.28)
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Apart from a term proportional to the identity, which gives rise to trivial dynamics (as discussed

in Appendix A), Hexch has a form analogous to the Zeeman Hamiltonian [Eq. (1.18)]. Here, the

exchange interaction between the spins within the qubit plays the role of a magnetic field for the

qubit and generates a rotation about the x axis of the Bloch sphere. For the alternate SZ = 0 basis

choice
{

1√
2
(|01〉− |10〉) , 1√

2
(|01〉+ |10〉)

}
that defines the singlet-triplet qubit [75, 82], Hexch

takes the form

Hexch → −J
2

 1 0

0 −1

− J
4

1 (1.29)

= −J
2

Z′− J
4

1,

where (X ′, Y ′, Z′) are the Pauli matrices in the singlet-triplet basis. In this case, the exchange

interaction acts as an effective magnetic field that generates a rotation about the z axis of the Bloch

sphere for the singlet-triplet qubit. Thus, increasing the number of spins used to define the qubit

even from one to two already provides a way to perform single-qubit rotations using the exchange

interaction internal to the qubit rather than external magnetic fields. This capability does not exist

for single spins.

To perform arbitrary rotations of a two-spin qubit, a rotation about a second orthogonal axis

must also be possible (see Sec. 1.4.2). For the logical qubit represented by the basis {|01〉 , |10〉},

this can be achieved by applying a static and spatially uniform magnetic field of strength B along

the z axis in the presence of a difference ∆g in the g-factors of the two spins that can arise if the

spins have different local environments [81]. The resulting Zeeman interaction has the form HZ =

(−∆gµBB/2)Z. In the case of the singlet-triplet qubit, arbitrary rotations can be accomplished

by combining exchange [Eq. (1.29)] with a static magnetic field gradient ∆B along the z axis

due to, e.g., the different hyperfine (electron-nuclear) interactions experienced by two electrons in

neighboring quantum dots [84]. The Zeeman interaction is then given by HZ = (−gµB∆B/2)X ′. In

either case, the combination of HZ and the corresponding exchange interaction [Eq. (1.28) or Eq.

(1.29)] allows arbitrary rotations of the qubit to be performed without applying time-dependent

magnetic fields. Two-qubit gates, which involve two pairs of spins, can also be carried out using

exchange interactions between spins belonging to different qubits.
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Since the exchange interaction between spins can be controlled using gate voltages, as dis-

cussed in Sec. 1.4.2, this enables two-spin qubits to be manipulated electrically. The prospect of

controlling spin qubits using electric fields is particularly advantageous in the context of meeting

the challenging demands of building a quantum information processor [35]. As mentioned in Sec.

1.4.1, one of these requirements is that qubit manipulation must be completed rapidly compared

to the timescale over which the coherence of the qubit is lost. Because the exchange between

two spins is a relatively strong interaction and can be switched rapidly through voltages applied to

gate electrodes, electric field control of the two-spin qubit is faster than using time-varying mag-

netic fields. For example, a square-root-of-swap operation between two exchange-coupled spins

defining a single logical qubit with a dephasing time of 10ns has been experimentally achieved in

180ps [75]. Manipulation of two-spin qubits using electric fields is therefore favorable from the

perspective of experimental realizations of quantum information processing.

Additional advantages for experimental implementations arise by adding one more spin, i.e.,

encoding single qubits in n = 3 spins [87, 88, 89, 90]. As in the n = 2 case, a three-spin system

can be used to define DFSs [86]. Three-spin qubits are also the smallest systems for which the

Heisenberg exchange interaction is universal, in the sense that exchange alone can generate both

the single-qubit and the two-qubit elementary gates required for universal quantum computing [87].

The use of a single physical interaction for all gates is advantageous from the practical perspective

of simplifying experimental implementations. Local magnetic fields are challenging to apply and

typically give rise to slower single-qubit gates, making the spin more susceptible to decoherence.

For localized single-spin qubits, Hexch cannot be universal because it commutes with both S2 and

SZ . Exchange alone therefore cannot change the quantum number SZ , so that rotation between

the basis states |0〉 and |1〉 is not possible without the addition of magnetic fields. As we show

in the work presented in Ch. 5, real magnetic fields are not necessary for full three-dimensional

manipulation of even single-electron spin qubits if the electrons are allowed to move spatially and

the spin-orbit interaction is present. We will return to this point in the following section.

In the case of three-spin qubits, one way to achieve universality using the exchange interaction

alone is to encode the qubit within a subspace of the full three-spin Hilbert space that is associ-

ated with a fixed set of quantum numbers (S, SZ) [87, 88]. The only states which are coupled by

Heisenberg exchange are those that lie within the same (S, SZ) subspace. As an example, the log-
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ical basis
{

1√
2
(|010〉− |100〉) , 1√

6
(2 |001〉− |010〉− |100〉)

}
can be used to represent the qubit

within the (S, SZ) =
(1

2 ,
1
2

)
subspace [87]. Arbitrary rotations of this qubit are possible by sequen-

tially turning on and off three or four exchange couplings between individual spins within the qubit

in order to generate unitary transformations of the form in Eq. (1.27). Additionally, the entangling

gate Ucnot between two three-spin qubits can be carried out within the (S, SZ) = (1, 1) subspace

using a sequence of 19 exchange interactions that couple pairs of spins both within the same qubit

and those belonging to two different qubits. Together, these single-qubit and two-qubit opera-

tions constitute a universal set of quantum gates for which the only physical interaction required

is Heisenberg exchange. For the particular case of a closed three-spin ring (or spin triangle) with

uniform exchange couplings, adding a uniform magnetic field creates a gap between the ground

state defining the logical qubit space and higher excited states that allows for energetic suppression

of decoherence, producing a three-spin coherence-preserving qubit [88]. Recently, experimental

control over both single [89] and coupled [90] three-spin qubits has been demonstrated. Thus,

designer qubits constructed from multiple exchange-coupled spins provide entirely new classes of

resources that are not available for single-spin qubits.

While exchange-coupled two-spin and three-spin qubits already have many useful properties,

the schemes for the manipulation of these qubits discussed so far still require the application of

local electric and magnetic fields in order to control individual spins. Practical difficulties therefore

remain in the implementation of these methods. One way to address these challenges is to extend

the spatial scale over which it is necessary to control the qubits. This is possible if qubits are

defined using chains or clusters of an odd number of spins nc coupled by nearest-neighbor AFM

exchange interactions [91, 92], which are described by a Hamiltonian of the form

H =
nc−1

∑
k=1

fk
[
J⊥
(
SkxSk+1,x +SkySk+1,y

)
+ JzSkzSk+1,z

]
, (1.30)

where J⊥ > 0 and Jz > 0. Eq. (1.30) in general describes anisotropic exchange [Eq. (1.17)] for

which Jx = Jy = J⊥ and is of the XXZ (XY) type for Jz 6= 0 (Jz = 0). Ising-type coupling is obtained

in the limit Jz� J⊥. Isotropic (Heisenberg) exchange is described by setting J⊥ = Jz, and spatially

uniform exchange interactions are described by setting fk = 1 for all k.
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In order to understand how a qubit can be defined based on Eq. (1.30), the specific case of a

spin chain with uniform AFM Heisenberg exchange can be considered [91, 92]. In this case, Eq.

(1.30) reduces to

Hunif = J
nc−1

∑
k=1

(Sk ·Sk+1) , (1.31)

which is the Heisenberg spin chain Hamiltonian [Eq. (1.16)] with n = nc and Jk = J > 0 for all k.

As mentioned in Sec. 1.2, the Lieb-Mattis theorem [11] states that the minimum-energy states in

the presence of AFM exchange are those having minimum total spin S. For odd nc, the ground state

of Hunif therefore has S = 1
2 . Since the corresponding possible values for the total z component of

spin are SZ =±1
2 , this ground state is two-fold degenerate and can be used to define a qubit. This

“spin-cluster qubit” is energetically stable due to the presence of an energy gap ∆ ∝ J/nc separating

the ground state doublet from the first excited state [91, 92]. At sufficiently low temperatures, the

gap protects the qubit from decoherence such as leakage of the quantum information to higher

excited states.

As an illustration of the defining spectral features of spin cluster qubits, Fig. 1.4(a) shows the

energy eigenvalues of Eq. (1.31) as a function of SZ for the case nc = 5. Since nc is odd, there is a

ground state doublet (indicated by a rectangle in the figure) that is separated from the first excited

state by an energy gap. This ground-state doublet has Sz = ±1
2 and defines a spin cluster qubit.

On the other hand, the ground state for an even number of spins such as nc = 6 [Fig. 1.4(b)] is

a singlet. This non-degenerate ground state has S = 0, SZ = 0 and cannot be used to define the

effective two-dimensional Hilbert space required to represent a qubit. Note that the first excited

state for the 6-spin chain consists of a triplet of states with S = 1 and SZ = −1,0,1. Thus, in the

low-energy portion of the spectrum of Eq. (1.31), the odd-nc case is analogous to a single spin,

while the even-nc case is analogous to two spins.

The basis states of a spin cluster qubit c, which we will denote as{
|↑ (c)〉 ≡

∣∣∣∣S =
1
2
, SZ =

1
2

〉
, |↓ (c)〉 ≡

∣∣∣∣S =
1
2
, SZ =−1

2

〉}
(1.32)

in analogy with the notation used to represent the s = 1
2 , ms =±1

2 states of a single spin (see Sec.

1.1.1), are in general superpositions of many product states of the individual spins [91, 92]. This
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Figure 1.4: Spectrum of the s = 1
2 Heisenberg spin Hamiltonian with uniform AFM exchange [Eq.

(1.31)] for (a) nc = 5 and (b) nc = 6. The rectangle indicates the energy eigenstates that define a

spin cluster qubit for the case nc = 5. Energies are in units of the uniform exchange strength J.
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follows from the fact that
[
S2, Skz

]
6= 0 for each k, similar to the two-spin case considered in Sec.

1.1.2. The well-known combination formula n

m

 =
n!

m!(n−m)!
(1.33)

gives the number of distinct arrangements of n objects, where m objects are of one type and the

remaining n−m are of another type. By applying Eq. (1.33) to an odd number of spins nc, for

which each product state in the S = 1
2 subspace consists of (nc +1)/2 spins in either the state |0〉

or the state |1〉 and (nc−1)/2 spins in the opposite state, it is seen that the states {|↑ (c)〉 , |↓ (c)〉}

are each superpositions of nc!/[(nc + 1)/2]![(nc− 1)/2]! product states. Expressions for these

basis states in terms of product states are therefore generally complicated. Alternatively, a useful

visual representation of the basis states of a spin cluster qubit can be obtained by calculating the

spin densities for these states, which are defined in this thesis as the sets of expectation values

〈↑ (c)|Skz |↑ (c)〉 and 〈↓ (c)|Skz |↓ (c)〉 at each site k in the spin chain. For illustration, the spin

densities for the basis states of a nc = 9 spin cluster qubit described by Eq. (1.31) are shown in

Fig. 1.5. For |ψ〉= |↑ (c)〉 , |↓ (c)〉, the sum of the spin density values satisfies

nc

∑
k=1
〈ψ|Skz |ψ〉 = 〈ψ|

nc

∑
k=1

Skz |ψ〉= 〈ψ|SZ |ψ〉= SZ, (1.34)

so that ∑
nc
k=1 〈↑ (c)|Skz |↑ (c)〉 = 1

2 and ∑
nc
k=1 〈↓ (c)|Skz |↓ (c)〉 = −1

2 . Thus, the spin-1
2 object that

defines a spin cluster qubit is distributed in space, as is evident from the fully delocalized spin

density for the basis states (Fig. 1.5). Eq. (1.34) also suggests that the state of the spin cluster

qubit can be read out by measuring the z components of the individual spins and summing these

values.

These spatially-extended qubits have the advantage that manipulation of the encoded quantum

information does not require the application of local fields in order to control individual spins

[91, 92]. Because the formal description of a spin cluster qubit in terms of the total spin operator

S2 and total z component of spin SZ is identical to that of a single spin, quantum gates for spin

cluster qubits can in principle be carried out using the same mechanisms as those employed for

implementing single-spin quantum gates. The application of a uniform magnetic field B over the
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Figure 1.5: Spin density for the degenerate ground-state doublet of a uniform nc = 9 spin chain,

consisting of the states with S = 1
2 and SZ =±1

2 that define a spin cluster qubit.
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whole length of the spin chain is described by a sum of single-spin Zeeman Hamiltonians [Eq.

(1.18)]:

HZ = −
nc

∑
k=1

gµB

h̄
B ·Sk

= −gµB

h̄
B ·

nc

∑
k=1

Sk

= −gµB

h̄
B ·S, (1.35)

where S written without the subscript k labeling the spin site refers to the operator for the total

spin. The identical forms of the Hamiltonians in Eq. (1.35) and Eq. (1.18) show that applying a

spatially uniform magnetic field B(t) generates rotations of the spin cluster qubit about the axes of

the Bloch sphere, in full analogy with Eq. (1.25) for a single-spin qubit.

Two spin cluster qubits can be coupled by introducing additional exchange interactions be-

tween spins in different qubits, as in the case of the two-spin and three-spin qubits discussed

above. For a pair of spin cluster qubits a and b, consider an AFM exchange interaction of the form

H∗ = J∗Snca ·S1b between spin nc of cluster a and spin 1 of cluster b, where J∗ > 0. If J∗� ∆, H∗

can be treated as a perturbation relative to the Hamiltonian in Eq. (1.31) describing the isotropic

exchange between spins within each spin cluster qubit. This leads to an effective Hamiltonian

which acts in the space spanned by the two-qubit product-state basis

{|↑ (a)〉 |↑ (b)〉 , |↑ (a)〉 |↓ (b)〉 , |↓ (a)〉 |↑ (b)〉 , |↓ (a)〉 |↓ (b)〉} (1.36)

that has the form [91, 92]:

H∗ = JeffSa ·Sb + J01, (1.37)

where the term proportional to the identity operator arises from the exchange within the spin cluster

qubits, and the effective exchange strength Jeff is given by

Jeff = 4J∗ 〈↑ (a)|Sz
nca |↑ (a)〉〈↑ (b)|Sz

1b |↑ (b)〉 . (1.38)

From the form of Eq. (1.37), it is seen that an isotropic exchange interaction between two spins in

different spin cluster qubits translates into an effective isotropic exchange interaction between the
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qubits themselves. A time-dependent exchange constant Jeff (t) then generates a unitary transfor-

mation analogous to that for the single-spin case [Eq. (1.27)], which can be used to carry out useful

two-qubit entangling operations such as U1/2
sw and Ucnot. Since an effective Hamiltonian of the form

in Eq. (1.37) is found even for multiple spin-spin couplings between the qubits [91, 92], control

of the exchange is possible on the scale of nc spins. In Refs. 91 and 92, these features of spin

cluster qubits are shown to hold also more generally for nonuniform magnetic fields, anisotropic

exchange interactions, and spatially-varying exchange interactions.

The justification for the expressions in Eqs. (1.37) and (1.38) is given in Ch. 3, where they are

applied to a pair of antiferromagnetically-coupled Heisenberg spin rings with domain walls defined

by a specific type of spatial variation in the exchange constants. The properties of individual rings

with such exchange-based domain walls are described in Ch. 2 and represent designer quantum

materials in which “flying spin qubits” may be produced. These systems are equivalent to the spin

cluster qubits discussed above in the limit of a fixed number of spins coupled by spatially uniform

exchange and have many of the same advantageous characteristics. In Chs. 2 and 3, we show that

entirely new classes of features emerge for qubits defined by domain walls in exchange-coupled

spin systems, several of which have relevance for quantum information processing.

1.4.4 Single-spin qubits and spin-orbit interaction

In the previous section, we have explored some of the new resources provided by designer quantum

materials constructed from multiple spins coupled by spin-spin exchange interactions. Additional

mechanisms for single-spin manipulation arise when we consider the spin-orbit interaction. The

new resources which emerge in spin systems with tailored spin-orbit coupling form the basis for

the second class of designer quantum materials we describe in this thesis.

As discussed above, magnetic fields provide a natural means of manipulating single spins, such

as those of electrons confined to quantum dots [47, 61, 63, 75, 66] or impurities [49, 50, 51], by

means of the Zeeman interaction [Eq. (1.18)]. For example, perpendicular uniform and oscillating

magnetic fields can be used for manipulation via electron spin resonance (ESR) [93, 94, 66, 67].

However, the magnetic fields must be applied locally, e.g., over lengthscales that correspond to the

size of a single quantum dot or impurity, in order to selectively address individual spin qubits. Such
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local magnetic fields are challenging to achieve experimentally. Alternative methods of controlling

single spins using electric fields have therefore been widely investigated [95, 96, 97, 98, 99, 100,

101, 102], ranging from the modulation of the g-tensor using electric fields [96] to the use of the

hyperfine interaction between electron and nuclear spins [101] and static magnetic field gradients

[102]. In addition to enabling rapid control of the exchange coupling between spins [75], electric

fields are well-suited to achieving local control of single-spin qubits. Local electric fields that

oscillate in time can be generated by ac voltages applied to gate electrodes [96, 100].

New avenues for electrical spin manipulation emerge by virtue of the spin-orbit interaction

and the spatial degree of freedom associated with the motion of electrons confined to a quantum

wire. This has motivated many studies of the properties of quantum wires with both uniform

[95, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114] and spatially-varying [115, 116,

117, 118] spin-orbit coupling. As discussed in Sec. 1.3, the general form Beff ∝ (∇∇∇V ×k) of the

effective magnetic field due to the spin-orbit interaction [Eq. (1.19)] allows for the manipulation

of spin qubits using electric fields in a manner analogous to the Zeeman interaction (Fig. 1.2).

For example, the electrically-tunable Rashba interaction [30] provides one promising mechanism

for controlling spins in one-dimensional systems. Basic features of Rashba spin-orbit coupling in

quantum wires are described in Ch. 4.

The ability to manipulate spins electrically via spin-orbit coupling is the basis for the methods

of electric dipole spin resonance (EDSR) [97, 98, 119, 120, 100] and ballistic spin resonance (BSR)

[121]. In the EDSR approach, an oscillating electric field causes a time-periodic displacement of

the electronic wavefunction (which also corresponds to the charge distribution), producing an os-

cillating effective magnetic field by means of a position-dependent spin-orbit interaction [100]. In

contrast to the externally-driven dynamics in EDSR, BSR occurs via the oscillation of the elec-

tronic momentum in time that results when an electron moves by bouncing back and forth between

the walls of a conducting channel. In both methods, a time-dependent oscillation of the effective

magnetic field due to the spin-orbit interaction replaces the oscillating magnetic field required for

ESR and enables the manipulation of spins using electric fields.

The effective magnetic field due to spin-orbit coupling is also the key ingredient in several pro-

posals for single-qubit gates [122, 123, 124, 125, 126, 127]. One proposal for solid-state quantum

computing that allows for the full control of single-spin qubits using electric fields alone combines
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single-qubit gates based on the Rashba spin-orbit interaction with two-qubit gates based on the

Heisenberg exchange interaction for two electrons moving in adjacent quantum wires [122]. A

combination of Rashba and Dresselhaus interactions can also be used to implement single-qubit

gates for such mobile qubits [125]. Universal quantum computation can also be achieved for

electron spins localized in quantum dots by encoding each qubit in two spins and controlling the

anisotropic exchange that exists between the spins due to spin-orbit coupling [123]. Adiabatically

transporting a quantum dot containing an electron spin through a two-dimensional system in which

spin-orbit coupling is present can be used to rotate the spin without applied magnetic fields [126].

Alternatively, the eigenstates of the spin-orbit interaction can themselves be used to encode single

qubits [124, 127], for which quantum gates are also based on the spin-orbit interaction.

Spin-orbit coupling is sometimes regarded as undesirable for spin-based quantum computing

because it can cause spin flips that result in spin relaxation [128, 129], a form of decoherence

in which an excited state with definite spin decays via energy dissipation to a lower state that

has the (usually undesired) opposite spin. Nevertheless, the promise of new capabilities such as

electrically-driven ESR and quantum gates serves to show that the spin-orbit interaction is a valu-

able resource. In Ch. 5, we describe a mechanism by which we can map spin dynamics, such as

ESR, from time to space within a quantum wire using the effective magnetic fields associated with

uniform and spatially-varying spin-orbit coupling. This method of ESR does not require any “real”

(i.e., external or classical) magnetic fields. Instead of being controlled by time-dependent exter-

nal fields, spin manipulation is built into the spin-dependent band structure of the wire. Adding

spin-orbit coupling to the quantum toolkit thus gives rise to an additional class of designer quan-

tum materials useful for manipulating spins and performing quantum information processing in

fundamentally new ways.
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2.0 FLYING SPIN QUBITS

In this chapter, we present a method for encoding and transporting qubits within a dimerized

Heisenberg spin-1
2 chain. Logical qubits are localized at the domain walls that separate the two

possible dimerized states. The domain walls can be moved to produce “flying spin qubits.” The

topological nature of these states makes them stable against local perturbations of the exchange

profile. Pairs of domain walls can be used to generate Einstein-Podolsky-Rosen pairs of entangled

qubits. We discuss speed limitations within an exactly solvable three-spin model and describe a

possible physical realization using quantum dot arrays.1

2.1 INTRODUCTION

As discussed in Sec. 1.4, spin forms the basis for qubits in several quantum computing architec-

tures [47, 49, 60, 61, 62, 63, 64, 50, 51]. In many proposals, logical quantum bits are formed from

the 2n-dimensional Hilbert space corresponding to n spins [77, 78, 87, 81, 88, 75, 82, 83, 84, 85].

In Sec. 1.4.3, we have described how such encoding schemes are useful for the correction of [76]

and protection against [77, 78, 86, 79, 80] errors, as well as for matching specific material systems

to experimental capabilities by reducing the number of physical interactions required for univer-

sal quantum gating to, e.g., the Heisenberg exchange interaction alone in the case of n = 3 spins

[87, 88]. Furthermore, we have seen that exchange-coupled spin clusters having an odd number

of spins can define energetically stable “spin cluster qubits” by virtue of the ground state doublet

that is characteristic of the energy level spectrum for these systems [91, 92]. The Jordan-Wigner

spin-particle mapping in one [18] or more [19, 20] dimensions suggests a wide range of candidate

1The material in this chapter is adapted from Ref. [130].
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qubits one might construct from interacting spins.

The need for “flying qubits,” [35] i.e., a mechanism for rapidly transporting quantum infor-

mation, has long been recognized as a weakness of spin-based quantum computing architectures.

Several different methods have been proposed to implement long-range transport of quantum in-

formation. One method involves coupling spin qubits to an external “quantum bus,” e.g., an optical

cavity mode [61]. Such an approach typically introduces an entirely new set of constraints, and

engineering strong optical couplings can be challenging in practice. Alternatively, the quantum

teleportation protocol [68] of Bennett et al. employs the generation and transport of EPR pairs to

teleport qubits to their needed location.

As mentioned in Sec. 1.4.1, exchange-coupled spin networks enable both quantum computa-

tion and quantum information transfer to be carried out within the same solid-state system. One

way to transfer quantum information within these systems is through multiple swap (Usw) oper-

ations between nearest-neighbor single spins, which are generated by Heisenberg exchange via

Eq. (1.27) with
´

J(t)dt = π(mod 2π). This method is not optimal for long-range transport in

one-dimensional spin chains because of the large number of precise gate operations required and

the relatively low error threshold (∼ 10−7) for quantum error correction [131, 132]. For example,

if each swap operation has an error δ such that
´

J(t)dt = π±δ, the state is not completely trans-

ferred from one spin to the next. If these errors accumulate at a rate greater than the threshold, the

quantum information that is lost with each non-ideal swap operation cannot be recovered.

An alternative to the multiple-swap approach is to use the natural spin dynamics generated

by the exchange coupling in spin chains to transport qubits. The initial proposal which makes

use of this method involves a Heisenberg spin chain with FM exchange in a magnetic field [133].

Quantum state transfer is carried out by placing the spin at one end of the chain in a particular

superposition of the two basis states for a single spin and allowing the state to evolve freely to

the other end of the chain. In this scenario, external control is required only at the two ends

where the spin state is prepared and measured. However, this scheme does not allow for optimal

transport of the spin state, and the fidelity of the transport that describes how faithfully the state

is reproduced at the receiving end of the chain (expressed as a value between zero and unity)

decreases with increasing chain length. Various methods have been suggested in order to improve

the fidelity [134, 135, 136, 137, 138]. In particular, perfect state transfer (corresponding to unit
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fidelity) based on the dynamics of single exchange-coupled spin chains is possible in principle but

typically requires specific types and/or values of exchange couplings. For example, spin chains

with XY-type exchange couplings that are engineered to have values symmetric about the chain

center can perfectly mirror the state of a spin qubit in order to transfer it from one end of the chain to

the other. This mirroring occurs at specific times [134, 135, 138] which have also been shown to be

optimal for free evolution [139]. An analogous mirroring is not possible for Heisenberg spin chains

of more than two spins without the addition of local magnetic fields [140]. In addition, it has been

shown [141, 142] that the fidelity of transmission depends critically on the values of the coupling

strengths between the spins in the chain, making this approach susceptible to errors. One proposal

to achieve robust quantum state transfer even in the presence of disorder in the exchange coupling

strengths involves the adiabatic transport of spin states via a slowly-varying externally applied

potential [143]. In addition, synchronized manipulation of the combined potential due to a static

dot in a quantum wire defined at the interface of a heterostructure and a moving quantum dot carried

through the wire by a surface acoustic wave can control the motion of a pair of electrons in order to

efficiently convert between static and flying qubits as well as generate EPR pairs [144, 145, 146].

Here, we present a qualitatively different approach to the construction of flying qubits. The

method relies on the design of a spin-based “designer quantum field,” constructed from a one-

dimensional dimerized Heisenberg spin-1
2 chain. Logical qubits are localized at the domain walls

that separate the two possible dimerized states. Unlike previous encoding schemes [77, 78, 87, 81,

88, 75, 82, 83, 84, 85], logical qubits are not associated with a definite number of spins; rather, these

“defect” states exist even when the number of spins approaches infinity. Their topological nature

[147, 148, 149] makes them stable with respect to local perturbations of the exchange profile. By

moving the domain walls, it is possible to produce “flying spin qubits.” Below, we explore the

properties of this class of systems both analytically for small chains (three spins) and numerically

for larger chains (up to 30 spins). Numerical studies for the larger chains are carried out using the

Lanczos method of diagonalization [150].
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2.2 DIMERIZED SPIN CHAINS

A one-dimensional system of spin-1
2 objects interacting via nearest-neighbor Heisenberg exchange

is described by the following effective Hamiltonian:

H =
nc

∑
k=1

Jk (Sk ·Sk+1)≡∑Jk (Sk ·Sk+1) (2.1)

where Sk =
(
Skx, Sky, Skz

)
are Pauli operators for the kth spin, {Jk > 0} quantify the strength of

nearest-neighbor exchange interactions, and periodic boundary conditions apply if k± nc ≡ k. In

the absence of external magnetic fields, the total spin angular momentum operator S2 = (∑Sk)
2 as

well as the total z component SZ = ∑Skz commute with H, so one may work within subspaces of

definite SZ and/or S2.

To illustrate the properties of the dimerized Heisenberg spin systems investigated here, we ini-

tially consider an open, symmetric chain having an odd number of spins nc and a single kink in

the center [Fig. 2.1(a)]. The dimerization of the chain is described by a parameter a, such that

{J2d = Jnc−2d = aJ; J2d−1 = Jnc−2d+1 = J, d = 1,2, ..., (nc− 1)/4} and 0 ≤ a ≤ 1. Because the

system contains an odd number of spins, the minimum total spin angular momentum (correspond-

ing to the ground state) is S = 1
2 ; here, we consider the SZ = 1

2 “spin-up” subspace, but an identical

analysis applies for the SZ =−1
2 “spin-down” subspace. The ground state is calculated by numer-

ical diagonalization of the Hamiltonian in Eq. (2.1) as a function of a, and the spin density 〈Skz〉

can be computed [Fig. 2.1(b)]. The case a = 0 corresponds to a single spin localized at the center

of the chain, surrounded by uncoupled dimers on either side. The spin chain may be initialized in

this configuration by cooling the system to the ground state. As a is increased, the spin density

becomes more delocalized. The uniform open spin chain (a = 1) has already been investigated

within the context of quantum computation and forms a well-defined “spin cluster qubit” [91, 92].

Adiabatic variation of a between 0 and 1 (Fig. 2.2) provides an explicit mechanism for intercon-

version between a single isolated spin and a delocalized spin cluster state, allowing an initially

stationary qubit to be transformed into a movable flying spin qubit. After transporting the qubit

to another location, the transformation may be reversed to reproduce the localized spin state. This

state may then be measured using techniques developed for single spins.
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The Hamiltonian in Eq. (2.1) can be mapped onto a variety of quantum field theories [151] via

the Jordan-Wigner mapping. The spectrum resembles that of a semiconductor with a soliton-like

defect state which is closely related to those in conducting polymers, inheriting many of the same

properties such as spin-charge separation and topological stability [149]. For example, polyacety-

lene [147, 148] can be regarded as a quasi-one-dimensional conductor with one electron per carbon

atom in which bond dimerization occurs spontaneously (a phenomenon known as the Peierls tran-

sition [152]), doubling the spatial period relative to a one-dimensional lattice with equally-spaced

points. A periodic potential with lattice constant a opens a gap at the edges ±π/a of the Brillouin

zone in reciprocal space [23], so that the doubling in periodicity due to dimerization changes the

lattice constant to 2a and consequently introduces gaps into the spectrum at wavevectors ±π/2a.

Two possible dimerized configurations exist, illustrated in terms of “strong” (=) and “weak” (−)

bonds by the patterns = − = −·· · and − = − = · · · , which are degenerate in energy. In the lan-

guage of quantum field theory, one can say that there is a two-fold degeneracy in the vacuum state

of the system [149]. A topological excitation, known as a soliton, can therefore exist in the form of

a defect or “domain wall” separating regions of different dimerized configurations and introduces

a single electronic state with energy near the center of the gap produced by the dimerization. When

occupied by a single electron, this state is associated with neutral charge and spin 1
2 . Identifying

the bonds between atoms with the exchange couplings between spins reveals an analogy between

the polyacetylene system and the spin systems considered here. Continuum field-theoretic descrip-

tions [153] are also applicable to these dimerized spin systems, provided the defect extends over

many spin lattice sites.

We now consider a specific parametrization Jk = J0 exp[(−1)kα(k)] of the Hamiltonian in Eq.

(2.1), where α is a staggered order parameter describing dimerization in the chain. Spatially lo-

calized qubits are produced at the zero crossings of α and represent particle-like excitations of a

designer quantum field. We illustrate the localization of these qubits by considering a closed chain

with nc = 29 and J0 = 1 [Fig. 2.3(a)]. A single domain wall is centered at k0 with width w for

α(k− k0) = a0

∞

∑
r=−∞

(−1)r tanh
[

k− (k0 + rnc)

w

]
, (2.2)

where a0 = 1, k0 = 15, and w = 2. The hyperbolic tangent function used to describe the domain

wall in Eq. (2.2) resembles the form which has been found to minimize the energy of a soli-
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Figure 2.1: Dimerized Heisenberg spin-1
2 chains. (a) Schematic of an open Heisenberg-coupled

spin chain (nc = 13) with a single defect at the center. (b) Plot of spin density for the SZ = 1
2 ground

state as a function of the dimer coupling parameter a for the case nc = 29.
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Figure 2.2: Spin density for an nc = 21 spin chain with a defect at the center as a function

of a. Increasing a (shown from left to right) converts a single localized spin into a delocalized

spin cluster state. The relative strengths of the exchange couplings between spins are indicated

schematically below each plot.

ton in polyacetylene [147, 148, 149]. The spin density of the spin-up ground state is determined

by numerical Lanczos diagonalization and is superimposed on the exchange profile, showing that

localization coincides with the zero crossing of α. This localization is retained when 50% mul-

tiplicative disorder is introduced into the exchange interaction strengths [Fig. 2.3(b)], illustrating

the stability of the qubit with respect to local perturbations of the exchange profile.

By moving the domain wall, it is possible to transport logical spin qubits in a way that preserves

the quantum information. The system will remain in the ground state, which represents the qubit,

if a nonzero energy gap exists and the domain wall is displaced adiabatically with respect to this

gap, i.e., over a time interval that satisfies the energy-time uncertainty principle [154, 155, 156].

Movement of the qubit state around the entire ring, achieved by letting k0→ k0 +∆k and varying

∆k, is shown in Fig. 2.3(c). To visualize the qubit, its spin density is plotted as a function of

lattice site and domain wall displacement ∆k. Note that two revolutions are required to achieve

full periodicity for an nc = odd spin ring. Variations in the energy gap E1−E0 between the ground

state E0 and the first excited state E1 are small [∆(E1−E0)/(E1−E0)min ≈ 0.23].

For all domain wall positions shown in Fig. 2.3, the magnitude of the gap E1−E0 remains

∼ J. The presence of a finite energy gap serves to protect the quantum information encoded in

the ground state from decoherence due to noise [79, 80]. This protective effect is evident from an

analysis of the system in the case of static disorder: Figure 2.3(d) shows that as the domain wall
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center for the disordered system is displaced, the spatial localization of the qubit is preserved. Fur-

thermore, because the exchange Hamiltonian in Eq. (2.1) conserves S2 and SZ , these eigenvalues

are unchanged by the introduction of noise into the exchange interaction strengths. Note that this

reasoning is applicable in general, so that the finite gap E1−E0 and the conservation of S2 and SZ

will preserve the quantum information whether the noise is static or time dependent.

2.3 ANALYTICAL MODEL

General features of flying spin qubits emerge from an analysis of the simplest nontrivial case

nc = 3, for which exact solutions exist. The most general nc = 3 Hamiltonian in Eq. (2.1) can be

reparametrized as

H3 =
3

∑
k=1

{
J̃0 + J̃1 cos

[
2π

3
(k−1)−ϕ

]}
Sk ·Sk+1 (2.3)

where J̃0 and J̃1 are constants, and ϕ represents the phase of the domain wall around the ring. The

(S, SZ) =
(1

2 ,
1
2

)
subspace is two dimensional, spanned by the states |±〉= |001〉+e±2πi/3 |010〉+

e±4πi/3 |100〉. (Here and in the following analysis, the states are defined up to an overall normal-

ization factor.) Using this basis, we can re-express Eq. (2.3) as

H3 (ϕ) =
∆

2
(ΣX cosϕ+ΣY sinϕ)− 3J̃0

4
1, (2.4)

where the energy gap between the ground and first excited states is ∆ = 3J̃1/2 and

ΣX±iY ≡ 4
3

3

∑
k=1

e±2πi(k−1)/3Sk ·Sk+1.

Together with ΣZ = − i
2 [ΣX ,ΣY ], the operators {ΣX ,ΣY ,ΣZ} satisfy [Σa,Σb] = 2iεabcΣc, and the

states {|±〉} can be regarded as a pseudospin doublet [Fig. 2.4(a)]. This two-dimensional space is

identical to the three-spin qubit proposed by DiVincenzo et al. in Ref. 87, but it does not represent

the qubit; rather, it represents an orbital degree of freedom for the spin-up state. An isomorphic

two-dimensional subspace exists for the spin-down state. These pseudospin spaces are described

in more detail in Ch. 3. Spatially uniform exchange (parametrized by J̃0) does not couple to the
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Figure 2.3: Generation of a flying spin qubit. (a) Exchange profile (circles) and spin density (line

with no symbol) corresponding to the spin-up ground state for an nc = 29 spin ring containing a

single soliton-like state. The filled circles represent even spin sites, and the empty circles represent

odd spin sites. (b) Exchange profile and spin density for the spin-up ground state obtained when

50% multiplicative disorder is introduced into the exchange interaction strengths of the system in

(a). (c) Adiabatic displacement of the qubit state shown in (a), achieved by shifting the domain

wall center position by an amount ∆k relative to its initial position k0 = 15. The ground state is

separated from the first excited state by a gap ∼ J for all domain wall locations. (d) Adiabatic

displacement of the qubit state for the disordered case shown in (b).
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pseudospin states, and the ground state energy of H3 (ϕ) is independent of ϕ. We can interpret

{|±〉} as right- and left-traveling spin-current Bloch states, eigenstates of the discrete translation

operator D2 (defined by D2Sk ≡ Sk+2D2) over two lattice sites. The ground state of H3 (ϕ) is

given by |ϕ〉 ≡ |+〉− eiϕ |−〉. The case ϕ = 0 yields explicitly |ϕ = 0〉 = |010〉− |100〉 ≡ |SS0〉,

which corresponds to spins 1 and 2 being in a singlet state, and spin 3 being in the “0” state.

Adiabatic evolution of ϕ coherently moves the spin qubit around the ring, such that |ϕ = 2π/3〉=

|001〉−|010〉 ≡ |0SS〉 and |ϕ = 4π/3〉= |001〉−|100〉 ≡ |S0S〉. Note that these three states are not

mutually orthogonal - they cannot be, since the space in which they evolve is two dimensional.

By letting ϕ = ωt, the domain wall can be moved at a constant speed [Fig. 2.4(b)]. Because the

Hamiltonian is now explicitly time-dependent, there are no longer stationary states; however, one

may employ Bloch-Floquet theory [157] to understand the steady-state dynamics (as discussed in

Sec. A.2). The time evolution is governed by a unitary operator Ut that satisfies the Schrödinger

equation i∂tUt = H(t)Ut , subject to the initial condition U0 = 1. Floquet states are defined here to

be the eigenstates of the combined time and space translation operators, F =D2U4π/ncω. Full trans-

lation around a closed spin chain by two revolutions (governed by the operator Fnc or, equivalently,

U4π/ω) yields the same Floquet states as for F .

For the three-spin ring, we obtain (see Appendix A) the remarkable exact result for the Floquet

state associated with the ground state:

|X+;±ω〉 = |SS0〉+

(
ω

∆
±
√

1+
(

ω

∆

)2
∓1

)
|±〉 , ω > 0 (2.5)

This state can be interpreted as a “snapshot” of the steady-state quantum dynamics at intervals in

time t = 0, 2π/ω, 4π/ω, ..., and is valid for all ω. The adiabatic regime can be defined to be the

range |ω|< ∆, in accordance with the energy-time uncertainty principle.

The exact results obtained for the three-spin ring extrapolate well to larger systems. To demon-

strate, we consider an nc = 9 spin ring with a single domain wall given by Jk = J0 +(−1)kα′(k−

k0), where J0 = 1 and α′ (k− k0) = a0 sin [π(k− k0)/nc−ωt]. With k0→ k0 +
nc
π

ωt, the staggered

order parameter corresponds to Eq. (2.2) in the limit w→ nc. Choosing a0 = 0.1 and k0 = nc/2,

we obtain the Floquet states of the operator D2U2π/ncω for the nc = 9 spin ring. The ground state∣∣ϕ0
s
〉

is the analogue of the state |SS0〉 in Eq. (2.5), where each spin in Eq. (2.5) has been replaced

by a three-spin cluster qubit [91, 92]. The state
∣∣ϕ0

s
〉

is determined by numerical diagonalization
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Figure 2.4: Analytical model for flying spin qubits. (a) Coherent evolution in the pseudo spin-1
2

space for an nc = 3 spin ring. Adiabatic evolution transports the spin state coherently between

three nonorthogonal states shown as green arrows. (b) At high domain wall velocities, the Floquet

states become distorted and eventually merge with eigenstates of ΣZ .
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of the initial Hamiltonian. We also find that the Floquet state |ϕs(ω)〉 associated with the ground

state for ω < ∆E is well approximated (to within 1%) by the following expression:∣∣∣ϕth
s (ω)

〉
=

∣∣ϕ0
s
〉
+

ω

∆E
|+〉 , (2.6)

where |+〉 = 1√
2

(∣∣u0
1
〉
+ i
∣∣u0

2
〉)

is an eigenstate of D2 for the nc = 9 spin ring, and
∣∣u0

1
〉

and
∣∣u0

2
〉

are the ground states of this ring for the case Jk = 1. The energy gap ∆E between the ground

state and the first excited state is finite and is independent of the position of the domain wall. We

note here that, for a given maximum value of the angular speed ω, if the qubit speed is increased

instantaneously to ω, the error in the overlap
∣∣〈ϕs(ω)

∣∣ϕ0
s
〉∣∣2 increases as ∼ ω2. From Eq. (2.5), it

can be seen that this∼ω2 dependence of the error also exists for the three-spin ring. Nevertheless,

if the speed of the qubit is allowed to increase adiabatically to its maximum value ω in small steps

of δω ≡ ω/N, where N is the number of steps, the error for each such step is proportional to

δω2 = (ω/N)2. Thus, provided ω < ∆E, as N is made very large, |ϕs(ω)〉 →
∣∣ϕ0

s
〉

and the fidelity

of qubit transfer may be made arbitrarily close to unity.

2.4 EINSTEIN-PODOLSKY-ROSEN PAIR GENERATION

We now discuss a method of generating EPR pairs from a fully dimerized spin chain. Numerical

investigations are performed for a closed chain with nc = 30 spins, using Lanczos diagonalization

to determine the spin density and energies. The system is assumed to be initialized in the spin-

singlet ground state (S = 0). Two domain walls, denoted A and B, are created and moved in

opposite directions [Fig. 2.5(a)]. The exchange profile describing this system is given by Jk =

0.55−0.45(−1)k [1+α(k− kA)−α(k− kB)], where kA = (nc+ s)/2, kB = (nc− s)/2, and s is the

separation between the two domain walls. Note that the exact quantitative form of the exchange

profile is not crucial to this method of producing EPR pairs, provided the general characteristics

which produce the domain walls are retained in the profile.

Because the Heisenberg exchange interaction conserves both S and SZ , the two qubits associ-

ated with the domain walls must exist in a spin singlet or EPR pair:

|ψ0〉 =
1√
2
(|↑〉A |↓〉B−|↓〉A |↑〉B) .
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In order to visualize this state, one can hybridize it with the first excited (triplet) state

|ψ1〉 =
1√
2
(|↑〉A |↓〉B + |↓〉A |↑〉B)

and compute the spin density for 1√
2
(|ψ0〉− |ψ1〉) = |↓〉A |↑〉B [Fig. 2.5(b)]. The energies of the

three lowest states behave as expected: there is an exchange splitting ∆E = E1−E0 for the two

spin qubits which decreases exponentially as the domain walls are moved apart [Fig. 2.5(c)]. The

next excited state (energy E2) is given approximately by the one-magnon gap energy [158], which

is largely unaffected by the domain wall states (i.e., E2−E0 is approximately constant). Within

a larger system, it would be possible to “radiate” multiple EPR pairs. Because they are entan-

gled states, EPR pairs constitute an important physical resource for applications such as quantum

teleportation [68].

2.5 PHYSICAL REALIZATION

The proposed mechanism for flying spin qubits must be capable of implementation in order to be

relevant for quantum computing architectures. Here, we describe a specific realization using a one-

dimensional array of elliptically shaped quantum dots, each containing one spin-1
2 electron (Fig.

2.6). Application of an electric field transverse to the array axis modulates the exchange interaction

strength between each pair of nearest-neighbor quantum dots [Fig. 2.6(a)]. Each zero crossing of

the electric field corresponds to a single (flying) spin qubit [Fig. 2.6(b)]. The “pseudodigital”

nature [159] of J(E), dependent on the detailed shape of the quantum dots, produces qubits that

become more localized with increasing electric field amplitude. The electric field required to

transport flying spin qubits may be implemented in a variety of ways, e.g., using a suitably designed

coplanar waveguide.

The rate of qubit transfer R for such a device can be estimated in terms of the nominal exchange

strength J between nearest-neighbor dots and the domain wall width w. The energy gap for the

qubit states scales as ∆∼ J/w, similar to that for spin cluster qubits [91, 92]. The qubit can travel

w sites in a time h̄/∆ without violating the energy-time uncertainty principle. Taking D ≈ 100

sites for the spacing between domain walls, and using parameters relevant to Ge/Si quantum dots
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Figure 2.5: Generation of EPR pairs. (a) Exchange profile for an nc = 30 spin chain that is

initially dimerized uniformly (Jk=odd = 1.0, Jk=even = 0.1). A domain wall pair is produced, and

the walls move outward, creating an entangled pair of soliton-like states. (b) Spin density for a

linear combination of the (spin-up) ground and first excited states, showing spatial separation of

the qubit states as expected. (c) Lowest three energies (in units of J) as a function of the domain

wall separation s, showing the expected exchange splitting between E0 and E1, and a relatively

constant spin-wave gap between E0 and E2.
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[160] separated by d = 35 nm and coupled by direct exchange J0 ∼ 500 µeV [161], one obtains

R = J0/h̄D qubit≈ 7.6×109qubit/s. Limitations on the switching speed for the electric field may

reduce the qubit transfer rate from this maximum value; however, the mechanism of electric field

propagation itself does not limit the rate. Sources of decoherence relevant to electron spins in

quantum dots, such as fluctuating fields and coupling to nuclear spins, also apply to the systems

considered here [47, 91].

Flying spin qubits should prove useful at all architectural levels, such as transporting “fresh

qubits” for quantum error correction, carrying qubits to readout locations, implementing quantum

gating between remote qubits, and other tasks.

2.6 CONCLUSION

In summary, we have demonstrated a mechanism by which flying spin qubits can be produced and

moved controllably entirely within the solid state. Rapid, high fidelity transport of spin qubits is

achieved by designing a quantum field with soliton-like domain walls that support localized spin

states. The qubits created in this manner are topologically stable with respect to local perturbations

of the exchange profile. By creating pairs of domain walls from a uniformly dimerized state, EPR

pairs may be efficiently generated. Finally, we have proposed a scheme for implementing flying

spin qubits in an array of elliptically shaped quantum dots.
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Figure 2.6: Experimental realization for flying spin qubits. (a) Dimerized exchange J(E) produced

by elliptically shaped quantum dots in a transverse electric field. The field profile maps directly

onto the staggered order parameter α. (b) Zero crossings of the electric field correspond to single

qubit states.

51



3.0 TAILORING EFFECTIVE EXCHANGE INTERACTIONS VIA DOMAIN

WALLS IN COUPLED HEISENBERG RINGS

The nature of the exchange coupling variation in an AFM spin-1
2 system can be used to tailor its

ground-state properties. In particular, we have seen in the previous chapter that dimerized Heisen-

berg rings containing domain walls have localized states that can serve as “flying spin qubits”

when the domain walls are moved. Here, we show theoretically that when two of these rings are

coupled, the movement of the domain walls leads to modulation of the effective exchange inter-

action between the qubits. Appropriately chosen configurations of domain walls can give rise to

FM effective exchange. We describe how these spin rings may be used as basic building blocks to

construct quantum spin systems whose properties are tunable by virtue of the exchange variation

within the rings.1

3.1 INTRODUCTION

While a single s= 1
2 spin is itself a qubit, we have seen how it may also be regarded as a fundamen-

tal building block that, together with interactions between spins, can be used to construct designer

quantum materials with features that do not exist for the individual constituents. Among the types

of quantum systems that may be constructed are single qubits formed from multiple spins interact-

ing via Heisenberg exchange. As discussed in Sec. 1.4.3, the advantages of such qubits include

the ability to perform universal quantum computation without requiring time-dependent external

magnetic fields [81, 75, 82, 83, 84, 85] as well as with Heisenberg exchange as the sole physical

interaction [87, 88, 89, 90], where the latter approach requires qubits composed of a minimum of

1The material in this chapter is adapted from Ref. [162].
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three spins. We have also seen that uniform AFM Heisenberg chains of an odd number of spins

can be used to define spin cluster qubits [91, 92], which are protected from decoherence by the

presence of a finite energy gap above the qubit states [79, 80].

In addition to the number of spins, the exchange profile describing the set of interactions among

spins may be varied. Collections of spins with modulated exchange give rise not only to stable

qubits but also to systems capable of faithfully transporting quantum information [134, 135, 138,

130]. In particular, we have shown in Ch. 2 how it is possible to effectively construct a quantum

field using a one-dimensional dimerized AFM Heisenberg spin-1
2 chain such that its topological

excitations serve as qubits [130]. Introducing a domain wall that separates the two possible states

of dimerization into the exchange profile produces a topologically stable logical qubit, whose spin

density is localized at the domain wall. Movement of the domain wall within a large spin system

allows the localized spin density to be propagated over arbitrary distances. While the qubit remains

encoded in the spin-1
2 ground-state doublet of the entire system, the moving domain wall effectively

changes the location from which the quantum information present in the form of nonzero spin

density may be accessed, producing a “flying spin qubit” which is stable against local disorder in

the exchange profile. This system therefore combines the stability properties of multi-spin qubits

with the ability to transport the qubits within the very spin system in which they reside.

In order for quantum information processing to be possible with flying spin qubits, pairs of

these qubits in their stationary form, which we refer to in the present work as domain-wall qubits,

must be able to interact in a manner such that they become entangled. Entangling operations are

essential elements of the set of quantum gates required to achieve universal quantum computation

[35]. In order to explore methods for entangling domain-wall qubits, mechanisms by which they

can be controllably coupled must first be understood. In this goal lies the motivation for the present

work. Related work on methods for coupling qubits encoded in AFM molecular rings [163, 164]

has involved switching on (off) the effective pairwise ring couplings by selectively exciting (deex-

citing) one of the rings in each pair to a state lying outside (inside) the qubit space. This scheme

allows quantum gates to be performed by applying global fields to a chain of AFM rings alternating

between two types, and qubit-qubit couplings can be switched off despite the existence of perma-

nent spin-spin couplings. More recently, the advantages of applying this scheme to a chain of

modulated AFM spin triangles have been discussed in the context of implementing quantum gates
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between molecular qubits [165] and control over the effective coupling between molecular qubits

via chemical modification of the intermolecular link has been demonstrated [166]. A method of

entangling qubits via coupling to a uniform Heisenberg spin chain has also been proposed [167],

where it was noted that the sign of the effective qubit-chain coupling depends on the spin site

within the chain to which the qubit is coupled.

Here, we show that the exchange profiles for a pair of coupled dimerized AFM Heisenberg

rings of s = 1
2 spins containing domain-wall qubits provide a means of tailoring the effective ex-

change interaction between the qubits. In this method, the system remains within the space spanned

by the product states formed from the ground states of the rings. Tuning of the effective exchange

is achieved by varying the positions of the domain walls within the rings. In all cases considered

in the present work, the effective qubit-qubit exchange is found to be isotropic. Certain configura-

tions of domain walls give rise to FM effective exchange despite the AFM nature of the spin-spin

coupling between the rings. These features allow Heisenberg rings containing domain-wall qubits

to serve as the building blocks of a new class of designer quantum materials, and we explore a few

examples of such systems in the present work.

We first present basic features of an analytical model for a single AFM spin triangle contain-

ing a domain-wall qubit. This framework is then used to determine expressions for the effective

qubit-qubit exchange as a function of the domain-wall positions within a pair of coupled AFM spin

triangles. A direct connection between the spin-density variation within the rings and the effective

exchange between the qubits is demonstrated. Extension of the results to larger coupled-ring sys-

tems is illustrated through numerical calculations for a pair of domain-wall qubits in coupled five-

spin rings. Constructions of an effective three-qubit FM triangle, AFM rings of nine qubits with

variable dimerization and a domain wall, and an effective spin-1 chain formed from qubits with

alternating FM and AFM effective exchange are then demonstrated, using spin-triangle domain-

wall qubits as the basic building blocks in each case. Finally, a possible physical realization of the

spin-1 chain using quantum dots is described.
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3.2 ANTIFERROMAGNETIC HEISENBERG SPIN RINGS

The Hamiltonian describing a one-dimensional system of nc spin-1
2 objects coupled by nearest-

neighbor Heisenberg (isotropic) exchange interactions is

Hnc =
nc

∑
k=1

Jk (Sk ·Sk+1)≡∑Jk (Sk ·Sk+1) . (3.1)

Here, Sk =
(
Sx

k,S
y
k,S

z
k

)
is the vector operator for the kth spin and h̄ = 1. The constants {Jk}

represent the strengths of the nearest-neighbor spin-spin-exchange interactions, whose AFM nature

is incorporated into the model by assuming Jk > 0 for all k. Periodic boundary conditions are

included in Eq. (3.1) by letting k± nc ≡ k. In the absence of external magnetic fields, both the

square of the total spin angular momentum operator S2 = (∑Sk)
2 and the total z component SZ =

∑Sz
k commute with Hnc , so that state and operator representations can be defined for subspaces of

definite SZ and/or S2.

The nature of the ground state of Hnc depends on the form of the exchange profile, which is

defined as the set of coupling constants {Jk}. To illustrate particular features of this dependence,

we consider the smallest possible closed spin chain, which has nc = 3 spins. From Eq. (3.1), the

Hamiltonian is H3 = ∑
3
k=1 Jk (Sk ·Sk+1). The full Hilbert space for this Heisenberg spin triangle is

spanned by 23 = 8 states and consists of subspaces characterized by energy eigenstates with fixed

total spin quantum numbers S = 3
2 and S = 1

2 . The AFM spin-spin exchange gives rise to a ground

state with the minimum possible total spin [91, 92], which is S = 1
2 for odd nc. The space of S = 1

2

states can be divided into two subspaces (S, SZ) =
(1

2 ,±
1
2

)
, each of which is two dimensional and

defines a pseudospin. We choose the particular exchange profile [130]

Jk = J̃0 + J̃1 cos
[

2π

3
(k−1)−ϕ

]
. (3.2)

The first term of this parametrization describes uniform exchange J̃0 and the second term is a

sinusoidal modulation with an amplitude J̃1 and a phase ϕ. Here, we choose J̃0 > 0 and J̃1 > 0.

Equation (3.2) represents a typical exchange profile for the smallest possible spin system (nc = 3)

that can contain a flying spin qubit. In this analytical model, a domain wall is centered around the

position in the three-spin ring defined by the phase ϕ and varying ϕ corresponds to moving the

spin qubit within the ring.
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The spectrum of the spin-triangle Hamiltonian H3 is determined by the presence or absence of

modulation in the exchange profile given in Eq. (3.2). For the case of uniform exchange, J̃1 = 0, a

set of eigenstates which spans the (S,SZ) =
(1

2 ,
1
2

)
subspace is

|↑ ±〉 ≡ 1√
3

(
|001〉+ e±2πi/3 |010〉+ e±4πi/3 |100〉

)
, (3.3)

where |0〉 ≡
∣∣s = 1

2 , ms =
1
2

〉
and |1〉 ≡

∣∣s = 1
2 , ms =−1

2

〉
are the single-spin basis states associ-

ated with the z component of spin. A corresponding set of eigenstates for the (S,SZ) =
(1

2 ,−
1
2

)
subspace is found by flipping all spins in Eq. (3.3),

|↓ ±〉 ≡ 1√
3

(
|110〉+ e±2πi/3 |101〉+ e±4πi/3 |011〉

)
. (3.4)

The four states in Eqs. (3.3) and (3.4) are degenerate ground states for J̃1 = 0. Introducing modu-

lation into the exchange profile results in a splitting of the energies of the pseudospin states within

each subspace of fixed SZ (Fig. (3.1)). The S = 1
2 energy eigenstates become

∣∣↑ gϕ

〉
,
∣∣↑ eϕ

〉
,∣∣↓ gϕ

〉
, and

∣∣↓ eϕ

〉
, where

∣∣σgϕ

〉
= 1√

2

(
|σ+〉− eiϕ |σ−〉

)
and

∣∣σeϕ

〉
= 1√

2

(
|σ+〉+ eiϕ |σ−〉

)
for

σ =↑,↓. The sets of eigenstates for the case J̃1 6= 0 are therefore linear combinations of those in

Eqs. (3.3) and (3.4), with the particular superpositions determined by the phase of the modulation

ϕ. The degenerate ground states of the spin triangle are
∣∣↑ gϕ

〉
and

∣∣↓ gϕ

〉
, which have energy

Eg = −3
(
J̃0 + J̃1

)
/4 and are separated from the first excited states

∣∣↑ eϕ

〉
and

∣∣↓ eϕ

〉
with energy

Ee =−3
(
J̃0− J̃1

)
/4 by a gap ∆≡ Ee−Eg = 3J̃1/2. Note that both the energies Eg, Ee and the gap

are independent of ϕ [130]. Within the ground-state subspace, the spin triangle can be regarded as

a two-level system and serves as a single qubit [91, 92]. The finite gap present for all ϕ serves to

protect this qubit from decoherence [88, 79].
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Figure 3.1: Energy level diagram illustrating the relationship between the energies of the pseu-

dospin states |σ±〉 and those of the states
∣∣σgϕ

〉
and

∣∣σeϕ

〉
for the three-spin ring with σ =↑,↓.

The states |σ±〉 are eigenstates for the case of uniform coupling (J̃1 = 0). Modulation of the ex-

change (J̃1 6= 0) gives the eigenstates
∣∣σgϕ

〉
and

∣∣σeϕ

〉
, which are separated by an energy gap

∆.
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3.3 ANALYTICAL MODEL FOR EFFECTIVE EXCHANGE

We now consider a system of two coupled spin triangles with modulated nearest-neighbor ex-

change interactions (Fig. (3.2)). The exchange within each of the triangles is assumed to be given

by the profile in Eq. (3.2). The Hamiltonian for this six-spin system can be written as H =H0+H ′i j,

where

H0 =
3

∑
k=1

{{
J̃0 + J̃1 cos

[
2π

3
(k−1)−ϕa

]}
Ska ·S(k+1)a (3.5)

+

[
J̃0 + J̃1 cos

(
2π

3
(k−1)−ϕb

)]
Skb ·S(k+1)b

}
describes the coupling within the triangles (labeled a and b), and H ′i j = JrSia · S jb with Jr > 0

denotes the intertriangle AFM spin-spin coupling. Figure (3.2) illustrates the particular cases H ′i j =

H ′33 and H ′i j = H ′21. The full Hilbert space for the system is spanned by the set of all possible

product states of individual-spin-triangle basis states. For Jr = 0 (uncoupled triangles), the gap

between the ground state E0 = 2Eg and the first excited state E1 = 2Ee is E1−E0 = 2∆. In the

limit Jr � ∆, the coupling between the rings H ′i j can be regarded as a perturbation relative to H0

[168, 169, 170], and the pair of triangles can be described within the subspace spanned by the

product states of the spin-triangle ground states. To simplify the notation, we define |↑ (ϕ)〉 =∣∣↑ gϕ

〉
and |↓ (ϕ)〉=

∣∣↓ gϕ

〉
. The ground-state product basis can then be written as

{|↑ (ϕa)〉 |↑ (ϕb)〉 , |↑ (ϕa)〉 |↓ (ϕb)〉 , |↓ (ϕa)〉 |↑ (ϕb)〉 , |↓ (ϕa)〉 |↓ (ϕb)〉} . (3.6)

The states in Eq. (3.6) are product states of the instantaneous ground states associated with the

individual triangles for the set of domain-wall phases {ϕa, ϕb}. In a system in which the domain

walls are in motion, choosing these states as a basis is similar to choosing a reference frame which

rotates with the domain-wall positions. Here, we use basis (3.6) to analytically describe the varia-

tion in the static qubit states as a function of ϕa and ϕb.

Within the subspace defined by states (3.6), the Hamiltonian H0 in Eq. (3.5) is proportional to

the identity operator 1 (see Ref. 92) and the full Hamiltonian can be rewritten as

Heff
3 = −3

2
(
J̃0 + J̃1

)
1+ Jeff (Jr, ϕa, ϕb)S∆

a ·S∆
b . (3.7)
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Figure 3.2: Pairs of spin triangles with exchange modulation parametrized by {ϕa, ϕb} and cou-

pled by AFM exchange Jr > 0. The thicker and thinner lines drawn between the spins within the

triangles indicate the stronger and weaker coupling strengths, respectively, for ϕa = ϕb = 0, which

occurs when the domain walls are located at the site labeled “3” for each spin triangle. (a) Inter-

triangle coupling H ′33. (b) Intertriangle coupling Ĥ ′21. Within the ground-state product subspace,

the triangle pairs in (a) and (b) are effectively pairs of qubits coupled by exchange J33
eff and J21

eff,

respectively [Eqs. (3.8) and (3.9)], as shown on the right.
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Here, S∆
a =∑

3
k=1 Ska and S∆

b =∑
3
k=1 Skb are the total spin operators for the individual triangles. The

effective exchange Jeff is a function of the strength of the coupling between the triangles Jr as well

as of the domain-wall phases ϕa and ϕb. Note that the nontrivial exchange term in Eq. (3.7) arises

entirely from H ′i j and also that the exchange interaction remains isotropic within the subspace, as

was found for spin cluster qubits [91, 92]. The form of Jeff (Jr, ϕa, ϕb) depends on the spins ia and

jb involved in the coupling between the rings H ′i j = JrSia ·S jb. For H ′33 = JrS3a ·S3b [Fig. (3.2)(a)],

the effective exchange is given by

J33
e f f (Jr, ϕa, ϕb) =

Jr

9
(1+2cosϕa)(1+2cosϕb) , (3.8)

while for H ′21 = JrS2a ·S1b [Fig. (3.2)(b)], the form of the effective exchange is

J21
e f f (Jr, ϕa, ϕb) =

Jr

9

(
cosϕa−1+

√
3sinϕa

)(
cosϕb−1−

√
3sinϕb

)
. (3.9)

The origin of the exchange coupling variation in Eqs. (3.8) and (3.9) is directly related to the

variation in the spin density at the sites ia and jb. We show this by deriving Eq. (3.7) for H ′i j =H ′33.

To do so, we calculate the matrix elements of H ′33 in the basis given in Eq. (3.6). The intertri-

angle interaction term can be rewritten as H ′33 = JrS3a · S3b = Jr
[
Sz

3aSz
3b +

1
2

(
S+3aS−3b +S−3aS+3b

)]
,

where S±kλ
= Sx

kλ
± iSy

kλ
for λ = a,b. The first term of this expression has only diagonal nonzero

elements and the second term has only off-diagonal nonzero elements [92]. Using the fact that

〈↓ (ϕλ)|Sz
kλ
|↓ (ϕλ)〉 = −〈↑ (ϕλ)|Sz

kλ
|↑ (ϕλ)〉 and the representation defined by the order of the

states in Eq. (3.6), we find

H ′33 → h11


1 0 0 0

0 −1 2 0

0 2 −1 0

0 0 0 1

 , (3.10)

where h11 ≡ Jr 〈↑ (ϕa)|Sz
3a |↑ (ϕa)〉〈↑ (ϕb)|Sz

3b |↑ (ϕb)〉 = Jr (1+2cosϕa)(1+2cosϕb)/36. Set-

ting the matrix in Eq. (3.10) equal to that for a Heisenberg exchange interaction between two

spin-1
2 objects in the standard basis {|00〉 , |01〉 , |10〉 , |11〉} gives H ′33 → J33

eff (Jr, ϕa, ϕb)S∆
a · S∆

b ,
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which is the second term in Eq. (3.7) for the case H ′i j = H ′33. Here, J33
eff = 4h11, which agrees with

Eq. (3.8) and may also be written as

J33
eff = 4Jr 〈↑ (ϕa)|Sz

3a |↑ (ϕa)〉〈↑ (ϕb)|Sz
3b |↑ (ϕb)〉 . (3.11)

The quantities 〈↑ (ϕa)|Sz
3a |↑ (ϕa)〉 and 〈↑ (ϕb)|Sz

3b |↑ (ϕb)〉 are none other than the values of the

spin densities at sites 3a and 3b for the states |↑ (ϕa)〉 and |↑ (ϕb)〉. We therefore find the result

that the effective exchange between the spin-triangle qubits is directly proportional to the product

of the spin densities at the sites participating in the intertriangle spin-spin coupling.

In particular, if these two spin densities are of opposite signs, the effective exchange is negative.

With the convention chosen in the present work that positive values of the exchange are AFM, the

negative sign corresponds to FM effective exchange. Note that this is true despite the AFM nature

of the spin-spin coupling Jr between the triangles. Because the spin densities vary with the phases

{ϕa, ϕb} of the domain walls within the triangles, these phases provide a method of controlling the

effective coupling between the qubits. In other words, the intertriangle coupling can be tuned via

the intratriangle coupling, and in particular, FM qubit-qubit coupling can in principle be realized

with only AFM spin-spin coupling.

As an example, the variation in the effective exchange given by Eq. (3.8) for the coupled

triangle pair in Fig. 3.2(a) is plotted in Fig. 3.3(a) as a function of ϕa, with Jr = 1 and ϕb = 0.

This variation is independent of the values of J̃0 and J̃1. Note that as the domain wall in ring a

is moved around the ring, the effective exchange changes from AFM to FM and back to AFM,

which reflects the changing spin density at site 3a. A maximum in the FM exchange strength

occurs for {ϕa = π, ϕb = 0}, while for the domain-wall configurations {ϕa = 2π/3, ϕb = 0} and

{ϕa = 4π/3, ϕb = 0}, the qubit-qubit coupling is effectively zero. The vanishing exchange can be

understood by considering the spin density within the triangles. For both of these domain-wall

configurations, the spin at site 3a belongs to a relatively strongly coupled pair whose ground state

is the S = 0 singlet state 1√
2
(|01〉− |10〉) of two spins. The spin density at site 3a is therefore zero,

which results in the vanishing of the effective coupling in Eq. (3.11). Figure 3.3(b) shows the

energies of the eight lowest states of the coupled spin-triangle pair as a function of ϕa for J̃0 = 1,

J̃1 = 1, Jr = 0.1, and ϕb = 0. The effective exchange splitting is apparent in the energies of the

lowest four states, three of which are triply degenerate and one of which is nondegenerate. The
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presence of a relatively large gap between these lowest two energy levels and higher states for all

values of ϕa confirms the validity of the effective exchange approximation.

The method of modifying the spin density within a Heisenberg ring in order to produce FM

effective exchange which is described here is closely analogous to techniques that have been used

to synthesize crystals of organic radicals with intermolecular FM exchange [171], which involve

stacking radicals in orientations such that atoms with spin densities of opposite sign are neighbor-

ing each other. In these systems, the presence of the unpaired electron in a cyclic radical plays

a role similar to the domain wall in the Heisenberg spin rings considered in the present work.

In addition, the importance of the relative orientations of a pair of stacked radicals to the nature

of the overall intermolecular effective exchange was shown to be related to the overlap of the

atomic orbitals between the radicals [172], with large overlap corresponding to AFM exchange

and small overlap to FM exchange. A similar but much less sophisticated relationship for the

Heisenberg ring systems containing domain-wall qubits can be obtained by calculating the overlap

|〈σ(ϕa)|σ (ϕb)〉|= |cos [(ϕa−ϕb)/2]| between the ground states of the two spin triangles, which

can be regarded as orbital-like overlap by noting that moving the domain wall in each ring corre-

sponds to changes within an orbital degree of freedom for each qubit [130]. For ϕb = 0, it is seen

that a |〈σ(ϕa)|σ (0)〉| ≥ 1
2 for 0≤ ϕa ≤ 2π/3 and 4π/3≤ ϕa ≤ 2π, which are the regions of AFM

effective exchange [Fig. 3.3(a)] while |〈σ(ϕa)|σ (0)〉| ≤ 1
2 for 2π/3 ≤ ϕa ≤ 4π/3, which corre-

sponds to the range over which the exchange is FM. AFM (FM) effective exchange is therefore

seen to occur for domain-wall locations associated with larger (smaller) orbital-like overlap values.

3.4 NUMERICAL STUDIES OF EFFECTIVE EXCHANGE

The discussion of effective exchange between domain-wall qubits has so far focused on a particular

analytical model, in which the exchange profile is given by Eq. (3.2). To illustrate the generality

of the results, we consider alternative forms of exchange profiles which give rise to domain walls

in dimerized Heisenberg rings defined by Eq. (3.1) with nc = 5 and periodic boundary conditions.

Numerical calculations are carried out in order to determine the effective exchange between the

qubits, assuming that they are encoded in the ground states of the rings.
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Figure 3.3: (a) Effective exchange J33
e f f (Jr = 1, ϕa, ϕb = 0) given by Eq. (3.8) for the coupled

spin-triangle pair in Fig. 3.2(a), showing the ranges of domain-wall locations ϕa for which the

exchange is AFM and FM. (b) Variation in the energies for the lowest eight states of the system in

Fig. 3.2(a) as ϕa is changed from 0 to 4π with J̃0 = 1, J̃1 = 1, Jr = 0.1, and ϕb = 0, showing the

effective exchange splitting within the lowest two energies (four states, three of which are triply

degenerate and one of which is nondegenerate) and a relatively large gap separating the lowest four

states from higher levels for all values of ϕa.
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For each five-spin ring, we initially consider an exchange profile formed from two exchange

constants J̄ and J, with 0 ≤ J/J̄ ≤ 1, in which there is a domain wall separating the two possible

states of dimerization. General features of spin systems with such exchange profiles are discussed

in Ref. [130]. We consider a pair of spin rings (labeled a and b), which each have the exchange

profile {J1 = J4 = J̄, J2 = J3 = J5 = J} and are coupled by AFM exchange Jr > 0 [Fig. 3.4(a)].

This system has domain walls centered at sites 3a and 3b. The ground state doublet of a single

AFM five-spin ring has (S, SZ) =
(1

2 ,±
1
2

)
. These two states define a qubit [91, 92, 130] and are

determined by numerical diagonalization of the Hamiltonian in Eq. (3.1) for nc = 5. The spin

densities of the two ground states are plotted as a function of site k in Fig. 3.4(b) and show the

spin density of the qubit localized around the domain wall at k = 3. Denoting the product basis

constructed from the spin-ring ground states by

{|↑ (a)〉 |↑ (b)〉 , |↑ (a)〉 |↓ (b)〉 , |↓ (a)〉 |↑ (b)〉 , |↓ (a)〉 |↓ (b)〉} ,

where ↑ refers to the SZ = 1
2 state and ↓ to the SZ = −1

2 state, we determine the effective Hamil-

tonian within the subspace spanned by these states for J̄ = 1, J/J̄ = 0.2, and Jr = 0.1. For the

coupling depicted in Fig. 3.4(a) (where both domain walls are at the positions defined to be zero)

we find the effective Hamiltonian−3.037 1+0.096 Sa ·Sb ≡Heff
5 (0), where Sa and Sb are the total

spin operators of rings a and b, respectively. As was found for the coupled spin triangles and for

spin cluster qubits [91, 92], the qubit-qubit exchange Hamiltonian is of the isotropic Heisenberg

form (up to a term proportional to the identity, which simply corresponds to a uniform shift of all

energies).

We now displace the domain wall within ring a by s sites in the direction of increasing site

index with respect to the labeling in Fig. 3.4(a) by applying a discrete translation operator to

|↑ (a)〉 and |↓ (a)〉, and we calculate the effective Hamiltonian Heff
5 (s) in the shifted product basis

for each distinct position of the domain wall. For the system in Fig. 3.4(a), there are three distinct

positions, as seen by noting that the exchange profile is periodic with a period of nc = 5 sites,

and further that the sites 1a and 5a are equivalent by symmetry, as are the sites 2a and 4a so that

Heff
5 (1) = Heff

5 (4) and Heff
5 (2) = Heff

5 (3). We find Heff
5 (s) =−3.037 1+ Jeff

5 (s)Sa ·Sb, where the

values of Jeff
5 (s) are plotted in Fig. 3.4(c). Note the variation in the sign of Jeff

5 (s), indicating

that the qubit-qubit exchange can be either AFM or FM, depending on the position of the domain
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Figure 3.4: (a) Pair of nc = 5 spin rings having dimerized exchange and containing domain-wall

qubits. The rings are coupled via AFM exchange Jr > 0 and the coupling strength between each

pair of spins within the rings is either J̄ or J, with 0 ≤ J/J̄ ≤ 1. (b) Spin density of the (S, SZ) =(1
2 ,±

1
2

)
ground states of a single nc = 5 spin ring of the type shown in a with J̄ = 1 and J/J̄ = 0.2,

showing localization of the qubit around the position of the domain wall at k = 3. (c) Effective

exchange Jeff
5 for Jr = 0.1 as a function of the number of sites s by which the domain wall in ring

a shown in (a) is displaced, with s = 0 corresponding to the domain wall being located at site 3a.

The value of s is defined to increase in the direction of increasing spin index (3→ 4→ 5→ 1→ 2).
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wall within the five-spin ring. As in the case of the spin-triangle pair, the effective exchange

variation results directly from the change in the spin density at site 3a as the domain wall in ring a

is displaced.

The relationship between the spin density within one of the nc = 5 spin rings and the effec-

tive exchange between the qubits can be made more apparent by moving the domain wall more

continuously. For each ring, we therefore choose the particular exchange profile

Jk = J̄ (1+ J/J̄)/2+[J̄ (1− J/J̄)/2] (−1)k
α(k− k0) , (3.12)

where the staggered order parameter is

α(k− k0) =
1
N

n

∑
r=−n

(−1)r tanh
[
(k− k0)− rnc

w

]
with k0 = (nc +1)/2+∆k denoting the position of the domain wall and

N = ∑
n
r=−n (−1)r tanh([nc/2− rnc]/w) .

Exchange profiles of this form can be used to produce flying spin qubits [130]. For the present case

(nc = 5, k0 = 3+∆k), we choose the parameter values J̄ = 1, J/J̄ = 0.1, w = 2, and n = 50 along

with Jr = 0.1 for the spin-spin coupling between the rings. The effective exchange is determined

numerically by diagonalizing the Hamiltonian for the coupled pair of rings within the ground-state

product subspace

{|↑ (∆ka)〉 |↑ (∆kb)〉 , |↑ (∆ka)〉 |↓ (∆kb)〉 , |↓ (∆ka)〉 |↑ (∆kb)〉 , |↓ (∆ka)〉 |↓ (∆kb)〉}

and calculating the energy gap between the singlet state (energy Es) and the triplet states (en-

ergy Et) of the two qubits associated with the rings in the above basis. The exchange splitting

Jeff
5 (∆ka, ∆kb = 0) = Et (∆ka, ∆kb = 0)−Es (∆ka, ∆kb = 0) is shown in Fig. 3.5(a) as a function of

∆ka, where Jeff
5 > 0 corresponds to AFM exchange and Jeff

5 < 0 to FM exchange. Note that Jeff
5

is periodic for two full revolutions of the domain wall around the ring, which arises from the fact

that the staggered order parameter α itself has a period of 2nc = 10 sites. Figure 3.5(b) shows the

variation in the spin density at site 3a for the state |↑ (∆ka)〉 over the same range of values of ∆ka.

We find that a relation analogous to Eq. (3.11) holds:

Jeff
5 = 4Jr 〈↑ (∆ka)|Sz

3a |↑ (∆ka)〉〈↑ (0)|Sz
3b |↑ (0)〉 . (3.13)
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Applying Eq. (3.13) to the spin-density values in Fig. 3.5(b) with Jr = 0.1 and 〈↑ (0)|Sz
3b |↑ (0)〉=

〈↑ (0)|Sz
3a |↑ (0)〉 reproduces exactly Fig. 3.5(a). We also find that the ratio Jr/∆E, where ∆E

denotes the gap between the qubit states and the next excited state for a single ring, is small for

all ∆ka values in Fig. 3.5, its maximum value being (Jr/∆E)max ≈ 0.153. The effective exchange

approximation therefore remains valid for the case of the coupled five-spin ring system.

3.5 CONSTRUCTION OF QUANTUM SPIN SYSTEMS BY TAILORING OF THE

EFFECTIVE EXCHANGE

We have shown that both the magnitude and the sign of the effective exchange between the qubits

encoded in the ground states of two dimerized AFM Heisenberg rings containing domain walls

can be tailored by suitable modification of the spin density within the rings. This ability to tune

the nature of the exchange allows the spin rings to serve as building blocks for a wide variety of

quantum spin systems. Here we demonstrate some examples of systems that can be constructed

by virtue of this method. We use spin triangles of the type discussed in Secs. 3.2 and 3.3 as the

basic building blocks in order to simplify the analytical description of the exchange profile and the

resulting spin-density variation within each ring.

3.5.1 FM triangle of qubits

As a first illustration, we consider the construction of an effective ferromagnetically coupled tri-

angle of qubits using only AFM spin-spin couplings. This system requires n∆ = 3 triangles with

modulated exchange. The signs of the spin density at each site of a spin triangle having the ex-

change profile in Eq. (3.2) with ϕ = π/3 are indicated in Fig. 3.6(a). Here, we show the signs of

the spin density for the ground state |↑ (ϕ)〉 of the spin triangle, but one can equally well consider

the spin density for |↓ (ϕ)〉. In the latter case, all spin-density signs would simply be reversed.

According to Eq. (3.11), it is the product of the spin densities at the sites involved in the spin-spin

coupling between a pair of triangles that determines the sign of the effective exchange, which is in-

dependent of the pseudospin space (↑ or ↓) chosen for the individual qubits (provided that the same
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Figure 3.5: (a) Effective exchange and (b) spin-density variation at site 3a for the state |↑ (∆ka)〉,

as a function of domain-wall displacement ∆ka for a pair of coupled nc = 5 spin rings of the type

shown in Fig. 3.4, with Jr = 0.1 and with the exchange profile for each ring given by Eq. (3.12),

where J̄ = 1, J/J̄ = 0.1, w = 2, and n = 50.
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space is chosen for all of them). One possibility for achieving FM effective exchange between two

qubits is to couple a site labeled “2” in one triangle to a site labeled “1” in another triangle [Fig.

3.6(b)] so that the product of the spin-density values at the sites involved in each intertriangle spin-

spin interaction is negative. The effective exchange for this case is given by Eq. (3.9). Since all

three rings are of the type shown in Fig. 3.6(a), ϕa = ϕb = ϕc = π/3, and the effective exchange

between each pair of rings is J21
eff
(
Jr,

π

3 ,
π

3

)
=−2Jr/9. For Jr > 0, this results in a triangle of qubits

with uniform FM effective exchange.

3.5.2 Dimerized Heisenberg triangle ring with domain wall

More complex systems of exchange-coupled qubits can also be constructed using the method dis-

cussed in the present work. In particular, it is possible to create a dimerized AFM Heisenberg ring

of qubits containing a domain wall with spin triangles. Here, we show how this is possible using

the domain-wall configurations and intertriangle couplings for n∆ = 9 triangles (Fig. 3.7). The

extreme case of a single isolated qubit and strongly coupled dimers is illustrated in Fig. 3.7(a).

The basic spin-triangle building block for this case is shown, with sites of zero and positive spin

density for the state |↑ (ϕ)〉 indicated. The coupling between each pair of triangles a and b is given

by H ′31 = JrS3a · S1b, which leads to the effective exchange Hamiltonian in Eq. (3.7) within the

space spanned by states (3.6), where

Jeff (Jr, ϕa, ϕb) = J31
eff (Jr, ϕa, ϕb) =

Jr

9
(1+2cosϕa)

(
1− cosϕb +

√
3sinϕb

)
. (3.14)

The n∆ = 9 qubit system with dimerized effective exchange and a domain wall is created using

triangles with domain wall phases that alternate between ϕ1 = 0+∆ϕ and ϕ2 = 2π/3−∆ϕ, except

where ϕ1 appears twice in a row, which creates a domain wall in the effective exchange profile.

Figure 3.7(a) shows the n∆ = 9 triangle ring for ∆ϕ = 0. By setting ∆ϕ = π/3, uniform AFM

exchange can be achieved between the qubits. This case is depicted in Fig. 3.7(b), along with the

basic spin-triangle building block and the spin-density signs associated with the exchange profile

of the triangle. We note here that, due to the asymmetry of the exchange within the triangle at

the domain wall relative to its neighboring triangles, the two effective AFM couplings between

the isolated qubit and each of its neighboring dimers do not increase in an identical way as ∆ϕ is
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exchange profile given in Eq. (3.2) with ϕ = π/3. (b) Possible coupling configuration for three

spin triangles of the type in a which gives rise to an effective uniform FM qubit triangle (illustrated

on the right). Here, ϕa = ϕb = ϕc = π/3.
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varied from 0 to π/3. Nevertheless, both couplings increase monotonically to their identical values

at ∆ϕ = π/3.

3.5.3 Effective spin-1 chain

We now demonstrate a possible construction of an effective spin-1 AFM Heisenberg chain. In

general, a spin-1 chain can be formed from spin-1
2 objects with alternating FM and AFM ex-

change, in the limit where the FM exchange tends to infinity [173]. Using the method discussed

in the present work, a spin-1 chain can be approximated by a chain of coupled triangle qubits in

which the domain-wall configurations produce alternating FM and AFM exchange [Fig. 3.8(a)].

In order to determine a suitable set of domain-wall phases {ϕa, ϕb} we let the effective exchange

function alternate between J33
eff [Eq. (3.8)] and J21

eff [Eq. (3.9)] and assume J33
eff

(
J33

r , ϕa, ϕb
)
< 0

and J21
eff
(
J21

r , ϕb, ϕa
)
> 0. Assuming all spin-spin couplings are AFM, this leads to the condi-

tions (1+2cosϕa)(1+2cosϕb)< 0 and
(
cosϕb−1+

√
3sinϕb

)(
cosϕa−1−

√
3sinϕa

)
> 0. A

set of domain-wall phases which satisfies these inequalities is
{

ϕa =
π

3 , ϕb = π
}

, which leads to

J33
e f f

(
J33

r , π

3 , π
)
= −2J33

r /9 and J21
e f f
(
J21

r , π, π

3

)
= 4J21

r /9. With J33
r > 0 and J21

r > 0, the chosen

domain-wall phases produce the desired alternating FM and AFM effective exchange. In order for

this system to closely approximate a spin-1 chain, one also requires the ratio
∣∣∣J33

e f f /J21
e f f

∣∣∣= J33
r /2J21

r

to be large while ensuring that both J33
r and J21

r remain much smaller than the gap ∆, which is pro-

portional to the triangle modulation amplitude J̃1. A schematic of the constructed system is shown

in Fig. 3.8(b). Note that the variation in the spin density within the basic triangle building blocks

is of the same form as that shown in Fig. 3.7(b).

To explore the properties of the approximate spin-1 chain constructed here, the Hamiltonian

for a n∆ = 4 triangle chain with J̃0 = 10, J̃1 = 8, ϕa = π/3, ϕb = π, J33
r = 1, 0.05 ≤ J21

r ≤ 0.5,

and periodic boundary conditions was diagonalized using the Lanczos method [150]. Figure 3.8(c)

shows the gap above the ground state, Egap, as a function of the effective exchange ratio J21
eff/J33

eff.

Note that a finite energy gap above the nondegenerate ground state is present for this spin-triangle

qubit chain for all values of J21
eff/J33

eff shown. This finding agrees qualitatively with that expected for

a spin-1 chain from Haldane’s conjecture [13, 14], which suggests that an AFM Heisenberg integer

spin chain possesses a finite gap above the ground state. The lowest gap is well approximated by
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Figure 3.7: Effective AFM Heisenberg rings of n∆ = 9 spin-triangle qubits with variable dimer-

ization and a domain wall. The effective exchange between each pair of triangles is given by

Eq. (3.14). a Basic spin-triangle building block, indicating zero and positive spin-density values

within each qubit for the state |↑ (ϕ)〉, and constructed ring of coupled triangles giving rise to a

single isolated qubit and strongly coupled dimers. Here, ϕ1 = 0 and ϕ2 = 2π/3. (b) Basic spin-

triangle building block, indicating positive and negative spin-density values within each qubit for

the state |↑ (ϕ)〉, and constructed ring of coupled triangles giving rise to a uniform Heisenberg ring

of qubits. For this case, all domain-wall phases are equal: ϕ1 = ϕ2 = π/3. Illustrations of the

effective qubit systems for (a) and (b) are shown within the rings of triangles.
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Figure 3.8: Effective spin-1 chain constructed from spin-triangle qubits via tailoring of the ef-

fective exchange by domain walls. (a) Required effective system for a chain of coupled trian-

gles, consisting of alternating domain-wall phases ϕa and ϕb which produce alternating FM and

AFM exchange in order to approximate a spin-1 chain. (b) Schematic of one possible solution

for domain-wall configurations and intertriangle spin-spin coupling constants used to construct

the effective spin-1 chain. The pairs of coupled triangles that act effectively as spin-1 objects are

indicated by rectangles. (c) Lowest energy gap Egap as a function of the effective exchange ra-

tio J21
eff/J33

eff for a n∆ = 4 triangle chain of the type shown in (b) with J̃0 = 10, J̃1 = 8, J33
r = 1,

0.05 ≤ J21
r ≤ 0.5, and periodic boundary conditions. (d) Difference δEgap between the value of

the lowest energy gap for the full 12-spin system and that calculated by diagonalizing the effective

Hamiltonian in Eq. (3.15), as a function of the ratio J33
r /J21

r .
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its value obtained from diagonalizing the effective Hamiltonian

Heff
∆ = −3n∆

4
(
J̃0 + J̃1

)
1

+
n∆/2

∑
m=1

[
J33

eff
(
J33

r , ϕa, ϕb
)

S∆
2m−1 ·S∆

2m + J21
eff
(
J21

r , ϕb, ϕa
)

S∆
2m ·S∆

2m+1

]
(3.15)

with n∆ = 4, where the assumed periodic boundary conditions imply that m± n∆ ≡ m. The error

[Fig. 3.8(d)] is seen to decrease rapidly with the increasing ratio J33
r /J21

r (corresponding to more

weakly coupled effective spin-1 objects), and its relatively small value for all values of J33
r /J21

r

shown indicates that the approximation of the four-triangle (12-spin) system with AFM spin-spin

couplings by four qubits coupled via the appropriate effective exchange interactions remains valid.

3.6 PHYSICAL IMPLEMENTATION

In order to experimentally verify the effective exchange effects derived in the present work and

attempt to construct spin systems such as those described in Sec. 3.5, it is necessary to find phys-

ical realizations of AFM Heisenberg spin rings with the appropriate exchange profiles. Here, we

describe a possible implementation of the effective spin-1 chain described in Sec. 3.5.3 which

involves an array of quantum dots, each containing a single electron. In the absence of external

magnetic fields, AFM exchange interactions between electron spins in neighboring quantum dots

are favored [72]. This suggests a potential advantage of the method discussed in the present work,

since FM exchange between multi-spin qubits can be achieved using only AFM spin-spin cou-

plings, without the additional magnetic fields that are required for FM coupling of single-electron-

spin qubits in quantum dots. Another distinction between electron-spin qubits in quantum dots

and domain-wall qubits arises in the context of a material in which spin-orbit coupling is present.

Within a quantum dot array fabricated from such a material, the movement of the domain wall

required to tailor the effective exchange by translating the spin density can in principle occur with

negligible movement of the electrons contained in the quantum dots. As a result, the spin density

can be transported without coupling to its spatial motion, which is not possible for the individual

electrons themselves due to the spin-orbit interaction.
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Figure 3.9(a) shows a configuration of spin triangles, which is modified relative to that shown

in Fig. 3.8(b) but retains the alternating FM and AFM effective exchange interactions required to

construct the spin-1 chain from the triangle qubits, as can be deduced from the spin-density signs.

The quantum dot array for realizing the effective spin-1 chain is illustrated in Fig. 3.9(b). In this

system, the required variation in the AFM electron-spin-exchange strengths can be achieved via the

relative differences in the interdot separations. The creation of precisely controlled arrays of Ge/Si

quantum dots (Fig. 3.10) has also been experimentally demonstrated [160], which in principle

allows for the implementation of spin systems with AFM spin-spin exchange couplings of varying

strengths.

Molecular magnets provide another potential means of realizing some of the systems dis-

cussed in the present work [164, 174]. In these systems, which often can be described by nearest-

neighbor AFM Heisenberg exchange Hamiltonians, it is possible to synthesize exchange interac-

tion strengths to desired values. Additionally, it has recently been shown [174] that the coupling

of a uniform external electric field to the chiral degree of freedom that exists for the spin triangle

Cu3 can modulate the exchange in a form equivalent to the exchange profile in Eq. (3.2).

The method of tailoring effective exchange interactions presented here may be of interest for

quantum information processing, as it allows for controllable coupling between qubits that can ad-

ditionally be converted to flying spin qubits by moving the domain walls, allowing for high-fidelity

transport, and that can also be localized or delocalized by changing the dimerization strength of the

exchange profile [130]. One possible scheme for controllably coupling domain-wall qubits within

very large dimerized AFM Heisenberg rings of spins interacting over a relatively small region may

be imagined as follows: moving the qubits as far apart as possible from the interaction region

within their respective rings, and subsequently increasing (decreasing) the dimerization strength,

results in smaller (larger) spin density in the region of interaction. Thus, when the spin density is

delocalized, the effective coupling is “on,” while localization of the spin density effectively turns

the coupling “off” due to the approximately zero spin density within the interaction region. The

possibility of carrying out quantum entangling operations between domain-wall qubits which can

give rise to universal quantum computing is the subject of current and future studies.
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Figure 3.9: Possible physical realization of effective spin-1 chain. (a) Schematic diagram showing

a coupling configuration for spin triangles which gives rise to alternating FM and AFM effective

exchange. (b) Array of single-electron quantum dots for producing exchange coupling of the form

shown in (a) in order to construct a spin-1 chain.

Figure 3.10: Arrays of Ge/Si quantum dots in configurations resembling dice faces. Unpublished

result from D. Yang, C. Petz, J. Levy, and J. Floro.
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3.7 CONCLUSION

We have demonstrated that the effective exchange between qubits encoded in the ground states

of dimerized AFM Heisenberg spin rings containing domain walls may be tailored via the spin-

spin-exchange variation within the rings. This method is based on the principle that the effective

exchange originates from the spin-density distributions of the domain-wall qubits. By employing

this method, we have shown that domain-wall qubits may be controllably coupled and that these

qubits can serve as the building blocks of a wide variety of designer quantum materials. Finally,

we have suggested a possible scheme for realizing an effective spin-1 chain based on an array of

single-electron quantum dots.
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4.0 RASHBA SPIN-ORBIT INTERACTION IN QUANTUM WIRES

One-dimensional and quasi-one-dimensional electronic systems such as quantum wires are partic-

ularly promising for the controlled manipulation of single spins via the spin-orbit interaction [95].

In particular, the strength of Rashba-type spin-orbit coupling can be controlled via electric fields

produced by externally applied voltages and potentials built into tailored nanostructures. This

chapter therefore explores aspects of Rashba spin-orbit coupling in quantum wires that are rele-

vant for this thesis. We first describe basic spectral features of the continuum Rashba spin-orbit

Hamiltonian in one dimension. The following section presents calculations we have performed

in order to study some implications of the interplay between spin-orbit coupling and a magnetic

field for the electronic energy subbands and zero-temperature ballistic conductance of quasi-one-

dimensional quantum wires. In the last section of the chapter, a tight-binding model for Rashba

spin-orbit coupling equivalent to the continuum model is discussed. An extension of this model to

the case of spatially-varying spin-orbit coupling forms the basis for the analysis of the “spin-orbit

superlattice quantum wires” we present in Ch. 5.

4.1 CONTINUUM MODEL

The three-dimensional motion of electrons in solids can be spatially confined along one or more

directions using potential wells produced by artificial structures, effectively reducing the dimen-

sions of the system in which the electrons are allowed to move. The reduced dimensionality arises

because the spatial confinement results in quantization of the three-dimensional electronic energy

bands such that subbands describing motion in the effective lower-dimensional systems are pro-

duced [175]. For example, a potential well along one of the three spatial directions can be formed
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at the interface between the two distinct materials of a heterostructure. Each of the quantized levels

produced by the confinement potential splits into subbands that correspond to states in which elec-

trons move in two dimensions. For typical heterostructures, the confinement is strong enough such

that the electrons exist only in a thin ( 10nm) layer at the interface and the density of electrons is

small enough such that only one two-dimensional subband is occupied [176]. Further confinement

of this effective two-dimensional electron system along one direction, referred to as lateral confine-

ment, results in a quantum wire. In this system, the subband spectrum consists of states describing

one-dimensional electronic motion. If multiple subbands are occupied with electrons, the system

is referred to as quasi-one-dimensional, while the case in which only a single one-dimensional

subband is occupied can be regarded as purely one-dimensional. The extreme limit of confinement

in all three spatial dimensions produces a quantum dot, which can therefore be thought of as a

“zero-dimensional” system.

The properties of spatially uniform Rashba spin-orbit coupling in quantum wires have been

widely investigated [95, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114]. Basic features

of this class of systems can be seen by considering a single-subband continuum model describing

electrons which move in a one-dimensional quantum wire lying in the x− y plane, where the

direction of propagation within the wire is chosen to be parallel to the y axis. Spin-orbit coupling

of the Rashba form [28, 29] is assumed to be present due to a net potential gradient along the z

axis. As discussed in Sec. 1.3, such a potential gradient can be produced across the interface of a

heterostructure. The Hamiltonian describing this system can be written as [105, 107]

H1D = H0 +Hso, (4.1)

where

H0 =
h̄2k2

y

2m∗
, (4.2)

Hso = −αkyσx. (4.3)

Here, H0 is simply the Hamiltonian for a free particle in one dimension and gives a single parabolic

energy subband that is two-fold degenerate due to the two possible components of the electron

spin [Fig. 4.1(a)]. The spin-orbit term Hso describes an effective magnetic field of magnitude

proportional to αky and directed along the x axis, perpendicular to the propagation (y) direction.
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We can therefore choose the representation consisting of the eigenstates of σx, which correspond

to the spin components along the effective magnetic field. Noting that [H1D, ky] = 0 in order to

replace the operator ky by its eigenvalue and that H0 is proportional to the identity operator in spin

space then yields the eigenvalues of H1D,

E± =
h̄2k2

y

2m∗
±αky. (4.4)

Eq. (4.4) describes parabolic subbands associated with the two components of spin along the x

axis, with E− (E+) corresponding to the eigenstate |↑〉x (|↓〉x). These energies can also be written

in the alternative form [105, 107]

E± =
h̄2

2m∗
(ky± kso)

2−∆so, (4.5)

where the characteristic spin-orbit wavevector kso ≡ m∗α/h̄2 is proportional to the Rashba spin-

orbit coupling strength α and ∆so ≡ h̄2k2
so/2m∗ = m∗α2/2h̄2 describes the uniform (i.e., same

for all ky) shift of the free-electron energy subbands along the energy axis due to the spin-orbit

interaction. The characteristic length scale associated with the spin-orbit interaction is given by

lso = 1/2kso = h̄2/2m∗α. Eq. (4.5) indicates that a spin-splitting of the initially degenerate free-

electron energy subbands occurs in opposite directions along the momentum axis. This splitting

of the subbands is illustrated in Fig. 4.1(b) and reflects the momentum dependence of the effective

magnetic field associated with spin-orbit coupling. The magnitude of the energy splitting also

depends on ky and is seen from Eq. (4.4) to be E+−E− = 2αky. In particular, this splitting is zero

at ky = 0.

4.2 INTERPLAY OF SPIN-ORBIT AND ZEEMAN INTERACTIONS

The splitting of energies for states of different spin can also arise due to the Zeeman interaction

[Eq. (1.18)] that describes the coupling of spin to external magnetic fields. Unlike the splitting due

to the effective magnetic field associated with the Rashba spin-orbit interaction, which shifts the

subbands for different spin components along the momentum axis (Fig. 4.1), the spin splitting due

to an external magnetic field is independent of the momentum and shifts the subbands along the
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Figure 4.1: One-dimensional electronic energy subbands for a quantum wire (a) without spin-

orbit coupling and (b) in the presence of Rashba spin-orbit coupling. Arrows indicate the spin

component along the x axis.

energy axis [107]. In the presence of both Rashba spin-orbit and Zeeman interactions, new types

of features can arise in the subband spectra of quantum wires. Some of these features involve

multiple subbands, so we now consider quasi-one-dimensional quantum wires.

One spectral feature that appears due to the combined effects of the spin-orbit and Zeeman

interactions is a so-called “spin-orbit gap,” which refers to an energy gap between subbands that

occurs at ky = 0 (using the coordinate system of the previous section for the quantum wire). It

has been shown theoretically that this gap can be produced when the external and spin-orbit fields

are in perpendicular directions [106]. In order to explore further the parameter space in which

a spin-orbit gap occurs, we follow the approach of Refs. 108 and 109 to calculate the quasi-one-

dimensional electronic energy subbands for a quantum wire as a function of both Rashba spin-orbit

coupling of strength α and an external magnetic field of magnitude B applied perpendicular to the

plane containing the wire. The total Hamiltonian describing this system is given by

HQ1D = H ′0 +H ′so, (4.6)
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where

H ′0 =
h̄2

2m∗

[
k2

x +

(
ky +

eB
h̄

x
)2
]
+

1
2

m∗ω2
0x2 +

1
2

gµBBσz, (4.7)

H ′so = α

[(
ky +

eB
h̄

x
)

σx− kxσy

]
. (4.8)

Here, the quasi-one-dimensional description of the quantum wire is incorporated via the second

term in Eq. (4.7), which is a potential describing lateral confinement along the x direction. The

momentum kx along this direction therefore also appears in HQ1D. The lateral confinement is

harmonic with frequency ω0 and has an associated characteristic length scale l0 ≡
√

h̄/m∗ω0. In

addition to its presence in the Zeeman term, the external magnetic field B =Bẑ also appears in the

Hamiltonian through a vector potential A that modifies the momentum. The choice of this vector

potential is not unique, since different choices for A can produce the same magnetic field B via

B = ∇∇∇×A. Here, we choose the Landau gauge A = (0, Bx, 0) [176].

In order to calculate the spectrum of HQ1D, H ′so can be treated as a perturbation to H ′0. In what

follows, we outline how this calculation proceeds. The time-independent Schrödinger equation

(TISE) can be written as

HQ1DΨ(x, y) = EΨ(x, y) , (4.9)

where the two-dimensional wavefunction Ψ(x, y) = φ(x)eikyy is expressed as a product of a func-

tion φ(x) in the confinement (x) direction and plane waves eikyy in the propagation (y) direction

for the wire. By substituting this form for the wavefunction into Eq. (4.9) and using the fact that

[HQ1D, ky] = 0 to replace the operator ky with its eigenvalue, it can be shown [176, 108] that the

eigenvalues of H ′0 are given by

E(0)
nσ = h̄ω

(
n+

1
2

)
+

h̄2

2m∗
ω2

0
ω2 k2

y +σ
gµB

2
B, (4.10)

and the corresponding eigenstates for the x direction are

φnσ (x) =
1√
b

π−1/4
√

2nn!
Hn

(
x− x̄0

b

)
e−(x−x̄0)

2/2b2
χσ. (4.11)
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In Eqs. (4.10) and (4.11), ω =
√

ω2
c +ω2

0 where ωc = eB/m∗ is the cyclotron frequency, b =√
h̄/m∗ω, x̄0 = (ωc/ω0)

2 (−h̄ky/eB), Hn (x) is the nth-degree Hermite polynomial, and χσ is the

spinor corresponding to the spin component σ =±1 along the z direction such that

χ+1 =

 1

0

 , χ−1 =

 0

1

 . (4.12)

From the forms of Eqs. (4.10) and (4.11), it is seen that the spin-independent parts of the energies

E(0)
nσ and states φnσ (x) essentially describe a harmonic oscillator with characteristic frequency ω

and lengthscale b that is shifted along the x axis by x̄0. Expanding φ(x) in terms of the eigenstates

of H ′0 as

φ(x) = ∑
n,σ

an,σφnσ (x) (4.13)

(where ∑n,σ |an,σ|2 = 1) and dividing by h̄ω0 to remove dimensions leads to the following set of

equations which are equivalent to the TISE [Eq. (4.9)]:

∑
m,σ

(H ′so)
σσ′

nm
h̄ω0

amσ′ = Eanσ. (4.14)

Here, (H ′so)
σσ′

nm denotes the matrix elements of the spin-orbit term [Eq. (4.8)] in the basis of the

states φnσ (x) in Eq. (4.11). We can write these matrix elements as

(Hso)
σσ′

nm
h̄ω0

=
E(0)

nσ

h̄ω0
δnmδσσ′+

(
Hσσ′

nn
h̄ω0

δnm +
Hσσ′

n,n+1

h̄ω0
δn,m−1 +

Hσσ′
n,n−1

h̄ω0
δn,m+1

)
(1−δσσ′) ,(4.15)

where

E(0)
nσ

h̄ω0
=

√
1+ω2

r

(
n+

1
2

)
+

q2

2(1+ω2
r )

+σ
g
4

mωr, (4.16)

Hσσ′
nn

h̄ω0
=

lrq
2(1+ω2

r )
, (4.17)

Hσσ′
n,n+1

h̄ω0
=

lr
2

[
ωr +σ

√
1+ω2

r

(1+ω2
r )

1/4

]√
n+1

2
, (4.18)

Hσσ′
n,n−1

h̄ω0
=

lr
2

[
ωr−σ

√
1+ω2

r

(1+ω2
r )

1/4

]√
n
2
. (4.19)
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In Eqs. (4.16)-(4.19), we have defined the dimensionless magnetic field strength ωr = ωc/ω0,

the dimensionless wavevector q = kyl0, the dimensionless spin-orbit strength lr = l0/lso, and the

dimensionless effective mass mr = m∗/me. We use the matrix elements (H ′so)
σσ′

nm and choose a

maximum value nmax for n in order to obtain a 2nmax-dimensional matrix that can be numerically

diagonalized (where the factor of 2 is due to the spin degree of freedom).

In order to proceed with the numerical calculation of the subbands, specific parameter values

must be chosen. In experiments performed by our research group at the University of Pittsburgh,

nanowires with widths . 10 nm are created at the interface of a heterostructure formed from the

two oxides LaAlO3 and SrTiO3 [177, 178]. While LaAlO3 and SrTiO3 are insulators, the interface

between them can be conducting [179] and a transition between the insulating and metallic char-

acter of the interface can be induced by controlling the thickness of the LaAlO3 layer or through

applied voltages [180]. In a heterostructure with a particular LaAlO3 thickness chosen to be just

below that at which the insulator-to-metal transition for the entire two-dimensional interface oc-

curs, Cen et al. have demonstrated that narrow conducting regions can be formed via a local

insulator-to-metal transition that is induced at the LaAlO3/SrTiO3 interface by a voltage applied

to the surface of LaAlO3 using an atomic force microscope probe. Using this method, a Hall ef-

fect device in which the main conducting channel is 6 nm wide has been created [181]. Adopting

parameters relevant to the quantum wires created at the interface of LaAlO3 /SrTiO3 systems, we

choose l0 = 6nm, m∗ = 1.1me, and g = 2. We use nmax = 10 and numerically solve the TISE to

obtain the subband spectrum E (q)/h̄ω0 as a function of B (or ωr) and α (or lr). Figures 4.2(a) and

4.2(b) show the lowest few subbands for α = 5.3×10−12eV ·m (lr = 1) and α = 1.1×10−11eV ·m

(lr = 2), respectively, at B = 15T (ωr = 0.82). A distinct local maximum appears in the lowest

subband for the larger spin-orbit coupling value that produces a spin-orbit gap [Fig. 4.2(b)].

As shown in Ref. [106] and recently demonstrated experimentally for holes in GaAs/AlGaAs

quantum wires [113], a spin-orbit gap gives rise to an effect that is observable in measurements of

the ballistic conductance of a quantum wire1. The ballistic conductance changes in quantized steps

as a function of B and the Fermi energy EF (which is directly related to the density of electrons

in the wire and typically determines its transport properties). [176, 175]. The quantization of the

1Here, ballistic conductance refers to the transport of electrons through the quantum wire in the absence of scatter-
ing from impurities. This approximation is valid when the width of the wire is smaller than the mean free path of the
electron characterizing the distance between scattering events [176].
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Figure 4.2: (a) Lowest few quasi-one-dimensional electronic energy subbands of a quantum wire

for α = 5.3× 10−12eV ·m and B = 15T. (b) Lowest few subbands for α = 1.1× 10−11eV ·m

and B = 15T, showing a local maximum in the lowest subband. (c) Plots of points for which

Sign(dG/dB) = 1 (red points) and Sign(dG/dB) = −1 (blue points) as a function of B and EF

for the Rashba spin-orbit coupling strength in (a). The lowest energy minimum of all subbands

for each value of B is also indicated (green points). (d) Same as (c), but for the Rashba spin-orbit

coupling strength in (b). The arrow indicates a point at B∼ 15T which corresponds to a spin-orbit

gap.
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conductance reflects the fact that the energy spectrum consists of discrete subbands. These sub-

bands give rise to a fixed number of conducting modes at the Fermi energy M (EF) that completely

determine the conductance G at zero temperature via the Landauer formula [182, 176],

G =
e2

h
M (EF) . (4.20)

In writing Eq. (4.20), we have assumed for simplicity that the probabilities for transmission of the

electrons through the wires are equal to 1 for all conducting modes. Because the ballistic conduc-

tance can be given in terms of a fixed number of propagating modes, the quantum wire essentially

acts as an “electron waveguide.” The number of conducting modes M (EF) can be determined by

counting the number of subband local maxima and minima which lie below EF in the spectrum

[106]. This leads to the following relation for the zero-temperature ballistic conductance of the

quantum wire:

G(α, B, EF) =
e2

h

{
∑
l,i

θ

[
EF −E(l)

min,i (α, B)
]
−∑

l, j
θ

[
EF −E(l)

max, j (α, B)
]}

. (4.21)

Here, E(l)
min,i (α, B) and E(l)

max, j (α, B) denote the energies of the ith minimum and the jth maximum,

respectively, in the lth subband of the spectrum for a Rashba spin-orbit coupling strength α and

magnetic field strength B, and θ is the Heaviside unit step function. For a fixed value of EF ,

increasing B causes the local minima and maxima to shift in energy. According to Eq. (4.21), G

increases by e2/h for each E(l)
min,i (α, B) < EF and decreases by e2/h for each E(l)

max, j (α, B) < EF .

Therefore, shifts of the local maxima associated with spin-orbit gaps from below EF to above

EF can produce positive jumps in G. These jumps do not occur in the absence of a spin-orbit

gap. In Figs. 4.2(c) and 4.2(d), we plot Sign(dG/dB) as a function of B and EF for lr = 1 and

lr = 2, respectively. The points for which Sign(dG/dB) = 1 correspond to positive jumps in G

with increasing B. Some of these points can be neglected because they coincide with the minima

of lowest energy in the spectrum and therefore cannot correspond to maxima associated with spin-

orbit gaps. For the smaller value of α shown [Fig. 4.2(c)], the nontrivial conductance jumps appear

at lower magnetic field values. Increasing α tends to shift the distribution of these points to higher

magnetic field strengths, reflecting the fact that larger spin-orbit splittings are able to compete with

larger Zeeman splittings in order to produce spin-orbit gaps.
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We note that, in experiments performed with the 6 nm Hall effect device created at the interface

of a LaAlO3 /SrTiO3 heterostructure, dips in the Hall resistance RH = 1/G (which correspond to

positive jumps in G) have been observed at high magnetic field strengths (15T and −17T). These

dips are believed to occur due to strong spin-orbit coupling at the interface. While previous work

[183, 184] has suggested that this spin-orbit coupling may be of the Rashba type, very recent exper-

imental results obtained for both two-dimensional electron systems [185] and nanowires created

by our group provide strong evidence that atomic spin-orbit coupling [186] plays the dominant role

in bringing about effects such as the Hall resistance dips observed for LaAlO3 /SrTiO3 systems.

4.3 SPATIALLY-VARYING SPIN-ORBIT INTERACTION AND TIGHT-BINDING

MODEL

The designer quantum materials we propose in this thesis are based on both uniform and spatially-

varying spin-orbit coupling. The consequences of a spatially-modulated spin-orbit interaction have

been considered in multiple contexts, including spin-dependent transport [115], spin precession

[116], and spin relaxation [129] in quantum wires. The modulation of Rashba spin orbit coupling

due to the periodic potential of a one-dimensional superlattice has also been investigated, both

fundamentally in terms of the resulting spin-dependent band structure of the superlattice [187] and

for its role in a device used to couple conducting states with different definite spin that exist at the

edges of an integer quantum Hall system due to a perpendicular magnetic field [188]. In the latter

work, the coupling is achieved by matching the wavevector associated with the superlattice period-

icity to the difference in the wavevectors of the two conducting states. These studies describe the

spatial variation in the spin-orbit coupling using a continuum Hamiltonian in which the momentum

is a continuous quantity, such as those given in the last two sections [Eqs. (4.3) and (4.8)].

In order to describe the spatially-varying spin-orbit interaction in designer quantum materi-

als based on the “spin-orbit superlattice quantum wires” discussed in Ch. 5, we find it useful to

consider a tight-binding Hamiltonian that represents a discretized version of the continuum Hamil-

tonian Hso and can be used to obtain an equivalent description of systems with uniform spin-orbit

coupling [104, 189]. Recently, such a tight-binding model has also been applied to the description
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of spatially-varying spin orbit coupling in a quantum wire [117, 118], where it was shown that a

Peierls-like [152] metal-insulator transition can be induced when the wavevector of this modulation

approaches twice the electron Fermi wavevector and a band gap appears in the spectrum.

To illustrate features of the tight-binding model for spin-orbit coupling, we show how this

model can be obtained for the continuum Hamiltonian H1D [Eqs. (4.1)-(4.3)] that describes an

ideal one-dimensional quantum wire. A tight-binding description can be obtained by discretizing

space on a lattice. Setting y = na, where n is an integer, effectively represents the wire by a one-

dimensional lattice of N sites with uniform spacing given by the lattice constant a. A single-band

tight-binding model is obtained by using the complete and orthogonal basis {|n, σ〉} to describe

a single electron in this system, where the state |n, σ〉 describes an electron at site n with spin σ.

This description implies that there is only one electronic orbital state per lattice site, which gives

rise to a single band for the N-site lattice. Assuming that an electron at a particular site moves or

“hops” only to nearest-neighbor sites, the kinetic energy term H0 [Eq. (4.2)] can be expressed as

H0 = −t0 ∑
n,σ

(|n+1, σ〉〈n, σ|+ |n, σ〉〈n+1, σ|) (4.22)

where the “hopping amplitude” t0 = h̄2/2m∗a2 represents the kinetic energy associated with hop-

ping of the electron between neighboring lattice sites. This hopping can also be expressed in terms

of the fermion creation and annihilation operators, denoted c†
n,σ and cn,σ, respectively. These opera-

tors satisfy the fermion anticommutation relations
{

cn,σ, c†
n′,σ′

}
≡ cn,σc†

n′,σ′+c†
n′,σ′cn,σ = δn,n′δσ,σ′

and
{

cn,σ, cn′,σ′
}
≡ cn,σcn′,σ′ + cn′,σ′cn,σ = 0. Their action is defined such that c†

n,σ (cn,σ) creates

(annihilates) an electron at site n with spin σ. In terms of these operators, Eq. (4.22) can be written

in the equivalent form

H0 = −t0 ∑
n,σ

(
c†

n+1,σcn,σ +H.c.
)
,

where “H.c.” indicates the Hermitian conjugate of all terms appearing before it.

The tight-binding Hamiltonian for the spin-orbit coupling term Hso =−αkyσx [Eq. (4.3)] can

be obtained by determining the action of Hso on a general state

|Ψ〉 = ∑
σ

ˆ
dy |y, σ〉〈y, σ|Ψ〉 . (4.23)
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Eq. (4.3) gives

〈y, σ|Hso |Ψ〉 = −α∑
σ′
(σx)σσ′

ˆ
dy′ 〈y|ky

∣∣y′〉〈y′, σ
′∣∣Ψ〉 ,

where (σx)σσ′ ≡ 〈σ|σx |σ′〉. Using 〈y|ky |y′〉=−i(∂/∂y)δ(y− y′) then leads to

〈y, σ|Hso |Ψ〉 = iα∑
σ′
(σx)σσ′

∂ψσ′ (y)
∂y

, (4.24)

where ψσ (y) = 〈y, σ|Ψ〉. In order to obtain the tight-binding model of Hso, the derivative with

respect to the continuous coordinate y in the above expression must be discretized on the lattice

defined by setting y = na. Here, this discretization is carried out by rewriting |Ψ〉 in the discretized

basis {|n, σ〉} as

|Ψ〉 = ∑
n,σ

ψn,σ |n, σ〉 , (4.25)

where ψn,σ = 〈n, σ|Ψ〉, and using the approximation

∂ψσ (y)
∂y

≈
ψn+1,σ−ψn−1,σ

2a
. (4.26)

This discrete derivative gives

〈n, σ|Hso |Ψ〉 = iα∑
σ′
(σx)σσ′

ψn+1,σ′−ψn−1,σ′

2a
,

= i
α

2a ∑
σ′
(σx)σσ′

(〈
n+1, σ

′∣∣Ψ〉−
〈
n−1, σ

′∣∣Ψ〉
)
,

which is equivalent to

Hso |n, σ〉 = −i
α

2a ∑
σ′
(σx)σ′σ

(∣∣n+1, σ
′〉− ∣∣n−1, σ

′〉) . (4.27)

Hso can be expanded in terms of the basis {|n, σ〉} as

Hso = ∑
n,σ

∑
n′,σ′

∣∣n′, σ
′〉〈n′, σ

′∣∣Hso |n, σ〉〈n, σ| , (4.28)

where the matrix element 〈n′, σ′|Hso |n, σ〉 is found from Eq. (4.27) and the orthogonality relation

〈n′, σ′ |n, σ〉= δn′,nδσ′,σ to be

〈
n′, σ

′∣∣Hso |n, σ〉 = −i
α

2a
(σx)σ′σ

(
δn′,n+1−δn′,n−1

)
.
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Substituting this expression into Eq. (4.28), performing some manipulation of the summation

indices, and simplifying yields

Hso = −tso ∑
n,σ,σ′

[
(iσx)σ′σ

∣∣n+1, σ
′〉〈n, σ|+(−iσx)σσ′ |n, σ〉

〈
n+1, σ

′∣∣] ,
which is equivalent to

Hso = −tso ∑
n,σ,σ′

[
c†

n+1,σ′ (iσx)σ′σ cn,σ +H.c.
]
. (4.29)

Here, the hopping amplitude tso ≡ α/2a. Eq. (4.29) is the tight-binding model corresponding to

the continuum Rashba Hamiltonian in Eq. (4.3). While the kinetic energy term H0 given above

involves a hopping that occurs without changing the spin, the tight-binding model for the spin-orbit

interaction [Eq. (4.29)] describes a spin-dependent hopping for which the hopping amplitude is

directly proportional to the spin-orbit coupling strength α and inversely proportional to the lattice

constant a.

We now obtain the spectrum of this tight-binding model by diagonalizing the full Hamiltonian

H = H0 +Hso for an N-site lattice with periodic boundary conditions, which are incorporated by

assuming n±N ≡ n. Because the spin-orbit coupling is uniform, [H, ky] = 0; i.e., H is invariant

with respect to translations along the wire (y) axis. The periodic boundary conditions determine a

finite set of allowed quasimomenta [23], which are given by ky = 2πl/Na with l an integer such that

−N/2 ≤ l < N/2. The diagonalization can then be carried out using a discrete Fourier transform

of the fermion operators defined by

c̃l,σ =
1√
N

N

∑
n=1

e−i 2π

N l(n−1)cn,σ. (4.30)

and the corresponding expression for c̃†
l,σ. Figure 4.3 shows the energy bands of the tight-binding

Hamiltonian for zero and nonzero tso. Without spin-orbit coupling (tso = 0), the spectrum is de-

scribed by a single tight-binding band that is two-fold degenerate due to spin. This band splits into

two bands of opposite spin when uniform spin-orbit coupling is present (tso 6= 0). As in the case of

the subbands in the spectrum for the continuum model shown in Fig. 4.1, tight-binding bands of

opposite spin are shifted in opposite directions along the quasimomentum axis. The tight-binding
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description thus provides an alternative representation of the Rashba spin-orbit interaction in one-

dimensional systems and can also be extended to higher dimensions [104, 189]. In Ch. 5, we use

a generalized version of this tight-binding model in order to describe a quantum wire with both

uniform and spatially-varying spin-orbit interactions in orthogonal directions and show that spin

resonance can in principle be achieved without any external magnetic fields in these systems.
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Figure 4.3: Spectrum of the single-band tight binding model for spatially uniform Rashba spin-

orbit coupling in a quantum wire. (a) For tso = 0, the spectrum consists of one two-fold degenerate

tight-binding band. (b) In the presence of uniform spin-orbit coupling (tso 6= 0), spin-split tight-

binding bands exist which are shifted in opposite directions along the quasimomentum axis.
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5.0 SPATIAL ANALOGUE OF QUANTUM SPIN DYNAMICS VIA

SPIN-ORBIT INTERACTION

We map electron spin dynamics from time to space in quantum wires with spatially uniform and os-

cillating Rashba spin-orbit coupling. The presence of the spin-orbit interaction introduces pseudo-

Zeeman couplings of the electron spins to effective magnetic fields. We show that by periodically

modulating the spin-orbit coupling along the quantum wire axis, it is possible to create the spa-

tial analogue of spin resonance, without the need for any real magnetic fields. The mapping of

time-dependent operations onto a spatial axis suggests a new mode for quantum information pro-

cessing in which gate operations are encoded into the band structure of the material. We describe a

realization of such materials within nanowires at the interface of LaAlO3/SrTiO3 heterostructures.1

5.1 INTRODUCTION

Quantum dynamics lies at the heart of modern physics. While the evolution of a quantum me-

chanical system is governed by the time-dependent Schrödinger equation (TDSE), the mapping of

this evolution from time to space has given rise to fundamental advances through the development

of powerful theoretical techniques. One familiar example is provided by Feynman’s path integral

method [191], in which a description equivalent to the TDSE is obtained by recasting time evolu-

tion in terms of space-time paths. This approach finds applicability in a wide variety of contexts

ranging from relativistic quantum mechanics to the braiding of quasiparticles that forms the basis

for topological quantum computation [59]. World lines associated with quasiparticle braiding in

two dimensions can be mapped to flux lines in three dimensions [192] if time itself is treated as

1The material in this chapter is adapted from Ref. [190].
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a spatial coordinate by analytical continuation to imaginary time. In general, combining imagi-

nary time with d spatial dimensions defines a (d +1)-dimensional Euclidean space that provides a

correspondence between quantum field theory and statistical mechanics [193]. Similarly, a connec-

tion between quantum field theory and quantum gravitational theory emerges through holographic

mapping of a (d +1)-dimensional combined space-time description to a d-dimensional one [194].

In the present work, we explore a mapping of spin dynamics from time to space, motivated

by its potentially fundamental relevance to methods for coherent spin manipulation in solid-state

systems [67] and physical realizations of spin-based quantum computing [35, 195]. Addressing

these challenges involves harnessing the interactions of spin with spatial as well as external degrees

of freedom. We show here that the coupling between spin and space can in fact be used to map

the spin evolution from a temporal axis to a spatial one. Conceptually, instead of the TDSE (for

h̄ = 1),

i∂tU (t) = H (t)U (t) , (5.1)

the evolution is governed by a spatial analogue, which we write as

i∂yŨ (y) = K (y)Ũ (y) . (5.2)

The coordinate-dependent “quasimomentum operator” K (y) in Eq. (5.2) plays a role similar to a

time-varying Hamiltonian. The time-to-space mapping of spin dynamics then entails identifying

a form for K (y) that generates a unitary transformation Ũ (y) describing a simultaneous spatial

translation and spin rotation. This identification can be made by considering the spatial analogues

of time-dependent Hamiltonians H (t) which generate spin dynamics.

Electron spin resonance enables three-dimensional dynamical manipulation of single electron

spins and therefore plays a central role in their promise as natural candidates for solid-state qubits

[47, 66]. As discussed in Sec. 1.4.4, while the Zeeman interaction is typically used to carry out

ESR, applying the local magnetic fields required for selectively addressing individual electron spin

qubits is challenging in practice. The implementation of ESR using electric fields has therefore

been widely investigated, leading to methods such as g-tensor modulation resonance (g-TMR)

[96], electric dipole spin resonance (EDSR) [97, 98, 119, 120, 100], and ballistic spin resonance

(BSR) [121]. A basic resource in both EDSR and BSR is the spin-orbit interaction: recall (Sec.
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1.3) that time-varying spin-orbit coupling (which is generated by an external driving voltage in

EDSR and internal electron dynamics in BSR) replaces the oscillating magnetic field required for

ESR in these methods. We have also seen (Sec. 1.4.4) that several proposals for single-qubit gates

rely on the effective magnetic field due to spin-orbit coupling [122, 123, 124, 125, 126, 127].

Here, we describe a mechanism for spin resonance that relies on spatially-varying spin-orbit

coupling and the associated effective magnetic field, without employing any real magnetic fields.

This method maps the spin evolution from time to space and is therefore not subject to the typi-

cal time-dependent constraints imposed in quantum computing for the purpose of preserving co-

herence [35, 195]. We show theoretically that this “spin spatial resonance” can be achieved by

creating a superlattice within a quantum wire via periodically-modulated asymmetry in the lateral

confinement potential. Rather than being controlled by time-dependent external fields, spin spatial

resonance is built into the spin-dependent band structure [187, 111] of the superlattice. Segments

of this “designer quantum material” having fixed lengths can be used to apply spatial “pulses”

that execute single-qubit gate operations on the spins of electrons which travel through the wires.

Because the system is one-dimensional and gate operations are determined only by the spatial co-

ordinate of an electron, these single-qubit gates are intrinsically “fault-tolerant” with respect to

backscattering, as we discuss below.

5.2 SPIN-ORBIT SUPERLATTICE QUANTUM WIRES

In order to show how ESR can be mapped to space using the spin-orbit interaction alone, we

first describe a “spin-orbit superlattice quantum wire,” i.e., a one-dimensional system with built-in

spatially uniform and oscillating spin-orbit coupling in perpendicular directions [Fig. 5.1(a)]. For

specificity, we choose the coupling to be of the Rashba form [28, 29], although it may be possible

to realize the mapping presented here with other types of spin-orbit interaction. We assume a

zero-temperature independent-electron description and represent the quantum wire confining the

electronic motion to one spatial dimension using a single-band tight-binding model. In Sec. 4.3 we

showed that, in addition to a term H0 describing the kinetic hopping of the electron along the wire,

a tight-binding Hamiltonian for the Rashba spin-orbit interaction via a spin-dependent hopping
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can be written by discretizing the interaction on a lattice [104, 189]. Inspired once again by the

Su-Schrieffer-Heeger model [147, 148, 149], which includes a site-dependent hopping amplitude,

we now extend this tight-binding model in order to incorporate spatially-varying Rashba spin-orbit

coupling. The full Hamiltonian for a wire represented by N sites with lattice constant a is given by

H = H0 +Hunif
so +Hosc

so , (5.3)

where

H0 = −t0 ∑
n,σ

(
c†

n+1,σcn,σ +H.c.
)
, (5.4)

Hunif
so = −tunif

so ∑
n,σ,σ′

[
c†

n+1,σ′ (iσx)σ′σ cn,σ +H.c.
]
, (5.5)

Hosc
so = −tosc

so ∑
n,σ,σ′

[
ϕnc†

n+1,σ′ (iσz)σ′σ cn,σ +H.c.
]
. (5.6)

Here, the operators c†
n,σ and cn,σ create and annihilate, respectively, an electron at site n with spin

σ, and t0 = h̄2/2m∗a2, where m∗ is the effective mass of the electron. The spin-dependent hopping

amplitude tunif
so = α⊥/2a describes spatially uniform Rashba spin-orbit coupling of strength α⊥

generated by the potential gradient perpendicular to the plane containing the wire (defined to be

the xy plane). Spatially-varying Rashba spin-orbit coupling with amplitude α‖ due to the potential

asymmetry in the xy plane but perpendicular to the propagation direction (y axis) of the wire is

incorporated via a hopping described by an amplitude tosc
so = α‖/2a together with a site-dependent

factor ϕn. The summations in Eqs. (5.4)-(5.6) run over n = 1, . . . , N and σ,σ′ =↑,↓. Here, we

assume periodic boundary conditions so that n±N ≡ n. Note that we choose the uniform [Eq.

(5.5)] and oscillating [Eq. (5.6)] effective magnetic fields to lie along the x and z axes, respectively.

In the present work, we therefore define |σ〉 ≡ |σ〉x; i.e., we choose the basis {|↑〉x , |↓〉x} associated

with the components of spin along the x axis in order to describe the spin orientation with respect

to the effective magnetic field due to the uniform spin-orbit interaction [Eq. (5.5)]. The matrix

elements of the Hamiltonian defined by Eqs. (5.3)-(5.6) in the basis {|n,σ〉} are given by

〈
n′,σ′

∣∣H0 |n,σ〉 = −t0
(
δn′,n+1 +δn′,n−1

)
δσ′σ, (5.7)〈

n′,σ′
∣∣Hunif

so |n,σ〉 = −itunif
so σ

(
δn′,n+1−δn′,n−1

)
δσ′σ, (5.8)〈

n′,σ′
∣∣Hosc

so |n,σ〉 = −itosc
so
(
ϕnδn′,n+1−ϕn′δn′,n−1

)
(1−δσ′σ) . (5.9)
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Figure 5.1: Spin-orbit superlattice quantum wire. (a) Schematic of a quantum wire with

periodically-varying lateral confinement asymmetry which gives rise to a spin-orbit superlattice

within the wire. (b) Spectrum as a function of electron quasimomentum q j in the presence of

both spatially uniform and oscillating Rashba spin-orbit coupling in perpendicular directions for

N = 20, m = 4, tunif
so /t0 = 1, and tosc

so /t0 = 0.125. Filled squares indicate the eigenstates used to

form the wavepacket state
∣∣Ψwp

〉
discussed in the text. Lines are guides to the eye.
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In the presence of only uniform spin-orbit coupling (tosc
so = 0), the energy spectrum for the

Hamiltonian consists of two tight-binding bands [Fig. 4.3(b)]. We have seen that these bands

are shifted in opposite directions along the quasimomentum axis with respect to the energy band

for H0 [Fig. 4.3(a)] due to the momentum dependence of the effective magnetic field associated

with the spin-orbit interaction. If the modulated Rashba spin-orbit coupling term in Eq. (5.6) is

included in the Hamiltonian (tosc
so 6= 0), the translational symmetry of the system is reduced. To

map ESR spatially, we introduce periodically-varying spin-orbit coupling via ϕn = cos(2πn/m) .

The Hamiltonian in Eq. (5.3) then retains a periodicity over m lattice sites. In this case, the energy

eigenstates can be characterized by the eigenvalues of an operator Dm, which is defined to be the

discrete translation operator over m sites and for which [H, Dm] = 0. The eigenvalues of Dm are of

the form eiq j , where the associated dimensionless quasimomenta are q j ≡ 2π j/N′, with N′ ≡ N/m

and j an integer such that −N′/2≤ j < N′/2. Letting n = mn′+ l, we express the Hamiltonian in

terms of the operators

c̃ j,l,σ ≡ 1√
N′

N′−1

∑
n′=0

e−iq j(mn′+l)cmn′+l,σ (5.10)

and c̃†
j,l,σ. Subsequently transforming to the representation given by

d j,p,σ ≡ 1√
m

m

∑
l=1

e−iQpl c̃ j,l,σ (5.11)

and d†
j,p,σ, where Qp≡ 2πp/m with p an integer such that−m/2≤ p<m/2, leads to the following

equivalent forms for Eqs. (5.4)-(5.6):

H0 = −2t0 ∑
j,p,σ

cos
(
q j +Qp

)
d†

j,p,σd j,p,σ, (5.12)

Hunif
so = −2tunif

so ∑
j,p,σ

σsin
(
q j +Qp

)
d†

j,p,σd j,p,σ, (5.13)

Hosc
so = −tosc

so ∑
j,p,σ,σ′

(
1−δσ′,σ

)
sin
(

q j +Qp +
π

m

)(
e−iπ/md†

j,p+1,σ′d j,p,σ +H.c.
)
. (5.14)

These expressions are derived in Appendix B. From Eqs. (5.12)-(5.14), it is evident that the

kinetic hopping term H0 and the uniform spin-orbit coupling term Hunif
so are diagonal in the basis

corresponding to the operators d†
j,p,σ and d j,p,σ, where j indicates the quasimomentum q j, p is a

band index, and σ represents the spin component along the x axis [defined to be 1 (-1) for ↑ (↓)
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when used to explicitly represent the eigenvalue of σx, as in Eq. (5.13)]. The expression for

Hosc
so in this basis implies that the periodically-modulated spin-orbit interaction couples “adjacent”

(∆p = 1) bands having opposite spin (σ′ 6= σ). The symmetry associated with this coupling of

basis states gives rise to m-dimensional representations of the Hamiltonian (see Appendix B). To

obtain the full spectrum for Eq. (5.3), we numerically diagonalize the Hamiltonian matrix within

each of the two m-dimensional subspaces associated with each value of q j. As in standard ESR,

we treat the oscillating effective magnetic field as a perturbation relative to the uniform effective

field and choose tosc
so /t0� tunif

so /t0. Figure 1(b) shows the spectrum as a function of q j for N = 20,

m = 4, tunif
so /t0 = 1, and tosc

so /t0 = 0.125, illustrating the coupling between the bands due to Hosc
so .

5.3 SPIN SPATIAL RESONANCE

To demonstrate that signatures of spin resonance exist in the band structure of a spin-orbit super-

lattice quantum wire, we form a superposition of two energy eigenstates with equal and opposite

quasimomenta q j [indicated by squares in Fig. 5.1(b)]. Expressing these eigenstates using the

notation | j, ν〉 , where ν = 0,1, . . .7 represents a combined spin-orbital index that is defined to

increase with increasing energy E, we define a “wavepacket”
∣∣Ψwp

〉
≡ 1√

2

(
|−2, 4〉+ e−iφ |2, 3〉

)
.

Note that the variation of φ, which changes the relative phase between the two eigenstates, is equiv-

alent to the time evolution of
∣∣Ψwp

〉
and simply results in a shift of the phase of the oscillation in

the spin polarization. We therefore fix φ and calculate the spin polarization as a function of site n

for the wavepacket by determining the expectation values 〈Snτ〉 ≡
〈

ψ
(n)
wp | Sτ | ψ

(n)
wp

〉
, where ψ

(n)
wp is

the normalized spinor at site n for
∣∣Ψwp

〉
and τ = x,y,z. In the following, we let h̄ = 1. We use the

discrete Fourier transform Fd, defined by 〈l | Fd | n〉 ≡
(
1/
√

N
)

e−2πil(n−1)/N , to calculate the dis-

tribution of the Fourier modes in 〈Snx〉 as a function of tunif
so /t0. The absolute value of the amplitude

of the l = 1 Fourier mode, |a1| [Fig. 5.2(a)], has a peak for tunif
so /t0 = 1. A calculation of the spin

polarization components
(
〈Snx〉 ,

〈
Sny
〉
, 〈Snz〉

)
for the wavepacket corresponding to this peak [Fig.

5.2(b)] reveals that, while
〈
Sny
〉

and 〈Snz〉 vary rapidly over space, 〈Snx〉 exhibits a more gradual

oscillation with one full cycle over the length of the wire. The corresponding spatial dependence

of the spin polarization vector is illustrated above the plot of the spin polarization components in
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Fig. 5.2(b). The Bloch-sphere evolution of the spin vector [Fig. 5.2(c)] follows a spiraling path

typical of ESR. Here, however, the evolution of the spin occurs with respect to a spatial coordinate

- the distance along the y axis. Analogous calculations performed for a wavepacket constructed

from the two ground states |±2,0〉 [Fig. 5.3] reveal nearly the same results, with a peak in |a1| at

tunif
so /t0 = 1.

The above analysis based on the tight-binding model defined in Eqs. (5.3)-(5.6) is well de-

scribed by an analytical model obtained from a mapping of the standard spin resonance formalism

for a two-state system from time to space via Eq. (5.2) (see Appendix A). Based on the continuum

version of Eq. (5.3) for ϕn = cos(2πn/m), we choose the form

K (y)≡ k0

2
σx− k1 cos(ky)σz (5.15)

for the quasimomentum operator. Here, k ≡ 2π/λ is the spatial frequency associated with oscil-

lating spin-orbit coupling of wavelength λ. Eq. (5.15) has a form analogous to a spin resonance

Hamiltonian, with time replaced by the spatial coordinate y along the wire and temporal frequen-

cies replaced by their spatial counterparts. The spin polarization components can be written in

terms of the matrix elements of the solution Ũ (y) , which can be determined using spatial ana-

logues of a transformation to a rotating frame and the rotating wave approximation (see Appendix

A for details). Choosing λ= 4a, k0 = (π/2a)
(
tunif
so /t0

)
, and k1 = (4π/5a)(tosc

so /t0) in order to make

a correspondence with the wavepacket state used in the tight-binding calculation described above,

we let y = (n−1)a and evaluate the spin polarization as a function of n. The case tunif
so /t0 = 1,

tosc
so /t0 = 0.125, which corresponds to the spatial resonance condition k = k0 and the fundamen-

tal spatial frequency k1 = π/10a, is shown in Fig. 5.2(d). This analytical result for the spin

polarization components possesses qualitative features similar to the numerical result based on di-

agonalization of the tight-binding model for the same values of tunif
so /t0 and tosc

so /t0 [Fig. 5.2(b)].

The distortion of 〈Snx〉 in Fig. 5.2(b) relative to the smooth sinusoidal variation in the continuum

analytical model of Fig. 5.2(d) is due to the fact that the subspace of | j, p, σ〉 basis states for the

tight-binding calculation consists of m = 4 rather than two states (see Appendix B), all of which

contribute to
∣∣Ψwp

〉
. In addition, the finite size of the system used in the tight-binding calculation

results in a reduced amplitude of variation in
〈
Sny
〉

and 〈Snz〉 compared to the analytical result of

Fig. 5.2(d). For illustration, the spectrum and spin polarization components for a system with
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Figure 5.2: Spin spatial resonance. (a) Amplitude for the lowest nonzero (l = 1) Fourier mode of

the oscillation in 〈Snx〉 as a function of tunif
so /t0, showing a peak at tunif

so /t0 = 1. (b) Spin polarization

(in units of h̄) for the state
∣∣Ψwp

〉
at tunif

so /t0 = 1 as a function of spatial coordinate along the

propagation direction (y axis) of the wire. (c) Bloch-sphere representation of the spin polarization

in (b). As a function of the spatial coordinate y along the wire, the spin polarization follows a

spiraling trajectory typical of spin resonance. Points indicated along the trajectory correspond to

lattice sites. (d) Spin polarization components as a function of spatial coordinate for the continuum

analytical model based on Eqs. (5.2) and (5.15).
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Figure 5.3: Spin spatial resonance for a wavepacket state constructed as a superposition of the

two ground states |±2,0〉. (a) Amplitude for the l = 1 Fourier mode of the oscillation in 〈Snx〉 as a

function of tunif
so /t0, again showing a peak at tunif

so /t0 = 1. (b) Spin polarization for the ground-state

wavepacket at tunif
so /t0 = 1 as a function of spatial coordinate along the propagation direction of the

wire.

N = 40, m = 8, tunif
so /t0 =

√
2−1, and tosc

so /t0 = 1/16 are shown in Fig. 5.4. In this case, the ampli-

tudes of the spin polarization components for the tight-binding model closely resemble those for

the continuum model. The analytically-obtained signatures of ESR are nevertheless evident in the

tight-binding results for the spin-orbit superlattice quantum wire, demonstrating that it is indeed

possible to achieve ESR entirely from spin-orbit coupling and map spin resonance from time to

space.

We now describe a possible physical implementation of a spin-orbit superlattice quantum wire

at the interface of a LaAlO3/SrTiO3 heterostructure. In this system, a local voltage-induced metal-

insulator transition has been used to demonstrate both the fabrication of nanowires with widths∼ 2

nm [177, 178] and the incorporation of highly asymmetric potential profiles along the nanowires

[196]. In principle, the same method can be used to create nanowires with built-in lateral con-

finement asymmetry, and periodic variation of the asymmetry of the applied pulse along the wire

can give rise to spatially oscillating spin-orbit coupling. The corresponding oscillating effective

magnetic field will be oriented perpendicular to the plane containing the wire (i.e., along the z
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Figure 5.4: Spin spatial resonance for a spin-orbit superlattice quantum wire with N = 40, m = 8,

tunif
so /t0 =

√
2−1, and tosc

so /t0 = 1/16. (a) Spectrum with the eigenstates used to form a wavepacket

state indicated by filled squares. Lines are guides to the eye. (b) Comparison of spin polarization

components obtained from the tight-binding (upper panel) and continuum analytical (lower panel)

models for the wavepacket state indicated in (a) at resonance.
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axis). Together with an orthogonal effective field due to uniform spin-orbit coupling at the inter-

face [183, 184, 185], this would allow for the creation of a spin-orbit superlattice quantum wire.

The resonance condition tunif
so /t0 = 1 can be used to estimate the length and spatial period of the su-

perlattice. Using the definitions of t0 and tunif
so , we find a = h̄2/m∗α⊥. With α⊥ = 8×10−12 eV ·m

and m∗ = 1.1me, where me is the free electron mass, a = 300 nm. For m = 4, this corresponds to

λ = ma = 4a∼ 1 µm for the oscillating spin-orbit coupling [Eq. (5.6)].

5.4 SPATIALLY-ENCODED SINGLE-QUBIT GATE SEQUENCE

The spatial mapping of ESR using only spin-orbit coupling implies that single-qubit gates can

also be mapped to space. These gates are built into the spin-dependent band structure of the

superlattice. Because the spin polarization is determined by the distance the electron travels along

the wire, segments of spin-orbit superlattice quantum wires having fixed lengths can be thought of

as spatial “pulses” applied to an electron which traverses them. As one application of this idea, we

map a spin-echo pulse sequence of the form [197]

T0−
π

2
−T −π−T − π

2
−T0 (5.16)

from time to space. In Eq. (5.16), T0 and T are time intervals in which the electron is allowed

to evolve “freely” in the presence of a uniform magnetic field (i.e., without any manipulation

by ESR pulses) and the ESR pulses labeled “π” and “π/2” indicate rotations by these angles

about different axes of the Bloch sphere, i.e., single-qubit gates. Pulse sequences of this form

are used in experiments involving spin manipulation to reverse the effects of decoherence due to

unwanted couplings between spins and inhomogeneous magnetic fields [197]. For example, if

the components of a spin “dephase,” or lose their definite phase relationship, during the first free

evolution time T due to magnetic field variations, the spin-echo pulse sequence in Eq. (5.16)

causes the evolution to proceed in the reverse direction after the π pulse, canceling the effects of

the dephasing and effectively “refocusing” the spin.

Here, we use the spin-echo pulse sequence in Eq. (5.16) to illustrate that several single-qubit

gates may be carried out in sequence by a corresponding series of spatial “pulses.” Fig. 5.5
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shows the spatial mapping of the pulse sequence. Here, T0 and T are pseudo-time intervals of

free evolution under the uniform effective magnetic field (tosc
so = 0). The pulses are spin-orbit

superlattice quantum wire segments (tosc
so 6= 0), where the length of the π pulse segment is taken

to be twice that of the π/2 pulse segment. This pulse sequence can be built directly into the

Hamiltonian [Eq. (5.3)] of the system via the site-dependent hopping factor ϕn in Eq. (5.6). We

plot ϕn [Fig 5.5(a)] and the resulting spin polarization for a superposition of the two ground states

as a function of the spatial coordinate [Fig. 5.5(b)] for N = 80, tunif
so /t0 = 1, and tosc

so /t0 = 0.186. The

forms ϕn′ =±cos(2πn′/m) with m= 4 (where the site n′ is labeled with respect to the beginning of

each segment) were used for the π/2 and π pulses, respectively. The degenerate ground states for

this case are obtained via numerical diagonalization by identifying a symmetry operator S for the

Hamiltonian such that [H, S] = 0. The symmetry operator used for the pulse sequence in Eq. (5.16)

with the given parameters can be expressed as S = −D2Rσz, where D2 is the discrete translation

operator over two lattice sites and R is a “reflection” operator that transforms each site n according

to n→ N − (n−1). As seen in Fig. (5.5), the spin polarization exhibits the spatial evolution

expected for the series of quantum gates in the corresponding time-dependent spin echo sequence.

A degree of robustness to spin qubit gate errors caused by backscattering of the electrons exists

in this class of systems by virtue of the fact that they are one-dimensional, so that any change in

spin polarization due to backscattering can be undone if the electron again scatters into its original

propagation direction. In addition, errors due to randomness in the material do not continuously

degrade the quantum information over time - they are instead built into the state along with the

desired spin dynamics via the spatial mapping described here. The essentially static nature of

these errors enables their detection and correction without imposing a time limit, in contrast to

systems in which a finite decoherence time exists for the spin of an electron which rotates over

time as it moves in a random environment.

5.5 CONCLUSION

While ESR, quantum gates, and pulse sequences are typically regarded as time-dependent pro-

cesses, the mapping of these building blocks for spin manipulation onto a spatial axis as described
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Figure 5.5: Spatial mapping of a spin echo pulse sequence. (a) Site-dependent hopping factor ϕn

used to incorporate the pulse sequence into the Hamiltonian in Eq. (5.3) for N = 80, tunif
so /t0 = 1,

and tosc
so /t0 = 0.186. Regions of oscillating hopping amplitude correspond to spin-orbit superlat-

tice quantum wire segments of fixed lengths and act as the spatial analogues of ESR pulses. (b)

Site dependence of the spin polarization for the Hamiltonian described in (a), showing the spatial

mapping of the spin dynamics expected for a spin-echo pulse of the form in Eq. (5.16).
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in the present work suggests a new paradigm for quantum information processing. In this frame-

work, a spin-orbit superlattice quantum wire represents a designer quantum material with a single-

qubit gate encoded into its band structure. Generalization of the ideas presented here to two or

more qubits would pave the way for achieving universal quantum computing via spatial encoding

of quantum dynamics.
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6.0 SUMMARY AND FUTURE PROSPECTS

In this thesis, we have presented two classes of designer quantum materials based on spatially-

varying exchange and spin-orbit interactions. These systems enable quantum mechanics “by con-

struction,” with spins and their interactions acting as naturally-existing building blocks. We have

aimed to demonstrate the relevance of the new resources which emerge in these constructed quan-

tum systems in the context of spin manipulation and spin-based quantum information processing.

Within dimerized Heisenberg spin systems, we have seen that the movement of domain walls

can produce topologically-stable flying spin qubits (Ch. 2). Pairs of these domain walls also

allow for the generation and transport of EPR pairs of entangled qubits. Coupling two Heisenberg

rings containing domain walls leads to exchange between the two domain-wall qubits that can

be tuned via the spin density variation within the rings (Ch. 3). This effective exchange can

be ferromagnetic even when all exchange couplings between spins are antiferromagnetic. As a

result, Heisenberg spin rings with domain walls can themselves be used as building blocks of

a variety of quantum spin systems. We have also proposed physical implementations of these

exchange-coupled spin systems within quantum dot arrays. Ongoing experimental efforts in the

Levy research group involve Ge/Si quantum dots and have demonstrated the fabrication of dot

configurations with precisely-controlled positions.

For quantum wires with spatially-varying spin-orbit interaction, we have shown how a mapping

of quantum spin dynamics from time to space can be achieved. In this thesis, we considered the

specific example of spatially-mapped ESR within a spin-orbit superlattice quantum wire (Ch. 5).

This system represents a material with a spin-dependent band structure into which single-qubit

gates can be encoded. In addition, the versatility of the local metal-insulator transition method

developed in the Levy group suggests an implementation of spin-orbit superlattice quantum wires

within nanowires having tailored lateral confinement asymmetry at the interface of LaAlO3/SrTiO3
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heterostructures. The mapping we describe allows for the manipulation of spins using only spin-

orbit coupling and without any external magnetic fields.

Viewed from another perspective, the work presented in this thesis explores methods for the

manipulation of spin via internal and symmetry-maintaining interactions: the Heisenberg exchange

interaction preserves S2 and SZ as well as time-reversal symmetry, and the spin-orbit interaction

also preserves time-reversal symmetry. This is in contrast to external magnetic fields, which are

often used for spin manipulation but break both total spin symmetry (if the magnetic field is inho-

mogeneous) and time-reversal symmetry.

The discussion in this thesis also emphasizes the fundamentally new phenomena and resources

that emerge in designer quantum materials due to the connection between spin and spatial degrees

of freedom. As was described in the introductory chapter, spin cluster qubits can be thought of as

systems which effectively distribute a single spin-1
2 object over a finite region of space. In our work

on coupled Heisenberg spin rings containing domain walls, we found that the exchange between

the two domain-wall qubits is determined by the values of the spin density at the sites involved

in the spin-spin coupling. This result is directly relevant to the method of producing flying spin

qubits we present here: specifically, it provides confirmation that the transport of the localized

nonzero spin density achieved by moving the domain wall also spatially transports the spin in-

formation encoded in the spin-1
2 ground-state doublet for the entire spin system. Since the sites

with zero spin density do not contribute to the qubit coupling, they are effectively not associated

with the measurable spin information. In the case of quantum wires with spin-orbit coupling, an

interaction between spin and spatial degrees of freedom provides a pathway for mapping quantum

spin dynamics to space. The spatial degree of freedom therefore provides robust methods for both

transporting and manipulating spin.

A variety of possibilities exists for future work that can be built upon the foundation laid in this

thesis. As one example, the fact that ferromagnetic interactions between logical qubits (which can

be regarded as effective spins) can be produced using only antiferromagnetic interactions between

individual spins suggests the potential for switching between antiferromagnetic and ferromagnetic

materials within the same constructed system via electrical control of the exchange strengths. We

have also shown that topological features such as domain walls can be explicitly incorporated

into exchange-coupled spin systems. We may imagine extending this idea by introducing analo-
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gous domain walls in systems with spatially-varying spin-orbit coupling. Alternatively, topological

properties of designer quantum materials which are not intentionally introduced but which emerge

as an end result of the construction may be explored.

Another direction for future investigation involves extending the scope of the spatial analogues

of quantum dynamics introduced in this thesis. Such an extension might be achieved by, e.g.,

constructing designer quantum materials using both the exchange interaction and the spin-orbit

interaction. The construction of this new class of hybrid quantum materials may enable a gener-

alization of spatially-mapped single-qubit gates to two-qubit gates, or perhaps even full quantum

algorithms, that are encoded into the band structure of the materials. By combining a two-qubit

gate with appropriate single-qubit gates, it may be possible to achieve a new paradigm for universal

quantum gating that is based on spatially-encoded spin manipulation. An interplay of the exchange

and spin-orbit interactions within this class of designer quantum materials may also allow the con-

struction of quantum spin systems with anisotropic exchange coupling. Additionally, methods may

be explored by which the flying spin qubits, EPR pairs, and spatially-encoded quantum gates de-

scribed in this thesis can be combined with elements arising in new classes of designer quantum

materials in order to achieve a full architecture that addresses all seven DiVincenzo criteria for the

physical realization of quantum information processing.

The wealth of new resources which emerge by constructing quantum materials from spins and

their interactions, together with the multitude of possible future directions to explore, suggest that

the quest for new designer quantum materials will be both worthwhile and exciting.
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APPENDIX A

QUANTUM SPIN DYNAMICS

A.1 UNITARY TIME EVOLUTION OPERATOR

Here, we recall some general aspects of quantum dynamics useful for describing the time evolution

of the spin systems considered in this thesis. The nonrelativistic description of quantum spin

dynamics is based on the time-dependent Schrödinger equation (TDSE),

i∂tU (t) = H (t)U (t) , (A.1)

where ∂t ≡ ∂/∂t and the evolution is generated by the (spin-dependent) Hamiltonian H (t) describ-

ing the system, which in general may also change with time. The unitary time evolution operator

U (t) is the solution to Eq. ( A.1) with the initial condition U(0) = 1 and determines the time

evolution of a state |Ψ(t)〉 via

|Ψ(t)〉 = U (t) |Ψ(0)〉 . (A.2)

In general, obtaining an exact expression for U (t) given an arbitrary Hamiltonian H (t) is not

possible. The analysis can be simplified if the Hamiltonian contains time-independent terms. In

the limit of a Hamiltonian H which has no time dependence at all, the unitary time evolution

operator is U (t) = e−iHt and corresponds to stationary states |Ψi (t)〉 =e−iEit |ψi〉, where Ei and

|ψi〉 satisfy the time-independent Schrödinger equation H |ψi〉= Ei |ψi〉.

If the full Hamiltonian H (t) depends on time but contains a time-independent term of the

form H0 ∝ 1, where 1 is the identity operator in spin space, the Hamiltonian can be written as
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H (t) = H0 +H1 (t). Since H0 is proportional to the identity matrix, it commutes with the time-

dependent term H1 (t). As a result, the solution U (t) can be expressed as a product of the time

evolution operators obtained by solving the TDSE for H0 and H1 (t) separately [198]. This method

gives U(t) = e−iH0tU1(t), where U1(t) is the solution to the TDSE for H1 (t). Substituting this

factored form for U (t) along with H (t)=H0+H1 (t) into Eq. ( A.1), applying the operator identity

[199]

eABe−A = B+[A,B]+
1
2!

[A, [A,B]]+ · · · (A.3)

with A = iH0t and B = H1 (t), and using the fact that [H0, H1 (t)] = 0 results in the vanishing of all

commutators in Eq. ( A.3) leads to the TDSE for U1(t),

i∂tU1(t) = H1 (t)U1(t), (A.4)

with the initial condition U1(0) = U(0) = 1. Since H0 is proportional to the identity matrix,

the additional exponential factor e−iH0t in the full time evolution operator simply multiplies the

solution |Ψ(t)〉 by a global phase that does not change the physical meaning of |Ψ(t)〉. H1 (t)

therefore generates the nontrivial spin dynamics through Eq. ( A.4).

For the case in which the Hamiltonian depends on time but satisfies [H (t1) , H (t2)] = 0 for any

two times t1 and t2, the unitary time evolution operator can be written as

U (t) = exp

−i

tˆ

0

H(t ′)dt ′

 . (A.5)

For example, Eq. ( A.5) applies to Hamiltonians of the form H(t) =C (t)A, in which the operator

A is time-independent and all time dependence is contained in the factor C (t). This case is relevant

for the single-spin and two-spin unitary time evolution operators that are considered in Sec. 1.4.2.
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A.2 FLOQUET STATES FOR THREE-SPIN RING

For a time-varying Hamiltonian H (t), stationary states cannot exist because H (t) in general does

not possess a single set of energy eigenstates for all t. In the specific case of Hamiltonians that are

periodic in time, Floquet theory can be applied [157]. This formalism is analogous to the Bloch

theory for spatially-periodic Hamiltonians [23]. Here, we use this method to analyze the time

evolution in the pseudospin space for flying spin qubits described in Ch. 2 and derive the Floquet

state given in Eq. (2.5).

Substituting ϕ = ωt into the Hamiltonian for the three-spin ring in the pseudospin representa-

tion {|±〉} [Eq. (2.4)] gives a time-dependent Hamiltonian of the form H3 (t) = H0
3 +H1

3 (∆, ωt),

where H0
3 =

(
−3J̃0/4

)
1 and

H1
3 (∆, ωt) =

∆

2
(ΣX cosωt +ΣY sinωt) =

∆

2

 0 e−iωt

eiωt 0

 . (A.6)

Since H0
3 ∝ 1, H1

3 (∆, ωt) generates the nontrivial dynamics (see Sec. A.1). Comparing Eq. ( A.6)

with the Zeeman Hamiltonian for a single spin-1
2 particle in a magnetic field B [Eq. (1.18)] reveals

that H1
3 (∆, ωt) represents the coupling of the pseudospin to an effective magnetic field

Bps = − ∆

gµB
(cosωt x̂+ sinωt ŷ) . (A.7)

Eq. ( A.7) describes a pseudomagnetic field rotating with frequency ω in the xy plane of the Bloch

sphere (Fig. 1.3) for the pseudospin basis {|±〉}. This field has an exchange-dependent strength

determined by ∆ = 3J̃1/2, where J̃1 is the exchange modulation amplitude [see Eq. (3.2)]. The

splitting due to this pseudomagnetic field is illustrated in Fig. 3.1.

Although the Hamiltonian in Eq. ( A.6) varies continuously in time, it repeats at regular time

intervals T = 2π/ω such that H1
3 (∆,ω t +2π) = H1

3 (∆,ω t) . This corresponds to the fact that the

domain wall returns to its original location within the three spin-ring after one full revolution,

during which ϕ changes by 2π. Because of this temporal periodicity, the eigenstates of the Hamil-

tonian for t = 0 can be associated with dynamic states of the system at later times rT , where r is

the number of complete revolutions of the domain wall around the ring.
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Using Eq. ( A.2), we can write the TDSE as i∂t |Ψ(t)〉= H (t) |Ψ(t)〉. In general, for a Hamil-

tonian with period T such that H (t +T ) = H (t), Floquet’s theorem states that there exist solutions

to the TDSE of the form |Ψm (t)〉 = e−iεmt |φm (t)〉, where |φm (t)〉 has the property |φm (t +T )〉 =

|φm (t)〉. Using the relation |Ψm (t)〉 = U(t) |Ψm (0)〉 leads to |φm (t)〉 = eiεmtU(t) |φm (0)〉. Since

|φm (0)〉= |φm (T )〉= |φm (2T )〉= · · ·= |φm (rT )〉, it follows that |φm (rT )〉= eiεmrTU (rT ) |φm (0)〉

can be rewritten in the form

U (rT ) |φm (T )〉 = e−iεmrT |φm (T )〉 . (A.8)

This is an eigenvalue equation which shows that the eigenvectors of U (rT ) are the states |φm (T )〉.

In what follows, these eigenvectors are referred to as Floquet states. Note that the Floquet states are

the same for all values of r. The corresponding eigenvalues
{

λm = e−iεmrT} are complex numbers

of unit modulus, and εm = i lnλm/rT is called the quasienergy associated with the Floquet state

|φm (T )〉. Eq. ( A.8) signifies that the Floquet states and quasienergies for the evolution of a system

over a time interval rT can be determined by diagonalizing the operator U (rT ). The Floquet states

obtained in this way serve to characterize the dynamics of the system in situations where the

concept of stationary states is not applicable but temporal periodicity exists.

To determine the Floquet states associated with the domain wall dynamics in the three-spin

ring, we first use Eq. ( A.4) with H (t) = H1
3 (∆, ωt) to solve for U1 (t). Let the matrix elements

of U1 (t) in the pseudospin basis be denoted by uab (t) = 〈a|U1 (t) |b〉, where a,b =±. Using Eq.

( A.4) and Eq. ( A.6) gives two pairs of complex coupled differential equations:

i
du++ (t)

dt
=

∆

2
e−iω tu−+ (t) ,

i
du−+ (t)

dt
=

∆

2
eiω tu++ (t) , (A.9)

and a second pair of equations obtained by making the replacements u++→ u+− and u−+→ u−−

in ( A.9). In what follows, we derive the solutions to the system in Eq. ( A.9) in order to obtain

the first column of U1 (t); the same method can be used to obtain the second column. Applying

the initial condition U1 (0) = 1 gives u++ (0) = 1 and u−+ (0) = 0. The equations in ( A.9) can be

solved analytically by a transformation to a coordinate system rotating with the pseudomagnetic
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field Bps at the frequency ω. [200] This transformation is given by rewriting Eq. ( A.9) in terms of

the new functions

v++ ≡ e−iωt/2u++,

v−+ ≡ eiωt/2u−+. (A.10)

The transformed versions of Eq. ( A.9) yield

i
d
dt

 v++

v−+

 = Hrot

 v++

v−+

 , (A.11)

where the corresponding time-independent Hamiltonian Hrot in the rotating frame is given by

Hrot =
1
2

 −ω ∆

∆ ω

=
1
2
(−ωΣZ +∆ΣX) . (A.12)

With this form for Hrot, Eq. ( A.11) is equivalent to the TDSE for the coupling of the pseudospin to

a static magnetic field. Since Hrot is independent of time, the corresponding time evolution operator

V (t) constructed from the matrix elements vab (t) = 〈a|V (t) |b〉 is given by V (t) = e−iHrott . To

calculate this operator, we recall a useful identity for spin rotation operators [74]: a rotation about

an axis defined by a unit vector n̂ of the Bloch sphere by an angle θ can be written in the form

Rn̂ (θ) = eiθn̂·σσσ/2 = cos
(

θ

2

)
1+ isin

(
θ

2

)
n̂ ·σσσ. (A.13)

Eq. ( A.12) has the form Hrot = −b · ΣΣΣ, where b ≡ (−∆x̂+ωẑ)/2 is proportional to the static

effective magnetic field. Since the pseudospin operators {ΣX ,ΣY ,ΣZ} are the representations of

the Pauli matrices in the pseudospin basis {|±〉}, we can set θn̂/2 = tb in Eq. ( A.13), which gives

V (t) = eitb·ΣΣΣ (A.14)

= cos

(√
∆2 +ω2

2
t

)
1+ isin

(√
∆2 +ω2

2
t

)(
− ∆√

∆2 +ω2
ΣX (A.15)

+
ω√

∆2 +ω2
ΣZ

)
. (A.16)
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From this expression, we find

v++ (t) = cos

(√
∆2 +ω2

2
t

)
+ i

ω√
∆2 +ω2

sin

(√
∆2 +ω2

2
t

)
,

v−+ (t) = −i
∆√

∆2 +ω2
sin

(√
∆2 +ω2

2
t

)
. (A.17)

The matrix elements u++ (t) and u−+ (t) can then be obtained from these expressions by inverting

Eq. ( A.10). The above analysis can be repeated to find the remaining matrix elements u+− (t) and

u−− (t) in order to obtain the full solution for U1 (t).

Having obtained the general solution U1 (t), we now set t = 2T = 4π/ω and diagonalize the

matrix U4π/ω ≡U1 (2T ) corresponding to two revolutions of the domain wall in order to obtain the

Floquet states and quasienergies, each of which can be associated with an eigenstate of H1
3 (∆, ϕ)

for a particular initial value of ϕ. Based on the analysis in Sec. 2.3, we choose ϕ = 0, so that

the domain wall is located at site k = 3 within the three-spin ring. In this case, the ground state is

|ϕ = 0〉 = 1√
2
(|+〉− |−〉) = |SS0〉, the pseudospin lies along the positive axis associated with ΣX

(see Fig. 2.4), and the associated Floquet state is found to be

∣∣φg (∆, ω)
〉

=
1

N0

{[
ω

∆
+

√
1+
(

ω

∆

)2
]
|+〉− |−〉

}
, (A.18)

where

N0 =

{
2

[(
ω

∆

)2
+

ω

∆

√
1+
(

ω

∆

)2
+1

]}1/2

is a normalization constant. The quasienergy corresponding to this Floquet state is

εg = −ω+
√

ω2 +∆2

2
.

The correspondence between
∣∣φg(∆, ω)

〉
and the initial ground state |SS0〉 can be seen by taking the

limit ω→ 0. Re-expressing Eq. ( A.18) in terms of |SS0〉 and neglecting normalization constants

leads to the state |X+;ω〉 in Eq. (2.5). Assuming ω> 0 and diagonalizing U−4π/ω gives the Floquet

state |X+;−ω〉.
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A.3 SPATIAL FORMULATION OF SPIN RESONANCE

In this section, we map the standard formalism used to describe spin resonance via the TDSE [200]

to a description in terms of spatial evolution, which form the basis of the continuum analytical

model for spin spatial resonance discussed in Sec. 5.3. This mapping is based on a spatial analogue

of the TDSE, which is given in Eq. (5.2):

i∂yŨ (y) = K (y)Ũ (y) .

In Sec. 5.3, the quasimomentum operator [Eq. (5.15)]

K (y) =
k0

2
σx− k1 cos(ky)σz

is chosen to have a form analogous to that of a time-dependent Hamiltonian which is known to

give rise to spin resonance. In the expression for K (y), the spatial coordinate y plays the role of

time. The wavevectors k0, k1, and k represent spatial analogues of temporal frequencies. In what

follows, the Pauli matrices are represented with respect to the basis {|↑〉x , |↓〉x} used in Ch. 5:

σx =

 1 0

0 −1

 , σy =

 0 i

−i 0

 , σz =

 0 1

1 0

 . (A.19)

We denote the matrix elements of Ũ (y) by uab (y) = 〈a|Ũ (y) |b〉, where a,b = 1,2 with |1〉 ≡ |↑〉x
and |2〉 ≡ |↓〉x. Substituting Eq. (5.15) into Eq. (5.2) yields the coupled equations

i
du11 (y)

dy
=

k0

2
u11 (y)− k1 cos(ky)u21,

i
du21 (y)

dy
= −k1 cos(ky)u11−

k0

2
u21 (y) . (A.20)

as well as the two equations obtained via the replacements u11→ u12 and u21→ u22. In analogy to

the method discussed in Sec. A.2, a transformation to a “rotating” frame can be defined via

v11 ≡ eiky/2u11,

v21 ≡ e−iky/2u21. (A.21)

After some simplification, this leads to the equations
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i
dv11

dy
= −∆k

2
v11−

k1

2

(
1+ e2iky

)
v21,

i
dv21

dy
= −k1

2

(
1+ e−2iky

)
v11 +

∆k
2

v21, (A.22)

where we have defined ∆k ≡ k− k0.

We now use a spatial counterpart of the rotating wave approximation to eliminate the exponen-

tial terms in Eq. ( A.22), since they have the spatial frequency 2k and therefore oscillate rapidly in

space compared to the other terms in these equations when ∆k� k. This is true near resonance,

which occurs for k = k0. The remaining terms can be written in the form

i
d
dy

 v11

v21

 = K̃

 v11

v21

 , (A.23)

with the space-independent quasimomentum operator

K̃ = −1
2

 ∆k k1

k1 −∆k

=−1
2
(∆k σx + k1 σz) . (A.24)

Since the matrix elements v12 and v22 also satisfy Eq. ( A.23), we can write

i∂yV (y) = K̃V (y) . (A.25)

The spatial evolution operator is then given by V (y) = e−iK̃y. Using the method based on the the

identity in Eq. ( A.13) given in Sec. A.2 to determine V (y) gives

V (y) = cos


√

∆k2 + k2
1

2
y

1+ isin


√

∆k2 + k2
1

2
y

 ∆k√
∆k2 + k2

1

σx (A.26)

+
k1√

∆k2 + k2
1

σz

 , (A.27)
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from which

v11 (y) = cos


√

∆k2 + k2
1

2
y

+ i
∆k√

∆k2 + k2
1

sin


√

∆k2 + k2
1

2
y

 ,

v21 (y) = i
k1√

∆k2 + k2
1

sin


√

∆k2 + k2
1

2
y

 . (A.28)

These expressions can be used to find u11 (y) and u21 (y) by inverting Eq. ( A.21). In the same way,

v12 (y) and v22 (y) can be used to determine u12 (y) and u22 (y), and the full matrix for Ũ (y) can be

constructed.

The matrix elements of Ũ (y) can be used to write expressions for the spin polarization com-

ponents 〈Snτ〉, where τ = x,y,z. For the spin polarization shown in Fig. 5.2(d), the spin is in the

state |↑〉x at n = 1 (y = 0). In this case, the spin polarization components can be written in terms of

the matrix elements u11 and u21 as

〈Snx〉 =
1
2

(
|u11|2−|u21|2

)
〈
Sny
〉

=
i
2
(u∗11u21−u∗21u11)

〈Snz〉 =
1
2
(u∗11u21 +u∗21u11) (A.29)

At resonance, which corresponds to the condition ∆k = k− k0 = 0, the expressions for the spin

polarization components simplify to

〈Snx〉 =
1
2

cosk1y,〈
Sny
〉

= −1
2

cosky sink1y,

〈Snz〉 =
1
2

sinky sink1y, (A.30)

which are used to obtain Fig. 5.2(d).
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APPENDIX B

SPIN-ORBIT SUPERLATTICE QUANTUM WIRE HAMILTONIAN

Here, we show how we obtain the expressions (5.12)-(5.14) given in Ch. 5 for the terms in the

Hamiltonian describing a spin-orbit superlattice quantum wire [Eq. (5.3)]. From Eqs. (5.4)-(5.6),

the tight-binding expressions for the terms in the Hamiltonian are

H0 = −t0 ∑
n,σ

(
c†

n+1,σcn,σ +H.c.
)
, (B.1)

Hunif
so = −tunif

so ∑
n,σ,σ′

[
c†

n+1,σ′ (iσx)σ′σ cn,σ +H.c.
]
, (B.2)

Hosc
so = −tosc

so ∑
n,σ,σ′

[
ϕnc†

n+1,σ′ (iσz)σ′σ cn,σ +H.c.
]
, (B.3)

with ϕn = cos(2πn/m). The full Hamiltonian H = H0 +Hunif
so +Hosc

so has a periodicity of m lat-

tice sites that matches that of the spatially-oscillating spin-orbit hopping amplitude in Eq. ( B.3).

Since full translational invariance does not exist when tosc
so 6= 0, the direct application of a Fourier

transform such as that given in Eq. (4.30) is not possible. Instead, the lattice of N sites can be

regarded as a smaller effective lattice of N′ = N/m sites with m sublattices. The site index can

then be re-expressed as n = mn′+ l, where n′ = 0,1, . . . ,N′− 1 labels the site with respect to the

effective lattice, and l = 1,2, . . . ,m labels the sublattice. In terms of these indices, ϕn is given by

ϕmn′+l = cos
[

2π

m

(
mn′+ l

)]
= cos

(
2πn′+

2πl
m

)
= cos

(
2πl
m

)
≡ ϕl, (B.4)

which shows that the spatially-oscillating spin-orbit hopping amplitude only depends on the sub-

lattice index l.
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The allowed dimensionless quasimomenta for the effective N′-site lattice can be written as

q j ≡ 2π j/N′, where j is an integer such that −N′/2≤ j < N′/2. We also define reciprocal lattice

vectors associated with the m-site periodicity as Qp ≡ 2πp/m, with p an integer such that−m/2≤

p < m/2. The effective lattice description then allows a Fourier transform of the operators cmn′+l,σ

and c†
mn′+l,σ to be defined for each sublattice l separately, which we carry out via Eq. (5.10):

c̃ j,l,σ =
1√
N′

N′−1

∑
n′=0

e−iq j(mn′+l)cmn′+l,σ. (B.5)

Inverting this transformation gives

cmn′+l,σ =
1√
N′

∑
j

eiq j(mn′+l)c̃ j,l,σ. (B.6)

We can rewrite Eqs. ( B.1)-( B.3) in terms of the operators cmn′+l,σ and c†
mn′+l,σ. Substituting the

relation ( B.6) for these operators then leads to

H0 = − t0
N′∑l,σ

∑
j, j′

{[
∑
n′

ei(q j−q j′)mn′
]

ei(q j−q j′)le−iq j′ c̃†
j′,l+1,σc̃ j,l,σ +H.c.

}
,

Hunif
so = −tunif

so
N′ ∑

l,σ,σ′,
∑
j, j′

{[
∑
n′

ei(q j−q j′)mn′
]

ei(q j−q j′)le−iq j′ c̃†
j′,l+1,σ′ (iσx)σ′σ c̃ j,l,σ +H.c.

}
,

Hosc
so = −tosc

so
N′ ∑

l,σ,σ′,
∑
j, j′

{[
∑
n′

ei(q j−q j′)mn′
]

ϕle
i(q j−q j′)le−iq j′ c̃†

j′,l+1,σ′ (iσz)σ′σ c̃ j,l,σ

+H.c.} , (B.7)

where we have used Eq. ( B.4) to replace ϕn by ϕl . To simplify these expressions, we apply the

lattice-sum identity [23]

N′−1

∑
n′=0

e−i(q j−q j′)mn′ = N′δq j′ ,q j−Qp. (B.8)

By using Eq. ( B.5) and noting that

q j′ = q j−Qp =
2π j
N′
− 2πp

m
=

2π

N′

(
j− N′p

m

)
= q j−N′p/m,

we can also obtain the relation

c̃ j−N′p/m,l+1,σ = eiQp(l+1)c̃ j,l+1,σ.
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The expressions ( B.7) then reduce to

H0 = −t0 ∑
j,l,σ

(
e−iq j c̃†

j,l+1,σc̃ j,l,σ +H.c.
)
,

Hunif
so = −tunif

so ∑
j,l,σ,σ′

[
e−iq j c̃†

j,l+1,σ′ (iσx)σ′σ c̃ j,l,σ +H.c.
]
,

Hosc
so = −tosc

so ∑
j,l,σ,σ′

ϕl

[
e−iq j c̃†

j,l+1,σ′ (iσz)σ′σ c̃ j,l,σ +H.c.
]
. (B.9)

From Eq. ( B.9), we see that the transformation ( B.5) is not sufficient to bring the Hamiltonian to

diagonal form.

In order to proceed, we apply a second transformation, defined in Eq. (5.11) by

d j,p,σ ≡ 1√
m

m

∑
l=1

e−iQpl c̃ j,l,σ, (B.10)

for which the inverse transformation is

c̃ j,l,σ =
1√
m ∑

p
eiQpld j,p,σ.

We then obtain

H0 = − t0
m ∑

j,σ
∑
p,p′

{[
∑

l
ei(Qp−Qp′)l

]
e−i(q j+Qp′)d†

j,p′,σd j,p,σ +H.c.

}
, (B.11)

Hunif
so = −tunif

so
m ∑

j,σ,σ′
∑
p,p′

{[
∑

l
ei(Qp−Qp′)l

]
e−i(q j+Qp′)d†

j,p′,σ′ (iσx)σ′σ d j,p,σ (B.12)

+H.c.} , (B.13)

Hosc
so = −tosc

so
m ∑

j,σ,σ′
∑
p,p′

{[
∑

l
ϕle

i(Qp−Qp′)l

]
e−i(q j+Qp′)d†

j,p′,σ′ (iσz)σ′σ d j,p,σ (B.14)

+H.c.} . (B.15)

Applying the identity

m

∑
l=1

ei(Qp−Qp′)l = mδp,p′ (B.16)

to H0 and Hunif
so gives, after some manipulation of the indices in order to combine like terms,

H0 = −2t0 ∑
j,p,σ

cos
(
q j +Qp

)
d†

j,p,σd j,p,σ, (B.17)

Hunif
so = −2tunif

so ∑
j,p,σ,σ′

(σx)σ′σ sin
(
q j +Qp

)
d†

j,p,σ′d j,p,σ. (B.18)
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Eq. ( B.17) is identical to Eq. (5.12) in Ch. 5 and shows that H0 is diagonal in the basis associated

with the operators d j,p,σ and d†
j,p,σ. To see that Hunif

so is also diagonal in this basis, we use (σx)σ′σ =

σδσ′,σ, where σ,σ′ = ± refer to the x components of spin. This relation follows directly from the

Pauli matrix representation given in Eq. ( A.19). Eq. ( B.18) then takes the diagonal form

Hunif
so = −2tunif

so ∑
j,p,σ

σsin
(
q j +Qp

)
d†

j,p,σ′d j,p,σ, (B.19)

which agrees with Eq. (5.13).

To obtain the expression in Eq. (5.14) for Hosc
so , we evaluate the sum in Eq. ( B.14) using the

identity given in Eq. ( B.16):

m

∑
l=1

ϕle
i(Qp−Qp′)l = ∑

l
cos
(

2πl
m

)
ei2π(p−p′)l/m

=
1
2 ∑

l

(
ei2πl/m + e−i2πl/m

)
ei2π(p−p′)l/m

=
1
2

[
∑

l
ei2π(p−p′+1)l/m +∑

l
ei2π(p−p′−1)l/m

]
=

m
2
(
δp′,p+1 +δp′,p−1

)
, (B.20)

which is simply the result for the discrete Fourier transform of the site-dependent hopping factor

ϕl = cos(2πl/m). Substituting Eq. ( B.20) into Eq. ( B.14) and again performing some manipula-

tion of indices in order to regroup terms yields

Hosc
so = −tosc

so ∑
j,p,σ,σ′

(σz)σ′σ sin
(

q j +Qp +
π

m

)(
e−iπ/md†

j,p+1,σ′d j,p,σ +H.c.
)
.

With (σz)σ′σ = 1−δσ′,σ (see Eq. ( A.19)), this becomes

Hosc
so = −tosc

so ∑
j,p,σ,σ′

(
1−δσ′,σ

)
sin
(

q j +Qp +
π

m

)(
e−iπ/md†

j,p+1,σ′d j,p,σ +H.c.
)
, (B.21)

which is identical to Eq. (5.14) in Ch. 5.

As is evident from Eq. ( B.21), the basis associated with the operators d j,p,σ and d†
j,p,σ does not

diagonalize the full Hamiltonian. However, writing Hosc
so in this basis reveals that the oscillating

spin-orbit interaction couples neighboring bands p and p± 1 of opposite spin (σ′ 6= σ). This

coupling allows the full 2m-dimensional representations of the Hamiltonian defined by the set of

all possible states {| j, p, σ〉} for a fixed value of j to be reduced to two m-dimensional ones. For
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the specific case N = 20, m = 4 considered in Ch. 5, the possible values of the band index are

p = −2,−1,0,1 so that there are 2m = 8 states for each value of j. The coupling of these states

due to Hosc
so results in a division into two spaces of dimension m = 4,

R+ ≡ {| j,−2, ↑〉 , | j,−1, ↓〉 , | j, 0, ↑〉 , | j, 1, ↓〉} ,

R− ≡ {| j,−2, ↓〉 , | j,−1, ↑〉 , | j, 0, ↓〉 , | j, 1, ↑〉} .

For this case, it is possible to obtain exact analytical expressions for the operators which diago-

nalize the 4× 4 matrix representations of the full Hamiltonian defined by the spaces R+ and R−.

Since these expressions are complicated, we use mainly numerical diagonalization to obtain the

spectrum and spin polarization for the tight-binding Hamiltonian in Ch. 5.
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