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Proteins are dynamic molecules whose ability to undergo conformational changes and fluctuations can impact their biological function, such as enzyme catalysis and substrate recognition. Mutations or perturbations that do not significantly change protein structure can often have a significant effect on the function by disrupting important internal motions and conformational states. Due to the importance of protein dynamics on function, dynamics have been extensively studied by many different biophysical methods as well as computational means. One of the methods to characterize protein dynamics is by nuclear magnetic resonance (NMR) spectroscopy. NMR spectroscopy is a powerful tool for the characterization of the structure as well as the dynamics of biological molecules. In particular, NMR relaxation experiments have been used to characterize protein motion in a wide range of timescales ranging from sub-nano second (ns) motions up to millisecond (ms) and above. Recent advances in instrumentation, such as the introduction of commercially available cryogenic probes and higher field static magnets (with \(^1\)H Larmor frequency of 900 MHz and above), have increased the sensitivity of NMR experiments. However, reevaluation of the methods used in NMR relaxation experiments and the analysis of the data is required to confirm whether the same experimental methods remain valid for the improved instrumentation. In this thesis, the NMR relaxation experiments were evaluated and improvements in the experimental aspects and the analysis of the NMR relaxation data are made for high resolution NMR experiments. In addition, NMR relaxation experiments
were used to investigate the dynamics of the Sarcoplasmic Reticulum Ca\(^{2+}\) ATPase and the Human Immunodeficiency Virus Type 1 Protease wild-type (WT) and mutant forms.
# TABLE OF CONTENTS

PREFACE........................................................................................................................................... XVI

1.0 **INTRODUCTION**................................................................................................................................. 1

1.1 **SOLUTION NMR SPECTROSCOPY FOR THE STUDY OF PROTEINS.** 3

1.2 **DYNAMICS INFORMATION FROM NMR RELAXATION EXPERIMENTS**................................................................................................................................. 5

1.3 **SUMMARY OF GOAL AND SUBPROJECTS**................................................................................. 8

2.0 **PRACTICAL ASPECTS OF $^{15}$N CPMG TRANSVERSE RELAXATION EXPERIMENTS FOR PROTEINS IN SOLUTION**......................................................................................... 10

2.1 **INTRODUCTION** .......................................................................................................................... 11

2.2 **METHODS** ................................................................................................................................... 14

2.2.1 Simulation......................................................................................................................................... 14

2.2.2 Experiments..................................................................................................................................... 19

2.3 **RESULTS AND DISCUSSIONS** .................................................................................................. 21

2.3.1 Study Aim ...................................................................................................................................... 21

2.3.2 Simulation of $^{15}$N transverse relaxation using a standard pulse scheme (Scheme I) ....................................................................................................................................................... 23

2.3.3 Simulation of $^{15}$N transverse relaxation in the presence of $^1$H composite decoupling (Scheme II) ...................................................................................................................................................... 23
2.3.4 Simulation of $^{15}$N transverse relaxation in the presence of frequent $^1$H 180° pulses (Scheme III)........................................................................................................ 27
2.3.5 $^{15}$N transverse relaxation experiments recorded using a 600 MHz NMR instrument equipped with an ambient temperature probe. ........................................ 28
2.3.6 $^{15}$N transverse relaxation experiments recorded using a 800 MHz NMR instrument equipped with a cryogenic probe. ............................................................... 30
2.3.7 Comparison of $^{15}$N $R_2$ values recorded with the 600 MHz and 800 MHz instruments ................................................................................................................. 32
2.3.8 $^{15}$N transverse relaxation experiments results with [u-$^{15}$N]-ubiquitin (Scheme II).......................................................................................................................... 33
2.3.9 Application to the determination of small R$_2$ values ............................... 34
2.4 CONCLUSIONS ................................................................................................ 36

3.0 CHEMICAL EXCHANGE EFFECTS DURING REFOCUSING PULSES IN CONSTANT-TIME CPMG RELAXATION DISPERSION EXPERIMENTS .............. 38
3.1 INTRODUCTION ............................................................................................. 39
3.2 METHODS ......................................................................................................... 41
3.2.1 Master Equation.................................................................................................. 41
3.2.2 Schemes for the CT-CPMG simulation .................................................... 43
3.2.3 Parameters applied for CT-CPMG simulations .............................................. 45
3.3 RESULTS AND DISCUSSION ....................................................................... 47
3.3.1 CPMG Simulations in the absence of chemical exchange........................ 47
3.3.2 Effect of an additional 180° phase cycle on the calculation of CPMG $R_2$ dispersion profiles. ........................................................................................................... 50
3.3.3 Effect of R₁ on the calculation of R₂ dispersion profiles using the [00130031]⁺ scheme ............................................................. 51
3.3.4 Effects on pulse width in the [00000000]⁺ scheme ....................... 52
3.3.5 Effects on pulse width in the [00130031]⁺ scheme ....................... 55
3.3.6 Effects of chemical exchange during pulsing when a long pulse is employed for CPMG R₂ dispersion ........................................... 58
3.3.7 Effects on pulse width in the case of large pulse miscalibration .... 59
3.3.8 Effects of chemical exchange during pulsing when site A is not located at the carrier frequency ......................................................... 62
3.3.9 Effects of pulse width in the case of pulse miscalibration .......... 63

3.4 CONCLUSIONS ............................................................................... 65

4.0 QUANTITATIVE COMPARISON OF ERRORS IN ¹⁵N TRANSVERSE RELAXATION RATES MEASURED USING VARIOUS CPMG PHASING SCHEMES ....... 67

4.1 INTRODUCTION ............................................................................. 68

4.2 METHODS ...................................................................................... 70

4.2.1 NMR Experiments ................................................................. 70
4.2.2 Data Analysis ......................................................................... 72
4.2.3 Simulation .................................................................................. 74

4.3 RESULTS AND DISCUSSION ......................................................... 76

4.3.1 Simulated off-resonance frequency dependence of [00-00] and [00-13] at a practical r.f. power level ..................................................... 76
4.3.2 Effects of pulse strength miscalibration on $R_2$ error, determined by simulation.................................................................................................................... 81

4.3.3 Experimental $R_2$ determined using [00-00], [00-13], and [0013-0013] sequences.................................................................................................................... 83

4.3.4 Off-resonance systematic error is not observed in large proteins........ 87

4.4 CONCLUSIONS................................................................................................. 88

5.0 CHARACTERIZATION OF SARCOPLASMIC RETICULUM CA$^{2+}$ ATPASE NUCLEOTIDE BINDING DOMAIN MUTANTS USING NMR SPECTROSCOPY ...... 89

5.1 INTRODUCTION ............................................................................................. 90

5.2 MATERIALS AND METHODS........................................................................... 91

5.2.1 Protein Expression and Purification ......................................................... 91

5.2.2 Circular Dichroism and UV Spectroscopies ............................................. 93

5.2.3 NMR Experiments ...................................................................................... 93

5.3 RESULTS ........................................................................................................... 95

5.3.1 Effect of Mutation on SERCA-N secondary structure ......................... 95

5.3.2 Effect of Mutation on SERCA-N Chemical Shifts ................................. 97

5.3.3 Effect of Mutation on the $^{15}$N Backbone Dynamics of SERCA-N ...... 100

5.3.4 Effect of Mutation on AMP-PNP binding .............................................. 102

5.4 DISCUSSION ................................................................................................... 106

5.5 CONCLUSIONS.............................................................................................. 108

6.0 DIFFERENTIAL FLAP DYNAMICS IN WILD-TYPE AND A DRUG RESISTANT VARIANT OF HIV-1 PROTEASE REVEALED BY MOLECULAR DYNAMICS AND NMR RELAXATION .............................................................................. 110
LIST OF TABLES

Table 2.1 Simulation and experiment parameters................................................................. 18

Table 6.1 The number of residues for which the relaxation data was analyzed by the given model in model-free analysis. .................................................................................................................. 122

Table 6.2 The mean and standard deviation for the distance distributions in Å between atom pairs averaged over 80 monomers during 100 ns MD trajectories................................................................. 133
LIST OF FIGURES

Figure 2.1  Three CPMG pulse trains for application during a relaxation period in the $^{15}$N R$_2$ experiment.............................................................................................................................................................................. 17

Figure 2.2  Fractional R$_2$ difference and rmsd of intensities calculated for the simulated $^{15}$N transverse magnetization decay using Schemes I and II.................................................................................................................. 24

Figure 2.3  Fractional R$_2$ difference and rmsd of intensities calculated for the simulated $^{15}$N transverse magnetization decays with Schemes III. .............................................................................................................. 26

Figure 2.4  Correlation of experimental $^{15}$N R$_2$ values for [u-$^{15}$N, u-$^2$H]-ubiquitin recorded using a 600 MHz NMR instrument equipped with an ambient temperature probe.......................................................... 29

Figure 2.5  Correlation of experimental $^{15}$N R$_2$ values for [u-$^{15}$N, u-$^2$H]-ubiquitin recorded using a 800 MHz NMR instrument equipped with a cryogenic temperature probe................................. 31

Figure 2.6  One dimensional spectrum of the first $t_1$ point (Scheme II) and correlation of the R$_2$ values from Scheme I and II ........................................................................................................................................... 34

Figure 3.1  Pulse schemes of the CT-CPMG relaxation experiments that are compared in this study........................................................................................................................................................................... 40

Figure 3.2  $R_2$ values calculated as a function of effective field strength for correctly calibrated pulses and also in the case of pulse miscalibration. shown by the dashed line (--)...................... 49
Figure 3.3 $R_2$ profile calculated as a function of effective field strength demonstrating effect of resonance offset and contamination of $R_2$ by $R_1$ relaxation. ........................................................ 51

Figure 3.4 $R_2$ profile and a time course of the Z-magnetization calculated using the [00130031]± scheme........................................................................................................................................... 52

Figure 3.5 $R_2$ dispersion profiles calculated in the presence of chemical exchange for fast exchange and slow exchange using the [00000000]± scheme. ................................................................................................................... 55

Figure 3.6 $R_2$ dispersion profiles calculated in the presence of chemical exchange for fast exchange and slow exchange using the [00130031]± scheme ............................................................................................................................ 57

Figure 3.7 $R_2$ dispersion profiles calculated with $\tau_{180} = 120$ µs for the [00000000]± and the [00130031]± schemes. ............................................................................................................................ 58

Figure 3.8 $R_2$ dispersion profiles calculated for fast exchange and slow exchange when the pulse is miscalibrated. ............................................................................................................................ 60

Figure 3.9 $R_2$ dispersion profiles for site A at 400 Hz off-resonance frequency for [00000000]± and the [00130031]± schemes. ................................................................................................................... 63

Figure 3.10 $R_2$ dispersion profiles calculated for fast exchange and slow exchange when the $^{15}$N pulse has smaller miscalibration error compared to Figure 3.8 ................................................................. 64

Figure 4.1 Simulated time course of transverse magnetization simulated using the [00-00] sequence and the [00-13] sequence.............................................................................................................. 77

Figure 4.2 Transverse relaxation rate, $R_2$, and its error, $R_2^{\text{fit.err}}$, determined by simulation using the [00-00] and the [00-13] sequences, plotted as a function of the absolute off-resonance frequency, $\omega_{\text{off}}/2\pi$. .............................................................................................................. 79
Figure 4.3 Transverse relaxation rate, $R_2$, and its error, $R_2^{\text{fit.err}}$, determined by simulation, plotted as a function of the off-resonance frequency, $\omega_{\text{off}}/2\pi$, for [00-00] and [00-13] sequences at different $B_1$ values.

Figure 4.4 Comparison of experimentally determined transverse relaxation rate, $R_2$, for ubiquitin experimentally determined using the [00-00], [00-13], and [0013-0013] sequences.

Figure 4.5 Experimentally determined uncertainties, $R_2^{\text{err}}$, of the transverse relaxation rates for ubiquitin [00-00], [00-13], and [0013-0013] sequences on a 900 MHz NMR instrument.

Figure 4.6 Transverse relaxation rate, $R_2$, and its uncertainty, $R_2^{\text{err}}$, for HIV-1 protease experimentally determined using the [00-00] sequence on a 600 MHz NMR instrument.

Figure 5.1 The Circular Dichroism spectra of the WT, E412G, T441A, R560V, and C561A SERCA-N and qualitative estimate of protein stability recorded at 50 °C.

Figure 5.2 Differences in amide backbone chemical shifts, $\Delta \delta$, compared to WT SERCA-N for the E412G, T441A, R560V, and C561A mutants.

Figure 5.3 $^{15}$N-$^1$H HSQC spectra of E412G, T441A, R560V, and C561A SERCA-N mutants overlaid on that of WT.

Figure 5.4 The backbone transverse relaxation rates, $R_2$, for the WT, T441A, and C561A SERCA-N mutants in the presence and absence of 10 mM AMP-PNP.

Figure 5.5 The backbone $^{1}H$-$^{15}$N NOE for the WT, T441A, and C561A SERCA-N mutants in the presence and absence of 10 mM AMP-PNP.

Figure 5.6 Differences in amide backbone chemical shifts, $\Delta \delta$, between proteins in the presence and absence of AMP-PNP for WT, E412G, T441A, R560V, and C561A SERCA-N.

Figure 5.7 Illustration of residues with significant chemical shift changes, $\Delta \delta$, upon AMP-PNP binding on a SERCA-N structure for the WT, T441A, R560V, and C561A.
Figure 6.1  Location of mutations for drug-resistant HIV-1 protease variant Flap+ ..................... 114
Figure 6.2  NMR relaxation data for WT and Flap+ HIV-1 protease. ........................................ 120
Figure 6.3  Dynamic parameters obtained from model free analysis of NMR relaxation data for
WT and Flap+ HIV-1 protease. .................................................................................................. 124
Figure 6.4  Change in dynamic parameters in Flap+ with respect to the WT HIV-1 protease
calculated from the data in Figures 6.2 and 6.3. ................................................................. 125
Figure 6.5  Order parameters of backbone N-H bonds calculated from MD simulation and NMR
experiments for WT and Flap+ protease. ................................................................................ 127
Figure 6.6  The 20 snapshots of WT and Flap+ HIV-1 protease conformation at the end of each
100 ns MD simulations. ......................................................................................................... 132
Figure 6.7  RMSF values of the Cα atoms for each residue in the 40 100nsec MD simulations
displayed as boxplots for WT and Flap+ HIV-1 protease. ..................................................... 133
Figure 6.8  Distribution in percent of distances in Å between the nitrogen atoms in the amino
group of the K55 and K55’ side chain for WT and Flap+ protease......................................... 133
Figure 6.9  Distribution in percent of distances in Å between alpha carbons of the flaps, 80s loop
and the active site in WT and Flap+ HIV-1 protease.............................................................. 135
PREFACE

I am grateful to my thesis advisor, Prof. Rieko Ishima for all her direction and guidance throughout my graduate studies. From her, I gained significant knowledge of biophysics and structural biology as well as learned how to be a scientist. She has been a fountain of support and guidance through the many research projects presented in this thesis.

I would also like to thank my dissertation committee members: Prof. Gordon Rule, who served as my committee chair, Prof. Billy Day, Prof. Pei Tang, and Prof. Daniel Zuckerman for their guidance, suggestions, and stimulating discussions through my graduate work.

I would also like to thank the department of Structural Biology and the Molecular Biophysics and Structural Biology program. The teachers through my courses ingrained in me the essential skills necessary to pursue my scientific study.

Finally, I would like to thank my family and my friends for their love and continued support.
1.0 INTRODUCTION

In the field of biophysics and structural biology, the relationship between the structure and function of biological molecules has been extensively studied to gain better understanding of how they function. In the case of proteins, detailed atomic and molecular level structures determined from a variety of biophysical methods (such as X-ray crystallography, Nuclear Magnetic Resonance spectroscopy, and Cryo-electron microscopy.) have been useful in getting insight into protein function. However, proteins are dynamic molecules and the internal motions and conformational changes of proteins are important for their function. Full understanding of the mechanism of protein function can not be obtained based only on structural information but require characterization of the associated internal dynamics.

Many different experimental and computational methods have been used to characterize internal motions of proteins. NMR relaxation experiments are one set of methods that have been widely used to study the dynamics of protein backbone and side-chain (34; 152; 86; 51; 153; 21; 166; 96). For the characterization of the protein backbone motions, experiments to measure the backbone amide $^{15}$N longitudinal relaxation rate, $R_1$, transverse relaxation rate, $R_2$, and $\{^{1}H\}-^{15}$N nuclear Overhauser enhancement ($\{^{1}H\}-^{15}$N NOE) are useful in the elucidation of the sub-nano second timescale motions (34; 152; 153; 21; 96). For a more quantitative characterization of
internal motions from the backbone relaxation parameters, model-free analysis (116; 117) can be performed to extract order parameters ($S^2$) and timescales of internal motions ($\tau$) which describe the amplitudes and timescales of motion independent of the overall molecular tumbling.

In addition to the sub-nano second dynamics, constant time Carr-Purcell-Meiboom-Gill (CT-CPMG) $R_2$ relaxation dispersion experiments can be employed to characterize millisecond to microsecond timescale dynamics and conformational populations (120; 191; 200; 179; 190; 201; 15; 37). These experiments have been utilized extensively to characterize biological function in proteins. However, advances in NMR spectrometer hardware (cryogenic probes (186; 185) and high field magnets (126; 141)) have increased sensitivity and reduced experimental noise in NMR experiments. Since NMR relaxation experiments are often used to characterize small differences (such as 1% populated intermediate states (105; 106)), the experimental methods and the processing protocols need to be reevaluated and if necessary, more accurate relaxation experiments and data analysis methods need to be developed to avoid misinterpretation of relaxation data. The aim of the thesis is to determine the accuracy of protein NMR relaxation methods and how these methods can be improved to ensure correct interpretation of relaxation data to characterize protein dynamics. To this end, the current NMR relaxation methods and the associated errors were evaluated by experiment and simulation. In addition, optimized methods of data processing will be used in the evaluation of experimental data for the study of biological problems. In the next two sections, a general overview of NMR methods and the experiments analyzed in this thesis will be outlined.
1.1 SOLUTION NMR SPECTROSCOPY FOR THE STUDY OF PROTEINS

Advances in protein NMR spectroscopy have allowed for detailed characterization of structure and dynamics. The development of Fourier Transform NMR(109) as well as multidimensional NMR(39) methods have significantly improved the applicability of NMR spectroscopy for studying proteins by allowing for faster experiments and correlation of resonances between spatially proximal or bound nuclei. Advances in molecular biology methods have allowed for isotopic enrichment of NMR sensitive $^{13}$C and $^{15}$N nuclei and overexpression of proteins in *E. coli* have made sequential backbone assignment of backbone $^{13}$C$_\alpha$, $^{13}$C$_\beta$, 1H, and $^{15}$N atoms possible(199; 80; 97; 163; 17; 62). The assignment of protein backbone resonances can also aid in the resonance assignment of the directly bound side chain atoms and provide information on the dynamics and conformational states of both the protein backbone and sidechain. Furthermore, as mentioned above, the development of high field ($^1$H Larmor frequencies of 900 MHz and above(126; 141)) NMR spectrometers as well as cryogenically cooled probes (186; 185) have significantly increased the sensitivity and resolution of NMR experiments.

Multi-dimensional NMR experiments that correlate the resonance frequency of the backbone nuclei of one amino acid residue (i residue) with that of the preceding (i-1) or the succeeding (i+1) residue are typically used for the sequential assignment of the protein backbone and sidechain nuclei ($^{13}$C$_\alpha$, $^{13}$C$_\beta$, $^{13}$CO, $^1$H, and $^{15}$N). For example, the 3-dimensional HNCA experiment (97) provides correlation between the $^1$H and $^{15}$N nuclei of the backbone amide group with the $^{13}$C$_\alpha$ chemical shifts of the i residue and
the \(i-1\) residue. The connectivity information can be used in a daisy chain process (linking the \(i-1\) residue with the \(i\) residue and the \(i\) residue with the succeeding \(i+1\) residue etc.) to complete assignment of the backbone \(^{15}\text{N}, \, ^{1}\text{H}, \, \, ^{13}\text{C}_\alpha\) nuclei. To distinguish possible ambiguities on which resonances originate from the \(i\) and \(i-1\) residue, HN(CO)CA experiment (14) can be performed, which only shows correlation of the backbone \(^1\text{H}\) and \(^{15}\text{N}\) with the \(i-1\) \(^{13}\text{C}_\alpha\) nuclei and not the \(i\) \(^{13}\text{C}_\alpha\) resonance.

Other experiments, such as the CBCA(CO)NH(60) and the HNCACB(61) experiments (which provide similar correlation information as the HN(CO)CA and the HNCA experiments with the addition of \(^{13}\text{C}_\beta\) resonances) or the HNCO experiment (97) (which provide correlation of the backbone \(^1\text{H}\) and \(^{15}\text{N}\) resonances with the \(^{13}\text{CO}\) resonance) can aid in the assignment of the protein backbone nuclei. The assignment of additional sidechain nuclei can be performed using the HCCH-TOCSY experiment(13; 147) that show correlation of resonances of the sidechain \(^{13}\text{C}\) atoms to the backbone nuclei (\(^{13}\text{C}_\alpha\) and \(^1\text{H}_\alpha\)). In this thesis, the experiments outlined above were utilized to aid in the sequential backbone resonance assignment.

The NMR resonance assignments for backbone and sidechain atoms can be used for the study of both structural as well as dynamical aspects of the protein. Chemical shifts reflect the overall chemical environment of the nuclei and changes in the backbone \(^1\text{H}, \, ^{13}\text{C}, \, \, ^{15}\text{N}\) chemical shifts can reflect changes in the protein’s conformation, presence of bound ligand, or differences in side chain due to mutation. In my thesis work, backbone \(^1\text{H}\) and \(^{15}\text{N}\) chemical shift differences between wild-type (WT) and mutant forms of proteins as well as chemical shift changes on ligand binding are
compared for a qualitative characterization of conformational changes and residues involved in ligand binding.

1.2 DYNAMICS INFORMATION FROM NMR RELAXATION EXPERIMENTS

NMR relaxation experiments can be used to characterize internal molecular motion of proteins in the nanosecond to picosecond (ns-ps) timescale and also in the millisecond to microsecond timescales (ms-µs). In particular, protein $^{15}$N longitudinal relaxation rate, $R_1$, transverse relaxation rate, $R_2$, and the $\{^1H\}-^{15}$N heteronuclear Overhauser enhancement, $\{^1H\}-^{15}$N NOE, parameters have been used to characterize the overall flexibility of the protein backbone(40; 152; 86; 153; 166; 96).

The $R_1$ rate, which is also known as the spin-lattice relaxation rate, represents the relaxation of the longitudinal (collinear with the static magnetic field) component of the bulk nuclear magnetic spin vector from the excited state to the equilibrium state with the release of the energy into the lattice(1). Unlike in UV-visible absorbance or fluorescence (photoluminescence) spectroscopy, the relaxation of the nuclear spin from an excited state to the equilibrium state does not occur through thermal vibrations or through emission of photons since the energy level differences between the excited and ground states in NMR is significantly smaller(1). Relaxation is stimulated by fluctuations in the effective local magnetic field observed by the nucleus. The local magnetic field on the nucleus is often different from the overall static field due to shielding of the static field by electron clouds and to coupling of the nuclear magnetic dipoles with other (either nuclear or electronic) magnetic dipoles in the proximity of the atom. In the case
of protein backbone amide $^{15}$N spin, the $R_1$ relaxation rate is driven by fluctuations in the effective magnetic field due to the chemical shift anisotropy (CSA) and the dipolar coupling (DD) interactions experienced by the nuclear spin. \(181; 122\) Changes in the local magnetic field by CSA and DD interactions can be dependent on molecular motions that arise from protein rotational or translational motions as well as internal motions of the protein such as conformational changes and loop motions.

The $R_2$, which is also known as the spin-spin relaxation, describes the rate of relaxation of the transverse component of the bulk nuclear magnetic resonance spin vector back to equilibrium state from a coherent non-equilibrium state. \(1\) The $R_2$ differs from the $R_1$ in that the transverse relaxation does not result in a change in the energy levels of the nuclear spin and only reflects the dephasing of transverse nuclear spin coherence due to fluctuations in the local magnetic field from CSA and DD interactions. \(181; 122\) Although the mechanisms of relaxation are similar between $R_1$ and $R_2$ relaxation rates, the frequency dependence of magnetic field fluctuations are different and for large biological molecules, the rates are typically different. Furthermore, the $R_2$ rate can also be increased by presence of conformational exchange in the ms-µs timescale that leads to chemical exchange. Chemical exchange is a phenomenon where the nucleus undergoes exchange between two or more distinct chemical environments that contributes to $R_2$ relaxation, $R_{ex}(26; 171)$. Below, an experiment for the characterization of chemical exchange that is analyzed in this thesis will be overviewed.

The $^{1}H$-$^{15}$N NOE parameter is the steady state Nuclear Overhauser Enhancement which is sensitive to ns-ps timescale motions\(143; 171\). The steady
state $^{1}H-^{15}N$ NOE results from the dipolar cross relaxation of the $^{15}N$ nucleus due to the directly attached amide $^{1}H$ nucleus(143; 171). The $^{1}H-^{15}N$ NOE is determined by comparing the equilibrium $^{15}N$ magnetization to the steady state $^{15}N$ magnetization in the presence of $^{1}H$ magnetization that is saturated by r. f. pulses(40; 143; 171). The magnitude of the steady state $^{15}N$ magnetization is dependent on internal motions in the ns-ps timescale. (40; 143; 171)

Although the backbone $^{15}N$ R1, R2, and $^{1}H-^{15}N$ NOE rates reflect the internal motions of the protein, they also depend on the overall molecular motion, which is typically in the ns timescale for most proteins. A more quantitative interpretation of the internal motion can not be directly derived from the parameters. Lipari-Sazbo model free analysis (116; 117) and improvements to the method (12; 125) are used to extract the internal motion of the N-H backbone amide bond vector from the overall global molecular tumbling of the protein. Model free analysis assumes a simple model of motion and relates the experimental R1, R2, and $^{1}H-^{15}N$ NOE parameters to the overall tumbling of the molecule, $\tau_R$, as well as a generalized order parameter (which describes the amplitude of internal motions), $S^2$, and a timescale of internal motion, $\tau_i$. Assuming a single $\tau_R$ for all residues in the protein(116; 117), the $S^2$ and $\tau_i$ parameters can be determined for each residue. In my thesis, the experiments used to measure the R2 rate were analyzed in detail and suggestions for improvement of the methodology are presented. In addition, model free analysis was used to characterize the effect of mutation on the internal dynamics.

The Constant Time Carr-Purcell-Meiboom-Gill (CT-CPMG) R2 relaxation dispersion experiment is one experiment used for the characterization of slower motions.
in the ms-µs timescale(120; 51; 191; 200; 179; 190; 201; 15; 37). The CT-CPMG $R_2$ relaxation dispersion experiments have been beneficial in the characterization of protein motions necessary for enzyme catalysis, ligand binding, and protein folding. In the CT-CPMG experiment, the $R_{ex}$ due to chemical shift is modulated by varying the frequency of $180^\circ$ $^{15}$N refocusing pulses in the CPMG pulse sequence. By comparing the dependence of the observed $R_2$ (which includes the intrinsic $R_2$ as well as $R_{ex}$) on the spacing of the $^{15}$N refocusing pulses and optimizing the experimental data to solutions(25; 94) to the Bloch-McConnell equations (130) (which describes chemical exchange), the timescales, populations of exchanging conformations, chemical shift difference between conformations, and the intrinsic $R_2$ rates can be determined. The populations of minor conformational states can give insight into functionally important minor states. In my thesis, the error analysis involved in CT-CPMG $R_2$ relaxation dispersion experiments were evaluated and the experiments were applied to the study of mutation effects on the minor conformation populations of the Human Immunodeficiency Virus (HIV) Type-1 protease(22).

1.3 SUMMARY OF GOAL AND SUBPROJECTS

Dynamics determined from NMR relaxation experiments can provide insight into the mechanism of protein function. However, due to improvements in NMR instrumentation, the NMR relaxation experiments used to study protein dynamics need to be reevaluated to ensure accuracy of the relaxation data. For this purpose, I evaluated the effectiveness of $^1$H decoupling pulse sequences (Chapter 2), estimated
the magnitude of errors in the CT-CPMG $R_2$ relaxation dispersion experiment (Chapter 3), compared different methods of $R_2$ error estimation (Chapter 4), and tested the applicability of a phase alternating pulse sequence (Chapters 3 and 4).

In addition, I worked towards improving the methodology for incorporation of the phase alternating pulse sequence in the CT-CPMG $R_2$ relaxation dispersion experiment (Chapter 3), estimation of error in $R_2$ experiments (Chapter 4), and model selection for model free analysis (Chapter 6). Also, I applied relaxation experiments and other biophysical methods for the study of biological problem in my characterization of mutation effects in the Sarcoplasmic Reticulum Ca$^{2+}$ ATPase nucleotide binding domain (Chapter 5) and evaluation of differential flap dynamics in the WT and mutant HIV protease (Chapter 6).
The $^{15}$N transverse relaxation as measured by the Carr-Purcell-Meiboom-Gill (CPMG) sequence is often used to characterize protein backbone dynamics in solution. In the $^{15}$N CPMG experiment, the delay between $^{15}$N CPMG pulses typically is set sufficiently short to minimize the effects of relaxation by the $^{15}$N-$^1$H antiphase component. This limits the total relaxation duration of the CPMG experiment because frequent application of the high $B_1$ field to the heteronucleus may cause probe damage. The resulting antiphase component can be minimized by using $^1$H composite decoupling or by applying $^1$H 180° pulses more frequently than the $^{15}$N CPMG pulses. In this study, we simulated $^{15}$N CPMG relaxation in the presence of either $^1$H composite decoupling or $^1$H 180° pulses and compared the results with the experimental transverse relaxation data acquired with [u-$^{15}$N]- or [u-$^{15}$N, u-$^2$H]- ubiquitin samples. We explain systematic errors resulting from these CPMG experiments and describe a method for recording $^{15}$N transverse relaxation in a manner that minimizes probe problems. The results presented in this chapter have been published in Concepts in Magnetic Resonance Part A, 2009, 34A:63-75. In this chapter, my main contributions were the simulations of the pulse sequences.
2.1 INTRODUCTION

NMR relaxation is well suited for the characterization of the internal motion of individual sites within proteins (34; 86; 51; 153; 21; 166; 96; 79; 93). The $^{15}$N transverse relaxation rate ($R_2$) is of particular interest because it is sensitive to motions close to zero frequency and is indispensable in model-free analysis to detect protein backbone dynamics (99; 30; 152). Furthermore, $R_2$, measured by either the Carr-Purcell-Meiboom-Gill (CPMG) or the spin lock experiment, can be used to characterize chemical exchange (33; 150; 90; 135). Typically, in a $^{15}$N CPMG transverse relaxation experiment, 180° proton pulses are applied every 5-10 ms to suppress cross correlation between $^{15}$N-$^1$H dipolar interaction and $^{15}$N chemical shift anisotropy (CSA). In addition, the half duration between the CPMG 180° $^{15}$N pulses, $\tau_N$, must be set sufficiently short (< 0.5ms) to reduce generation of the antiphase component (59; 158; 98; 155). Reduction of the antiphase component is important for obtaining accurate $^{15}$N $R_2$ values because the antiphase component relaxes by both $^1$H spin-flip effects and $^{15}$N transverse relaxation (98).

To conduct the $^{15}$N CPMG experiment with a short $\tau_N$, the total CPMG relaxation period must be relatively brief to prevent probe damage. For example, for an NMR probe that has a specification of $^{15}$N decoupling at 1.47 kHz $B_1$ field strength for 140 ms, we estimate that $^{15}$N CPMG pulses of 5 kHz $B_1$ field and a 10% duty cycle (as an average power against the time) should be applied for less than 100 ms, with $^{15}$N GARP
decoupling at 0.83 kHz for 50 ms during the spectral acquisition. However, a 100 ms period may not be sufficiently long for CPMG experiments on mobile regions in proteins. Additionally, a 5 kHz $B_1$ field may not sufficiently cover the full spectral range for $^{15}$N CPMG experiments carried out at very high magnetic field strengths. Depending on the probe design, a 10% CPMG duty cycle may still cause heating. Because acquisition decoupling of 50 ms at 0.83 kHz $B_1$ field strength deposits the same energy in the probe as a 1.47 kHz field applied for only 16 ms, the probe’s power limit may reach even when $^{15}$N acquisition decoupling is not applied.

For NMR users, it is typically difficult to estimate the upper power limit for NMR probes. A safe approach is to use a pulse sequence that has less frequent $^{15}$N pulses but minimizes the contribution to $^{15}$N $R_2$ from antiphase components. This can be achieved by applying $^1$H composite decoupling. Because $^1$H decoupling reduces generation of the antiphase component, $\tau_N$ can be increased, in cases where the chemical exchange contribution is small. Previously, Palmer and colleagues numerically simulated $^{15}$N transverse relaxation assuming $N_X$ and $2N_XH_Z$ terms and experimentally found that the error caused by the use of $^1$H composite decoupling remained even when the composite decoupling was synchronized to the $^{15}$N CPMG pulses (155). Nevertheless, a few reports indicated that $^1$H composite decoupling is practical, because it introduces minimal error (202; 157; 201). Thus, whether $^1$H composite decoupling can be generally applied to suppress the antiphase effects in the $^{15}$N CPMG relaxation is still in question. Another alternative method to minimize the antiphase component is to employ frequent $^1$H $180^\circ$ pulses during a moderately long $\tau_N$ period. Although applications of $^1$H $180^\circ$ inversions may saturate water magnetization
(49), $^1$H saturation occurs even by the use of $^1$H composite pulses. Thus, use of frequent $^1$H $180^\circ$ pulses is expected to yield spectra that are similar to those obtained using $^1$H composite pulses.

Such employment of frequent $^1$H pulses may cause sample heating by dielectric or inductive losses particularly in NMR samples containing high salt (52; 76; 100; 72). However, in the experiments with samples containing low salt, $^1$H pulses may have advantages, compared to more frequent $^{15}$N pulses, in reduction of RF coil heating or of perturbation of the lock phase. Pulse sequences with $^1$H composite decoupling and frequent $^1$H $180^\circ$ pulses may often the best approach to determine $^{15}$N transverse relaxation rates provided these experiments cause no artifacts. To examine this, we performed simulations and experiments of $^{15}$N CPMG transverse relaxation under three primary conditions (Figure 2.1): Scheme I, a standard CPMG experiment with frequent $^{15}$N CPMG $180^\circ$ pulses and with infrequent $^1$H $180^\circ$ pulses (98); Scheme II, a CPMG experiment with infrequent $^{15}$N CPMG $180^\circ$ pulses in the presence of $^1$H composite decoupling; Scheme III, a CPMG experiment with infrequent $^{15}$N CPMG $180^\circ$ pulses and frequent $^1$H $180^\circ$ pulses. Schemes I and III differ in that generation of the antiphase components was minimized by $^{15}$N pulses and $^1$H pulses, respectively. Although several other alternative methods have been proposed (78; 209), we evaluated only these three basic CPMG pulse schemes.

In our simulations, the time-dependence of $^{15}$N magnetization was calculated using the master equation for a two-spin system that accounted for chemical shift and J-coupling evolution, RF pulse effects, and relaxation (6; 7). Our simulation results showed that $^{15}$N CPMG relaxation experiments in all the three experiments contained
off-resonance error that are relatively small (< 4% of $R_2$ values) when $^{15}$N signals were within 1 kHz of the carrier frequency (169). $^{15}$N relaxation experiments complementary to the simulations were performed using [$u^{15}\text{N, }u^{-2}\text{H}]$- ubiquitin and a 600 MHz NMR instrument equipped with an ambient temperature probe or a 800 MHz instrument equipped with a cryogenic probe. The experimental $R_2$ values determined using Schemes II and III essentially agreed with those of Scheme I, demonstrating basic consistency with the simulation results. Minor discrepancies were also found between the simulation and experimental results, which was most likely due to multiple sources. $^{15}$N relaxation measurements were also carried out with [$u^{15}\text{N}$]- ubiquitin. With this sample, Scheme II results in observed TOCSY transfer to aliphatic protons, caused by the use of $^1\text{H}$ composite decoupling, but provided $R_2$ values consistent with those recorded using Scheme I. This was presumably because averaging of the two antiphase signals occurred in each unit of the composite pulses, regardless of the absolute intensity of the $^1\text{H}$ antiphase components. Overall, the simulations and experiments elucidate the utility of alternative CPMG schemes. Finally, comparison of the three Schemes is summarized.

2.2 METHODS

2.2.1 Simulation

To estimate the magnitudes of the systematic error in $^{15}$N CPMG relaxation, we explicitly calculated the time course of magnetization in a scalar-coupled two-spin
system (AX), in which 16 Cartesian product operators in the basis set were prepared as described by Allard et al (7).

\[
\begin{array}{cccccccc}
E/2 & N_X & N_Y & N_Z & H_X & H_Y & H_Z & 2N_XH_X \\
2N_YH_X & 2NZH_X & 2N_XH_Z & 2N_YH_Z & 2NZH_Y & 2NZH_Z & 2NZH_Z & (2.1)
\end{array}
\]

Six 16×16 matrices \((R_1, R_2, \ldots, R_6)\) that assume (i) 90° \(^1\)H pulse from phase x, (ii) 90° \(^1\)H pulse from phase –x, (iii) 90° \(^{15}\)N pulse from phase x, (iv) both \(^1\)H (phase x) and \(^{15}\)N pulse, (v) both \(^1\)H (phase -x) and \(^{15}\)N pulse, and (vi) no pulses, respectively, were prepared. In all the matrices, relaxation, chemical shift evolution, and 90 Hz \(^1\)H-\(^{15}\)N J-coupling effects were included (7). Time dependence of magnetization was calculated by solving each relaxation matrix, \(R_i\), for a given short unit time, \(t_0\), for each of the pulses and/or evolution.

In this calculation, relaxation parameters were assumed with the following parameters: a spectral density function with a single rotational correlation time of 8 ns; \(^1\)H resonance frequency, 800.13 MHz; \(^{15}\)N CSA, 170 ppm; N-H distance, 1.02 Å. For the effects of dipolar relaxation from external protons that could not be calculated explicitly due to spin-diffusion effects, arbitrary numbers were assumed: \(R_1\) of external protons, 2 s\(^{-1}\); \(R_2\) of external protons, 20 s\(^{-1}\); a rate of proton spin flip in \(NZH_Z\) term, 10 s\(^{-1}\). Depending on pulse widths used in each step, \(t_0\) was set to 10, 20, 40, or 50 μs. At the starting of the CPMG relaxation, \(^{15}\)N and \(^1\)H magnetizations were assumed to be located at x and z orientation, respectively.
Three types of time courses were simulated: Scheme I, a standard CPMG experiment with frequent $^{15}\text{N}$ CPMG $180^\circ$ pulses ($\tau_N = 0.6$ ms) and infrequent $^1\text{H}$ $180^\circ$ pulses ($\tau_H = 2.4$ ms); Scheme II, a CPMG experiment with infrequent $^{15}\text{N}$ CPMG $180^\circ$ pulses ($\tau_N = 0.6$ ms, 1.2 ms or 2.4 ms) in the presence of $^1\text{H}$ composite $^1\text{H}$ decoupling; and Scheme III, a CPMG experiment with infrequent $^{15}\text{N}$ CPMG $180^\circ$ pulses ($\tau_N = 2.4$ ms) and with frequent $^1\text{H}$ $180^\circ$ pulses ($\tau_H = 0.6$ ms) (Figure 2.1). In each type of simulation, $^{15}\text{N}$ CPMG pulses were applied with a 5 kHz $B_1$ field strength. In Scheme II, composite $^1\text{H}$ decoupling sequences, WALTZ-4, WALTZ-8, and WALTZ-16 (177) were employed assuming a 5 kHz $B_1$ field strength. Lengths of one super-cycle for these composite pulse sequences corresponded to 1.2 ms, 2.4 ms, and 4.8 ms at 5 kHz $B_1$ field strength, respectively. In Scheme I, the $^1\text{H}$ $180^\circ$ pulses had a 25 kHz $B_1$ field strength. In Scheme III, three types of $^1\text{H}$ $180^\circ$ pulses were applied: (i) 5 kHz $B_1$ field strength (50 $\mu$s as a $90^\circ$ pulse width), (ii) 12.5 kHz $B_1$ field strength (20 $\mu$s as a $90^\circ$ pulse width), or (iii) 11.4 kHz $B_1$ field strength (22 $\mu$s as a $90^\circ$ pulse width, but applied the duration that corresponds to the 12.5 kHz $B_1$ field strength). Note that the pulse width of the 11.4 kHz $B_1$ field in (iii) was applied for a duration that corresponded to that of the 12.5 kHz $B_1$ field strength (20 $\mu$s as a $90^\circ$ pulse width) in order to examine the effects of $^1\text{H}$ pulse imperfection on $^{15}\text{N}$ transverse relaxation. These delays and pulse widths are summarized in Table 2.1 (SI to SIII). All the $180^\circ$ pulses were applied from the $x$ direction unless otherwise noted. All simulations were performed over 134.4 ms time course by use of MATLAB software (The Mathworks Inc., Natick, MA).
Figure 2.1 Three CPMG pulse trains for application during a relaxation period in the $^{15}$N R$_2$ experiment. Scheme I is a standard $^{15}$N CPMG sequence in which the dipolar/CSA cross correlation effect is suppressed by $^1$H 180° pulses (158; 98; 155). Scheme II is a $^{15}$N CPMG sequence with $^1$H composite decoupling to suppress dipolar/CSA cross correlation and antiphase generation effects. Scheme III is a $^{15}$N CPMG sequence with frequent $^1$H 180° pulses to suppress dipolar/CSA cross correlation and antiphase generation effects. Note in (a) and (c), the relative number of $^1$H and $^{15}$N pulses is reversed.
<table>
<thead>
<tr>
<th>Name Sequence</th>
<th>CPMG</th>
<th>$\tau_N$ (ms)</th>
<th>$\tau_H$ (ms)</th>
<th>$^1$H Decoupling</th>
<th>$^{15}$N B$_1$ (KHz)</th>
<th>$^1$H B$_1$ (KHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI-1</td>
<td>I</td>
<td>0.6</td>
<td>2.4</td>
<td>—</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>SII-1</td>
<td>II</td>
<td>2.4</td>
<td>—</td>
<td>WALTZ4 ($\times$2)</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>SII-2</td>
<td>II</td>
<td>2.4</td>
<td>—</td>
<td>WALTZ8 ($\times$1)</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>SII-3</td>
<td>II</td>
<td>2.4</td>
<td>—</td>
<td>WALTZ16 ($\times$1/2)</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>SII-4</td>
<td>II</td>
<td>1.2</td>
<td>—</td>
<td>WALTZ16 ($\times$1/4)</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>SIII-1</td>
<td>III</td>
<td>2.4</td>
<td>0.6</td>
<td>—</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>SIII-2</td>
<td>III</td>
<td>2.4</td>
<td>0.6</td>
<td>—</td>
<td>5</td>
<td>12.5</td>
</tr>
<tr>
<td>Experiments ($^2$H/$^{15}$N ubiquitin)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EI-1</td>
<td>I</td>
<td>0.5</td>
<td>2.0</td>
<td>—</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>EII-1</td>
<td>II</td>
<td>1.0</td>
<td>—</td>
<td>WALTZ16</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>EII-2</td>
<td>II</td>
<td>2.0</td>
<td>—</td>
<td>WALTZ16</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>EII-3</td>
<td>II</td>
<td>1.2</td>
<td>—</td>
<td>WALTZ16 ($\times$1/4)</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>EII-4</td>
<td>II</td>
<td>2.4</td>
<td>—</td>
<td>WALTZ16 ($\times$1/2)</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>EIII-1</td>
<td>III</td>
<td>2.0</td>
<td>1.0</td>
<td>—</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>EIII-2</td>
<td>III</td>
<td>2.0</td>
<td>0.5</td>
<td>—</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Experiments($^1$H/$^{15}$N ubiquitin)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HEI-1</td>
<td>I</td>
<td>0.5</td>
<td>2.5</td>
<td>—</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>HEII-2</td>
<td>II</td>
<td>1.2</td>
<td>—</td>
<td>WALTZ16 ($\times$1/4)</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Parenthesis indicates the length of $\tau_N$ against one supercycle of the composite pulses. For example, “$\times$1” indicates that one super-cycle of the composite pulse matches to $\tau_N$. 
The resultant magnetization decay was fit using a single exponential decay function, \( I(t) = I_0 \exp\left(R_2^{\text{sim}} t\right) \). \( R_2^{\text{sim}} \) values obtained by the simulations were compared with the theoretical \( R_2 \) value, \( R_2^{\text{auto}} \), using fractional \( R_2 \) difference defined in equation (2.2). Here, \( R_2^{\text{auto}} \) was calculated assuming only auto-relaxation. To evaluate deviation of the magnetization from the theoretical single exponential function, root mean square deviation (rmsd) of the intensity, \( I_{\text{rmsd}} \), in each magnetization decay was calculated as described in equation (2.3). Here, \( I_0 \) was assumed to be 1.0.

\[
R_2^{\text{diff}} = \frac{(R_2^{\text{sim}} - R_2^{\text{auto}})}{R_2^{\text{auto}}} \tag{2.2}
\]

\[
I_{\text{rmsd}} = \left[ \sum (I(t)^{\text{sim}} - I(t)^{\text{theo}})^2 / n \right]^{1/2} \tag{2.3}
\]

### 2.2.2 Experiments

Two protein samples, 0.8 mM \([u-^{15}\text{N}, u-^{2}\text{H}]\) and \([u-^{15}\text{N}]\)-ubiquitin (Spectra Stable Isotope), were used in collecting experimental relaxation data. Both samples were dissolved in 95\% H\(_2\)O/5\% \(^2\)H\(_2\)O containing 20 mM acetate buffer at pH 5.0. NMR spectra were recorded at 17 °C on a Bruker DRX 600 MHz spectrometer operating at a \(^1\)H frequency of 600.57 MHz using a triple-resonance ambient-temperature probe with xyz-gradient coil, and on a DRX800 spectrometer operating at a \(^1\)H frequency of 800.13 MHz using a triple-resonance cryogenic temperature probe with a shielded z-gradient coil. The \([u-^{15}\text{N}, u-^{2}\text{H}]\)-ubiquitin (but not and \([u-^{15}\text{N}]\)-ubiquitin) contained several extra
sharp residues that do not exist in the native ubiquitin sequence, but these peaks were also included in the analysis.

The $^{15}$N transverse relaxation was recorded using a refocused HSQC-based sequence (98) with 16 and 8 accumulations with the 600 MHz and 800 MHz NMR spectrometers, respectively. Transverse relaxation data (Figure 2.1) were collected from each of the three Schemes with seven relaxation delays: 0, 16, 32, 48, 64, 80, and 96 ms for Schemes I and III, and 0, 9.6, 19.2, 38.4, 57.6, 76.8, and 96 ms for Scheme II. In all Schemes, $^{15}$N CPMG 180° pulses were applied at 5 kHz $B_1$ field strength. In Scheme I, $^1$H 180° pulses were applied at 20 kHz $B_1$ field strength with $\tau_H = 2.5$ ms and $\tau_N = 0.5$ ms. In Scheme II, $^1$H composite pulses were applied at 5 kHz $B_1$ field strength with $\tau_N = 1.2$ ms or 2.4 ms. In Scheme III, $^1$H 180° pulses were applied at 20 kHz $B_1$ field strength with $\tau_H = 1$ ms or at 10 kHz $B_1$ field strength with $\tau_H = 0.5$ m. In both cases, $\tau_N = 2.0$ ms was used. The $^{15}$N and $^1$H 180° pulses during the CPMG period were applied from x-direction unless otherwise noted. The [u-$^{15}$N, u-$^2$H] sample was examined for all three Schemes. The [u-$^{15}$N]-ubiquitin sample was examined using Schemes I and II with WALTZ16. The root-mean-square-deviation (rmsd) of $^{15}$N $R_2$ values and the average difference, $<\delta R_2>$, in the $^{15}$N $R_2$ values determined using Scheme II or III from those determined using Scheme I are described in each graph. Delays and pulse widths are summarized as EI-EIII and HEI-HEII in Table 2.1.

To check sample heating, one dimensional proton spectra were recorded after pulsing of $^{15}$N ($\tau_N = 0.5$ms and a total duration of 64 ms, repeated with 2s delay for 2 min) using a 99.8% D$_2$O sample containing 60 mM sodium 3-(trimethylsilyl) propionate-2,2,3,3,-d4 (TSP). The experiment was repeated using the TSP sample containing 50
mM NaCl. Chemical shift difference between the methyl proton signal and water HDO signal was recorded to estimate temperature qualitatively.(70)

2.3 RESULTS AND DISCUSSIONS

2.3.1 Study Aim

The purposes of this study were to identify systematic errors involved in various CPMG experiments (Figure 2.1) and to determine a method for measuring accurate $^{15}$N transverse relaxation rates without causing probe damage. As described in the introduction, to prevent probe damage in a $^{15}$N CPMG experiment, it may be necessary to shorten the total CPMG period or to increase $\tau_N$. The degree of heating during a $^{15}$N CPMG experiment varies depending on the specific design on an NMR probe. Therefore, general comments regarding the extent of probe heating can not be made. In particular, coil configurations and sizes depend on the type of probe and its manufacture. In addition to the probe itself, the degree of heating can be influenced by sample salt concentration, for example, if the inductance loss is significant (52; 76; 100; 72).

To examine the degree of heating in our system qualitatively, we measured the changes in the $^1$H chemical shifts of TSP sample in D$_2$O resulting from a train of $^{15}$N pulses that are equivalent to those used in the CPMG experiments. The experiments were carried out at 800 MHz using a cryogenic probe containing a double tuned $^2$H/$^{15}$N coil. Although the deuterium lock level changed upon pulsing, the TSP signal did not
exhibit a significant change in temperature, indicating that there must be multiple factors that affect to the deuterium lock level. The experiment that was performed using the TSP sample containing 50 mM NaCl exhibited more significant changes in the deuterium lock level, but did not indicate significant changes in chemical shifts either.

In Schemes II and III, we applied $^{15}$N CPMG pulses with a delay time, $\tau_N$, 2-4 times longer (> 1 ms) than those (~ 0.5 ms) used in the traditional method, Scheme I (Figure 2.1). Although such an increase in the $\tau_N$ period could in theory amplify the chemical exchange contribution to $R_2$ and lead to a slight extra loss of magnetization by molecular diffusion, we expected that such effects would be minimal if $\tau_N$ was increased only by a factor of 2-3. Generally, a significant change in the measured relaxation rate occurs at $4\tau_Nk_{ex} \approx 1$ (here, $4\tau_N$ approximately corresponds to the effective field strength, and $k_{ex}$ is an exchange rate). In other time regimes, the measured relaxation rate does not significantly change upon increasing in the $\tau_N$ value. At $4\tau_Nk_{ex} \approx 1$, chemical exchange contribution to $R_2$ increases almost linearly as a function of the effective field strength. Thus, if the effective field strength is 500 Hz at $\tau_N = 0.5$ ms, a three-fold increase of $\tau_N$ reduces the effective field strength to 167 Hz, and results in an approximately 3-fold increase in the chemical exchange contribution. The magnitude of $\tau_N$ used in this study is clearly different from those achieved in Hahn-type experiments. As $1/2J_{NH} = 5.4$ ms, a significant $^{15}$N-$^1$H component is generated once the $\tau_N$ increases 2-4 times.
2.3.2 Simulation of $^{15}$N transverse relaxation using a standard pulse scheme (Scheme I)

In the first stage of our study, we simulated the time course of $^{15}$N transverse magnetization in a standard CPMG experiment (Scheme I in Table 2.1) using the spin system described in equation (2.1). The magnetization decay depends on the off-resonance frequency ($169; 107$). Thus, as shown in Figure 2.2(a), the accuracy of the $^{15}$N magnetization decay was evaluated by the difference of the simulated $R_2$ value and the $R_2^{\text{auto}}$ ($R_2^{\text{diff}}$, equation (2.2)) and also evaluated by rmsd of the simulated intensities against the intensities of the auto-relaxation ($I^{\text{rmsd}}$, equation (2.3)). $R_2^{\text{auto}}$ calculated assuming an auto-relaxation was 14.2 s$^{-1}$. The $R_2$ values obtained from the simulation were the same or slightly smaller than $R_2^{\text{auto}}$ because longitudinal relaxation contributed to the simulated rate. As expected, $I^{\text{rmsd}}$ and $R_2^{\text{diff}}$ increased as a function of off-resonance frequency, with an oscillation frequency of $1/\tau_{\text{CP}}$. The off-resonance frequency range that provided a reasonable error ($< 4\%$) was less than 1 kHz in our simulation conditions ($B_1 = 5$ kHz, $\tau_{\text{CP}} = 0.6$ ms). This simulation did not contain any error due to noise. The 3% error was solely due to off-resonance and accompanying relaxation effects.

2.3.3 Simulation of $^{15}$N transverse relaxation in the presence of $^1$H composite decoupling (Scheme II)

Next, the time course of $^{15}$N transverse magnetization was calculated in the presence of $^1$H composite decoupling. The composite pulses of WALTZ sequences were applied as previously examined (155) by the following reasoning: (A) a short unit
of the composite pulse can be accommodated in each \( \tau_N \) period, and (B) a composite pulse is composed of 0° (including combinations of +90° and -90° pulses) or 180° pulses so that a \(^{15}\text{N}^{-1}\text{H}\) antiphase component is always flipped up or down. The latter effect was particularly important in our study because net inversion of \(^1\text{H}\) pulses at each \( \tau_N \) period serves to cancel the antiphase component. For these reasons, GARP (176) or adiabatic decoupling such as WURST (110) were not applied.

**Figure 2.2** Fractional R\(_2\) difference (\(R_{2}^{\text{diff}}\), filled circles) and rmsd of intensities (\(I^{\text{rmsd}}\), open circles) calculated for the simulated \(^{15}\text{N}\) transverse magnetization decay using (a) Scheme I, (b) Scheme II with WALTZ 4 sequence, (c) Scheme II with WALTZ8 sequence, (d) Scheme II with WALTZ16 sequence (1/2 synchronization), and (e) Scheme
II with WALTZ16 sequence (1/4 synchronization). Detailed conditions are described in Table 1: see lines SI-1 for (a), SII-1 for (b), SII-2 for (c), SII-3 for (d), and SIII-4 for (e).

The $^{15}$N magnetization simulated in the presence of WALTZ4 decoupling exhibited smaller fluctuations of $R_2$ values ($R_2^{\text{diff}} < 2\%$) for $^{15}$N off-resonance frequencies of $< 1$ kHz compared to that calculated using Scheme I (Figure 2.2a and 2.2b). This was most likely because $^1$H pulses flipped the signs of small $N_2H_2$ components that were generated by off-resonance pulses. Significant increases in $R_2^{\text{diff}}$ and $I^{\text{rmsd}}$ at $> 1$ kHz off-resonance frequencies were observed in both Scheme I (Figure 2.2a) and Scheme II (WALTZ4) (Figure 2.2b), showing the off-resonance error.

Compared to WALTZ4, the WALTZ8 sequence provided similar but more uniform intensities of the $^{15}$N transverse magnetization simulated using Scheme II at $^{15}$N off-resonance frequency $< 1$ kHz (Figure 2.2c). This difference may be explained by an imperfection in the WALTZ4 super-cycle causing a small-angle rotation about an axis close to the $Z$ axis (177). This explanation is supported by our observation that $R_2^{\text{diff}}$ of the simulations using the WALTZ16 was also smaller than that obtained using the WALTZ4 as described below. Almost uniform $R_2^{\text{diff}}$ and increased $I^{\text{rmsd}}$ as a function of off-resonance frequency (Figure 2.2c) indicate that $R_2$ obtained by the Scheme II simulation using the WALTZ8 sequence had less systematic oscillation at off-resonance frequency than that using WALTZ4.

The profiles of $R_2^{\text{diff}}$ and of $I^{\text{rmsd}}$ calculated using the WALTZ16 sequence were also similar to those calculated using WALTZ8 (Figure 2.2d). The $R_2^{\text{diff}}$ at $< 1$ kHz off-resonance frequency was less than 1.5%, which was slightly better than the case for Scheme I (Figure 2.2a). In this simulation, $\tau_N$ corresponded to 1/2 of the super-cycle of
the WALTZ16. In contrast, abrupt changes in $R_2^{\text{diff}}$ when $\tau_N$ corresponded to 1/4 of the super-cycle of WALTZ16 (synchronized to an $R$ element) were evident (Figure 2.2e). Upon counting the time average of $^1H$ z-magnetization, it was obvious that cancellation of the antiphase component was sufficient when $\tau_N$ was set to 1/2 of the WALTZ16 super-cycle but not 1/4. These simulation results were consistent with previous results (155).

**Figure 2.3** Fractional $R_2$ difference ($R_2^{\text{diff}}$, filled circles) and rmsd of intensities ($I^{\text{rmsd}}$, open circles) for the simulated $^{15}N$ transverse magnetization decay calculated using Scheme III with $^1H$ $B_1$ field strength of (a) 25 kHz
and (b) 11.4 kHz. In (b) simulation, \(^1\)H pulses were applied only for the length that corresponded to 12.5 kHz \(B_1\) field strength. Detailed conditions are described in Table 1: see lines SIII-1 for (a) and SIII-2 for (b).

### 2.3.4 Simulation of \(^{15}\)N transverse relaxation in the presence of frequent \(^1\)H 180° pulses (Scheme III)

Next, we performed simulation using the Scheme III sequence and obtained \(R_2^{\text{diff}}\) and \(I^{\text{rmsd}}\) as a function of off-resonance frequency. **Figure 2.3a** clearly shows that use of frequent \(^1\)H 180° pulses (at 25 kHz \(B_1\) field strength) resulted in an off-resonance profile of the \(^{15}\)N intensities similar to that of the reference CPMG experiment. The \(R_2^{\text{diff}}\) was less than 1.6% for off-resonance frequencies < 1 kHz, and therefore smaller than that of Scheme I, which was consistent with the results obtained from the Scheme II simulation. Thus, it is most likely that frequent \(^1\)H pulses (either rectangular pulses or composite decoupling pulses) flipped the signs of small \(N_2H_2\) components that were generated for off-resonance signals, thereby reducing the off-resonance effects.

A two-fold reduction in the \(^1\)H pulse strength (12.5 kHz \(B_1\) field strength, 20 \(\mu\)s 90° pulse) did not significantly change the intensity profile (data not shown). In addition, even when the \(B_1\) field strength was further reduced by 10% (11.37 kHz \(B_1\) field strength) and was applied for 20 \(\mu\)s (simulating a miscalibrated 90° pulse), there was no significant difference in the off-resonance profile from that was calculated using 12.5 kHz \(B_1\) field strength at < 1 kHz off-resonance frequency (**Figure 2.3b**). This insensitivity to pulse calibration error was presumably because \(^1\)H was not the observed nucleus. A drawback of using frequent \(^1\)H pulses is sample heating in high-salt solution.
Overall, the use of frequent $^1\text{H} \ 180^\circ$ pulses is expected to be advantageous for low-salt samples.

2.3.5 $^{15}\text{N}$ transverse relaxation experiments recorded using a 600 MHz NMR instrument equipped with an ambient temperature probe.

To complement these simulation results, we performed $^{15}\text{N}$ CPMG transverse relaxation experiments on a 600 MHz NMR spectrometer equipped with an ambient temperature probe using each Scheme (Table 2.1) for $[^{u-15}\text{N}, \ u^{-2}\text{H}]-\text{ubiquitin}$. Relaxation rates obtained using Schemes II and III, $R_2$ (Schemes II and III), were compared with those obtained using Scheme I, $R_2$ (Scheme I). When $\tau_N$ was 1.0 ms, not synchronized to the $R$ element of the super cycle of WALTZ16, $R_2$ (Scheme II) values were slightly larger than the $R_2$ (Scheme I) values (Figure 2.4a). This systematic increase reduced when $\tau_N$ was 2.0 ms (Figure 2.4b), probably because the $^1\text{H}$ magnetization was more decoupled within one CPMG delay at $\tau_N = 2.0$ ms than at $\tau_N = 1.0$ ms. Nevertheless, overall correlations between $R_2$ (Scheme I) and $R_2$ (Scheme II) were lower than 0.99 (Figure 2.4b). The correlation increased to more than 0.995 when $\tau_N$ was synchronized to a one half or one quarter of WALTZ16 supercycle (Figures 2.4c and 2.4d). Similarly high correlation of $R_2$ values (> 0.995) was obtained when Scheme III was compared to Scheme I (Figures 2.4e and 2.4f). Overall, except for $R_2$ (Scheme II) at $\tau_N = 1.0$ ms, the rmsds of $R_2$ values against those from the reference (Scheme I) were less than 0.37 s$^{-1}$, that is < 5% error.
Figure 2.4 Correlation of experimental $^{15}$N $R_2$ values for $[u^{-15}$N, $u^{-2}$H]-ubiquitin recorded using a 600 MHz NMR instrument equipped with an ambient temperature probe: (a) Scheme I vs. Scheme II with WALTZ16 and $\tau_N = 1.0$ ms (EII-1 in Table 2.1); (b) Scheme I vs. Scheme II with WALTZ16 and $\tau_N = 2.0$ ms (EII-2 in Table 2.1); (c) Scheme I vs. Scheme II with WALTZ16 and $\tau_N = 1.2$ ms (EII-3 in Table 2.1); (d) Scheme I vs. Scheme II with WALTZ16 and $\tau_N = 2.4$ ms (EII-4 in Table 2.1); (e) Scheme I vs. Scheme III with $\tau_H = 1.0$ ms (EIII-1 in Table 2.1); (f) Scheme I vs. Scheme III with $\tau_H = 0.5$ ms (EIII-1 in Table 2.1). One super-cycle of the WALTZ16 was 4.8 ms.
In (a) and (b), the $\tau_N$ durations are not synchronized to the WALTZ pulse cycle. In (c) and (d), $\tau_N$ durations are synchronized at a 1/2 and 1/4 of the super-cycle, respectively. Each graph shows root-mean-square-deviation (rmsd) of $R_2$ value, the average difference in the $R_2$ value, $<\delta R_2>$, and the correlation values.

2.3.6 $^{15}$N transverse relaxation experiments recorded using a 800 MHz NMR instrument equipped with a cryogenic probe.

The same sets of experiments were repeated using a 800 MHz instrument equipped with a cryogenic probe. The overall results were similar to those obtained with the 600 MHz spectrometer: some of the $R_2$(Scheme II) values were significantly different from $R_2$(Scheme I) values (correlation 0.979) when $\tau_N$ was not synchronized to the $R$ element of the super cycle of WALTZ16 ($\tau_N = 1.0$ ms) (Figure 2.5a). $R_2$(Scheme II) values at $\tau_N = 2.0$ ms exhibited better correlation to $R_2$(Scheme I) values (a correlation 0.990). Similar, but not better correlations were observed for $R_2$(Scheme II) values obtained using a 1/2 or 1/4 synchronized WALTZ sequences (correlation 0.990 and 0.985, respectively, Figures 2.5c and 2.5d). $R_2$(Scheme III) values also provided similar correlation (~0.987) with $R_2$(Scheme I) values (Figures 2.5e and 2.5f). No apparent difference was observed in the signal-to-noise ratios (S/N ca. 400 – 420 for the first 2D spectra). However, the phase of the water was more uniform with frequent $^1$H $180^\circ$ pulses than with $^1$H composite decoupling even at 800 MHz. Because the WALTZ composite pulses used $90^\circ$ pulses, the orientation of residual water signals may have been more scattered in Scheme II than in Scheme III.
Figure 2.5 Correlation of experimental $^{15}$N R$_2$ values for [u-$^{15}$N, u-$^2$H]-ubiquitin recorded using a 800 MHz NMR instrument equipped with a cryogenic temperature probe. The same parameters as described in Figure 2.4 were applied.
2.3.7 Comparison of $^{15}\text{N}$ R$_2$ values recorded with the 600 MHz and 800 MHz instruments

At both 600 MHz and 800 MHz spectrometers, the R$_2$ values obtained for [u-$^{15}\text{N}$, u-$^2\text{H}$]- ubiquitin using Schemes II and III, except for $\tau_N = 1.0$ ms in WALTZ16, exhibited good correlation with those obtained using Scheme I: rmsd differences of these R$_2$ values (0.4 s$^{-1}$ that corresponds to 5% at R$_2 = 8$ s$^{-1}$) were close to the experimental error (ca. 2%). However, at 600 MHz, R$_2$ values recorded using Schemes II and III were slightly larger than those recorded using Scheme I, showing positive $<\delta R_2>$ values (Figure 2.4). A small bias in the opposite direction was observed at 800 MHz, where R$_2$(Schemes II and III) values were mostly smaller than R$_2$(Scheme I) values when R$_2 < 5$ s$^{-1}$, resulting in negative $<\delta R_2>$ values (Figure 2.5).

It is not known which Scheme(s) has (have) a systematic bias. For example, a systematic elevation of R$_2$(Schemes II and III) values at 600 MHz may be due to contamination of $^1\text{H}$ R$_1$ relaxation by the antiphase term caused by frequent $^1\text{H}$ pulses. This idea is supported by the fact that this bias was more significant in the 600 MHz data than the 800 MHz data because proton R$_1$ values are generally larger at 600 MHz than 800 MHz in deuterated proteins. However, the observed systematic bias in the 600 MHz data did not depend on either the number or the strength of the $^1\text{H}$ pulses (Figures 2.4e and 2.4f). Furthermore, an $^1\text{H}$ R$_1$ effect cannot explain the reduced R$_2$(Schemes II and III) values at 800 MHz. On the other hand, the fact that systematic bias was observed in both comparisons between R$_2$(Scheme I) and R$_2$(Scheme II), and between R$_2$(Scheme I) and R$_2$(Scheme III) at 600 MHz may suggest that the systematic bias exists in R$_2$(Scheme I) values. Presumably, frequent application of $^{15}\text{N}$ pulses in
Scheme I may have introduced $^{15}\text{N} R_1$ effects in the observed $R_2$ values, resulting in reduction of $R_2$(Scheme I) in the 600 MHz data. Similarly, frequent application of $^{15}\text{N}$ pulses in Scheme I may have caused loss of magnetization by $B_1$ inhomogeneity, resulting in an increase of $R_2$(Scheme I) in the 800 MHz data. Overall, based on the observation of opposite systematic biases in 600 MHz and 800 MHz data, the systematic biases likely are due to multiple mechanisms.

2.3.8 $^{15}\text{N}$ transverse relaxation experiments results with $[u-^{15}\text{N}]$-ubiquitin (Scheme II)

The $^{15}\text{N}$ CPMG experiments using Scheme I and II were repeated with $[u-^{15}\text{N}]$-ubiquitin. In the Scheme II experiments, significant TOCSY transfers from amide proton to aliphatic protons were observed (Figure 2.6a). These signals in the aliphatic region were not observed in the spectra acquired with Scheme I. The TOCSY transfer was due to Hartmann-Hahn matching during the $^1\text{H}$ composite decoupling. Nevertheless, we found that the $R_2$ values recorded using $^1\text{H}$ composite decoupling did not significantly differ from the standard CPMG $R_2$ values (Figure 2.6b). Based on orientation changes of $^1\text{H}$ z-magnetization during one composite pulse cycle, TOCSY transfer did not influence the $^{15}\text{N}$ relaxation rates presumably because cancellation of the cross-correlation effects was accomplished within a short composite cycle.
Figure 2.6 (a) One dimensional spectrum of the first $t_1$ point of $^{15}$N transverse relaxation acquired with $^1$H composite decoupling (Scheme II) during the CPMG relaxation period for [u-$^{15}$N]-ubiquitin, demonstrating significant TOCSY transfer from amide to aliphatic protons. WALTZ16 (one super-cycle is 4.8 ms) was used such that $\tau_N$ was placed at a 1/4 of the supercycle (HEII-2 in Table 2.1). (b) Correlation of the $^{15}$N $R_2$ values acquired in Scheme II with those acquired with the standard $^{15}$N CPMG $R_2$ values ($\tau_H = 2.5$ ms) in Scheme I (HEI-1 in Table 2.1).

2.3.9 Application to the determination of small $R_2$ values

In this manuscript, the total CPMG delay was set to 96 ms to determine $R_2$ values varying from 2 to 11 s$^{-1}$. For an exponential decay function with $R_2 = 2$ s$^{-1}$, the optimized CPMG delay is ca. 500 ms. However, a 500 ms CPMG delay is not required to determine $R_2$ values on the order of 2 s$^{-1}$ with a fractional error similar to those
obtained for $R_2$ values of 10 s$^{-1}$. We will discuss below the reason why the fractional errors are similar. Generally, experimental noise is almost uniform in a series of 2D spectra that encode the time course of peak intensities. Assuming uniform noise in a series of spectra, we now consider a two-point exponential fitting that uses two data points at time zero and a certain time, $T$, to determine a relaxation rate, $R$. Total error of the relaxation rate, $\Delta R$, is determined by the experimental noise ($\delta$) and a relative ratio of the relaxation time and the data point ($RT$). As described previously, (87) the fractional error, $\Delta R/R$, in the two-point exponential fitting is described as

$$
\frac{\Delta R}{R} = \left(\frac{\delta}{I_0}\right)[1+\exp(2 RT)]^{1/2}/(RT)
$$

(2.4)

Here, $I_0$ is the initial intensity at time zero. According to this equation, when $RT=0.25$, $\Delta R/R$ will be 2.3 times larger compared to that at $RT = 1$. Note a simple simulation of a 10-point exponential fitting (in which data points are linearly distributed from 0 to $T$) shows similar results: when $RT=0.25$, $\Delta R/RT$ will be 2.6 times larger than those at $RT = 1$, respectively. Thus, when $RT$ becomes smaller (at $RT < 1$), fractional error increases.

Now, this error estimation can be applied to the case of transverse relaxation. Assuming a Lorentzian line shape of observed peaks, the peak height increases 4-fold when $R_2$ is reduced by a factor of 4. This corresponds to a four-fold reduction of the ($\delta/I_0$) term. Thus, in the exponential fitting in the transverse relaxation, reduction of $R_2$ decreases ($\delta/I_0$) term but increases $[1+\exp(2 RT)]^{1/2}/(RT)$ term in equation (2.4). As a result, there is no significant increase in fractional error of $R_2$. 
2.4 CONCLUSIONS

We compared $^{15}$N CPMG relaxation rates determined using Scheme I with those determined using Schemes II and III that have a smaller number of $^{15}$N CPMG 180° pulses. We tested the relaxation experiments in simulation and experiments using a 96 ms CPMG delay and a 100 $\mu$s $^{15}$N 180° pulse width. These were conditions under which Scheme I worked safely with our instruments. The number of CPMG pulses may be reduced when a long CPMG delay is used for smaller proteins or unfolded proteins at low protein concentrations to minimize the fitting errors in the determination of R$_2$ values. However, as described above, one may not need a CPMG delay that corresponds to an exact inverse of the estimated R$_2$ values. In addition, the number of CPMG pulses may be reduced when shorter $^{15}$N 180° pulses, which require high power, are applied to reduce off-resonance errors in R$_2$ data at a higher static magnetic field strength (169; 107).

Overall, R$_2$ values determined using Schemes II and III showed good correlation with those determined using Scheme I except for a slight systematic bias stemming from either Schemes II and III or Scheme I itself. Schemes II and III can be useful to reduce the number of $^{15}$N CPMG pulses, and therefore reduce possible probe heating. However, since the employment of frequent $^1$H pulses may cause sample heating by dielectric or inductive losses particularly in high salt NMR samples (52; 76; 100; 72), Scheme I may perform better than Schemes II or III for protein samples in aqueous solution at high ionic strength at very high magnetic field strength. In this case, to minimize the total CPMG duration, one may determine the proper CPMG duration
based on both signal-to-noise ratio and uncertainty caused by an exponential fitting. On the other hand, between Scheme II and III that may perform better than Scheme I for protein samples at low ionic strength to reduce heating, Scheme III has an advantage of uniform water phase than Scheme II. From an experimental view point, Scheme III has also more flexibility in setting $\tau_N$ values than Scheme II, because there is no need to synchronize a $\tau_N$ period to a supercycle of $^1$H composite pulses.
3.0 CHEMICAL EXCHANGE EFFECTS DURING REFOCUSING PULSES IN CONSTANT-TIME CPMG RELAXATION DISPERSION EXPERIMENTS

In the analysis of the constant-time Carr-Purcell-Meiboom-Gill (CT-CPMG) relaxation dispersion experiment, chemical exchange parameters, such as rate of exchange and population of the exchanging species, are typically optimized using equations that predict experimental relaxation rates recorded as a function of effective field strength. In this process, the effect of chemical exchange during the CPMG pulses is typically assumed to be the same as during the free-precession. This approximation may introduce systematic errors into the analysis of data because the number of CPMG pulses is incremented during the constant-time relaxation period, and the total pulse duration therefore varies as a function of the effective field strength. In order to estimate the size of such errors, we simulate the time-dependence of magnetization during the entire constant time period, explicitly taking into account the effect of the CPMG pulses on the spin relaxation rate. We show that in general the difference in the relaxation dispersion profile calculated using a practical pulse width from that calculated using an extremely short pulse width is small, but under certain circumstances can exceed 1 s\(^{-1}\). The difference increases significantly when CPMG pulses are miscalibrated. The results presented in this chapter have been published in Journal of
3.1 INTRODUCTION

Conformational exchange among two or more environments with distinct chemical shifts occurring on the milli-microsecond time scale can be detected based on the constant-time Carr-Purcell-Meiboom-Gill (CT-CPMG) relaxation dispersion experiment. This method has been applied to characterize biologically important processes such as protein folding and enzyme kinetics, which involve local conformational fluctuations (120; 191; 200; 134; 179; 190; 15; 37; 195; 18; 105; 108; 112; 187; 119; 67). In the CT-CPMG relaxation dispersion experiment, the nuclear spin transverse relaxation rate, $R_2$, is measured as a function of the effective field strength, $\nu_{CP}$, that is related to the half-duration between CPMG pulses, $\tau_{CPMG}$, according to $\tau_{CPMG} = 1/(4\nu_{CP})$. The total relaxation period ($T_{CP}$) for transverse relaxation is fixed while $\nu_{CP}$ is increased by the decreasing $\tau_{CPMG}$. Chemical exchange parameters, such as the exchange rate, populations of the exchanging species, and difference in off-resonance frequencies between the exchanging species, are optimized by fitting the experimental $R_2$ dispersion profile using a two-site exchange or a multiple-site exchange equation.

The equation that is applied to optimize the parameters is either a numerical solution of Bloch-McConnell equation or its approximate analytical solution (130; 123; 25). In both approaches, the calculations typically neglect effects of chemical exchange during CPMG pulses (i.e. the calculations assume free precession, except for an
instantaneous $180^\circ$ rotation, during each CPMG pulse) (Figure 3.1). Although some studies take into account effects associated with off-resonance frequency (169; 87), the impact of neglecting the effect of the finite CPMG pulse duration on the calculated $R_2$ values is not known. Since the total duration of the CPMG pulses varies as a function of $\nu_{CP}$, the total CPMG pulse duration ranges from as little as 0.45% up to 18% of the entire $T_{CP}$ in typical $^{15}$N CT-CPMG dispersion experiments ($180^\circ$ degree pulse, $\tau_{180} = 90 \mu$s; $\nu_{CP} = 25 \sim 1000$ Hz). Therefore, it is possible that the free-precession approximation during the pulse duration may introduce systematic error in the analysis of dispersion profiles.

Figure 3.1 Pulse schemes of the CT-CPMG relaxation experiments that are compared in this study: (a) includes pulse widths (wide bars) and (b) neglects pulse widths (lines). The CPMG pulse sequence utilizes the pulse phases $\phi_1 = $ $\phi_2 = $ $\phi_3 = X$ (131) while an alternative sequence utilizes pulse phases of $\phi_1 = X$, $\phi_2 = Y$, $\phi_3 = -Y$ (209; 118). In the following, these pulse schemes are denoted as the [00000000]$^\pm$ and the [00130031]$^\pm$ schemes, respectively. Entire phase cycles that were employed to calculate magnetization intensities in the following simulations are described in the Methods section.
The aim of this study is to determine whether the assumptions used in the analysis of $^{15}$N CT-CPMG relaxation dispersion data with regards to the negligible width of pulses results in systematic error in the estimation of the chemical exchange parameters. For this purpose, the time-dependence of magnetization during the CT-CPMG period is calculated using the master equation for a two-state system, which accounts for chemical shift, radio-frequency pulse effects, relaxation, and chemical exchange (6; 7; 139). To determine the extent of systematic errors due to chemical exchange during CPMG pulses, the $R_2$ rates obtained with and without significant pulse widths, as illustrated in Figure 3.1, are compared. Simulations are also performed using an alternative pulse scheme that was initially developed to reduce off-resonance effects on $R_2$ by Zuiderweg’s group and subsequently applied for relaxation dispersion experiments by Yang’s group (209; 118), to determine whether systematic error exists in this alternative pulse sequence.

3.2 METHODS

3.2.1 Master Equation

The time evolution of bulk nuclear magnetization exchanging between two conformational sites, A and B, was calculated to determine the effect of pulse duration on the CT-CPMG relaxation dispersion experiment. The magnetization was
represented by a state vector in which 7 Cartesian product operators were prepared as described previously \(7\)

\[
\sigma(t) = \left[ \frac{E}{2} \quad M_X^A \quad M_Y^A \quad M_Z^A \quad M_X^B \quad M_Y^B \quad M_Z^B \right] \tag{3.1}
\]

with the \(M_{A/B}^\gamma\) being the projection of the bulk magnetization vector of the site A or B along the \(\gamma = X, Y,\) or \(Z\) axis. The state vector is similar to the one used in the Bloch-McConnell equation \(130\) but includes a unity term \(E/2\) that corresponds to the correction for equilibrium magnetization. The time evolution of \(\sigma(t)\) through the pulse sequence was calculated by solving the master equation

\[
\sigma(t + \Delta t) = \text{Exp}(R \cdot \Delta t) \cdot \sigma(t) \tag{3.2}
\]

with the relaxation matrix, \(R\), and an initial condition \(\sigma(0)\) given by

\[
R = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & R_2^{0.4} + k_{AB} & \Omega_A & \omega_Y^{B1} & -k_{BA} & 0 & 0 \\
0 & -\Omega_A & R_2^{0.4} + k_{AB} & -\omega_X^{B1} & 0 & -k_{BA} & 0 \\
-2R_1^{0.4}M_X^A & -\omega_Y^{B1} & \omega_X^{B1} & R_1^{0.4} + k_{AB} & 0 & 0 & -k_{BA} \\
0 & -k_{AB} & 0 & 0 & R_2^{0.4} + k_{BA} & \Omega_B & \omega_Y^{B1} \\
0 & 0 & -k_{AB} & 0 & -\Omega_A & R_2^{0.4} + k_{BA} & -\omega_X^{B1} \\
-2R_1^{0.4}M_Z^B & 0 & 0 & -k_{AB} & -\omega_Y^{B1} & \omega_X^{B1} & R_1^{0.4} + k_{BA}
\end{bmatrix}
\]

\[
\sigma(0) = \left[ \frac{1}{2} \quad p_A \quad 0 \quad 0 \quad p_B \quad 0 \quad 0 \right]^T \tag{3.3}
\]

\(R\) accounts for: the resonance frequencies of the two exchanging sites, \(\Omega_A\) and \(\Omega_B\); the radio-frequency field, \(B_1\), from the Y or X axis, \(\omega_Y^{B1}\) or \(\omega_X^{B1}\), the intrinsic longitudinal relaxation rates for sites A and B, \(R_1^{A0}\) and \(R_1^{B0}\), respectively; the intrinsic transverse relaxation rates for sites A and B, \(R_2^{A0}\) and \(R_2^{B0}\), respectively; and the exchange rates
from site A to site B, and from site B to site A, $k_{AB}$ and $k_{BA}$, respectively. The $M_{z/B}^{A}$ is the equilibrium magnetization along the Z-axis for site A or B. The $\omega_{X}^{B1}$ and $\omega_{Y}^{B1}$ are related to the duration of an ideal 180° pulse width, $\tau_{180}$, by the relation $\omega_{X/Y}^{B1} = \pi / \tau_{180}$.

The fractional populations of sites A and B are given by $p_A$ and $p_B$, respectively, with $p_A + p_B = 1$. The exchange rate, $k_{ex}$, is given by $k_{ex} = k_{AB}/p_B = k_{BA}/p_A$. The difference in chemical shifts, $(\delta \omega)/2\pi$, is defined by $(\Omega_A - \Omega_B)/2\pi$. The equation used here is different from the relaxation matrix that is often used for the optimization of chemical exchange parameters in CT-CPMG dispersion experiments in which longitudinal magnetization terms and effects of pulse duration are not taken into account (104). Calculations were performed using the MATLAB software (The Mathworks Inc., Natick, MA).

### 3.2.2 Schemes for the CT-CPMG simulation

Simulations were conducted using the original CPMG pulse sequence in the following manner (denoted as a [00000000]$^\pm$ scheme). Transverse magnetization was generated initially along the X-axis as given by $\sigma(0)$, and the CPMG pulses were applied along the X-axis. Next, magnetization was again generated along the X-axis, and the CPMG pulses were applied along the -X-axis. The average of the magnetization intensities calculated these two ways at time $T_{CP}$, $M_X(T_{CP})$, was then used to calculate $R_2$ value according to

$$R_2^i = \ln\left(\frac{M_X^i(0)}{M_X^i(T_{CP})}\right) / T_{CP}$$

(3.5)

Here, $i = A$ or $B$ site. $R_2$ values for individual sites were calculated in the slow exchange case. The summation of A and B site magnetization was used for the calculation of $R_2$.
in the fast exchange case. The superscript \( i \) to indicate site \( i \) is neglected to simplify the description hereafter. Superscript \( i \) in the intrinsic relaxation rates is also neglected hereafter by using conditions of \( R_1^{A0} = R_1^{B0} = R_1^0 \) and \( R_2^{A0} = R_2^{B0} = R_2^0 \). This condition will avoid additional systematic errors caused by differences in the intrinsic relaxation rates of the two sites (85).

Simulations were also conducted using an alternative sequence that was proposed previously (209; 118) (denoted as [00130031]\( ^{±} \)). In this scheme, transverse magnetization was generated along the X-axis, and the 180° pulses were applied along the X, X, Y, -Y, X, X, -Y, Y axes with a minimum eight pulses in one cycle. Magnetization intensity after \( T_{CP} \) was stored in the memory. Next, magnetization was again generated in the X-axis, and the 180° pulses were applied from the -X, -X, -Y, Y, -X, -X, Y, -Y axes with a minimum eight pulses in one cycle. Transverse magnetization at time \( T_{CP} \), \( M_X(T_{CP}) \), was calculated as the average of the two magnetization intensities. Apparent relaxation rates for the [00130031]\( ^{±} \) scheme, \( R_{Alt} \), were determined by equation (3.5), and corrected using equation (3.6) to yield \( R_2 \) values for \( R_2 \) dispersion plot (118):

\[
R_2 = R_{Alt} + \frac{(R_2^0 - R_1^0) \tau_{180}}{8 \tau_{CPMG}}
\]

(3.6)

When there is no chemical exchange (i.e., \( R_2 = R_2^0 \)), the equation (3.6) is identical to that proposed by Zuiderweg for general transverse relaxation experiments (209).
3.2.3 Parameters applied for CT-CPMG simulations

The following three sets of $R_2$ dispersion profiles were generated in this study using the $[00000000]^\pm$ and $[00130031]^\pm$ schemes described above. In all the simulations, $R_1^0$ and $R_2^0$ were set equal to 1.86 s$^{-1}$ and 10.84 s$^{-1}$, respectively. This corresponds to amide nitrogens in a protein with a rotational correlation time of 7 ns at 60.8 MHz $^{15}$N resonance frequency. Fractional populations, $p_A$ and $p_B$, were set equal to 0.8 and 0.2, respectively. $R_2$ values were calculated for pulse sequences of $T_{CP} = 40$ ms and $\nu_{CP}$ ranging from 100 Hz to 3000 Hz, with $R_2$ values calculated for every $\nu_{CP} = 100$ Hz. Pulse width for CPMG was assumed to be either $\tau_{180} = 90$ $\mu$s or 2 ns in all the simulations as described below.

The first set of $R_2$ dispersion profiles was calculated without any chemical exchange to determine the effects of off-resonance errors quantitatively. The simulations were conducted assuming accurate CPMG pulses that rotate on-resonance magnetization by 180º. The simulations were repeated assuming that the CPMG pulses were applied at a 20% lower $B_1$ field strength (that corresponds to 144º rotation of on-resonance magnetization). $R_2$ dispersion profiles were calculated for the resonances that are located at 0, 200 Hz, 400 Hz, and 800 Hz off-resonance from the carrier.

The second set of simulations was calculated allowing chemical exchange using the following parameters: (a) $k_{ex} = 5 \times 10^3$ s$^{-1}$ and $\delta\omega/2\pi = 150$ Hz; (b) $k_{ex} = 20 \times 10^3$ s$^{-1}$ and $\delta\omega/2\pi = 300$ Hz; (c) $k_{ex} = 100$ s$^{-1}$ and $\delta\omega/2\pi = 500$ Hz; (d) $k_{ex} = 100$ s$^{-1}$ and $\delta\omega/2\pi = 1500$ Hz. Here, (a) and (b) satisfy the fast exchange condition ($k_{ex} \gg \delta\omega/2\pi$), and (c)
and (d) satisfy the slow exchange condition ($k_{ex} \ll \delta \omega / 2 \pi$). Accurate 180° pulses were assumed in the simulations, and site A was set at the on-resonance frequency.

The third set of simulations was calculated allowing chemical exchange assuming the CPMG pulses at 20% lower and 20% higher $B_1$ field strengths (corresponding to 144° and 216° rotations, respectively). In these simulations, following parameters were used: $k_{ex} = 20 \times 10^3$ s$^{-1}$ and $\delta \omega / 2 \pi = 300$ Hz, and $k_{ex} = 100$ s$^{-1}$ and $\delta \omega / 2 \pi = 1500$ Hz, which correspond to (b) and (d) in the above paragraph, respectively.

In the first and the second sets of simulations, $R_2$ dispersion profiles for the $[00000000]^\dagger$ scheme were also calculated using an extremely short pulse width, $\tau_{180} = 2$ ns, to obtain an ideal CPMG $R_2$ profile. Additionally, $R_{1\rho}$ values were calculated as a function of the radio-frequency field, $B_{SL} (=\omega_{SL}/2 \pi)$, using the Palmer and Massi’s equation 31 (156):

$$R_{1\rho} = R_1^0 \cos^2 \theta + R_2^0 \sin^2 \theta + \frac{p_A p_B \delta \omega^2 k_{ex} \omega_{SL}^2 / \omega_e^2}{\omega_e^2 / \omega_e^2 + k_{ex}^2 - 2 p_A p_B \delta \omega^2 \gamma \omega_{SL}^2 / \omega_e^2 + (1 - \gamma) \omega_{SL}^2} \left(3.7\right)$$

With

$$\gamma = 1 + p_A p_B \delta \omega^2 \left(\frac{(p_A \Omega_B + p_B \Omega_A)^2 + \omega_{SL}^2 - k_{ex}^2}{(p_A \Omega_B + p_B \Omega_A)^2 + \omega_{SL}^2 + k_{ex}^2}\right); \overline{\Omega} = p_A \Omega_A + p_B \Omega_B;$$

$$\theta = \arctan \left(\frac{\omega_{SL}}{\overline{\Omega}}\right); \omega_e = \left(\overline{\Omega}^2 + \gamma \omega_{SL}^2\right)^{1/2}; \text{ and } \omega_{ei} = \left(\Omega_i^2 + \gamma \omega_{SL}^2\right)^{1/2} \text{ (with i = A, B for effective field at site A or site B).}$$

To evaluate differences of the calculated $R_2$ profiles from the ideal CPMG $R_2$ profile, the calculated $R_2$ profiles were fit by using the Bloch-McConnell equation with
instantaneous 180° rotation (Figure 3.1b). In the fitting, $k_{ex}$ and $p_A$ were optimized while $R_2^0$ and $\delta \omega / 2\pi$ were fixed. The optimizations of the parameters were verified by grid searches to minimize $\Delta R_2$ that was defined as r. m. s. d. between the calculated and the fit $R_2$ profiles. The uncertainties of the optimized parameters were given as the ranges in which $\Delta R_2 < 0.5 \text{ s}^{-1}$. Since the simulations were conducted in the skewed population case ($p_A:p_B = 0.8:0.2$), the calculated $R_2$ profiles were plotted only for site A in slow exchange and for the weighted average magnetization in fast exchange.

### 3.3 RESULTS AND DISCUSSION

#### 3.3.1 CPMG Simulations in the absence of chemical exchange

The aim of this study is to identify systematic error caused by the chemical exchange effects during pulses in the CT-CPMG $R_2$ dispersion experiments. Prior to conducting this research, we calculated time dependence of magnetization by solving equation (3.2) and determined $R_2$ based on equation (3.5) to quantitatively estimate off-resonance effects in the $R_2$ dispersion profile in the absence of chemical exchange (169). When the simulation was conducted by applying CPMG pulses at 5.56 kHz $B_1$ field strength (90 $\mu$s as 180° pulses), the observed $R_2$ values differed from the intrinsic relaxation rate, $R_2^0$, by up to 2%, 4%, and 7% at 200 Hz, 400 Hz, and 800 Hz off-resonance frequencies, respectively (Figure 3.2a). However, these differences were still less than 1 s$^{-1}$. Off-resonance error was further reduced when the alternative
CPMG experiment (209; 118) ([00130031]⁺ scheme) was applied. The maximum deviation of $R_2$ values from $R_2^0$ was less than 1% even at 800 Hz off-resonance frequency, providing uniform inversion over a significantly wider band width than the [00000000]⁺ scheme (Figure 3.2c).

We also simulated an extreme case when 144º pulses were applied instead of 180º rotation pulses for CPMG (20% miscalibration of the $B_1$ field strength). Although $R_2$ differed from $R_2^0$ by more than 5 s⁻¹ at 800 Hz off-resonance frequency, the difference was less than 2 s⁻¹ at < 400 Hz off-resonance frequency (Figure 3.2b). Such large difference of $R_2$ values from $R_2^0$ was not observed using the [00130031]⁺ scheme, even when 144º pulse rotations were applied instead of 180º rotations (Figure 3.2d). However, the calculated $R_2$ values were systematically ca. 1 s⁻¹ smaller than $R_2^0$. This is because imperfect signal inversion pulse produces significant Z-magnetization that remains during the free-precession period between the pulses and results in contamination of $R_1$ component in the observed $R_2$ (see section 3.3.3). Although the effect of $R_1$ during the pulses in [00130031]⁺ scheme is taken into account in the calculation of $R_2$ values from $R_{Alt}$ in equation (3.6), the effect of $R_1$ during free precession caused by the pulse imperfection remains.
Figure 3.2 $R_2$ values calculated as a function of effective field strength, $\nu_{CP}$, in the absence of chemical exchange for (a, b) [00000000] and (c, d) [00130031] schemes. Figures in (a) and (c) were calculated using ideal 180° rotation pulses, while Figures in (b) and (d) were calculated using 144° pulses instead of the 180° rotation pulses (assuming -20% $B_1$ miscalibration). In each figure, solid line (-), circles (O), crosses (+), and dots (●) indicate $R_2$ values calculated at 0, 200 Hz, 400 Hz, and 800 Hz from the radio-frequency carrier, respectively. In (a)-(c), the solid lines are consistent with the intrinsic transverse relaxation rate, $R_2^0$, used in the simulation. In (d), the solid line (i.e., $R_2$ at the carrier frequency) is significantly different from the $R_2^0$ that is shown by the dashed line (--). All the simulations were conducted using the following parameters: $\tau_{180} = 90$ µs, $R_1^0 = 1.86$ s$^{-1}$, and $R_2^0 = 10.84$ s$^{-1}$.

Overall, the above simulations in the absence of chemical exchange demonstrate that the off-resonance error is less than 1 s$^{-1}$ at < 400 Hz off-resonance frequency when 180° pulse rotation is applied, and is less than 2 s$^{-1}$ at < 200 Hz off-resonance
frequency even when 144° pulse rotation is applied. The errors are similar in magnitude to experimental noise in NMR experiments. Thus, in the following simulations, we assumed a two-site exchange with site A at the carrier frequency in both slow and fast exchange cases. In the fast exchange simulation, $\delta \omega/2\pi$ was set to be either 150 or 300 Hz so that the weighted average resonance was located at 60 or 100 Hz, respectively. Such a narrow region was used to minimize off-resonance effect and to allow thereby the determination of systematic error caused by chemical exchange occurring during pulsing.

3.3.2 Effect of an additional 180° phase cycle on the calculation of CPMG $R_2$ dispersion profiles.

In the CPMG experiments, 180° (X and -X) phase cycle (i.e., averaging of intensities that are calculated using the [00000000]$^+$ and the [00000000]$^-$ schemes) is applied to reduce the off-resonance error because magnetization intensity that travels through the +Z axis during a 180° pulse with one phase is increased by $R_1$ relaxation while magnetization that travels through the -Z axis during a 180° pulse by the other phase is decreased by the same $R_1$ process. Thus, this 180° phase cycle was included in all the simulations conducted in the manuscript. In this paragraph, to demonstrate errors that are introduced if the 180° phase cycle is not included, relaxation dispersion profiles in the absence of the 180° phase cycle are shown for magnetization that are located at +500 Hz and -500 Hz off resonance frequencies (Figure 3.3a). These simulations were conducted by employing the [00000000]$^+$ scheme in the absence of chemical exchange using $\tau_{180} = 90$ µs and $T_{cp} = 40$ ms. Influence by the $R_1$ process was
confirmed by simulating the $R_2$ profiles assuming $R_1^0 = R_2^0 = 10.84 \text{ s}^{-1}$, in which more amplified modulation of the $R_2$ values were observed (Figure 3.3b).
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**Figure 3.3** $R_2$ profile calculated as a function of effective field strength, $\nu_{CP}$, in the absence of chemical exchange at (a) $R_1^0 = 1.86 \text{ s}^{-1}$ and $R_2^0 = 10.84 \text{ s}^{-1}$ and at (b) $R_1^0 = R_2^0 = 10.84 \text{ s}^{-1}$. In each graph, □ and × indicate data points calculated assuming, +500 Hz and -500 Hz off-resonance frequency, respectively. The $R_2$ profile calculated with the magnetization at the carrier frequency is shown as a line. All the $R_2$ values shown in these figures were calculated using the $[0000000]^\pm$ scheme without X and -X phase cycle.

3.3.3 Effect of $R_1$ on the calculation of $R_2$ dispersion profiles using the $[00130031]^\pm$ scheme

When $144^\circ$ pulses were applied instead of $180^\circ$ inversion pulses for CPMG, the $R_2$ values calculated using the $[00130031]^\pm$ scheme were systematically ca. 1 s$^{-1}$ smaller than $R_2^0$ even in the absence of chemical exchange (Figure 3.2d). To determine the cause of the systematic reduction, an additional calculation of the $R_2$ dispersion profile was conducted with $R_1^0 = R_2^0$ while keeping other exchange parameters the same as those employed to generate the dispersion profile in Figure 3.2d. The calculated profile, Figure 3.4a, shows no significant systematic reduction of the $R_2$ values, indicating that
the reduction was due to the Z-magnetization that remained during the free-precession period. More direct evidence was obtained by calculating the time course of the Z-magnetization using the [00130031]± scheme (Figure 3.4b) at \( \nu_{\text{CP}} = 1 \) kHz for a signal at the carrier frequency. The time course demonstrates significant residence of the Z-magnetization between the third and fourth pulses of the (X, X, Y, -Y) or (X, X, -Y, Y) cycle.
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Figure 3.4 (a) \( R_2 \) profile and (b) a time course of the Z-magnetization calculated using the [00130031]± scheme (blue) with 144° rotation pulses instead of the 180° rotation pulses. Both simulations were conducted in the absence of chemical exchange. In (a), \( R_1^0 = R_2^0 = 10.84 \) s\(^{-1} \), and a solid line (-), circles (○), crosses (+), and dots (●) indicate \( R_2 \) values calculated at 0, 200 Hz, 400 Hz, and 800 Hz from the radio-frequency carrier, respectively. In (b), intensity at the carrier frequency was calculated in the following parameters: \( \nu_{\text{CP}} = 1000 \) Hz, \( R_2^0 = 10.84 \) s\(^{-1} \), and \( R_1^0 = 1.86 \) s\(^{-1} \). The spikes before and after the high Z intensity are effects of pulsing.

3.3.4 Effects on pulse width in the [00000000]± scheme

Based on the above results associated with the off-resonance effects, we simulated CPMG \( R_2 \) dispersion profiles assuming a two-site exchange with sites A (\( p_A = 0.8, \omega_A/2\pi = 0 \) Hz) and B (\( p_B = 0.2, \omega_B/2\pi = 150 \) Hz) in the fast exchange condition, \( k_{\text{ex}} = \)
5 × 10^3 s^{-1} and \( \delta \omega / 2\pi = 150 \text{ Hz} \). To obtain \( R_2 \) dispersion profile, we generated time-dependent magnetization by solving equation (3.2), with the chemical exchange term given by equation (3.3). \( R_2 \) was calculated from the final magnetization intensities using equation (3.5) at each effective field. To identify effects of chemical exchange during pulsing, the simulation was conducted twice: first with a practical pulse width, \( \tau_{180} = 90 \mu\text{s} \), and second with an extremely short pulse width for an ideal case, \( \tau_{180} = 2 \text{ ns} \). The \( R_2 \) dispersion profiles obtained by these simulations were almost identical to each other: the discrepancy in \( R_2 \) was ca. < 0.5 s\(^{-1}\) even at \( \nu_{\text{CP}} = 3 \text{ kHz} \), indicating there is no systematic error caused by the pulse width (Figure 3.5a).

Simulation of the \( R_2 \) dispersion profile was also conducted in another exchange condition in which \( k_{\text{ex}} \) is much larger than that described above, \( k_{\text{ex}} = 20 \times 10^3 \text{ s}^{-1} \) and \( \delta \omega / 2\pi = 300 \text{ Hz} \) (Figure 3.5b). Compared with Figure 3.5a, the \( R_2 \) dispersion profile at larger \( k_{\text{ex}} \) (Figure 3.5b) is shifted towards higher \( \nu_{\text{CP}} \) values, with significant \( R_{\text{ex}} \) remaining at high \( \nu_{\text{CP}} \) that is recorded after frequent CPMG pulses. In this case, \( R_2 \) calculated using \( \tau_{180} = 90 \mu\text{s} \) exhibited small but significant difference from the CPMG \( R_2 \) values calculated using \( \tau_{90} = 2 \text{ ns} \): discrepancy between the \( R_2 \) values at \( \nu_{\text{CP}} = 1 \text{ kHz} \) was ca. 0.5 s\(^{-1}\), and that at \( \nu_{\text{CP}} = 3 \text{ kHz} \) was ca. 1.5 s\(^{-1}\) (6\% reduction in \( R_2 \)). Comparison of the \( R_2 \) dispersion profile with the relaxation rates calculated using a spin-lock demonstrate that the \( R_2 \) values calculated using \( \tau_{180} = 90 \mu\text{s} \) approach a spin-lock profile at increasing \( \nu_{\text{CP}} \) (Figure 3.5b). This is because the fraction of the magnetization that remains along the X-axis under the applied radio-frequency field strength increases as \( \nu_{\text{CP}} \) increases. When the \( R_2 \) profile simulated using \( \tau_{180} = 90 \mu\text{s} \) was fit using the Bloch-McConnell equation with instantaneous 180° rotation (and the fixed \( R_2^0 = 10.84 \text{ s}^{-1} \)
1 and $\delta \omega / 2 \pi = 300 \text{ Hz}$, $p_A$ and $k_{ex}$ were optimized to be $0.765 \pm 0.005$ and $22.5 \pm 0.5 \times 10^3 \text{ s}^{-1}$, respectively. These values correspond to changes of $0.035$ and $2.5 \times 10^3 \text{ s}^{-1}$ from those originally used (0.80 and $20 \times 10^3 \text{ s}^{-1}$) to generate the profile, respectively.

We next simulated CPMG $R_2$ dispersion profiles in slow exchange, $k_{ex} = 100 \text{ s}^{-1}$ and $\delta \omega / 2 \pi = 500 \text{ Hz}$, assuming a two-site exchange with site A ($p_A = 0.8$, $\omega_A / 2 \pi = 0 \text{ Hz}$) and B ($p_B = 0.2$, $\omega_B / 2 \pi = 500 \text{ Hz}$). The $R_2$ dispersion profile simulated using $\tau_{180} = 90 \mu\text{s}$ did not exhibit significant discrepancy from the ideal CPMG $R_2$ values (simulated using $\tau_{180} = 2 \text{ ns}$) (Figure 3.5c).

Even when the $R_2$ dispersion profile was calculated using a larger $\delta \omega / 2 \pi$ value, 1500 Hz, at $k_{ex} = 100 \text{ s}^{-1}$, no significant discrepancy was obtained (Figure 3.5d). As described above, this is also because chemical exchange contribution in $R_2$ becomes small ($< 5 \text{ s}^{-1}$) at large $\nu_{CP}$ (> 1 kHz). Since an increase in $\delta \omega / 2 \pi$ increases the $R_2$ values at large $\nu_{CP}$, systematic errors caused by chemical exchange during the pulses may become significant when $\delta \omega / 2 \pi$ exceeds 1500 Hz. However, such large $\delta \omega / 2 \pi$ values are expected to be rare in the spectra of diamagnetic proteins. Similarly, an $R_2$ dispersion profile calculated using a pulse width longer than $\tau_{180} = 90 \mu\text{s}$ amplifies systematic error caused by the chemical exchange (see section 3.3.6).
Figure 3.5 $R_2$ dispersion profiles calculated in the presence of chemical exchange for (a, b) fast exchange and (c, d) slow exchange, using the [00000000]$^\pm$ scheme. In each figure, circles (○) and line (-) indicate $R_2$ profile calculated using a practical 180° pulse width ($\tau_{180} = 90$ µs) and the ideal CPMG $R_2$ profile calculated without significant pulse duration ($\tau_{180} = 2$ ns), respectively. Both of these profiles were generated assuming two-site exchange with $p_A = 0.8$, $p_B = 0.2$, $R_1^0 = 1.86$ s$^{-1}$, and $R_2^0 = 10.84$ s$^{-1}$, and with site A at the carrier frequency. Other parameters were: (a) $k_{ex} = 5 \times 10^3$ s$^{-1}$ and $\delta \omega / 2 \pi = 150$ Hz; (b) $k_{ex} = 20 \times 10^3$ s$^{-1}$ and $\delta \omega / 2 \pi = 300$ Hz; (c) $k_{ex} = 100$ s$^{-1}$ and $\delta \omega / 2 \pi = 500$ Hz; (d) $k_{ex} = 100$ s$^{-1}$ and $\delta \omega / 2 \pi = 1500$ Hz. For comparison, relaxation rates in the rotating frame (spin-lock condition) were also plotted as a function of $\nu_{CP}$ (assuming $\nu_{CP} = B_{SL}$) by the dashed line.

3.3.5 Effects on pulse width in the [00130031]$^\pm$ scheme

Using the same chemical exchange parameters as those applied to generate Figure 3.5b ($k_{ex} = 20 \times 10^3$ s$^{-1}$ and $\delta \omega / 2 \pi = 300$ Hz) and Figure 3.5d ($k_{ex} = 100$ s$^{-1}$ and
\[ \delta \omega/2\pi = 1500 \text{ Hz} \], \( R_2 \) dispersion profiles were simulated using the [00130031] scheme by solving equation (3.2) (Figures 3.6a and 3.6b, respectively). The apparent relaxation rate, \( R_{\text{Alt}} \), was determined from the final magnetization intensities using equation (3.5), and finally \( R_2 \) value was calculated using equation (3.6) at each effective field.

\( R_2 \) dispersion profiles simulated using the [00130031] scheme were almost the same as the ideal CPMG \( R_2 \) profiles calculated using the [00000000] scheme with \( \tau_{180} = 2 \text{ ns} \) (Figures 3.6a and 3.6b). Especially, it is noteworthy that the dispersion profile calculated using the [00130031] scheme does not approach the calculated \( R_1 \rho \) at increasing \( \nu_{\text{CP}} \). The agreement of the dispersion profile calculated using \( \tau_{180} = 90 \mu\text{s} \) to the ideal CPMG \( R_2 \) profiles calculated using the \( \tau_{180} = 2 \text{ ns} \) can be explained by the assumptions used in the correction equation (3.6) for the [00130031] scheme. By defining a duration for free precession as \( 2\tau_{FP} = 2\tau_{\text{CPMG}} - \tau_{180} \), the correction equation for the time average of \( R_{\text{Alt}} \) for the four echo periods of the [0013] phase cycle (X, X, Y, -Y) is recast as,

\[
8\tau_{\text{CPMG}} R_{\text{Alt}} = 8\tau_{FP} R_2 + (3R_2 + R_1^0)\tau_{180} + (R_2 - R_2^0)\tau_{180} = 8\tau_{FP} R_2 + (3R_2^0 + R_1^0)\tau_{180} + 4R_{\text{ex}}\tau_{180} \tag{3.8}
\]

Here, \( R_2 = R_2^0 + R_{\text{ex}} \). Equation (3.8) indicates that chemical exchange is described by a unique \( R_{\text{ex}} \) term even during the pulse duration (the third term) as well as the free precession period. Thus, the dispersion profile is “reconstructed” using \( R_1^0 \), \( R_2^0 \), and \( R_{\text{Alt}} \) in equation (3.6) such that chemical exchange during pulsing is assumed to be the same as that in free-precession. Based on equation (3.8), the correction equation (3.6) is not sufficient to describe \( R_{\text{Alt}} \) that is calculated using a practical pulse
width. However, significant error was not observed in \( R_2 \) calculated using the \([00130031]^\pm\) scheme in Figure 3.6. This insignificance of the error is most likely due to cancellation of the increase in \( R_{ex} \) during X pulses by the decrease in \( R_{ex} \) during Y or -Y pulses. In addition, when \( R_2 \) is used instead of \( R_2^0 \) in equation (3.6), resultant \( R_2 \) is overestimated. A question remains of how \( R_2^0 \) values can be measured accurately. Methods have been proposed to yield \( R_2^0 \) from the measurements of auto-relaxation rates (56), cross-correlated relaxation values (200) or a combination of longitudinal, single, and double quantum coherence relaxation values (66). However, these approaches require many additional measurements.
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**Figure 3.6** \( R_2 \) dispersion profiles calculated in the presence of chemical exchange for (a) fast exchange and (b) slow exchange using the (+) \([00130031]^\pm\) scheme. The same values of the parameters used in Figures 3.5b and 3.5d were employed to generate the profiles in figures (a) and (b), respectively. In each figure, solid line indicates the ideal CPMG \( R_2 \) profile calculated using the \([00000000]^\pm\) scheme with \( \tau_{180} = 2 \) ns, and the dashed line indicates relaxation rates in the rotating frame (spin-lock condition).
3.3.6 Effects of chemical exchange during pulsing when a long pulse is employed for CPMG $R_2$ dispersion

To verify the effects of chemical exchange during pulsing, CPMG $R_2$ profile was calculated assuming the pulse width of $\tau_{180} = 120 \mu$s, instead of 90 $\mu$s. In the $R_2$ profile calculated using the $[00000000]^\dagger$ scheme in fast exchange (indicated by $\bigcirc$ in Figure S3a), elevation of $R_2$ values, due to spin-lock effect, became significant at high $\nu_{CP} (> 1$ kHz), because of the increase in the fraction of $\tau_{180}$ versus $\tau_{CPMG}$. In contrast, the $R_2$ profile calculated using the $[00130031]^\dagger$ scheme (indicated by $+$) was almost identical to the ideal CPMG $R_2$ profile, as discussed in the text in the main manuscript (Figure S3a). In slow exchange, the dispersion profiles calculated assuming the pulse width of $\tau_{180} = 120 \mu$s did not exhibit significant difference from that of the ideal CPMG $R_2$ profile (Figure S3b). These results support interpretation of the data presented in Figures 3 and 4 in the manuscript.
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Figure 3.7 $R_2$ dispersion profiles calculated with $\tau_{180} = 120 \mu$s for (a) the fast exchange ($k_{ex} = 20 \times 10^3$ s$^{-1}$ and $\delta\omega/2\pi = 300$ Hz) and (b) the slow exchange ($k_{ex} = 100$ s$^{-1}$ and $\delta\omega/2\pi = 1500$ Hz). Except for the pulse width, the same sets of the parameters generate Figures 3.5b and 3.6a for (a), and Figures 3.5d and 3.6b for (b) were applied. In each
figure, ○ and + indicate $R_2$ values calculated using the [00000000]$^\pm$ and the [00130031]$^\pm$ schemes, respectively. Line indicates the ideal CPMG $R_2$ values calculated using the [00000000]$^+$ scheme with an extremely short pulse width ($\tau_{180} = 2$ ns), and dashed line indicates relaxation rates calculated for spin-lock.

3.3.7 Effects on pulse width in the case of large pulse miscalibration

To estimate the magnitude of systematic errors that are introduced by miscalibration of the 180° pulse, $R_2$ dispersion profiles were also calculated using 144° and 216° pulses, representing -20% and +20% errors in the $B_1$ field strength. In the fast exchange (equivalent to that used in Figure 3.5b, $k_{ex} = 20 \times 10^3$ s$^{-1}$ and $\delta \omega/2\pi = 300$ Hz) using the [00000000]$^+$ scheme, $R_2$ dispersion profile generated for $\tau_{180} = 90$ µs at 20% lower $B_1$ field strength (shown by ○ in Figure 3.8a) showed larger values than the ideal CPMG $R_2$ values (by the solid line in Figure 3.8a assuming the correct 180° rotation and $\tau_{180} = 2$ ns). This difference in $R_2$ values was more significant than that in Figure 3.5b because of the 20% weaker $B_1$ field strength. When this $R_2$ profile (shown by ○ in Figure 3.8a) was fit using the Bloch-McConnell equation with instantaneous 180° rotation (with the fixed $k_{ex} = 20 \times 10^3$ s$^{-1}$ and $\delta \omega/2\pi = 300$ Hz), $p_A$ and $k_{ex}$ were optimized to be 0.635 ± 0.015 and 28.9 ± 0.6 × 10$^3$ s$^{-1}$, respectively (corresponding to the 0.165 and 8.9 × 10$^3$ s$^{-1}$ differences from the values used to generate the profile, 0.8 and 20 × 10$^3$ s$^{-1}$). At +20% higher $B_1$ field strength, the $R_2$ dispersion profile generated using the [00000000]$^+$ scheme (shown by ○ in Figure 3.8b) was similar to that at -20% higher $B_1$ field strength but approached the spin-lock values of the +20% higher $B_1$ field strength.
Figure 3.8 $R_2$ dispersion profiles calculated for (a, b) fast exchange and (c, d) slow exchange by employing (a, c) 144° pulses (-20% $B_1$ miscalibration) or (b, d) 216° pulses (+20% $B_1$ miscalibration). In each figure, circles (.), and crosses (+) indicate $R_2$ values calculated using the [00000000]$^\pm$ and [00130031]$^\pm$ schemes, respectively. Other parameter values used for the simulations for the (a, b) fast exchange and (c, d) slow exchange were the same as those employed to generate the profiles in Figures 3.3b and 3.3d, respectively. In each figure, an ideal CPMG $R_2$ profile calculated with extremely short pulse duration using the [00000000]$^\pm$ scheme is shown by the solid line, and the profile calculated using the spin-lock condition at (a, c) -20% lower or (b, d) +20% higher $B_1$ field strength is shown by the dashed line.

In the slow exchange ($k_{ex} = 100$ s$^{-1}$ and $\delta \omega / 2\pi = 1500$ Hz, which are equivalent to those in Figure 3.5d) using the [00000000]$^\pm$ scheme, $R_2$ dispersion profiles generated for $\tau_{180} = 90$ µs at 20% lower or higher $B_1$ field strength (shown by . in Figures 3.8c or
3.8d, respectively) were almost identical to the ideal CPMG $R_2$ profile calculated using the correct $B_1$ field strength for $\tau_{180} = 2$ ns. This is because the A site magnetization is located at on-resonance along the X-axis, and is not affected by the pulse effects. However, at higher $\nu_{CP}$ (> 1 kHz), the $R_2$ profiles generated at 20% lower/higher $B_1$ field strength start to have discrepancy from the ideal CPMG $R_2$ profile and approach the spin-lock profile.

In contrast to the profiles calculated using the [00000000]$^\pm$ scheme, $R_2$ dispersion profiles calculated using the [00130031]$^\pm$ scheme for fast exchange at -20% and +20% errors in the $B_1$ field strength (described by + in Figures 3.8a and 3.8b, respectively) mostly exhibited smaller $R_2$ values than those of the ideal CPMG $R_2$ profile calculated using the [00000000]$^\pm$ scheme at $\tau_{180} = 2$ ns (described by solid lines in Figures 3.8a and 3.8b). Discrepancy in $R_2$ value calculated using the using the [00130031]$^\pm$ scheme at 20% weaker/stronger $B_1$ field strength from that of the ideal CPMG $R_2$ profile was ca. 4 s$^{-1}$ at $\nu_{CP} = 100$ Hz in Figures 3.8a and 3.8b, and was significantly larger than that observed in the absence of chemical exchange in Figure 3.2d. This is because equation (3.6) does not include the effects of the residual Z-magnetization during the free-precession period (as shown in section 3.3.3). When the $R_2$ profile calculated with 20% weaker $B_1$ field in (indicated by + in Figure 3.8a) was fit using the Bloch-McConnell equation for the [00000000]$^\pm$ scheme with instantaneous 180° rotation at a correct $B_1$ field strength (and the fixed $k_{ex} = 20 \times 10^3$ s$^{-1}$ and $\delta\omega/2\pi = 300$ Hz), $p_A$ and $k_{ex}$ were optimized to be 0.794 ± 0.007 and 23.4 ± 0.8 × 10$^3$ s$^{-1}$ (0.006 and 3.4 × 10$^3$ s$^{-1}$ changes from those originally used to generate the profiles, 0.80 and 20 × 10$^3$ s$^{-1}$, respectively).
$R_2$ dispersion profiles were calculated for slow exchange assuming -20% and +20% errors in the $B_1$ field strength using the [00130031]$^\pm$ scheme (described by + in Figures 3.8c and 3.8d, respectively). Other simulation conditions for these were the same as those applied to calculate the profiles shown in Figure 3.5d. In both -20% and +20% $B_1$ error cases, most of the $R_2$ profiles were slightly smaller that the ideal CPMG $R_2$ profile calculated using the correct $B_1$ field strength for $\tau_{180} = 2 \text{ ns}$. (described by the solid line in Figures 3.8c and 3.8d). The discrepancy was almost equivalent to that observed in the profile calculated without chemical exchange in Figure 3.2d. At high $v_{CP} > 1 \text{ kHz}$, the $R_2$ values approaches the spin-lock profile (Figure 3.8c). For these slow exchange profiles calculated using miscalibrated pulses, optimized parameters using the Bloch-McConnell equation with instantaneous 180° rotation are not shown because they were not fit satisfactorily ($\Delta R_2 > 0.5 \text{ s}^{-1}$).

3.3.8 Effects of chemical exchange during pulsing when site A is not located at the carrier frequency

To generate Figures 3.5 to 3.8, simulations were conducted with the carrier frequency for site A, $\Omega_A/2\pi = 0$, to minimize off-resonance error. In this paragraph, $R_2$ profiles calculated at $\Omega_A/2\pi = 400 \text{ Hz}$ are shown to clarify whether they become similar to those at $\Omega_A/2\pi = 0$. Although the $R_2$ profile calculated using the [00000000]$^\pm$ scheme at $\Omega_A/2\pi = 400 \text{ Hz}$ shows additional increase in $R_2$ at $v_{CP} = 300 \text{ Hz}$ in Figure 3.9a, overall $R_2$ profile for the fast exchange was almost identical to that in Figure 3.5b. Other
$R_2$ profiles calculated using either the [00000000]$^{+}$ or [00130031]$^{+}$ scheme in Figure 3.9 were also almost identical to those shown in Figures 3.5 and 3.6.
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**Figure 3.9** $R_2$ dispersion profiles for site A ($p_A = 0.8$) at 400 Hz off-resonance frequency in (a) fast exchange ($\Omega_A/2\pi = 400$ Hz, $\Omega_B/2\pi = 700$ Hz, and $k_{ex} = 20 \times 10^3$ s$^{-1}$) and (b) slow exchange ($\Omega_A/2\pi = 400$ Hz, $\Omega_B/2\pi = -1100$ Hz, and $k_{ex} = 100$ s$^{-1}$) conditions. $R_2$ profiles were calculated using the (○) [00000000]$^{+}$ and the (+) [00130031]$^{+}$ schemes with pulse width of $\tau_{180} = 90$ µs. Solid line indicates the ideal CPMG $R_2$ profiles calculated using the [00000000]$^{+}$ scheme with an extremely short pulse width ($\tau_{180} = 2$ ns), and dashed lines indicate relaxation rates calculated in the spin-lock condition.

### 3.3.9 Effects of pulse width in the case of pulse miscalibration

In this section, $R_2$ dispersion profiles that were calculated assuming -10% (Figure 3.10a and 3.10c) and +10% (Figure 3.10b and 3.10d) error in the $B_1$ field strength are shown. $R_2$ profile calculated using the [00000000]$^{+}$ scheme for fast exchange at -10% $B_1$ field strength (shown by ○ in Figure 3.10a) was fit using the Bloch-McConnell equation without pulse duration, with the optimized $p_A = 0.707 \pm 0.038$ and $k_{ex} = 26.05 \pm 2.55 \times 10^3$ s$^{-1}$ (0.093 and 6.05 $\times 10^3$ s$^{-1}$ changes, respectively). $R_2$ profile calculated using the [00130031]$^{+}$ scheme for fast exchange at 10% higher or
lower the $B_1$ field strength was overall ca. 1 s$^{-1}$ smaller than the ideal CPMG $R_2$ profile (Figures 3.10a and 3.10b). This $R_2$ profile at the 10% weaker $B_1$ field strength (shown by + in Figure 3.10a) could be fit using the Bloch-McConnell equation with only one variable parameter, $k_{ex}$, that was optimized to $20.68 \pm 0.70 \times 10^3$ s$^{-1}$ ($0.68 \times 10^3$ s$^{-1}$ increase). These changes in the optimized parameters for the $[00130031]^\pm$ scheme shown here are small, but are more pronounced at higher $R_2^0$ values, such as for proteins with large molecular mass.

Figure 3.10 $R_2$ dispersion profiles calculated for (a, b) fast exchange and (c, d) slow exchange by employing (a, c) 162º pulses (-10% $B_1$ miscalibration) or 198º pulses (+10% $B_1$ miscalibration). In each figure, circles (O), and crosses (+) indicate $R_2$ values calculated using the $[00000000]^\pm$ and $[00130031]^\pm$ schemes, respectively. Other parameter values used for the simulations were the same as those employed to generate the profiles in Figure 3.8.
3.4 CONCLUSIONS

In this study, we have compared effect of chemical exchange contribution during pulsing in the CT-CPMG experiments by computer simulation. Exchanging signals were located close to the radio-frequency carrier in order to estimate the errors that arise by chemical exchange during the CPMG pulses, without introducing errors from the off-resonance effects. $R_2$ profiles that were simulated in different conditions from those described above, such as the case that signal is not close to the carrier frequency, are shown in the Supplementary material.

$R_2$ dispersion profile that was calculated using the standard CPMG [00000000]$^\pm$ scheme with a practical pulse width was shown to approach spin-lock equation in fast exchange, particularly when $k_{ex}$ is large ($>10 \times 10^3$ s$^{-1}$). Although this error in the $R_2$ profile is small (~1 s$^{-1}$, Figure 3.5b), such error that is caused by chemical exchange during pulsing is systematically associated with the effective field strength. Consequently, when the pulse duration effect is not taken into account in the fitting of the data, this systematic error shifts the optimized exchange parameters from those originally used to generate the profile (for example, changes in $p_A$ and $k_{ex}$ were 3.5% and 12.5%, respectively, in Figure 3.5b). To avoid misinterpretation of the exchange parameters, it will be necessary to collect dispersion data of other nuclei, such as $^1$H, that can be recorded using a short pulse width. When an alternative pulse scheme, [00130031]$^\pm$ (209; 118), was employed, chemical exchange during pulsing did not introduce significant systematic errors in the $R_2$ profiles. Nevertheless, when the inversion pulse is miscalibrated, $R_2$ values calculated using the [00130031]$^\pm$ scheme
with a practical pulse width is systematically reduced because of significant $R_1$ relaxation effects during the free-precession period.
4.0 QUANTITATIVE COMPARISON OF ERRORS IN $^{15}$N TRANSVERSE RELAXATION RATES MEASURED USING VARIOUS CPMG PHASING SCHEMES.

Nitrogen-15 Carr-Purcell-Meiboom-Gill (CPMG) transverse relaxation experiment are widely used to characterize protein backbone dynamics and chemical exchange parameters. Although an accurate value of the transverse relaxation rate, $R_2$, is needed for accurate characterization of dynamics, the uncertainty in the $R_2$ value depends on the experimental settings and the details of the data analysis itself. Here, we present an analysis of the impact of CPMG pulse phase alternation on the accuracy of the $^{15}$N CPMG $R_2$. Our simulations show that $R_2$ can be obtained accurately for a relatively wide spectral width, either using the conventional phase cycle or using phase alternation when the r.f. pulse power is accurately calibrated. However, when the r.f. pulse is miscalibrated, the conventional CPMG experiment exhibits more significant uncertainties in $R_2$ caused by the off-resonance effect than does the phase alternation experiment. Our experiments show that this effect becomes manifest under the circumstance that the systematic error exceeds that arising from experimental noise. Furthermore, our results provide the means to estimate practical parameter settings that yield accurate values of $^{15}$N transverse relaxation rates in the both CPMG experiments. The results presented in this chapter have been published in *Journal of Biomolecular*
In this chapter, my major contributions are in the experimental portion.

4.1 INTRODUCTION

NMR relaxation is one of powerful methods to characterize internal motion of individual sites of proteins (41; 159; 34; 86; 51; 153; 21; 166; 96; 79; 93). Several relaxation rates, including the transverse relaxation rate ($R_2$), are typically used to characterize the degree of internal motion in biomolecules (116; 117; 146; 99). $R_2$ is also used to detect slow conformational changes in biomolecules (25; 33; 150; 90; 120; 135). In biomolecular relaxation experiments, accurate error estimation is important in order to compare with NMR-derived dynamics parameters with those obtained by other methods, such as Gibbs free energy estimated from chemical exchange (188; 41; 77), molecular dynamics simulation data (28; 38; 180; 207; 71; 206), and conformational entropy estimated from generalized order parameters (4; 115; 208). The accuracy and precision of $R_2$ measurements, have been carefully analyzed (154; 178; 31; 169; 91; 107; 198; 209; 19; 88; 118; 139; 9; 10). However, some of the $R_2$ measurements remain unclear, yet.

One approach to improve the accuracy of $R_2$ measurements, by reducing cumulative pulse error, is an alternative phase scheme that applies pairs of orthogonal $180^\circ$ pulses ($XYXY$) rather than the conventional CPMG ($XXXX$) (65; 209; 118; 9; 10). The alternative phase scheme with a correction factor given to account for longitudinal relaxation during the pulsing was found to provide more accurate transverse relaxation
rates covering a wider off-resonance frequency range than the conventional scheme (209; 10). This conclusion was supported by simulation results as well as experimental results. However, the studies assumed relatively low power radio-frequency (r.f.) pulses (~2.5 kHz), which is far smaller than in typical applications (209; 10). Although we and others have studied off-resonance errors (31; 169; 107; 88; 139; 10), quantitative analysis of the uncertainty of $R_2$ determine using the alternative CPMG phase scheme has not been studied. Most $^{15}$N CPMG relaxation experiments applied to protein backbone dynamics studies have been performed using the conventional CPMG sequence (131), and the practical advantage of the alternative phase scheme method has not yet been established.

The purpose of this chapter is to establish the condition under which the alternative phase scheme provides a practical advantage to the conventional CPMG scheme in measuring accurate $R_2$ values. In particular, we aim to identify whether it is advantageous or not when a relatively strong r.f. is employed for CPMG pulse train. In order to achieve this goal, we simulated $^{15}$N CPMG relaxation data using three different phase schemes, and determined $R_2$ and its uncertainty for each as a function of off-resonance frequencies. The $R_2$ uncertainty was estimated by Monte Carlo error estimations in which a Gaussian distribution was assumed to generate synthetic datasets for the samplings. We generated the synthetic dataset by employing two different standard deviations (a) given by a rmsd deviation of the noise of the NMR spectra and (b) by a rmsd deviation of the residuals $(I_i - I_i^{fit})$ in the fit. Both have been used for $^{15}$N relaxation data analysis (154; 144; 178). The former sampling reflects only the statistical noise uncertainties of $R_2$ but not any additional error. The later reflects
overall fit-uncertainties that include both experimental statistical noise and systematic errors. By comparing the $R_2$ uncertainties, magnitudes of the uncertainties other than those due to the experimental noise are estimated (88). Our results show that in CPMG experiments performed by employing a radio-frequency of $B_1 > 5$ kHz, $R_2$ obtained using the conventional CPMG ($\text{XXXX}$) phase scheme is close to the one obtained using the alternative phase scheme ($\text{XXYY}$) at the off-resonance frequency, $\omega_{\text{off}} / 2\pi$, up to 1400 Hz. However, the conventional CPMG is expected to introduce higher systematic error even with $\omega_{\text{off}} / 2\pi < 1400$ Hz presumably due to non-exponential behavior of magnetization decay. We conducted $^{15}\text{N}$ CPMG relaxation experiments to verify the results of the calculations. Experimental results further showed that the differences in $R_2$ uncertainties in the two schemes are manifest only when the noise-to-signal ratio is significantly smaller than the fractional systematic error on $R_2$.

4.2 METHODS

4.2.1 NMR Experiments

$^{15}\text{N}$ transverse relaxation experiments were conducted using a 0.8 mM $^{15}\text{N}$ labeled ubiquitin at pH 4.5 on a Bruker Avance 900 NMR instrument. Ubiquitin sample was purchased and prepared as described previously (139). Three transverse relaxation experiments were performed with a conventional CPMG phase scheme ($\text{XX} - \text{XX}$, here noted 00-00), an alternative phase scheme ($\text{XX} - \text{YY}$, here noted as 00-13), and a long alternative phase scheme ($\text{XXYY} - \text{XXYY}$, here noted as 0013-0013).
Here, X and Y indicate pulse phases, and a hyphen indicates the timing applied to the $^1$H $180^\circ$ pulses to suppress cross-correlation by $^1$H-$^{15}$N dipolar interaction and $^{15}$N chemical shift anisotropy (CSA) (98; 155). We used the same CPMG pulse sequence that was applied previously ((46), except for an additional semi-constant time for the $t_1$ evolution, not in the original sequence (98). The total phase cycle is 8 with a phase inversion for the CPMG period. All the $^{15}$N pulses are applied even number of times at each pulse scheme. Delays for the 00-00 and 00-13 experiments were varied: 0, 8, 16, 24, 32, 40, and 48 ms for the 00-00 and 00-13. Delays for the 0013-0013 experiments were varied: 0, 16, 32, and 48 ms. The maximum delay is set shorter than the expected $1/R_2$ because of the high sensitivity of an instrument equipped with a cryogenic probe and to avoid significant sample heating (139). Radio-frequency power for the $^{15}$N pulses was 5.56 kHz (90 $\mu$s as a $180^\circ$ pulse), and a half duration between $^{15}$N CPMG pulses, $\tau_{CP}$, was 0.5 ms. Here, $2\tau_{CP}$ is the time between the centers of two adjacent CPMG pulses. $^{15}$N pulses were applied at 130 ppm as a carrier frequency to investigate off-resonance effects. The number of scans was 8. Using the same pulse powers, $^{15}$N longitudinal relaxation was recorded for the analysis of the 00-13 type relaxation data. The delays applied for the longitudinal relaxation measurements were: 0, 0.05, 0.1, 0.25, and 0.5 s.

$^{15}$N transverse relaxation experiments were also performed using a 250 $\mu$M Human Immunodeficiency virus-1 (HIV-1) protease at pH 5.8 on a Bruker Avance 600 MHz NMR instrument. The protease was over-expressed and purified mainly using the previous protocol (142). Data was recorded using a conventional CPMG phase scheme ($XX-XX$) with delays of 0, 8, 16, 24, 32, 48, and 64 ms. Data were recorded by
employing the same r.f. field strength for the $^{15}$N pulses, 5.56 kHz, as the same that of 900 MHz. However, the carrier frequency of the pulse was placed at 117 ppm that is approximately the center of the amide $^{15}$N chemical shifts of the protease sample. 64 scans were accumulated for each free induction decay.

4.2.2 Data Analysis

Free induction decay signals were zero-filled four times, apodized with a sine window function with 40% offset, and Fourier transformed in both dimensions using NMRpipe software (35). Signal intensities at individual positions were taken instead of peak volumes using the NMRdraw software (35). Line-shape fitting algorithm was not used to estimate peak heights. Experimental noise was obtained for each two-dimensional spectrum, but assumed to be the same in each CPMG experiments.

For each time-course of magnetization decay, a transverse relaxation rate, $R_2$, was optimized assuming a mono-exponential decay function, $I(t) = I_0 \exp(-t \cdot R_2)$. In theory, if the initial intensity is correct, there is only one unknown parameter in this equation. However, since there is small loss of intensity at time zero, both $I_0$ and $R_2$ are typically optimized. Note that the same equation is used for $R_1$ determination as well as $R_2$ in protein $^{15}$N NMR relaxation since the Freeman-Hill method is used (48).

Once $R_2$ values were optimized, Monte Carlo error estimation was performed to estimate uncertainty of $R_2$. In this method, first unknown parameters, $R_2$ and the initial intensity, were optimized using the experimental data, and the set of the fit “ideal” intensities were back-calculated using the optimized parameters. Second, a hundred number of sets of synthetic intensity data were generated to allow a Gaussian
distribution with the ideal intensities as the mean. Finally, optimization was repeated for these synthesized data sets to calculate the standard deviation of $R_2$ and the initial intensity. The Gaussian distribution to generate synthetic intensities was defined in two ways:

(1) a root-mean-square deviation (rmsd) of the NMR spectral noise (154; 178)

(2) a standard deviation of the residual ($I_i - I_{fit}$) of the fit (144). In this article, $R_2$ errors that were calculated using the experimental noise are denoted $R_2^{\text{noise.err}}$, and those were calculated using the residual of the fit are denoted $R_2^{\text{fit.err}}$. The former reflects only experimental noise error and the later reflects overall fit-uncertainties that include both experimental statistic noise and systematic noise. By comparing the two types of $R_2$ uncertainties the uncertainties other than those due the experimental noise are estimated (88).

The error in the $R_2$ value, measured using the 00-13 and 0013-0013 sequences, caused by $R_1$ relaxation during the r.f. pulses is recommended to be corrected using the equation introduced by Zuiderweg’s group (209):

$$R_2^{obs} = R_2 + d(R_1-R_2)/4 = R_2(1-d/4) + dR_1/4$$  \hspace{1cm} (4.1)

Here, $d$ indicates a duty cycle of the r.f. pulse: total duration of the r.f. pulses divided by the entire CPMG delay. However, in the following analysis, no correction was made because the correction factor is calculated to be small. When pulse power $\gamma_0B_1/2\pi = 5.6$ kHz is applied with a reasonable delay ($\tau_{CP} = 0.45$ ms and 0.5 ms for simulation and experiments, respectively), the observed $R_2$ will be only 2.5% and 2.25% smaller than the correct $R_2$, respectively when $R_1 = 0$ (equation (4.1)). When $0 < R_1 < R_2$, the difference becomes less than 2.5% and 2.25%, respectively. This is in contrast
to the condition that was used by Yip and Zuiderweg in which ca. 8% correction of $R_2$
was needed (209). Note that since this equation does not contain any off-resonance
frequency, some of the error caused by the combination of the effects of pulse
imperfection and off-resonance is not corrected by this equation. We did not use the
00130031 sequence (209) because the minimum cycle, each CPMG loop ($n=1$) of
(00130031-00130031)$_2$, needed to suppress cross correlation between $^{15}$N CSA and
$^1$H-$^{15}$N dipolar interactions is long, i.e., 32 ms when $\tau_{CP} = 0.5$ ms.

4.2.3 Simulation

The time evolution of bulk nuclear magnetization of a scalar-coupled $^{15}$N-$^1$H spin
system was calculated to determine transverse relaxation rates. For this, we used a
relaxation matrix that contains 16 Cartesian product operators as the base set, as
described previously (6; 7; 139; 140).

\[
\begin{array}{cccccccc}
E/2 & N_X & N_Y & N_Z & H_X & H_Y & H_Z & 2N_XH_X \\
\end{array}
\]

Time dependence of the relaxation was calculated step by step for each time
increment, $t_1$, by solving the $M(t_0 + t_1) = \exp(R_2^* t_1) M(t_0)$. $\tau_{CP}$ is 0.45 ms, and each CPMG loop of
($\tau'_{CP} - 180_N - \tau''_{CP} - 180_H - \tau'_{CP} - 180_N - \tau''_{CP} - 180_N - \tau''_{CP} )_2$ was set to be a
7.2 ms, and incremented to a total 72 ms. Here, $\tau'_{CP}$ and $\tau''_{CP}$ satisfy $\tau_{CP} = \tau'_{CP} + 90_N$ and $\tau_{CP} = \tau''_{CP} + 90_N + 90_H$. Simulation was done twice with the starting $^{15}$N transverse magnetization at
X and $-X$ and detection at X and $-X$, respectively, for the phase cycle. The output is the
average time course of the two phase cycles. In the relaxation matrix, $^1$H and $^{15}$N chemical
shift and the 90-Hz $^1$H-$^{15}$N J-coupling evolution, r.f. pulse effects, auto and cross relaxation
terms, and cross-correlation terms were included (6; 7; 139; 140). In the calculation, $^{15}\text{N}$ and $^{1}\text{H}$ r.f. pulses were applied at field strengths of 5.56 kHz and 25 kHz, respectively, and $^{15}\text{N}$ signal off-resonance frequency, $\omega_{\text{off}}/2\pi$, was varied from -3000 to 3000 Hz in 200 Hz steps. Off-resonance frequency of the $^{1}\text{H}$ signal was set at 2250 Hz, which corresponds to 7.5 ppm at 900 MHz NMR. Relaxation terms in the matrix were calculated assuming a simple Lorentzen spectral density function with a 5 ns rotational correlation time, 170 ppm $^{15}\text{N}$ CSA, and 1.02 Å N-H distance. Additional $^{1}\text{H}$ longitudinal and transverse relaxation rates of 10 s$^{-1}$ and 20 s$^{-1}$ were added, in addition to the $^{1}\text{H}$-$^{15}\text{N}$ dipolar term, to the $^{1}\text{H}$ relaxation (139).

Once the time dependence was calculated, $R_2$ and its uncertainty, $R_2^{\text{fit\_err}}$, were determined by Monte-Carlo error estimation using the standard deviation of the residual (I$_i$ - I$_{\text{fit}}$) of the fit as the uncertainty in I$_i$ (144). However, $R_2^{\text{noise\_err}}$ was not calculated because experimental noise itself was not assumed in the simulation. The effect of the inhomogeneity of the B$_1$ field was simulated by assuming that relative magnetization intensities of 0.375, 0.5, and 0.125 experienced respective r,f, field strengths of 1.0B$_1$, 1.05B$_1$ and 1.1B$_1$, respectively, where B$_1$ is the correctly calibrated field strength. Then, $R_2$ and $R_2^{\text{fit\_err}}$ were determined from simulations of the weighted time course of the average magnetization. The simulation analysis for B$_1$ inhomogeneity was performed for the [00-00] and the [00-13] schemes individually. Calculations were performed using MATLAB software (The Mathworks Inc., Natick, MA).
4.3 RESULTS AND DISCUSSION

The purposes of this study are to further identify systematic errors, that persist even when experiments are repeated (16; 69), in $^{15}$N transverse relaxation rates, which are used to characterize protein backbone dynamics. In particular, uncertainties in CPMG $R_2$ values caused by systematic errors present when using phase schemes, [00-00], [00-13], and [0013-0013] are compared. For this purpose, we will firstly compare values of $R_2$ and $R_2^{\text{fit.err}}$ derived from simulations of measurements obtained using phase-schemes, [00-00] and [00-13]. Next, we will compare experimental results obtained using the [00-00], [00-13], and [0013-0013] schemes. In the evaluation of the experimental results, $R_2$ errors estimated from two sets of Monte-Carlo methods, $R_2^{\text{fit.err}}$ and $R_2^{\text{noise.err}}$, are compared as well as the $R_2$ values to identify systematic errors.

4.3.1 Simulated off-resonance frequency dependence of [00-00] and [00-13] at a practical r.f. power level

The time course of magnetization in a scalar-coupled two-spin system was calculated for the conventional phase [00-00] and the alternative phase [00-13], using r.f. pulse power of $\gamma_B N B_1/2 \pi$ = 5.6 kHz (i.e., 90 $\mu$s, 180° pulse) at varying off-resonance frequency, $\omega_{\text{off}}/2 \pi$. Time courses of magnetization obtained by employing the [00-00] scheme at $\omega_{\text{off}}/2 \pi$ = ±2400 Hz exhibit non single-exponential decay profiles (Figure 4.1A). The profiles are basically consistent to the previous results (For example, Fig. 4 of the reference, (209)). In contrast, the time course of magnetization obtained by employing the [00-13] scheme under the same conditions exhibited profiles that are
closer to a single-exponential decay (Figure 4.1B). This result is consistent with previous observations (209; 10). Note that our simulation shows slightly different profiles at positive and negative $\omega_{\text{off}}/2\pi$. Such a different is not observed in the simulation for a single spin system, or when $^1$H signal is located at the r.f. carrier frequency in the two-spin system (data not shown). Thus, although an even number of $^1$H pulses is applied in each CPMG cycle, the difference in profiles is most likely due to an asymmetry caused by an $^1$H off-resonance effect. The effect of the coupled spin was not taken into account in the previous CPMG simulations for the alternative phase schemes (209; 10).

Figure 4.1 Simulated time course of transverse magnetization simulated using (A) the [00-00] sequence (circles) and (B) the [00-13] sequences (diamonds). In each figure, calculations were performed with $\omega_{\text{off}}/2\pi$ set equal to +2400 Hz (open circles) and -2400 Hz (closed circles).

Once the time course of magnetization was simulated, $R_2$ was determined by assuming that each time course decayed as a single-exponential function. The resultant $R_2$ values are shown as a function of the absolute value of $\omega_{\text{off}}/2\pi$ in Figure 4.2A. $R_2$ values were determined using both [00-00] and [00-13] schemes and are
denoted as $R_2^{00-00}$ and $R_2^{00-13}$, respectively. Both $R_2$ values were quite similar up to an off-resonance frequency, $\omega_{\text{off}}/2\pi = 1400$ Hz (i.e., $\omega_{\text{off}}/(\gamma B_1) = 0.25$), with average difference in $R_2$ 1.2% and with the maximum difference in $R_2$ of 2.2% (Figure 4.2A). Within each individual scheme, the fractional root-mean square deviations of $R_2$ values in the range from $\omega_{\text{off}}/2\pi$ 0 to 1400 Hz were 0.20% and 0.17% for $R_2^{00-00}$ and $R_2^{00-13}$, respectively. These results were obtained including all data except for the $R_2^{00-00}$ point at 1200 Hz. As shown by an arrow in Figure 4.2A, the $R_2^{00-00}$ at 1200 Hz was significantly higher than others. When the magnetization along X-axis starts CPMG duration and the pulses are applied from the X-axis, the Y-component of the transverse magnetization vector rotates through the Y-Z plane during the pulsing whereas the X-component stays mostly in the transverse plane. Thus, pulse imperfection effect caused by chemical shift precession during the pulsing becomes largest when a magnetization vector undergoes almost 360° precession between the adjacent CPMG pulses, as has been shown in other simulation and experimental results (209; 10).
Figure 4.2 (A) Transverse relaxation rate, $R_2$, and (B) its error, $R_2^{\text{fit, err}}$, determined by simulation using the [00-00] (filled circles) and the [00-13] (open diamonds) sequences, plotted as a function of the absolute off-resonance frequency, $\omega_{\text{off}}/2\pi$. Simulation of the time dependence of magnetization was performed varying $\omega_{\text{off}}/2\pi$ from -3000 to 3000 Hz at a 200 Hz step. Note that there are two data points determined using each pulse scheme at each $\omega_{\text{off}}/2\pi$ point, i.e., at the positive and the negative frequencies (Here, the two data points are shown by the same symbols). The arrow in (A) indicates a data point at a frequency that is close to the inverse of the CPMG pulse duration, a condition in which magnetization undergoes almost 360° precession during the period between the two adjacent CPMG pulses (see text). In (A), the dashed line indicates the original $R_2$ determined only by the auto relaxation. $R_2$
values are all plotted with $R_2^{\text{fit-err}}$ as the error bars, while some of the error bars may not be notably large. $R_2^{\text{fit-err}}$s were estimated from the residual of the fits (see Methods section).

At $\omega_{\text{off}} / 2\pi > 1400$ Hz, deviations of $R_2$ by the off-resonance effects are observable in both $R_2^{00-00}$ and $R_2^{00-13}$ (Figure 4.2). In previous results, $R_2^{00-13}$ profiles were reported to exhibit a smaller and smoother change than those of $R_2^{00-00}$ (209; 10). This discrepancy between these results and ours is mostly caused by differences in experimental and simulation parameter: their applied $B_1$ field strength ($\gamma_N B_1 / 2\pi \leq 2.5$ kHz) was smaller than that of ours ($\gamma_N B_1 / 2\pi = 5.6$ kHz), and their $\tau_{\text{CP}}$ (0.35 ms) was shorter than ours (0.45 ms and 0.5 ms). The latter set of the parameters make the [00-00] profile unfavorable. In addition, even in the previous experimental results, reduced but clear deviations of $R_2$ caused by off-resonance effects were shown even in $R_2^{00-13}$ (209; 10). Errors in $R_2^{00-13}$ found at a large $\omega_{\text{off}} / 2\pi$ values are not corrected by equation (4.1) because equation (4.1) does not contain off-resonance frequency as one of calibration parameters. Overall, using our practical conditions for $^{15}$N relaxation measurements, $R_2^{00-00}$ and $R_2^{00-13}$ exhibit similar profiles almost within the entire experimentally required $\omega_{\text{off}} / 2\pi$ range.

Uncertainty of each $R_2$ value, $R_2^{\text{fit-err}}$, was estimated from the Monte-Carlo method by assuming an average residual of the simulated intensities from the fit-intensities as a standard deviation for the normal distribution (Figure 4.2B). This $R_2^{\text{fit-err}}$ solely reflects a discrepancy from a single-exponential decay model. $R_2^{\text{fit-err}}$ for $R_2^{00-13}$ exhibits very small uncertainties (<0.1 s$^{-1}$ that correspond to <1% of $R_2^{00-13}$) in the entire $\omega_{\text{off}} / 2\pi$ range. In contrast, $R_2^{\text{fit-err}}$ obtained for $R_2^{00-00}$ exhibited large uncertainties at $\omega_{\text{off}}$.  
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\[ \frac{\pi}{2} > 1800 \text{ Hz}, \] reflecting non-exponential behavior of magnetization simulated using the [00-00] scheme (Figure 4.2B). Nevertheless, \( R_2^{\text{fit-err}} \) values for \( R_{200-00} \) (\(< 2\%) remained small for \( \omega_{\text{off}}/2\pi < 1800 \text{ Hz} \). Again this frequency range covers nearly all \(^{15}\text{N}\) signals of backbone amides in diamagnetic proteins up to 20 ppm at a 91 MHz \(^{15}\text{N}\) resonance frequency (Figure 4.2B). Overall, application of the practical \( B_1 \) field strength (\( \gamma_B B_1/\pi = 5.6 \text{ kHz} \)) provides similar \( R_2 \) values in both \( R_{200-00} \) and \( R_{200-13} \) schemes, within the spectral range of \( \pm 1400 \text{ Hz} \).

### 4.3.2 Effects of pulse strength miscalibration on \( R_2 \) error, determined by simulation

Similar simulations of magnetization and the determinations of \( R_2 \) were performed varying the \( B_1 \) field strength keeping the pulse width constant (i.e., power miscalibration). At a 5\% or 10\% increase (miscalibration) of the \( B_1 \) field strength, \( R_{200-00} \) exhibits more variation of \( R_2 \) values at \( \omega_{\text{off}}/2\pi < 1400 \text{ Hz} \) (Figure 4.3A), which is larger than the variation of \( R_{200-13} \) (Figure 4.3B). Similar to these observations, but more significantly, \( R_2^{\text{fit-err}} \) for \( R_{200-00} \) (Figure 4.3D) became larger than that of \( R_{200-13} \) at the miscalibrated \( B_1 \) field strength (Figure 4.3E). In particular, the \( R_2^{\text{fit-err}} \) for \( R_{200-00} \) increased in proportion to the power miscalibration (Figure 4.3D). Such differences between \( R_{200-00} \) and \( R_{200-13} \), and between \( R_2^{\text{fit-err}} \) for \( R_{200-00} \) and \( R_2^{\text{fit-err}} \) for \( R_{200-13} \) are reduced when \( B_1 \) inhomogeneity is taken into account in the simulations (Figures 4.3C and 4.3F). Overall, the simulations demonstrate that the difference between \( R_2 \) obtained using \( R_{200-00} \) and \( R_{200-13} \) is insignificant for a relatively wide spectral width, provided that r.f. pulses are properly calibrated (Figure 4.2). However, the difference becomes
significant when r.f. pulses are miscalibrated (Figure 4.3). In particular, the [00-13] scheme is more tolerant to miscalibration errors than the [00-00] scheme.

Figure 4.3 (A, B, C) Transverse relaxation rate, $R_2$, and (D, E, F) its error, $R_2^\text{fit}\_\text{err}$, determined by simulation, plotted as a function of the off-resonance frequency, $\omega_{\text{off}}/2\pi$. Simulation was performed (A, D) using the [00-00] scheme, (B, E) using the [00-13] scheme, and (C, F) assuming the $B_1$ inhomogeneity for both. In all figures, circle and diamond symbols indicate for $R_2$ obtained using the [00-00] and the [00-13] schemes, respectively. In (A-E), simulation of the time dependence of magnetization was done at a correctly calibrated $B_1$ field strength of 5.56 kHz.
CPMG 180° pulse of 90 µs (filled symbols), at a 5% stronger $B_1$ field strength (gray symbols), and at a 10% stronger $B_1$ field strength (open symbols). In (C) and (D), $R_2$ and $R_2^{\text{fit, err}}$ determination assuming $B_1$ inhomogeneity was performed for both of the [00-00] and the [00-13] schemes (see Methods section). In the calculation, $\omega_{\text{off}}/2\pi$ was varied from -3000 to 3000 Hz at a 200 Hz step. There are two data points determined using each condition at each $\omega_{\text{off}}/2\pi$, i.e., at the positive and the negative frequencies. In (A-C), $R_2$ values are all plotted with $R_2^{\text{fit, err}}$ as the error bars while some of the error bars may not be notably large.

4.3.3 Experimental $R_2$ determined using [00-00], [00-13], and [0013-0013] sequences.

To verify the predictions of these simulations, we conducted $^{15}$N $R_2$ experiments for ubiquitin using a 900 MHz NMR instrument, and evaluated experimental results only for signals that were fit by a single-exponential decay function with $R_2^{\text{err}} < 1$ s$^{-1}$ (Figure 4.4). Most of the $R_2^{00-00}$ values were very similar to $R_2^{00-13}$ values (Figure 4.4A). As shown in Figure 4.4C, $R_2^{00-00}$ and $R_2^{00-13}$ did not exhibit significant difference for signals at $\omega_{\text{off}}/2\pi < 500$ Hz, but the $R_2$ values increasingly differ as $\omega_{\text{off}}/2\pi$ (off-resonance) increases. In contrast, although the effect of resonance off-set for $R_2^{0013-0013}$ is basically similar to that of $R_2^{00-13}$ (Figure 4.4B), $R_2^{0013-0013}$ exhibits differences from $R_2^{00-13}$ even when, $\omega_{\text{off}}/2\pi < 500$ Hz (Figure 4.4D). Since the [0013-0013] scheme is more symmetric with respect to the $^1$H 180° pulses than the [00-13] scheme, a possible explanation of the poor performance of the [0013-0013] scheme when $\omega_{\text{off}}/2\pi$ is small may be incomplete suppression of CSA-dipolar cross correlation. In the [0013-0013] scheme the period between $^1$H 180° pulses is twice that of [00-13] scheme. As shown previously (98; 155), the cross correlation is suppressed in a two-spin system.
artifacts in $R_2$ measurements may become significant because of the interactions with external protons that have been neglected in our simulations.

![Figure 4.4](image)

**Figure 4.4** Transverse relaxation rate, $R_2$, for ubiquitin experimentally determined using the [00-13] sequence was compared with (A) those obtained using the conventional [00-00] sequence and (B) those obtained using the [0013-0013] sequence using a 900 MHz NMR instrument. Difference of (C) the rates determined between the [00-00] and the [00-13] schemes, and (D) between the [0013-0013] and the [00-13] schemes are shown as a function of the off-resonance frequency, $\omega_{\text{off}} / 2\pi$. Note that the number of relaxation data points corrected for the [0013-0013] sequence were smaller than those of [00-00] and [00-13] due to the longer cycle length. For this reason, a [00130031-00130031] sequence (209) was not applied. Only the data points at $\omega_{\text{off}} / 2\pi < 1500$ Hz were include because large error bars at larger resonance off-sets make it difficult to view the correlation plots. In (A) and (B), $R_2$ values are all plotted with $R_2^{\text{fit-err}}$ error bars but may not be notable when the errors are small.
Monte-Carlo error estimation was calculated for ubiquitin $R_2$ values in two ways: using the spectral noise ($R_2^{\text{noise.err}}$) and using the residual of the fits ($R_2^{\text{fit.err}}$), to generate the synthetic data. Since ubiquitin is a rigid, small protein, amide signal heights were quite uniform (except for E24 that undergoes chemical exchange and exhibits severe line broadening at 900 MHz) as is evident in the $R_2$ correlations plotted in Figure 4.4. Therefore, $R_2^{\text{noise.err}}$ was approximately the same for all three datasets (Figure 4.5, circles). In contrast, $R_2^{\text{fit.err}}$ exhibits quite different profiles for $R_2^{00-00}$ (Figure 4.5A, ×-symbols) compared with $R_2^{00-13}$ and $R_2^{0013-0013}$ (Figures 4.5B and 4.5C, ×-symbols). $R_2^{\text{fit.err}}$ for $R_2^{00-00}$ begins to increase at $\omega_{\text{off}}/2\pi$ ca. 1000 Hz, and becomes over 2 s$^{-1}$ at $\omega_{\text{off}}/2\pi > 1800$ Hz (Figure 4.5A, ×-symbols). This profile is consistent with the simulations that incorporate the effect of pulse miscalibration, Figure 4.3F, demonstrating the excellent performance of the calculations. $R_2^{\text{fit.err}}$ for $R_2^{00-13}$ and $R_2^{0013-0013}$ exhibits a more gradual increases as a function of $\omega_{\text{off}}/2\pi$, and stays smaller than $R_2^{\text{fit.err}}$ for $R_2^{00-00}$ even at $\omega_{\text{off}}/2\pi \sim 1500$ Hz. This small gradual increase of $R_2^{\text{err}}$ for the phase alternation experiments is also consistent with the simulation results, Figure 4.3F. Overall, in both $R_2^{00-00}$ and $R_2^{00-13}$, $R_2^{\text{fit.err}}$ almost equals $R_2^{\text{noise.err}}$ when $\omega_{\text{off}}/2\pi$ is small, and increases as $\omega_{\text{off}}/2\pi$ increases. This increasing discrepancy between the $R_2^{\text{fit.err}}$ and $R_2^{\text{noise.err}}$ as $\omega_{\text{off}}/2\pi$ increases is clear evidence of the off-resonance related systematic error.
Figure 4.5 Uncertainties, $R_2^{err}$, of the transverse relaxation rates for ubiquitin experimentally determined using (A) [00-00], (B) [00-13], and (C) [0013-0013] sequences on a 900 MHz NMR instrument, shown as a function of the off-resonance frequency, $\omega_{off}/2\pi$. $R_2$ values that are shown in Figure 4.4 are used. An additional 16 sets of data that exhibited $R_2^{err} > 1$ s$^{-1}$ were also included in the graphs in order to show how the uncertainty increases as a function of $\omega_{off}/2\pi$. $R_2^{err}$ values were determined by two different Monte-Carlo error estimations in which the standard deviations of a Gaussian distribution function that generates synthetic data sets were given by rmsd of spectral noise, $R_2^{noise\_err}$ (circle), and by rmsd of residuals of the initial fit intensities, $R_2^{fit\_err}$ (×-symbols). Difference of the two uncertainties indicates errors other than experimental noise. $R_2^{err}$ values above 2 s$^{-1}$ are shown as the ceiling values.
4.3.4 Off-resonance systematic error is not observed in large proteins

To test if off-resonance effects are observable in the case of a larger protein with less spectra sensitivity than ubiquitin, the CPMG experiments were also performed for HIV-1 protease using a 600 MHz instrument. In this experiment, the $^{15}$N pulse carrier was placed at 117 ppm which is almost the center of the $^{15}$N chemical shifts of the protease backbone amides. $R_{2}^{00-00}$ for the 92 residues are on average 15.22 s$^{-1}$ ($\pm$2.1 s$^{-1}$), which is approximately 1.5 times larger than that of ubiquitin and consistent with previous measurements on HIV-1 protease (46). $R_{2}^{00-00}$ values are relatively uniform in this $\omega_{\text{off}}/2\pi$ range (Figure 4.6A). $R_{2}^{\text{noise\_err}}$ is 0.17 s$^{-1}$ whereas $R_{2}^{\text{fit\_err}}$ is 0.22 s$^{-1}$ (Figure 4.6B). The $R_{2}^{\text{noise\_err}}$ values are approximately 2% of $R_{2}^{00-00}$. Although some $R_{2}^{\text{fit\_err}}$ are higher at $\omega_{\text{off}}/2\pi > 500$ Hz, the differences between $R_{2}^{\text{noise\_err}}$ and $R_{2}^{\text{fit\_err}}$ are not significant. Thus, differences in $R_{2}^{\text{err}}$ estimated by two methods are not observed because the noise error is larger than the off-resonance error. This result is in contrast to that obtained for ubiquitin.

Figure 4.6 (A) Transverse relaxation rate, $R_{2}$, and (B) its uncertainty, $R_{2}^{\text{err}}$, for HIV-1 protease experimentally determined using the [00-00] sequence on a 600 MHz NMR instrument with 117 ppm as $^{15}$N pulse carrier.
frequency. In (A), R² values are all plotted with R² fit.err error bars but may not be notable when the errors are small. In (B), R² err values were determined by two different Monte-Carlo error estimations in which the standard deviations of a Gaussian distribution function that generates synthetic data sets were given by rmsd of spectral noise, R² noise.err (circle), and by rmsd of residuals of the initial fit intensities, R² fit.err (×-symbols).

4.4 CONCLUSIONS

In this study, ¹⁵N CPMG experiments with and without the phase alternation were investigated at the practical high pulse power (γNB₁/2π = 5.6 kHz) and also with ¹H 180° pulses that are applied to suppress dipolar/CSA cross correlation. Since CPMG performance is determined by the field strength of the r.f. pulse (γNB₁/2π), the delay between the CPMG pulses (τCP), the off-resonance frequency (ωoff/2π), and relaxation rates and scalar couplings, it is important to investigate the performance at optimal parameter settings. First, our results showed that, in the high power condition, both pulse phase schemes yield similar results unless resonance off-sets are very large. Our simulations reproduced the reduction of the measurement accuracy as ωoff/2π increases even with the phase alternation method, which is consistent with the experimental results. Second, when the pulse power is miscalibrated, the fit error becomes larger in the conventional CPMG than the phase alternation approach, even when the resonance off-set is small. Third, although the full (longer) phase alternation cycle has a better performance in theory, our experimental results show that the actual performance of the longer cycle was not improved in the ¹⁵N experiments with ¹H 180° pulses.
Sarcoplasmic reticulum Ca\(^{2+}\) ATPase (SERCA) is essential for muscle function by transporting Ca\(^{2+}\) from the cytosol into the sarcoplasmic reticulum through ATP hydrolysis. In this report, the effects of substitution mutations on the isolated SERCA-nucleotide binding domain (SERCA-N) were studied using NMR. \(^{15}\)N-\(^{1}\)H HSQC spectra of substitution mutants at the nucleotide binding site, T441A, R560V, and C561A, showed chemical shift changes, primarily in residues adjacent to the mutation sites, indicating only local effects. Further, the patterns of chemical shift changes upon AMP-PNP binding to these mutants were similar to that of the wild type SERCA-N (WT). In contrast to these nucleotid binding site mutants, a mutant found in patients with Darier’s Disease, E412G, showed small but significant chemical shift changes throughout the protein and rapid precipitation. However, the AMP-PNP dissociation constant (~2.5 mM) was similar to that of WT (~3.8 mM). These results indicate that the E412G mutant retains its catalytic activity but most likely reduces its stability. Our findings provide molecular insight into previous clinical, physiological, and biochemical observations. The results presented in this chapter have been published in *Biochemical and Biophysical Research Communications*, 2011, 405:19-23. In this chapter, my major contributions are in the whole chapter.
5.1 INTRODUCTION

The sarco(endo)plasmic Ca$^{2+}$ ATPase (SERCA) is responsible for transporting cytosolic Ca$^{2+}$ into the lumen of the sarcoplasmic reticulum (SR) upon muscle relaxation, through hydrolysis of ATP (8; 160; 44; 20). SERCA dysfunction has been implicated in heart failure (173; 132; 136) and in a skin disorder known as Darier's disease (170; 172; 167; 36; 133). Thus, it has been an important target for basic and translational research (162; 136; 81). Crystal structures of SERCA at different stages in the Ca$^{2+}$ transport cycle have shown the step-by-step interactions of the three cytosolic domains and the transmembrane domain (193; 149; 182; 148; 114; 192; 203). In the Ca$^{2+}$ pump mechanism, there are two major conformational states, E1 and E2, that allow Ca$^{2+}$ ions to cross from the cytoplasm and luminal sides, respectively (124). One of the cytosolic domains, SERCA-N, is an ATPase and contains an ATP binding site. This domain plays a major role in the conversion from E1 to E2 and interfaces with the other domains, SERCA-A and SERCA-P.

Previous studies on several mutants of SERCA-N suggest that slight changes of domain conformation can influence both Ca$^{2+}$ transport and ATPase activity, but not necessarily to the same degree. For example, while mutation at the ATP binding site, T441A, reduced both Ca$^{2+}$ transport capacity and ATPase activity to about 50% of the WT level, R560V displayed approximately 60% of the WT Ca$^{2+}$ transport capacity and only 30% of WT ATPase activity (29). However, mutation at a residue adjacent to R560, C561A, reduced Ca$^{2+}$ transport rate to ca. 80% of WT without affecting ATP binding affinity (29). Although these apparent discrepancies could be explained by distinct conformational changes in the protein upon mutation of specific residues, an
analysis of the conformational impact of these mutations has not been performed. Furthermore, E412G mutation, which has been found in patients with Darier’s Disease but not in those with heart dysfunction (170; 172; 167; 36; 133), has not been analyzed at a structural level. An understanding of the structural consequence of the E412G mutation, which is located in the interior of the N-domain, over 16 Å away from the nucleotide-binding site, may be useful to understand why the mutation does not cause heart dysfunction. Overall, while the structural basis of SERCA phospholglylation and its interactions with phospholamban and the membrane (63; 64; 145; 210; 197) have been well characterized, the structural consequences of the N-domain mutations have not been reported.

The isolated SERCA-N domain retains nucleotide binding and its native structure (27; 2; 3), and was, therefore, used in the described Circular Dichroism and NMR studies. Specifically, single substitution mutations of E412G, T441A, R560V, or C561A were created to elucidate the effect of each mutation on the SERCA-N structure. Our findings provide atomic level insight into previous biochemical and clinical observations.

5.2 MATERIALS AND METHODS

5.2.1 Protein Expression and Purification

The WT SERCA-N sequence (residues 357-660) from rabbit SERCA1a was cloned into a pET15b vector, as described by Mitsu Ikura’s group (2), and was modified at the N-terminus to incorporate a tobacco etch virus (TEV) cleavable Poly-Histidine
sequence (His6-tag). The final protein sequence contains an additional three-residue, amino acid sequences of SVD before T357 instead of the GSHM sequence in the previously studied construct (2). The SERCA-N mutants E412G, T441A, R560V, and C561A were constructed by site directed mutagenesis of the WT plasmid following manufacturer’s protocol (Stratagene). The vector was transformed into Rosetta 2 (DE3) cells, and protein was expressed in 1 L cultures of minimal M9 medium with 1 g/L [15N]-NH₄Cl at 18ºC for 16 h by addition of isopropyl β-D-1-thiogalactopyranoside (IPTG) at a final concentration of 0.8-1 mM. For the WT and C561A mutant, additional protein sample was prepared with minimal M9 medium supplemented with 1 g/L [15N]-NH₄Cl and 2 g/L [13C₆]-glucose at 37ºC. Proteins in cell lysate in a buffer A (50 mM Sodium Phosphate pH 7.5, 500 mM NaCl, 20 mM Imidazole, 0.02% NaN₃, and 5 mM β-mercaptoethanol) were first purified by applying to a 5 mL HisTrap HP column (GE Healthcare) and then eluting with a buffer containing 500 mM Imidazole in A. The aggregate was removed by a Superdex-75 (GE healthcare) Gel Filtration chromatography column, equilibrated in buffer B (25 mM Sodium Phosphate pH 7.5, 50 mM NaCl, and 0.02% NaN₃). The His6-tag was removed by overnight TEV digestion, and proteins were purified by application to a HisTrap HP column (GE Healthcare) at 4ºC. The buffer was exchanged by dialysis to 25 mM Bis-Tris pH 6.5, 150 mM NaCl, 5 mM TCEP, and 0.02% NaN₃ and the proteins were concentrated using Amicon Ultra Centrifugal Filter Units (Millipore) prior to flash freezing by liquid nitrogen. Samples were stored at -80ºC with or without lyophilization.
5.2.2 Circular Dichroism and UV Spectroscopies

Protein samples for Circular Dichroism (CD) spectroscopy measurements were prepared by exchanging the buffer with 20 mM Tris, pH 7.5, and 100 mM NaCl resulting in final protein concentrations of 5-12 µM. The concentrations were determined from three absorbance measurements at 280 nm using the theoretical Beer-Lambert Law extinction coefficient of 13,200 M⁻¹cm⁻¹. Spectra were measured on a J-810 Spectropolarimeter (Jasco Inc., Easton, MD, USA) at 25 ºC and averaged over 10 accumulations with a scanning speed of 100 nm/minute.

The relative aggregation property at higher protein concentrations was estimated by measuring the amount of protein remaining in the soluble fraction after incubation at 50 ºC. Specifically, 30 µl of 100 µM protein in 20 mM Tris, pH 7.5 and 100 mM NaCl were incubated on a 50 ºC heat block from 0 to 16 minute. Samples were subsequently centrifuged at 4ºC in an Eppendorf FA45-30-11 rotor (Eppendorf, Hauppauge, NY, USA) at 4000 RPM for 20 minutes. The level of protein in the soluble fraction was determined from absorbance at 280 nm. These experiments were repeated three times to estimate the average and the standard deviation of the residual protein concentrations.

5.2.3 NMR Experiments

All NMR experiments were performed on a Bruker Avance NMR spectrometer equipped with a cryogenic-probe (Bruker Biospin, Billerica, MA, USA) and operating at a ¹H Larmor frequency of 600.23 MHz. Protein samples for NMR experiments were
prepared in 25 mM Bis-Tris pH 6.5, 150 mM NaCl, 5 mM TCEP, and 0.02% NaN₃ with 5% D₂O at protein concentrations ranging from 242 to 398 µM. ¹⁵N-¹H heteronuclear single quantum coherence (HSQC) spectra of the WT, E412G, T441A, R560V, and C561A SERCA-N ¹⁵N-labeled samples were recorded at 25°C, unless otherwise noted. The HNCA spectra were recorded for ¹⁵N/¹³C isotope enriched WT and C561A SERCA-N for resonance assignment. For the mutants that exhibited ¹⁵N-¹H HSQC spectra very similar to that of WT protein, the resonance assignments were estimated by placing the residue assignment from the WT spectrum with the closest peak in the mutant spectrum. ¹⁵N-¹H HSQC spectra of E412G, T441A, R560V, and C561A SERCA-N were also recorded at different concentrations of AMP-PNP (Adenosine 5’-(β, γ-imido) triphosphate), ranging from 0 to 20 mM, at protein concentrations of 242 µM, 297 µM, 309 µM, 398 µM, and 242 µM respectively.

All NMR data sets were processed using NMRPipe (35) and analyzed using CARA (www.nmr.ch) (128) and NMRViewJ (One Moon Scientific Inc.) (95). The weighted net changes in chemical shift between the WT and mutants and those for changes on binding of AMP-PNP were obtained for the ¹⁵N and ¹H dimensions using the equation:

\[ \Delta \delta = \sqrt{\Delta \delta_H^2 + \left( \frac{\gamma_N}{\gamma_H} \Delta \delta_N \right)^2} \]

Residues that showed \( \Delta \delta \) values four times greater than the resolution were considered to have significant \( \Delta \delta \). Dissociation constants were estimated from the changes in the \( \Delta \delta \) as a function of AMP-PNP concentration.

Heteronuclear NMR experiments designed to determine ¹⁵N R₂ transverse relaxation rates and ¹H-¹⁵N NOE (nuclear Overhauser effect) parameters were
recorded for the WT, T441A, and C561A SERCA-N mutants at 25°C. Two-dimensional spectra were recorded for the mutant and WT proteins at 7 or 8 relaxation-time points: 0, 8, 16, (24), 32, 48, 64, and 80 ms. The NOE values were determined using the $^{15}$N peak intensity recorded in the presence and absence of 3 s $^1$H saturation. Relaxation data were analyzed using in-house computer programs as described previously. (47) Other sample conditions and instrumental parameters were similar to those described in the main text.

5.3 RESULTS

5.3.1 Effect of Mutation on SERCA-N secondary structure

The WT and E412G, T441A, R560V, and C561A proteins could be expressed and purified with reasonable yields, ca. 20 mg/L culture. To confirm that the proteins were folded, CD spectra were recorded for all the mutants as well as for the WT SERCA-N. The spectra in the far-UV region of all the mutants showed an almost identical secondary structural content as the WT (Figure 5.1).
To determine whether the substitution mutations altered the thermal stability of the protein, we attempted differential scanning calorimetry. However, due to the precipitation of the samples at high temperature (data not shown), we were unable to obtain useful data. Therefore, thermal stability at high protein concentration (100 µM) was qualitatively evaluated by measuring the amount of soluble protein after incubation at 50°C (Figure 5.1, inset). All SERCA-N constructs precipitated sooner than the WT. In particular, the C561A mutant had a greater tendency for precipitation despite the fact that the free cysteine residue was substituted to an alanine. The same experiment was
not performed for the E412G mutant, which precipitated even at 25°C and showed small but significant differences in the signal position in the $^{15}$N-$^1$H HSQC spectrum as described later (Figure 5.2A).

5.3.2 Effect of Mutation on SERCA-N Chemical Shifts

The WT SERCA-N $^{15}$N-$^1$H HSQC spectrum was almost identical to the spectrum in the previous report by Ikura’s group (2). The only notable differences were in a few residues located at the N-terminal end of the protein, for example T357 and T358, which could be due to the slightly altered sequence employed in our study (see the Materials and Methods). Assignments of backbone amide $^1$H and $^{15}$N of the 224 residue resonances were made for the WT protein using an HNCA spectrum and were confirmed by the chemical shift information from the previous study (2).

The $^{15}$N-$^1$H HSQC spectra of the WT and mutant proteins exhibited similar patterns of resonance peaks (Figure 5.2 and 5.3), and are consistent with the similarity observed in the CD spectra, indicating that the basic fold of the protein is not altered by the mutations. This observation was also confirmed by $^{15}$N transverse relaxation and {^1$H}$-^{15}$N NOE experiments that provided similar profiles for the WT, T441A and C561A proteins (Figure 5.4). Amide signals in the $^{15}$N-$^1$H HSQC spectra of T441A and R560V mutants almost completely overlapped with the WT protein, except for the region around the mutation sites; therefore, most of the backbone amide chemical shifts of the two mutants could be estimated based on the WT assignments (Figures 5.2B and 5.2C, respectively). The HSQC spectrum of the C561A mutant also showed signals at similar positions to those of WT (Figure 5.3). However, since some of the C561A
signals showed no overlap with the WT (changes in chemical shifts $\Delta \delta \sim 0.3$ ppm), an HNCA experiment was performed to assign signals (Figure 5.2D).

**Figure 5.2** Differences in amide backbone chemical shifts, $\Delta \delta$, compared to WT SERCA-N for the (A) E412G, (B) T441A, (C) R560V, and (D) C561A mutants are shown with respect to the SERCA1a sequence numbering. The residues within 10Å of the mutation site are highlighted with gray background bars. Chemical shift changes above 0.0297 ppm are above the resolution of the spectra. In each graph, the mutation site is high-lighted in purple at the ribbon structure generated (Different views were selected for clarification) using PDB code 1IWO.
E412G mutation caused moderate changes ($\Delta \delta < 0.15$ ppm) in the $^{15}$N-$^1$H HSQC signal positions throughout the protein compared to those of WT (Figure 5.2A). The protein sample precipitated significantly after a 2 hour during HSQC experiment at 25°C. As described above, the CD spectrum of E412G is almost identical to that of WT. Thus, the observed changes in chemical shifts in the entire protein may be explained by a reduction in the thermal stability of the protein. In other words, the changes in chemical shifts are most likely due to the fast exchange between the major, folded form and the minor, unfolded form. Since the folded WT protein is stable and the mutation site is
located within the protein core, the observed precipitation is likely caused by the unfolded form.

5.3.3 Effect of Mutation on the $^{15}$N Backbone Dynamics of SERCA-N

The $^{1H}$-$^{15}$N NOE data basically decreased due to internal motion faster than the molecular rumbling rate (>ns). $^{15}$N $R_2$, also decreased by the internal motion, increased when conformational equilibrium in the milli- to microsecond time scale was reached, inducing a chemical exchange phenomenon in the NMR spectra.

$^{15}$N $R_2$ and NOE data for SERCA-N WT were consistent with those published previously (3). The data acquired for T441A and C561A were similar to those of the WT (Figures 5.4 and 5.5), indicating no significant difference from the WT in terms of nanosecond-picosecond(ns-ps) backbone dynamics. AMP-PNP binding did not induce significant changes in dynamics, as was observed in the previous NMR study (3). In addition, the T441A and the C561A mutants both showed no significant difference from the WT in terms of ns-ps backbone dynamics. These results are consistent to the observation of chemical shift changes upon AMP-PNP interaction and support the results shown in Figures 5.6 and 5.7.
Figure 5.4 The backbone (A) transverse relaxation rates, $R_2$, for the A) WT, B) T441A, and C) C561A SERCA-N mutants in the presence (open circles) and absence of (closed circles) 10 mM AMP-PNP.
5.3.4 Effect of Mutation on AMP-PNP binding

To determine whether the nucleotide binding affinity or binding site is altered by the various mutations, $^{15}\text{N}-^1\text{H}$ HSQC spectra were recorded at varying concentrations of AMP-PNP, chosen to allow direct comparison of our WT results with those obtained in
the previous report (2). Signal positions in the NMR spectrum of the WT were shifted upon AMP-PNP titration (Figure 5.6A), indicating that the exchange is in the fast exchange condition (i.e. the exchange rate is faster than the difference in chemical shifts between the free and bound forms). Significant shifts were observed for residues S423, T441, E442, S488, D490, M494, S495, A517, and L562 (Figure 5.6A), all located in the nucleotide-binding pocket. These observations are consistent with those made previously by Ikura’s group (2). However, upon close inspection of the spectra, additional residues were found to be perturbed in response to AMP-PNP binding. These residues included T447 and R476, which are located far from the binding site, approximately 14 Å and 17Å, respectively, indicating long-range effects of the nucleotide binding (Figure 5.7A).
Figure 5.6 Differences in amide backbone chemical shifts, $\Delta \delta$, between proteins in the presence of 10 mM AMP-PNP and in the absence of AMP-PNP for the (A) WT, (B) E412G, (C) T441A, (D) R560V, and (E) C561A SERCA-N. The residues within 10Å of the nucleotide binding site are highlighted with gray background bars. Note that at 10 mM AMP-PNP, the fraction of protein bound to AMP-PNP are 65.8, 79.9, 51.3, <49.5, and 72.0%, respectively. Insets show the changes in the $\Delta \delta$ as a function of AMP-PNP for residue S423 (black squares).
Figure 5.7 Illustration of residues (red spheres) with significant chemical shift changes, $\Delta \delta$, upon AMP-PNP binding on a SERCA-N structure (PDB ID: 1IWO) for the (A) WT, (B) T441A, (C) R560V, and (D) C561A mutants. A significant change is considered to be two-fold of standard deviations above the average $\Delta \delta$. In B, C, and D, the mutated residues are highlighted as blue spheres. The mapping was not made for the E412G mutant, which exhibited moderate chemical shift changes but was not be assigned due to the instability of the sample.

Using the NMR titration data (Figure 5.6, inset), the AMP-PNP dissociation constant, $K_D$, for the WT protein was estimated to be $5.1 \pm 0.8$ mM at $25^\circ$C, which is close to the previous estimation by NMR ($\sim2.4$ mM, (3)) but larger than the ATP
dissociation constant (0.7 mM, (27)). The ATP dissociation constant for the WT protein was determined to be $1.3 \pm 0.2$ mM (data not shown), very similar to that observed previously.

The AMP-PNP $K_D$ value for the C561A mutant was similar to the WT at $3.80 \pm 0.22$ mM at 25 °C (Fig. 3E). The $K_D$s for the T441A and R560V mutants were smaller than the WT at $9.30 \pm 0.54$ mM and > 10 mM, respectively, at 25 °C (Figure 5.6C and 5.6D). These tendencies of AMP-PNP dissociation are consistent with the reported reductions in the ATPase activities (100%, 50%, and 30% of WT for C561A, T441A, and R560V, respectively) (29). The $K_D$ for E412G mutant was estimated to be $2.5 \pm 0.2$ mM (at 10 °C, to avoid precipitation). Although it cannot be quantitatively compared to that of WT, it is noteworthy that the E412G mutant can bind to AMP-PNP at a qualitatively similar level at low temperature.

5.4 DISCUSSION

Although mutations that affect the ATPase activity in the SERCA-N domain have been identified (92; 29; 129), the structural consequences of the mutations have not been reported. The results of this study provide insight into the structure-function relationship of the SERCA ATPase.

The CD spectra (Figure 5.1) and the HSQC chemical shift data (Figure 5.2) of the T441A, R560V, and C561A SERCA-N mutants indicate that little structural perturbation is present in the mutant proteins. Based on the fact that these mutations did not completely abolish the catalytic activity (29), our observation of such small
structural effects is reasonable. Crystal structure studies and NMR studies have shown that the SERCA-N domain does not undergo major conformational changes upon nucleotide interaction (193; 149; 182; 148; 114; 192; 203); root mean square deviation (RMSD) of the backbone $\mathrm{C}_\alpha$ in the SERCA-N is only 0.6 Å between the E1 and E2 states (calculated using structures of the PDB codes, 3BA6 and 3B9B). Our results confirm that nucleotide binding by these mutants also results primarily in local conformational change, at the binding sites (Figures 5.6 and 5.7). However, small but significant long-range effects were observed upon AMP-PNP binding in both WT and the mutants (Figure 5.7), indicating that re-adjustment of the structure occurs in the protein core in the domain study level.

In contrast to these mutants, E412G mutation caused severe protein precipitation at 20 °C. Nevertheless, our data demonstrate that the E412G mutant can bind to AMP-PNP with a similar pattern of chemical shift changes to that of WT at lower temperature suggesting that the E412G mutation may not abolish the nucleotide binding activity. Since the E412G mutation does not cause heart dysfunction (170; 167; 36), it is reasonable that the E412G mutant still maintains the nucleotide binding activity. However, the E412G mutation is found in the patients with Darier’s disease. It has been expected that an alternative mechanism exists to rescue the $\mathrm{Ca}^{2+}$-ATPase function in cardiac muscle (170; 172; 167; 189; 36; 129; 133). Based on the current results, we propose that such shift of the equilibrium between the native and denatured forms could be rescued by shifting back the equilibrium by other factors.

The C561A mutant exhibited relatively localized changes on chemical shifts compared to the WT protein (Figure 5.2D). As described above, such small changes
are similar to those of T441A and R560V. However, the C561A mutant has an equivalent AMP-PNP $K_D$ to that of WT (Figure 5.6E) and precipitates faster than the T441A, R560V, and WT proteins (Figure 5.1, inset). Although significant chemical shift changes throughout the protein were not observed for the C561A mutant, these propensities of C561A mutation are somewhat analogous to those of E412G. Based on this point, the instability of the C561A may relate to the mechanism to maintain the ATPase activity but only causes slight reduction of the Ca$^{2+}$ transport (29).

### 5.5 CONCLUSIONS

In this study, we investigated the effect of both substrate binding site mutations (T441A, R560V, and C561A) (29) as well as a mutation observed in patients with Darier's disease (E412G) (167). The major biological question investigated was why the E412G mutant leads to a skin disorder but not to heart failure and SERCA dysfunction (129). Although the secondary structure of all mutant forms and the WT form were observed to be similar, differences in the thermodynamics of the proteins were found to be different based on precipitation assays. In addition, NMR experiments revealed that the E412G mutant shows significant chemical shift (backbone amide $^1$H and $^{15}$N resonances) differences from WT throughout the entire protein sequence while the T441A, R560V, and C561A mutants showed only chemical shift differences from WT near the site of mutation. Since the $K_D$ parameter for the E412G mutant was found to be similar to the WT while other active site mutants T441A and R560V were found to have significantly higher $K_D$ values, it is likely that the E412G mutant retains ATP
binding affinity as the WT. The C561A mutant was also found to have similar $K_D$ as the WT and E412G mutant and this likely reflects the less severe effect on protein function (observed by biochemical assays) compared to the T441A and R560V mutants (29). Due to the decreased protein stability (as observed from large chemical shift difference from WT throughout the protein and precipitation of the protein) and the retention of the ligand binding affinity, it is likely that the E412G mutant retains function as in WT, preventing heart failure, but may have stability differences that leads to Darier's disease in skin cells.
6.0 DIFFERENTIAL FLAP DYNAMICS IN WILD-TYPE AND A DRUG RESISTANT VARIANT OF HIV-1 PROTEASE REVEALED BY MOLECULAR DYNAMICS AND NMR RELAXATION

In the rapidly evolving disease of HIV drug resistance readily emerges, nullifying the effectiveness of therapy. Drug resistance has been extensively studied in HIV-1 protease where resistance occurs when the balance between enzyme inhibition and substrate recognition and turn-over is perturbed to favor catalytic activity. Mutations which confer drug resistance can impact the dynamics and structure of both the bound and unbound forms of the enzyme. Flap+ is a multi-drug-resistant variant of HIV-1 protease with a combination of mutations at the edge of the active site, within the active site, and in the flaps (L10I, G48V, I54V, V82A). The impact of these mutations on the dynamics in the unliganded form in comparison with the wild-type protease was elucidated with Molecular Dynamic simulations and NMR relaxation experiments. The comparative analyses from both methods concur in showing that the enzyme's dynamics are impacted by the drug resistance mutations in Flap+ protease. These alterations in the enzyme dynamics, particularly within the flaps, likely modulate the balance between substrate turn-over and drug binding, thereby conferring drug resistance. The results presented in this chapter have been published in Journal of
Acquired immunodeficiency syndrome (AIDS) has become a worldwide, public health threat since 1980s. The AIDS patient's immune system is weakened by infection with the human immunodeficiency virus (HIV-1). Maturation of HIV-1 virus requires the viral protease to cleave the Gag and Gag-Pol polyproteins to release the structural proteins MA, CA, NC and p6, and the enzymes reverse transcriptase (RT), integrase (IN) and protease (PR)(43). HIV protease is a crucial target for drug design in AIDS therapy, due to this critical role in the life cycle of HIV-1.

Since HIV-1 protease is an important drug target for HIV-1 therapy, there has been substantial effort in developing protease inhibitors as drugs. Nine protease inhibitors have been approved by the FDA for clinical use in fighting AIDS, leading to a significant decrease in the death rate due to AIDS. However, due to the high replication rate of the virus and lack of proofreading mechanism of its reverse transcriptase, selective pressure of drugs leads to rapid emergence of many drug-resistant protease variants.

HIV-1 protease is a homodimeric aspartyl protease with 99 amino acids on each subunit (Figure 6.1). The dimer interface is a network of hydrogen bonds of an intertwined beta-sheet between the N- and C-terminal regions of each monomers and the active site. Each monomer also has a glycine rich flap: K45-M-I-G-I-G-F-I-K55.
This flap folds as an anti-parallel β sheet that covers the active site. Since the flaps modulate access to the active site, the flexibility of this region is crucial for enzyme activity and inhibitor binding. Unlike the fully closed conformation in complexes of the protease with inhibitor/substrate, the flaps in crystal structures of the apo protease adopt a “semi-open” conformation (113; 205; 183; 204; 68), which may be due in part to crystal packing constraints. The entrance of substrates or inhibitors to the active site requires further conformational changes of the flaps.

The flexibility of the flaps in unliganded protease has been studied by a combination of experimental (fluorescence, EPR and NMR) (50; 168; 83; 46; 121; 54; 84; 53; 55) and computational methods (174; 161; 73-75; 24; 151). NMR relaxation experiments on the apo form of wild type (WT) protease have previously indicated that the flap region is mobile on a microsecond time scale with the flap tip (48G-G-I-G-G52) having an even higher degree of mobility on a sub-nanosecond time scale (83). MD simulations coupled with experimental techniques have attempted to described how this motion might occur, i.e. whether the flaps curl in or extend out (174; 55).

The structural basis for drug-resistance has been extensively studied in HIV-1 protease. Comparison between the structures of WT and drug-resistant proteases in complex with inhibitors partially elucidated how specific protease mutations decrease protease-inhibitor binding affinity on the atomic level (164; 111; 165; 102; 103; 5; 11). However, static crystal structures do not provide insights into the mechanisms by which mutations can change the dynamic properties of the protease. MD simulations have suggested the role of mutations outside the active site of the protease in altering the
internal dynamics of the flaps and the hydrophobic core and thereby modulating drug resistance (174; 45)

Flap+ is a multi-drug-resistant HIV-1 protease variant with a combination of flap and active site mutations (L10I, G48V, I54V, and V82A) that occur simultaneously in sequences of patients undergoing drug therapy (Figure 6.1) (175). Thermodynamic analysis of inhibitor binding to Flap+ protease revealed a surprising entropy-enthalpy compensation phenomenon with the enthalpy and entropy of binding difference between the WT and Flap+ variants (the $\Delta \Delta H_{WT-Flap^+}$ and $-\Delta (T \Delta S_{WT-Flap^+})$) being $-14.1 \pm 1.1$ kcal/mol and $13.1 \pm 1.1$ kcal/mol, respectively, while the total free energy being almost identical ($\Delta \Delta G_{WT-Flap^+}$, $-1.0 \pm 0.3$ kcal/mol) (101). Flap+ exhibits extremely large and opposite changes in the entropy and enthalpy of binding compared to WT protease, indicating that the drug resistance mutations in Flap+ directly modulate the relative thermodynamics of inhibitor interactions. In a previous study we examined the energetics of inhibitor binding (24; 23) however, the molecular mechanisms that cause these thermodynamic changes, and how protease dynamics might be altered in Flap+ protease had not been addressed.
In this study we investigate and compare the dynamics of apo WT and Flap+ protease through a combination of molecular dynamics (MD) simulations and NMR relaxation experiments. Combining MD with experimental NMR data, spearheaded by many seminal developments of the van Gunsteren laboratory (184; 32; 194; 196), has been a powerful method in understanding the atomic basis for the experimental motions observed. The results of this comparative analysis show that the flap dynamics are altered due to the drug resistance mutations in the Flap+ variant. Such changes in the flap dynamics may be modulating the access of substrates and inhibitors to the protease active site.
6.2 METHODS AND MATERIALS

6.2.1 $^{15}$N labeled protease expression, purification and refolding

HIV-1 protease was expressed in *Escherichia coli* strain BL21-Gold(DE3)pLysS competent cells using a T7 expression system. For this experiment, protease that contains mutations at the primary auto-proteolysis site and at cysteine sites (Q7K, L33I, L63P, C67A and C95A) were used (reference: Louis, Clore, Gorenborn, 1999, Nat Struct Biol, 6, 868-875):

PQITL WKRPL VTIRI GGQLK EALLD TGADD TVIEE MNLPG KWKPK MIGGI
GGFIK VRQYD QIIIIE IAGHK AIGTV LVGPT PVNII GRNLL TQIGA TLNF

This sequence contains additional 3 natural variant mutations (S37N, K14R, K41R) compared to the one used in the MD simulation. Protease was overexpressed and purified using the protocol published previously (ref: paper from Schiffer’s lab). In brief, the bacteria were grown in LB or TB media at 37°C. When OD$_{600}$ value of the culture reached 0.4, the bacteria were separated from the LB culture by centrifugation. The pellet was resuspended in 1 L cold (4°C-10°C) wash buffer. The bacteria were separated from the wash buffer by centrifugation and resuspended in 250 mL M9 $^{15}$N minimal medium (127). After growing the M9 bacterial culture at 37°C for 10 to 20 min, protease expression was induced with 2 mM IPTG for 4 hours. After induction, the culture was centrifuged and the bacteria pellet was separated and stored at -80°C. The protease was contained in the inclusion body in the bacterial pellet. After the bacterial cells were lysed, the inclusion bodies were isolated by centrifugation and the pellet was dissolved in 50% acetic acid to extract protease. Protease was purified by separating
proteins with different molecular weight by size exclusion chromatography on a 2.1 L Sephadex G-75 superfine column with 50% Acetic Acid. As described above, Flap+ contains additional mutations of L10I, G48V, I54V, and V82A, and was expressed and purified similar to that of the WT.

6.2.2 NMR Sample Preparation

For NMR sample preparation, the purified protein was dialyzed against 20 mM formic acid at pH 2.7. The protein was folded in the presence of 10 mM acetate solution at pH 6.0, and the buffer was exchanged to 20 mM sodium phosphate at pH 5.8, as described previously (89). Prior to this step, protein that underwent partial auto-proteolysis was re-purified by reversed-phase HPLC with a Resource RPC 3 mL column (GE Healthcare) equilibrated with 0.05% trifluoroacetic acid (v/v), and eluted with 80% acetonitrile and 0.05% trifluoroacetic acid (v/v). The protein was concentrated to 150 ± 25 µM as a dimer. The NMR samples were in 20 mM sodium phosphate buffer in 95% H2O/5% D2O at pH 5.8, and placed in a Shigemi tube (Shigemi Inc., Allison Park, PA).

6.2.3 NMR data acquisition and model free analysis

NMR experiments to determine 15N transverse relaxation rate (R2), 15N longitudinal relaxation rate (R1), and 15N-1H heteronuclear Nuclear Overhauser Enhancement (hNOE) were performed using Bruker Avance 600 MHz NMR spectrometers equipped with a cryogenic probe at 20°C for the WT and flap mutant (46; 82). In the R1 and R2 experiments, spectra were recorded with 7 relaxation delay points:
0, 8, 16, 24, 32, 48, and 64 ms for R₂, and 0, 50, 100, 200, 300, 500, and 800 ms for R₁. The relaxation rates were determined by fitting the signal intensities to a single-exponential decay function that has two unknown parameters, initial intensity (I₀) and relaxation rate (R₁ or R₂). Uncertainties of the R₁ and R₂ values were estimated by Monte-Carlo error simulation using residual of the fits as data uncertainties. The \(^1\)H-\(^{15}\)N NOE values were determined using the ratio of the two peak heights that were recorded with and without NOE enhancement, and NOE ratio error was estimated from the 2-dimensional peak noise error.

Rotational correlation times of the WT and the flap mutants were determined by assuming a single rotational correlation time, \(\tau_R\), for each protein. First, \(\tau_R\) was optimized by a grid search by fitting the parameter sets of a standard model-free model (that contains two unknown parameters, the generalized order parameter, \(S^2\), and a correlation time for internal motion, \(\tau_i\)) for a group of residues (42). For this determination, a group of residues that exhibit R₁ and R₂ values within 1.5 standard deviation of the mean, and \(^1\)H-\(^{15}\)N NOE > 0.69 were selected. Next, once \(\tau_R\) was determined, the model-free analysis was performed primarily using the standard model (\(S^2, \tau_i\)) for all the residues for which a set of R₁, R₂, and \(^1\)H-\(^{15}\)N NOE was available (116; 117; 125). For the data that did not fit to the standard model (with criterion \(\chi^2 > 6.64\) (46)), models with three parameters, extended model free (\(S^2_f, S^2_s, \tau_i\)) and exchange model (\(S^2, \tau_i, R_{ex}\)), were tested (30). Here, \(S^2 = S^2_f \cdot S^2_s\) with order parameters for fast (f) and slow (s) internal motions, and \(R_{ex}\) indicates contribution of chemical exchange to R₂. Finally, when the dataset for a particular residue either in WT or Flap+ were not fit by the standard model and instead fit using a three-parameter
model, the dataset for that residue in the other construct was also analyzed using the same model. This minimized possible model-dependent artifacts in the comparison of WT and Flap+. In the entire model-free analysis, minimum uncertainties of all $R_1$, $R_2$, and $\{^1H\}-{^{15}N}$ NOE were set at 4% to avoid underestimation of the systematic errors in the relaxation rates.

6.3 RESULTS

Protein dynamics, structure, and function are highly correlated. In the case of HIV protease, the dynamics of conformational changes are extremely critical for enzyme function. The first step in the HIV-1 protease substrate-cleavage reaction is opening of the protease flaps to expose the active site cleft to the substrate. This conformational change is highly related to the flexibility of the flaps of the protease. The impact of drug-resistance mutations on the apo form of the Flap+ multi-drug resistant variant on the dynamics and flexibility was compared with the WT enzyme by NMR experiments. In addition, MD simulation results by collaborators were compared to the NMR data. Although the protease sequence used for the NMR experiments contain a total of 9 minor mutations (minor variants) compared to that used in MD simulations by collaborator, the relative change in dynamics between WT and Flap+ dynamics will be compared in two methods.
6.3.1 Comparison of Dynamics with NMR

Flap dynamics is critical to protease function, and has previously been investigated by NMR relaxation (83; 46; 84) and site-directed spin labeling experiments (54; 53; 55). To understand the dynamic differences between the WT and Flap+ protease, especially in the flap region, the enzyme was also evaluated by high resolution NMR. For this purpose, the transverse relaxation rate ($R_2$), the longitudinal relaxation rate ($R_1$), and the $^{15}$N-$^1$H heteronuclear Nuclear Overhauser Enhancement (hNOE) were measured. These relaxation parameters reflect internal motion of the $^{15}$N-$^1$H bond vectors and provide information on the backbone dynamics at the residue-specific level.
Figure 6.2 NMR relaxation data for WT (filled circles) and Flap+ HIV-1 Protease (open triangles). The red dashed square (residues 47 to 54) indicates the flap region.

Overlay of $R_2$, $R_1$, and $^{1}H$-$^{15}N$ NOE data for the WT and the mutant protease demonstrates that the relaxation data for most of the residues in the mutant are very similar to those of the WT, indicating that overall dynamics of the protein core is not affected by the mutations (Figure 6.2). This result is consistent with crystal structures of Flap+ mutant (101) being globally similar to the WT protease.

A close look at the relaxation data shows that residues 47-54, which form the tip of the flap, show significant differences in $R_2$ and $^{1}H$-$^{15}N$ NOE parameters between the
WT and the flap mutant (Figure 6.2). The $R_2$ and $\{^{1}H\} - ^{15}N$ NOE values for residues 48, 51, and 52 of the mutant are lower, indicating that the flap region of Flap+ undergoes more significant sub-nanosecond motion than that of the WT. In addition, the invariant Thr 80 (45), which is flanked by proline residues (Pro 79 – Thr 80 – Pro 81), has higher mobility in the mutant.

The experimentally measured relaxation parameters were subjected to model-free analysis to determine the internal dynamics of the protein backbone independent of the overall motion of the protein (116; 117). Model-free analysis takes as input the experimentally measured relaxation parameters ($R_1$, $R_2$, and $^{15}N - ^{1}H$ hNOE) and outputs the generalized order parameter, $S^2$, which represents the spatial restriction of motion of the $^{15}N - ^{1}H$ bond vector (116; 117). As $S^2$ approaches 1, the bond vector undergoes no significant internal motion. As $S^2$ approaches 0, the bond vector undergoes unconstrained internal motion. The standard model-free analysis assumes two types of motion on sufficiently different time scales that they are independent: local internal motion on the fast time scale (sub-nanosecond) and the slower global motion of the protein. The time scales for these two independent motions are also output as $\tau_I$ for each bond vector, and the global rotational correlation time of the protein, $\tau_R$.

Data for most of the residues in WT and Flap+ protease were fit using the standard model (Table 6.1). The rotational correlation time $\tau_R$ was determined to be $12.52 \pm 0.26$ ns and $12.48 \pm 0.32$ ns for the WT and the FLAP+ HIV-1 protease variants, respectively. An axially symmetric model was not used to estimate molecular rotational correlation times, because no particular NH vector orientation can be assumed for the amides at the very flexible flap region. Data sets that do not fit adequately to the
standard model were analyzed using either [1] the extended model with an additional
generalized order parameter for slower internal motions on the nanosecond time scale,
$S^2_{S}$ (12), or [2] the chemical exchange model that includes an additional parameter to
account for chemical/conformational exchange mostly on the microsecond-millisecond
time scale (125). To avoid possible artifacts due to selection of the models, the same
model was used for each residue in both the WT and the Flap+ protease, if the dataset
was available for both constructs (Table 6.1).

Table 6.1 The number of residues for which the relaxation data was analyzed by the given model in model-
free analysis.

<table>
<thead>
<tr>
<th>Model</th>
<th>WT and Mut#</th>
<th>WT only##</th>
<th>Mutant only###</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard model ($S^2$ and $\tau_i$)</td>
<td>53</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Extended model ($S^2_f$, $S^2_S$, $\tau_i$)</td>
<td>12</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Exchange model ($S^2$, $\tau_i$, $R_{ex}$)</td>
<td>14</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

# When an $R_2$, $R_1$, and $\{^1H\}^{15}N$ NOE dataset of a residue from one of the two proteins required
an extended or exchange model, the dataset from the other protein was analyzed using the same model.

## “Only” indicates that an $R_2$, $R_1$, and $\{^1H\}^{15}N$ NOE dataset was obtained only for one of the
proteins for a residue.

The order parameters obtained through model free analysis are overall very
similar for WT and Flap+ protease (Figure 6.3), as expected due to the similarity in the
measured relaxation data (Figure 6.2). The major difference in the order parameters is
the lower values for residues in the flap (48, 51, 52 and 43) as well as residue 80 in the
mutant enzyme, indicating higher mobility of flaps in the Flap+ protease in the sub-nanosecond time scale. Additionally, flap regions in both WT and the mutant exhibit significant internal motions ($\tau_i$) on the nano-second time scale. While the results unequivocally demonstrate that the flap dynamics are altered in the Flap+ protease compared to the WT, it should be noted that the parameters from model free analysis presented here may not be sufficient to reflect the complex flap dynamics. The relatively high order parameters for the WT flaps may be due to the insufficient separation of $R_{ex}$, the chemical/conformational exchange contribution to the measured $R_2$. The flaps in WT protease undergo milli-microsecond motions (revealed by CPMG-based NMR relaxation experiments (83; 46)), which would give rise to conformational exchange on the NMR timescales and hence $R_{ex}$. However, the $R_{ex}$ term could not be extracted by the model-free analysis. This is because the flap region of the WT protease undergoes severe sub-nanosecond motions as well as the milli-micro second motion, and no appropriate model (such as both extended and with chemical exchange) is available to describe the range of motions the flaps undergo in various time scales.
Figure 6.3 Dynamic parameters obtained from model free analysis of NMR relaxation data for WT (filled circles) and Flap+ HIV-1 Protease (open triangles).

Overall, decrease in calculated order parameters, and measured $R_2$ and $[^{1}H]^{-15}N$ NOE values (Figure 6.4) converge in indicating that the mutations in the Flap+ protease increases the fast (sub-nanosecond) dynamics of the flap region, by possibly decreasing the slower motions on the micro- to millisecond time scales. Such alteration of flap dynamics may be important for modulating the on/off rates for substrate and inhibitor binding.
6.3.2 Comparison NMR results to MD results from collaboration

As mentioned in section 6.2, Molecular Dynamics simulations of the apo form WT and Flap+ proteases were performed by our collaborators Yufeng Cai, Nese Yilmaz, and Celia Schiffer. Additional results from the MD simulations are described in Section 6.5. To compare the characteristics of HIV-1 protease local backbone dynamics inferred from MD simulations and NMR experiments, we calculated the generalized order parameters $S^2$ of the backbone amides from MD trajectories and compared them in Figures 6.2 and 6.3.
with those obtained by NMR model free analysis (Figure 6.5). The calculated $S^2$ values agree well with the NMR results, capturing the regions with restricted and increased internal motions. The flap regions in both WT and Flap+ protease display the lowest $S^2$ values, indicating they are very mobile on the sub-nanosecond time scale. Calculating the order parameters using only the first 20 ns of the 100 ns trajectories resulted in much higher values for the flap regions (results not shown), indicating slower flap motions with nanosecond time scale correlation times. These slower local motions likely complicate the model free analysis of NMR relaxation data for the flaps, as they happen on a time scale that cannot be assumed independent from the global motion of the protease (rotational correlation time $\sim$12 ns). Nevertheless, comparison of MD and NMR results suggest that MD simulations have captured the overall dynamics of local motions probed in NMR experiments, on the real time scale.
Figure 6.5 Order parameters of backbone N-H bonds calculated from the 20 independent 100 ns MD simulation are shown in boxplot. Order parameters from NMR experiments are displayed as (A) black circles for WT protease, (B) squares for drug-resistant variant Flap+.

Indeed, results from MD simulations help explain NMR relaxation data obtained. The increase in the inter-monomer distance in Flap+ compared to WT protease in MD simulations (Section 6.6, Figure 6.9) is consistent with the observed changes in NMR relaxation parameters (Figure 6.4). As previously reported, the flaps undergo slow conformational exchange in solution where the WT protease populates a minor conformation with the two flaps interacting with each other (84). In the Flap+ variant, MD
simulations reveal that the inter-subunit distance increases (Section 6.6, Figure 6.9), which will diminish the population of this minor conformation. The loss of this minor conformation will attenuate $R_{ex}$, the chemical/conformational exchange (in the milli-micro second time scale) contribution to $R_2$ of the Flap+. In addition, the loss of flap-flap interactions is expected to increase sub-nanosecond motions of the flap region, which should be reflected as a decrease in $\{^1H\}-^{15}N$ NOE of Flap+ compared to WT protease. Consistent with this scenario, $R_2$ and $\{^1H\}-^{15}N$ NOE of residues 51 and 52 in the Flap+ are significantly lower than those of the WT in the acquired NMR data (Figure 6.4), demonstrating that the MD simulation results nicely dissect the NMR experimental data.

6.4 DISCUSSION

Mutations that are known to confer drug resistance occur throughout HIV-1 protease in a complex and interdependent manner. These mutations not only involve residues that directly contact the protease inhibitors, but occur elsewhere in the enzyme making their role in conferring resistance more difficult to assess. One possible mechanism by which resistance may occur is through the alteration of the dynamics of the enzyme. The flexibility of the protease flaps are critical to the enzyme's activity as the flaps control access of the substrates and inhibitors to the protease active site. Thus resistance could potentially occur by modulating access to the active site.

The dynamics of a multi-drug resistant variant, Flap+ of HIV-1 protease was compared with the WT enzyme by a combination of MD simulations and NMR relaxation experiments. The Flap+ variant binds the protease inhibitors with large entropy-
enthalpy compensations compared to WT variant (101). The molecular mechanisms that cause these thermodynamic changes, and how protease dynamics might contribute to these energetic changes can only begin to be understood by understanding the relative dynamics of the apo forms of Flap+ relative to WT protease. The two methods for understanding dynamics are complementary in that NMR experiments provide an assessment of the overall dynamics and the MD simulations elucidate the details of protease dynamics in atomic details. Analysis of MD and NMR data concur in revealing that the overall dynamic properties of the enzyme are conserved, while the flap dynamics are altered in the Flap+ variant. In Flap+ protease, the flaps sample a more open conformational ensemble compared to the WT enzyme, with the flap tips curling towards the active site walls (80s loops), while these walls are coming closer together. The NMR results indicate that in the Flap+ variant, sub-nanosecond dynamics of the flaps are enhanced with respect to the WT protease, and the trends in the order parameters are reflected in the order parameters calculated in the MD trajectories. These complex alterations in the enzyme dynamics in Flap+ relative to the WT enzyme, particularly within the flaps, may contribute to the thermodynamic differences in the two enzymes and likely modulate the balance between substrate turn-over and drug binding, thereby conferring drug resistance.

6.5 CONCLUSIONS

The apo forms of the Flap+ HIV-1 Protease shows significant differences in the dynamics of flap region residues from the WT based on the NMR data. In addition, the
MD simulations indicate that the flap tips show significant difference in distance between the flaps from one subunit to another. Both data suggests that the flap region of the Flap+ protein shows fewer inter-flap contacts and suggest that the Flap+ protein may assume more of an open conformation with large distances. Although information on the ligand bound forms of the WT and Flap+ proteases are necessary for a more conclusive interpretation of the apo form data, it is likely that differences in the flap dynamics and conformations may be responsible for the differences in the thermodynamics of binding.

6.6 COLLABORATIVE WORK: MOLECULAR DYNAMICS SIMULATIONS

The methods and the parameters for the Molecular Dynamics simulations by our collaborators are described in detail in the original manuscript (22). In brief, a total of 20 fully hydrated 100 ns-MD trajectories each for WT and Flap+ apo form proteases were performed. In each simulation, energies converged and enabled extensive sampling of the conformational space. Snap shots of 20 MD simulations at each end point, i.e.,100 ns for the apo form WT and Flap+ HIV-1 PR show that flap regions are highly flexible, and adopt a variety of conformations (Figure 6.6). In this section, the analysis of the simulation data, in addition to the generalized order parameters described above (section XC), necessary for discussion will be described.

Variation of conformations observed in the snap shots (Figure 6.6) is more quantitatively evaluated by extracting the root-mean-squared (RMSF) fluctuations of the backbone Cα atoms, calculation of order parameters for backbone 15N atoms, and
distribution of inter-atomic distances between atom pairs from the MD trajectories. The RMSF for the WT and Flap+ HIV-1 proteases (Figure 6.7) reflects the fluctuations of the protein backbone, similar to the NMR order parameters and the order parameters from MD simulations shown in Figure 6.5. The flap region of the protein shows increased fluctuations compared to the rest of the protein. Due to the large fluctuations of the Cα atoms, it is not clear that there is a significant difference between the WT and the Flap+ mutant proteases. However, the WT protein shows overall lower RMSF values and indicate that the Flap+ protein has more flexible backbone.

To identify correlation of motion in specific sites of the protease, distances between atom pairs were analyzed for the WT and Flap+ proteases from the MD simulation trajectories. The percent of time distribution of the atom pairs in the WT and Flap+ from the MD trajectories are shown in Figures 6.8 and 6.9 and summarized in Table 6.2. In particular, the distance between the nitrogen atoms of the two side chain amino groups for K55 residues from the two subunits were investigated for comparison to studies in the literature that used EPR spectroscopy. The results show agreement with respect to the distribution of the atom pair distances and indicate that the Flap+ shows larger distance between the flap tips. This is in agreement with the model of the apo WT protease assuming a more rigid conformation with flap interactions while the apo Flap+ protease assumes a more flexible conformation with less flap interaction.
Figure 6.6 The 20 snapshots of WT (cyan) and Flap+ (magenta) HIV-1 protease conformation at the end of each 100 ns MD simulations.
Figure 6.7 RMSF values of the $C\alpha$ atoms for each residue in the 40 100nsec MD simulations displayed as boxplots for WT (blue) and Flap+ (red) HIV-1 protease.

Figure 6.8 Distribution in percent of distances in Å between the nitrogen atoms in the amino group of the K55 and K55’ side chain calculated over all 80 monomers during the 100 ns trajectories. Distribution data from the wild-type protease simulation are in blue, and from the Flap+ variant are in red.

Table 6.2 The mean and standard deviation for the distance distributions in Å between atom pairs (displayed in Figures 6.8 and 6.9) averaged over 80 monomers during 100 ns MD trajectories.

<table>
<thead>
<tr>
<th>Atom pairs</th>
<th>Crystal (Å)</th>
<th>WT mean(Å)</th>
<th>WT sigma*</th>
<th>FLAP+ mean(Å)</th>
<th>FLAP+ sigma*</th>
<th>$\Delta$Mean**</th>
</tr>
</thead>
<tbody>
<tr>
<td>nz55-</td>
<td>33.1</td>
<td>35.8</td>
<td>5.9</td>
<td>36.9</td>
<td>6.8</td>
<td>-1.1</td>
</tr>
<tr>
<td>nz55'</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>50-50'</td>
<td>4.3</td>
<td>9.7</td>
<td>7.0</td>
<td>13.1</td>
<td>8.3</td>
<td>-3.4</td>
</tr>
<tr>
<td>50-80'</td>
<td>13.5</td>
<td>18.0</td>
<td>5.2</td>
<td>19.2</td>
<td>6.0</td>
<td>-1.1</td>
</tr>
<tr>
<td>50-25'</td>
<td>17.7</td>
<td>18.9</td>
<td>5.3</td>
<td>19.5</td>
<td>6.4</td>
<td>-0.6</td>
</tr>
<tr>
<td>50-25</td>
<td>17.2</td>
<td>16.8</td>
<td>3.2</td>
<td>16.2</td>
<td>3.3</td>
<td>0.6</td>
</tr>
<tr>
<td>80-80'</td>
<td>21.7</td>
<td>26.6</td>
<td>3.2</td>
<td>24.7</td>
<td>3.7</td>
<td>2.0</td>
</tr>
<tr>
<td>50-80</td>
<td>10.6</td>
<td>11.6</td>
<td>3.6</td>
<td>8.8</td>
<td>2.9</td>
<td>2.8</td>
</tr>
</tbody>
</table>

* Sigma refers to standard deviation

**ΔMean = (WT mean) – (Flap+ mean)**
Figure 6.9  Distribution in percent of distances in Å between alpha carbons of the flaps, 80s loop and the active site in WT (blue) and Flap+ (red) HIV-1 protease calculated over all 80 monomers during the 100 ns trajectories. a) 50 – 50’, b) 80 – 50’, c) 25 – 50’, d) 25 – 50, e) 80 – 80’ f) 50-80
7.0 SUMMARY AND FUTURE WORK

7.1 ANALYSIS AND IMPROVEMENT OF METHODOLOGY OF NMR RELAXATION EXPERIMENTS

The detailed analysis of NMR relaxation experiments that were performed in this thesis has provided insight into their strengths and limitations. Advancements in the instrumentation of NMR spectrometers (186; 185; 126; 141) and the improved sensitivity have required reevaluation of the methodology to ensure that assumptions used in the analysis of relaxation data remain valid. Furthermore, the applicability of new experiments (209) was tested by simulation and experiment.

In Chapter 2, the effect of different pulse sequences on $^1$H decoupling during the CPMG pulse sequence is tested by simulation and experiment (139). In the measurement of the $^{15}$N $R_2$ in-phase relaxation rate, the relaxation contribution due to the $^1$H-$^{15}$N anti-phase component is minimized by decoupling of the $^{15}$N nuclei from the directly bonded $^1$H using different 180° decoupling pulse schemes (for standard CPMG sequence with $^1$H decoupling pulses or with more frequent $^1$H pulses, Schemes I and III) or composite decoupling of $^1$H (Scheme II). However, due to limitations in the NMR instrumentation, specifically the limited power capabilities of cryogenically cooled probes, high power decoupling pulses may not be utilized. The motivation for this study
is to evaluate the decoupling pulse sequences to determine whether significant $R_2$ error due to anti-phase $^1H$-$^{15}N$ relaxation may be present in the measurement of in-phase $^{15}N$ relaxation rates due to insufficient $^1H$ decoupling. The results indicate that Schemes II and III both show correlation of the measured (both experimentally determined and from simulation) with Scheme I, the standard CPMG sequence. However, Schemes II and III may be better for protein samples with low ionic concentration due to reduction of probe heating from frequent $^{15}N$ 180° pulses. In addition, Scheme III does not have the limitation on setting the $\tau_N$ to be synchronized with the $^1H$ composite pulse supercycle.

The effect of chemical exchange during refocusing pulses and their possible contribution to systematic errors in the CT-CPMG $R_2$ relaxation dispersion experiment was studied in Chapter 3(140). In the analysis of the CT-CPMG experiment(25; 94), the 180° refocusing $^{15}N$ pulses are assumed to be instantaneous rotations and the effect of finite pulse widths are not considered. Since chemical exchange during the pulses occur under different effective field (similar to the condition of chemical exchange during $R_{1p}$ experiment) compared to exchange that occurs during the inter-pulse delays, the possible contribution to systematic errors due to the assumptions in the analysis of the data were analyzed. To evaluate the effect of pulse duration in the CT-CPMG $R_2$ relaxation dispersion experiment, the results of various chemical exchange conditions were calculated using the Bloch-McConnell equations(130) and were analyzed by solutions to the Bloch-McConnell equations(25; 94). The results indicated that under some chemical exchange conditions at high values of $\nu_{\text{eff}}$, the $R_2$ parameters calculated using instantaneous pulses deviate from $R_2$ parameters determined using finite pulses (with 90 µs for 180° rotation). When the chemical exchange parameters are optimized
to the calculated $R_2$ values, the discrepancy between the instantaneous pulses and 90 µs finite pulses may lead to error in the major population, $p_a$, of up to 3.5% (as a percent of the input $p_a$) and timescale of exchange, $k_{ex}$, of 12.5%.

With the availability of higher field NMR spectrometers operating at $^1H$ Larmor frequencies of 900 MHz and higher (126; 141), the issue of resonance offset has become more significant. Although the spectrum width is over 1.5 times the width of a 600 MHz spectrometer, the $^{15}N$ pulse width often remains similar (at ~90 µs for 180° pulses) due to power limitations of cryogenically cooled probes. In addition, the power limitations of some cryogenically cooled probes were lower at ~200 µs for 180° $^{15}N$ pulses (209). To address the increased resonance offset effect, a phase alternating pulse sequence was developed by the Zuiderweg group (209). In contrast to the conventional CPMG sequence (referred to as the [00000000] sequence in the chapter), the phase alternating sequence, called the [00130031] sequence, incorporates alternative phase (such as Y and -Y) pulses in addition to the conventional CPMG sequence (such as X) pulses (209). The results from simulations indicate that both the [00000000] and [00130031] sequences show similar results under most conditions. When the $^{15}N$ pulse is miscalibrated with $B_1$ being 20% weaker, the [00130031] sequence shows lower resonance offset errors in the absence of chemical exchange but indicate systematic contamination of $R_2$ relaxation by $R_1$.

In Chapter 4, the viability of the minimum component of the alternating phase scheme [00-13] was tested using simulation and experiment and compared to the equivalent conventional CPMG pulse sequence, [00-00] (137). The results from the comparison of the [00-13] and the [00-00] pulse sequences indicate that when using
higher power pulses both sequences show similar $R_2$ values for a wide spectral range but the [00-13] sequence shows lower $R_2$ errors compared to the [00-00] sequence at large resonance offset. The comparison of the errors in the in-phase $R_2$ for the [00-00] and the [00-13] sequences was performed using two methods: 1) taking the noise errors or 2) taking the deviation of the intensity from the initial fit to single exponential decay. In method 1, only the signal-to-noise ratio of the experiment is considered while in method 2, more errors such as error due to resonance offsets were considered. However, for experimental data of a moderately sized protein (HIV-1 protease) at lower field strength (600 MHz), no significant difference was observed between the two methods (although method 2 shows a small increase in the $R_2$ error compared to method 1).

In addition to the work presented in this thesis, the methods used in the analysis of the $^{1}H$-$^{15}N$ NOE experiment will need to be evaluated in detail. Error for the $^{1}H$-$^{15}N$ NOE parameter is typically calculated from the experimental noise(40). However, with increases in sensitivity from improved instrumentation, it is possible that the $^{1}H$-$^{15}N$ NOE errors can be underestimated. Therefore, it is important to reevaluate the methods used in the estimation of peak intensities as well as estimation of errors in the $^{1}H$-$^{15}N$ NOE experiment to ensure that the current methods are valid for high sensitivity data.
7.2 PROTEIN DYNAMICS FROM NMR RELAXATION EXPERIMENTS

In this thesis, the protein backbone dynamics and conformations for SERCA-N (138) and HIV-1 protease (22) were studied using NMR relaxation experiments as well as other methods. The information gathered from the biophysical methods provided insight into the function of the proteins and the effects of mutations on protein structure, dynamics, and stability. In Chapter 5(138), the mutations in SERCA-N protein were investigated by NMR, CD, and Fluorescence spectroscopies to characterize ATP binding for WT, active site mutants (T441A, R560V, and C561A) (29), and a mutant found in patients with Darier’s Disease (E412G) (167; 129). Although the Circular Dichroism spectra shows almost identical secondary structure content, the $^1$H and $^{15}$N chemical shifts from NMR spectra showed that the E412G mutant shows small differences from WT throughout the entire protein while the active site mutants showed only chemical shift perturbations near the site of mutation. Considering the decreased stability of the E412G mutant and the similar $K_D$ of the mutant to WT, it is likely that the E412G mutant SERCA is active and stable in cardiac cells allowing for function but other cellular factors may lead to instability and SERCA dysfunction in skin cells to lead to Darier’s disease.

In Chapter 6, the dynamics of the HIV-1 protease WT and a multi-drug resistant mutant Flap+ were characterized by NMR relaxation experiments and the results were compared to results obtained by MD simulations (in collaboration with Yufeng Cai, Nese Yilmaz, and Celia Schiffer at the University of Massachusetts Medical School) (137). The Flap+ mutant was shown to have significant differences from the WT in the thermodynamics of ligand binding (more favorable entropy of binding and unfavorable
enthalpy of binding to Darunavir was observed for the Flap+ protease compared to the WT) and the dynamics of the Flap+ mutant were investigated to determine how mutations change the mechanism of the protein and possibly lead to drug resistance. The NMR results indicate that significant differences in the functionally important flap region are present, with the Flap+ mutant showing increased backbone flexibility in the sub-nano second timescale compared to WT. In addition, MD results showed agreement with the NMR relaxation results and showed increase in the flexibility of Flap+ compared to WT and also showed significant differences in the inter-flap distances between the WT and Flap+ proteases. The Flap+ protease showed a larger distance between the tips of the flaps compared to the WT. The decrease in the interaction of the flap tips may be a consequence of the increase in flap dynamics as seen by NMR.

7.3 CHARACTERIZATION OF APO AND DARUNAVIR BOUND WT AND FLAP+ HIV-1 PROTEASE

Currently, the Darunavir (DRV) (57; 58) bound form dynamics and conformations for the WT and Flap+ proteases are being characterized. Possible differences in the dynamics or the DRV bound conformations of the WT and Flap+ proteases may help explain the differences in the mechanism of inhibitor binding. In addition, slower timescale motions, ranging from the millisecond to microsecond, were investigated for the apo form and DRV bound form WT and Flap+ proteases by Constant Time Carr-Purcell-Meiboom-Gill R₂ relaxation dispersion experiments. In conjunction with the sub-
nanosecond dynamics information, the information on the free form conformations may help relate the thermodynamics of binding to the conformational and dynamical aspects of HIV-1 protease.


