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Learning a new skill requires one to produce new patterns of activity among networks of neurons. This applies not only to physical skills, such as learning to play a new sport, but also to abstract skills, such as learning to play chess. An abstract skill that we can use to study the neural mechanisms of learning, in general, is controlling a brain-computer interface (BCI). BCIs were conceived of as assistive devices to help people with paralysis, limb-loss, or other neurological disorder, but they have also proven effective as tools to study the neural basis of sensory-motor control and learning.

We tested the ability of subjects to generate neural activity patterns required to control arbitrary BCI decoders. We found that the subjects could more easily learn to control the decoder when they could use existing patterns of neural activity than when they needed to generate new patterns. We also analyzed the way in which subjects adapted their neural activity during learning. We found that neural activity adapts in a way that is consistent with the learning-related performance improvements and that the trial-to-trial variability of neural activity decreased as performance improved.

We tested how specific properties of BCI decoders, which translate neural activity into movements of the effector, influence the ability to learn to control a BCI by incorporating dimensionality reduction into a Kalman filter and assessing how performance related to the number of latent dimensions. We found that the subjects could use a standard Kalman filter just as well as a Kalman filter that incorporates dimensionality reduction. However, as the dimensionality of the model increased, performance improved up to an asymptotic
level. Lastly, we tested whether increasing the difficulty of a task would lead the subjects to learn to demonstrate better BCI performance. We implemented an instructed path task that required the animals to move a cursor along re-defined paths, and we found that this task motivated one monkey to improve his performance. In all, these studies help to uncover what contributes to BCI control, and they help pave the way for transitioning BCIs from the lab to the clinic.
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Learning is an essential part of life. It is a process that occurs everyday whether or not we are aware of it. In young children, learning is often tied to development. Children first learn to crawl and then to walk and eventually to run. As development continues, children learn other activities, such as riding a bike or swimming. As we get older, people can learn to specialize their physical skills, for example, to play one sport or another. In addition, intellectual learning occurs often. Young children learn the alphabet and learn to count. As we progress, we learn a multitude of subjects in school. Often, we learn in-depth knowledge in one area of interest as a career focus. In addition to physical and intellectual learning, other forms of learning are also common. For example, we might learn to associate the scent of a particular type of flower with a favorite tropical vacation.

The question of how learning occurs in the brain has been studied from many different aspects, ranging from the systems level (Merzenich et al., 1984; Pons et al., 1991; Ungerleider et al., 2002; Orban de Xivry et al., 2012) to single neurons (Li et al., 2001; Rokni et al., 2007; Picard et al., 2013), and even to specific cellular processes (Buonomano and Merzenich, 1998; Jackson et al., 2006; Holtmaat and Svoboda, 2009; Kuhlman et al., 2014; McKenzie et al., 2014). In this work, I address learning from the aspect of populations of neurons. Evidence suggests that this might be the level of organization from which behavior, sensation, and other cognitive processes arise. For example, limb trajectories (Wu et al., 2006; Yu et al., 2007) and visual information (Graf et al., 2011) can be accurately reconstructed by analyzing the activity of populations of neurons.

A seemingly unrelated topic in neuroscience is brain-computer interfaces (BCIs). BCIs are primarily being developed to provide people who are paralyzed or suffer from limb-loss or other neurological disorder with a higher quality of life. Some BCIs are designed to allow
the user control a cursor on a computer, while others are designed to allow the user to
control a robotic limb. In Chapter 3, I describe how we use a BCI to study the ability of
subjects to learn. In Chapter 4, I describe how we have begun to uncover the specific neural
mechanisms of learning from a neural population point of view. In Chapters 5 and 6, we
tested ways in which we could adjust the BCI framework – both the details of the mapping
from neural activity to cursor movement and the task the subjects were undertaking – in
order to improve learning and controllability in a BCI setting.

In the following sections, I first provide an overview of the types of learning that are
commonly studied in neuroscience (Section 1.1) as well as the different levels of the neuro-
physiological hierarchy from which learning has been studied (Section 1.2). I then focus on
the properties of neurons in primary motor cortex, as that is the area of focus in this disser-
tation (Section 1.3). Finally, I describe why we use a BCI in order to study sensory-motor
learning (Section 1.4).

1.1 TYPES OF LEARNING

In neuroscience, learning is often categorized into the broad categories of sensory learning,
perceptual learning, and motor learning. These types of learning are not independent —
they blend together and overlap. The songbird provides a good model system for studying
perceptual learning (e.g., Fee and Scharff (2010); Brainard and Doupe (2002)). Songbirds
are known for their abilities to generate highly repeatable songs and to replicate the songs
of other birds within their species, which might be similar to a person learning to speak a
language by hearing others use it. These studies have begun to uncover neural mechanisms
related to the generation of sequential behaviors.

Perceptual learning is closely linked to sensory learning. Perceptual learning is described
as the ability to discriminate different stimuli (Law and Gold, 2008). In one study, Newsome
et al. (1989) presented monkeys with a visual display showing dots moving in random direc-
tions, with varying amounts of correlation. The monkeys were supposed to learn to identify
the direction of correlated movement. The researchers recorded from area MT during these
experiments, and they found that the reliability and sensitivity of individual neurons was on par or exceeded that of the monkeys. In another set of experiments, Romo et al. (2004) recorded from ventral premotor cortex (PMv) of monkeys while they stimulated the monkeys’ fingertips with vibrations of different frequencies. The task required the monkeys to learn to identify which of two consecutive stimulations had a higher frequency, and the researchers found that single neurons in PMv carried information related to the frequency of each stimulus and the difference between frequencies. Studying humans, Pascual-Leone and Torres (1993) analyzed the size of the hand representations in somatosensory cortex in subjects who had learned to read Braille. They found that the cortical representation of the digit used to read was substantially larger than the representations of the digits not used for reading.

Finally, studies of motor learning typically analyze the way in which subjects move their arms in altered environments. Extensive research has been conducted studying how humans adapt to perturbations, which often take the form of visuomotor rotations (e.g., Mazzoni and Krakauer (2006); Herzfeld et al. (2014)) (during which the movement direction of a cursor is offset from the movement direction of one’s limb by a constant angle) or force-fields (e.g., Lackner and Dizio (1994); Izawa et al. (2008)) (during which a force is applied to the movement of one’s arm). In more complicated experimental paradigms, the type of perturbation changes rapidly across trials (e.g., Kording and Wolpert (2004); Herzfeld et al. (2014)).

These and other studies have allowed researchers to propose control systems that satisfy certain computational strategies for movement generation (Shadmehr and Krakauer, 2008). Various aspects of the control systems – for example, error integration, sensory estimation (i.e., forward internal models), and movement prediction (i.e., inverse internal models) – have been hypothesized to occur in different brain structures, but neurological evidence for this has been sparse and often relied on lesion studies. For example, in Nowak et al. (2007), subjects held on to a cup while a metal ball was dropped into the cup. The subject with the cerebellar lesion and the healthy subjects could react to the additional weight in the cup. However, only healthy subjects could predict (presumably the result of a forward model) the additional weight when they dropped it themselves. The cerebellar patient reacted in
the same way as if someone else had dropped the ball into the cup. From this, the authors inferred that the cerebellum is involved in the formation of internal models.

These behavioral studies of motor learning set the stage for investigations of the changes in neural circuitry that underlie learning. To that end, some researchers have studied motor learning in monkeys. Many of these studies require the monkeys to move the arm under different types of perturbations (e.g., Li et al. (2001); Rokni et al. (2007); Mandelblat-Cerf et al. (2011)) or to reach in a specific overtrained sequence (e.g., Desmurget and Turner (2010); Picard et al. (2013)).

Despite the extent to which different types of learning have been studied, few studies have examined the constraints on learning. We know that constraints on learning must exist. Otherwise, for example, it would not take as long as it does to progress from learning simple arithmetic to learning calculus. The existing studies on the constraints of learning focus on language learning. For example, Saffran (2002) showed that learners can discover structure in linguistic input better when predictive relationships link elements within phrases. In another study, Newport (1990) suggested that there are cognitive elements related to maturation that constrain language learning. In this work, we focus on motor learning with BCIs. One open question regarding learning is what is the neural basis for the constraints? Are the neurons simply unable to fire in the necessary patterns required for learning? We address these questions in the work presented here.

1.2 NEUROPHYSIOLOGICAL HIERARCHY AND LEARNING

From a neurophysiological perspective, learning has been studied from a variety of hierarchical levels, ranging from the systems to the single cell and even to the level of the synapse. Below, I highlight several studies to provide an overview of what has been discovered at each level. I focus on changes in neural activity that have been observed at the cortical level, but changes have also been observed in deeper brain structures (e.g., Hikosaka et al. (1999); Brasted and Wise (2004); Yin et al. (2009)).
From a systems-level perspective, Nudo et al. (1996) analyzed the cortical representations in motor cortex as monkeys learned two different skills. One skill required the monkeys to make fine movements with their digits. The other skill required monkeys to repeatedly pronate and supinate their forearm. They found that for the first skill, the cortical representation of the digits expanded, while for the second skill, the cortical representation of the forearm expanded. This implies that the broad organization of motor cortex is plastic and use-dependent.

In agreement, Ungerleider et al. (2002) showed that the primary motor cortex (M1) in humans slowly reorganizes over the course of weeks when subjects learn to generate sequential finger movements. The reorganization of M1 followed changes that were more dynamic and swift in brain areas such as the cerebellum, striatum, and other motor-related cortical regions. Another study found that corticospinal excitability changes in M1 when a subject encounters a sudden change in environment rather than a gradual change, which suggests that repetition might be required for plasticity (Orban de Xivry et al., 2012). These human studies were conducted using functional magnetic resonance imaging (fMRI) and transcranial magnetic stimulation (TMS), respectively. fMRI detects changes in brain activity with low temporal and spatial resolution, and the effects of TMS are measured by recording motor evoked potentials in the muscles. Neither of these methods directly assess the activity of neurons within the brain.

Another way in which the neurophysiological components of learning have been addressed at a systems level is by studying patients who have certain neural diseases or disorders. For example, Role et al. (2000) and Smith and Shadmehr (2005) studied the ability of patients with Huntington’s disease (HD) or cerebellar ataxia to make arm movements in an environment with altered dynamics. They found that HD patients adapted differently than cerebellar patients to different types of perturbations. From this, they concluded that within trial and between trial error correction mechanisms have different neural substrates.

The neural effects of learning have been studied on a single-neuron level. Li et al. (2001) trained animals to make reaching movements in the presence of an externally-applied force-field. They studied the firing properties of individual neurons in M1 relative to the direction of movement of the arm. They found a variety of categorical changes in the preferred
directions of the neurons. Some neurons changed preferred direction when the force-field was introduced and reverted back to the original preferred direction when the force-field was removed. Other neurons only changed preferred direction when the force-field was removed, and another group of neurons changed preferred direction when the force-field was introduced but did not revert back when the force-field was removed. Subsequent studies have examined whether these changes in preferred direction are due to random fluctuations in M1 or whether they are task-induced. Rokni et al. (2007) showed that a component of the preferred direction changes were due to random drift of tuning properties in M1 and that another component was due to the force-field. In striking contrast, Stevenson et al. (2011) showed that, after accounting for noise, neural tuning curves are relatively stable when the dynamics of the environment are unchanged. This is in agreement with an earlier finding from Chestek et al. (2007).

Other research has examined the effects of long-term learning on individual neurons. Picard et al. (2013) found that following extended practice, there is a reduction in metabolic activity for internally-generated movements compared to visually-guided movements. Surprisingly, the single-neuron firing rates remained the same across tasks. This points to a change in synaptic efficacy as the neural instantiation of learning.

The effects of learning have been studied on an even smaller scale: the specific cellular processes that underlie changes in firing properties. The study of this topic dates back to the work of Kandel and Spencer (1968) and Bliss and Gardner-Medwin (1973). Here, I highlight some of the recent findings. In order for a neuron to respond differently to the same stimulus, plasticity must occur within the relevant network of neurons. In general, the plasticity of neurons follow Hebbian rules, which say that a synapse between two neurons will be strengthened as they fire together (Hebb, 1949). Hebbian plasticity is often studied as long-term potentiation (LTP) in a slice preparation. Buonomano and Merzenich (1998) were able to induce LTP in excitatory neurons in rat auditory cortex slices using a paired stimulation protocol. Similar examples of LTP have been shown in excitatory neurons other cortical areas, such as somatosensory cortex (Crair and Malenka, 1995; Markram and Tsodyks, 1996), motor cortex (Rioult-Pedotti et al., 2000), and visual cortex.
(Kirkwood and Bear, 1994; Frégnac et al., 1994) as well as in inhibitory neurons in rat visual cortex (Komatsu, 1994).

In addition to strengthening existing synapses, new synapses might form. A neuron might develop new dendritic spines which would allow it to receive input from other neurons, or the axons of other neurons might grow to make new synapses with the neuron of interest (Holtmaat and Svoboda, 2009). In both cases, the neuron would develop new firing properties in response to a stimulus. Studies in mice have shown that new dendritic spines are developed and maintained across days as the subjects learn a whisking task (Kuhlman et al., 2014). McKenzie et al. (2014) examined whether blocking the ability neurons to generate new connections would impair the ability of mice to learn a motor skill. Indeed, they found that the mice which could not form new connections between the neurons were unable to learn the task.

In summary, many brain areas and neural mechanisms are involved in skill learning and adaptation. Evidence suggests that the brain areas involved in learning are not localized to one specific region of the brain (such as the cortex, the cerebellum, or deeper structures), but the areas are widely distributed. Unifying theories have begun to understand how all hierarchical levels of changes related to learning are related (Buonomano and Merzenich, 1998). However, there is a substantial gap in the literature regarding the spatial scales at which learning has been studied. We know that neurons are interconnected in dense networks, but so far, most studies of learning have examined neural activity at the synapse or single-neuron level, or at the other extreme, the systems level. Few studies have examined the simultaneous activity of many neurons within a population and how that activity might change with learning. This might be the level from which behavior arises. In the work presented here, I will study learning from the perspective of populations of neurons within M1. It is my expectation and hope that the observations we made in M1 will apply more generally to other cortical areas that subserve other cognitive, sensory, and motor functions.
1.3 NEUROPHYSIOLOGY OF PRIMARY MOTOR CORTEX

The most general function of M1 is to execute movements. It is known that many neurons within M1 make direct synapses with neurons in the spinal cord (Dum and Strick, 2002; Rathelot and Strick, 2009). The spinal neurons then make direct connections to the muscles at the neuromuscular junctions. Thus, neurons in M1 provide the most direct link between the brain and the muscles. Incidentally, other brain areas, such as premotor cortex and supplementary motor area, also make direction connections with the spinal cord, but the greatest proportion of corticospinal connections originate in M1. In addition to projecting to the spinal cord, M1 also outputs to other brain areas, such as pons and lobules IV - VI of the cerebellum (Kelly and Strick, 2003).

The firing properties of M1 neurons have been extensively studied during overtrained behavior (i.e., after extensive learning). In many of these studies, the experimenters recorded the activity of individual neurons while monkeys moved their arms. The goals of these studies were to discover how M1 controlled the movements. The activity of neurons in M1 has been related to many different movement parameters. Some studies found that their discharge rates were directly related to the direction of movement (e.g., Georgopoulos et al. (1982)). This implies that the dynamics of the limbs themselves and the neurons in the spinal cord control other aspects of the reaches, such as muscle contraction, arm speed, arm acceleration, etc. Other studies of M1 found that the discharges rate of the neurons were related to endpoint (i.e., hand) acceleration (e.g., Flament and Hore (1988)). Yet other studies have found that neurons in M1 are related to joint kinematics such as angular velocity (Reina et al., 2001). Further studies have related neurons in M1 to dynamic properties of movement, such as EMG activity (Cherian et al., 2011) and joint torque (Kurtzer et al., 2005).

Other work has examined neural activity while subjects make the same hand movement with different wrist orientations, with the goal of determining whether neurons in motor cortex represent movement parameters such as muscle contraction or movement direction. Kakei et al. (1999) found that a substantial proportion of neurons encoded muscle contractions, while another proportion encoded movement direction. In a related study, Oby et al. (2013) found most motor neurons to encode muscle contractions. These results confirm each
other in that both find a population of M1 neurons that encode muscle activity; the differences between them could be due to task design, precise sites of recording, and the analysis epoch.

Advances in our understanding of the function of M1 will continue to emerge from refined task designs and single-neuron recordings. In addition, some research has begun to examine the properties of populations of neurons within M1. The ability to record from many neurons simultaneously has been enabled by the development of multi-electrode recording arrays (Nordhausen et al., 1996). Recording from many neurons simultaneously has also presented challenges. Researchers have needed to develop new analysis techniques in order to take advantage of the simultaneous recordings. Simply performing conventional single-neuron analyses on that data would likely yield only limited new insights beyond what single-electrode recordings can already provide. New multineuronal analyses mainly involve dimensionality reduction, which attempts to extract meaningful signals from noisy high-dimensional data (Cunningham and Yu, 2014).

Churchland et al. (2012) proposed that instead of M1 neurons controlling specific kinematic (e.g., position, velocity, or acceleration) or kinetic (e.g., muscle force) parameters, the population of neurons together might control a more abstract dynamical process. They developed a novel dimensionality reduction technique (‘jPCA’) which captures rotational structure within the neural population activity. They found that this structure was present across a wide range of movement conditions and that it accounted for the variety of single-neuron responses that they observed. In another study, Kaufman et al. (2014) also used dimensionality reduction to study the activity of populations of motor cortex neurons. The goal of this study was to understand neural activity during movement preparation. They had observed that firing rates of individual neurons change while a monkey holds his arm still, and they wondered why neural activity was not constant while muscle activity was constant. They found that certain low-dimensional projections of the neural activity led to muscle contraction whereas other low-dimensional projections did not. Together, these two studies suggest that in order to study new insights into the neural underpinnings of learning, we should study the simultaneous activity of many neurons.
To analyze learning from the standpoint of populations of neurons, I employed the use of BCIs (Figure 1.1). BCIs are designed to translate neural activity into the action of an assistive device, such as a prosthetic limb or a computer cursor. Researchers have shown that monkeys can use BCIs to continuously control a computer cursor (Carmena et al., 2003; Jarosiewicz et al., 2008; Suminski et al., 2010; Gilja et al., 2012; Rouse et al., 2013; Sadtler et al., 2014), to make discrete selections similar to typing on a keyboard (Santhanam et al., 2006), and to control robotic limbs (Velliste et al., 2008). Recent work has shown that human subjects are also able to control computer cursors (Hochberg et al., 2006; Wang et al., 2013) and robotic limbs (Collinger et al., 2012; Hochberg et al., 2012).

In addition to providing quality of life benefits, BCIs provide a useful tool for studying the function of a healthy brain. Consider the movements of one’s arm. We know that M1 is highly active during arm movements, as are many other such as premotor cortex (Kaufman et al., 2010), the posterior-parietal cortex (Della-Maggiore et al., 2004), the cerebellum (Shadmehr and Krakauer, 2008), and more. Many neurons, including those in the primary motor cortex, the premotor cortex, and the supplementary motor area, have been shown to project to the spinal cord where they synapse with motoneurons (Dum and Strick, 2002). It is currently not possible to record from all of the neurons that project to the spinal cord and cause the movement, nor is it currently possible to know the exact mapping from neural activity to arm movements.

In contrast, consider a BCI. Only the neurons that the experimenters directly record affect the effector’s movement. The experimenters can specify the mapping from neural activity to cursor movement, making it possible to precisely study how changes in neural activity affect the effector’s action. Thus, a BCIs provide a simplified motor control system, which is an ideal platform for studying sensory-motor learning.

Some existing studies have used BCIs to study learning, albeit from a single-neuron point of view. Jarosiewicz et al. (2008) studied the ways in which individual neurons changed their firing rates when the mapping between neural activity and cursor movements changed. They proposed three strategies that the monkeys might have employed to overcome the
perturbation: aiming for a virtual target instead of the presented target, changing the tuning properties of individual neurons, or remapping the activity of the population. They found evidence to support all types of changes. In another study, Ganguly and Carmena (2009) tested the ability of a monkey to rapidly switch between using two different decoders. They demonstrated that a monkey was able to use a random decoder. Similarly, Hwang et al. (2013) trained monkeys to differentially modulate two neurons in order to select targets. They found that the combined activity across the two neurons was consistent with natural patterns those neurons typically displayed. Clancy et al. (2014) found that mice were even able to modulate individual neurons in order to control an auditory BCI.

Another example of using a BCI to study principles of motor control from a population perspective was conducted by Golub et al. (2013). Their study was based on the fact that as a subject moves a BCI cursor, the cursor often does not move directly to the target. They assumed that the subjects intended to move the cursor directly to the target, and using that assumption, they were able to extract a numerical representation of the subject’s internal model (i.e., the monkey’s idea of the mapping between neural activity and cursor movements). They showed that if the monkey had been controlling the cursor with its internal model, then it would have made fewer errors than he actually did. These studies together indicate that a new direction in understanding the neural basis of learning is emerging. My work follows this lead.

1.5 RESEARCH OBJECTIVES AND OUTLINE

The overall theme of the research presented in this dissertation is to study the neural mechanisms of learning with the underlying goal of improving BCI systems. In Chapter 3, I assess whether there are constraints within a population of neurons that prevent or limit learning. It has been hypothesized that BCI users might be able to learn any mapping between neural activity and effector movement and BCI systems would improved by using the arbitrary mappings since technicians would no longer need to spend time calibrating parameters. In Chapter 4, I begin to uncover the neural strategies that monkeys use when learning to con-
Figure 1.1: Diagram of a brain-computer interface. In a BCI, neural activity is recorded from the brain, and a BCI decoder translates neural activity into the movement of an effector (a cursor in this case). Chapters 3 and 4 focus on neural activity during BCI control. Chapter 5 focuses on the mapping from neural activity to cursor movements, and Chapter 6 focuses on the task the subject is completing.

trol a BCI. By understanding the way in which they adapt their neural activity patterns, we might be able to exploit the adaptation to improve BCIs. In Chapter 5, I assess whether we could design BCI decoders that would enable the subject to learn to control a cursor with more precision, and in Chapter 6, I investigate whether the task requirements will influence a subject to learn to show better BCI performance. Appendix B describes software tools I developed to enable my research, and Appendix C describes research projects on which I collaborated with the lead investigator. To begin, Chapter 2 describes experimental methods that are common to Chapters 3 - 6.
2.0 GENERAL METHODS

In this chapter, I will describe methods that are used throughout the experiments in Chapters 3 - 6. Section 2.1 describes the recording methods that were common to most experiments. For the BCI experiments, we used a decoder similar to the Kalman filter (Wu et al., 2006). Section 2.2 describes the Kalman filter and the way we derived its parameters. All animal handling procedures were approved by the University of Pittsburgh Institutional Animal Care and Use Committee.

2.1 ELECTROPHYSIOLOGY AND BEHAVIORAL DATA RECORDING

Data in Chapters 3 and 6 were recorded from two male Rhesus macaques (Macaca mulatta), monkey J and monkey L. Only monkey J was studied in Chapters 4 and 5. Both monkeys were implanted with a 96-channel microelectrode array in the proximal arm region of primary motor cortex (M1). Monkey J was implanted in the right hemisphere, and monkey L was implanted in the left hemisphere.

For all experiments, the monkeys sat in a custom primate chair. Visual stimuli were presented in a 3-D virtual reality (VR) environment. All stimuli were presented in the same fronto-parallel plane. For all tasks (details of which are included in the relevant chapters), the monkeys controlled the position of a cursor that appeared in the VR environment. The monkeys controlled the cursor either with neural activity (‘brain control’) or with the position of their hand contralateral to the implanted hemisphere (‘arm control’). We monitored the monkeys’ hand position using LEDs placed on the hand (Phasespace, Inc.). For brain control sessions, neural spike counts were directly mapped to cursor kinematics (either velocity or
position, velocity, and acceleration). For hand control sessions, the position of the hand was directly mapped to cursor position.

2.2 BRAIN-COMPUTER INTERFACE DECODING

For all brain control sessions, we decoded cursor kinematics from neural activity using a linear mapping

$$\hat{x}_t = M_1\hat{x}_{t-1} + M_2u_t + M_0 \quad (2.1)$$

where $\hat{x}_t \in \mathbb{R}^{r \times 1}$ is the cursor kinematics and $u_t \in \mathbb{R}^{q \times 1}$ is a vector of z-scored activity for each neural unit in the time bin $t$ (45 ms or 60 ms). Each unit was z-scored separately. We defined one neural unit as corresponding to all of the threshold crossings recorded on one electrode. We set the threshold at 3.0 or 3.5 times the root-mean-square value for each electrode. For each session, the value was consistent across all electrodes. The number of units $q$ was typically around 90 each session. At the beginning of each session, we determined which electrodes to use for decoding. We did not use an electrode if its signal did not appear to be neural in origin or if it was electrically shorted to another electrode. $M_1 \in \mathbb{R}^{r \times r}$ defines the contribution of the cursor kinematics at time $t - 1$ to the kinematics at time $t$, and $M_2 \in \mathbb{R}^{r \times q}$ defines the contribution of the neural activity recorded at time $t$ to the cursor kinematics at time $t$. $M_0 \in \mathbb{R}^{r \times 1}$ accounts for constant offsets.

For some sessions, we derived the values of $M_0$, $M_1$, and $M_2$ from the standard Kalman filter (Wu et al., 2006). For other sessions, we derived the values from a modified version of the Kalman filter (Sadtler et al., 2014). Details of the derivations are given in Section 2.2.1.

The number of kinematic parameters, $r$, was 6 for some sessions and 2 for other sessions. When $r = 6$, the elements of $\hat{x}_t$ corresponded to horizontal and vertical position, velocity, and acceleration of the cursor. At each timestep, the elements of $\hat{x}_t$ corresponding to position determined the cursor’s position on the screen. When $r = 2$, the elements of $\hat{x}_t$ corresponded to horizontal and vertical velocity, and we integrated the velocity across timesteps to define the cursor position on the screen.
2.2.1 Derivation of decoding parameters

I first describe the derivation of $M_2$, $M_1$, and $M_0$ from the standard Kalman filter. Using the data from the calibration blocks (described in detail in each chapter), we fit the parameters of the Kalman filter using maximum-likelihood estimation (Wu et al., 2006). Then, we used those parameters to decode cursor kinematics from neural activity during closed-loop BCI control.

At each timestep, we first computed a one-step prediction $\hat{x}_t$:

$$\hat{x}_t = A\hat{x}_{t-1} + b$$

where $A \in \mathbb{R}^{r \times r}$, and $b \in \mathbb{R}^{r \times 1}$. Then, the one-step prediction was updated using the neural activity $u_t$ to obtain the cursor kinematics $\hat{x}_t$

$$\hat{x}_t = \hat{x}_t^- + K(u_t - C\hat{x}_t^- - d)$$

where $C \in \mathbb{R}^{q \times r}$, and $d \in \mathbb{R}^{q \times 1}$. $K \in \mathbb{R}^{r \times q}$ is the Kalman gain (Wu et al., 2006) converged after many timesteps. Because the spike counts were z-scored, $d = 0$. Combining equations 2.2 and 2.3 yields

$$M_2 = K$$

$$M_1 = A - KCA$$

$$M_0 = b - KCb$$

Now I describe the modified Kalman filter used in some sessions (Sadtler et al., 2014). We first reduced the dimensionality of the neural activity from the calibration blocks to a set of low-dimensional latent factors using factor analysis (Everitt, 1984). At each timestep, we estimated the posterior mean of latent factors $\hat{z}_t$.

$$\hat{z}_t = \Lambda^T(\Lambda\Lambda^T + \Psi)^{-1}u_t$$
where \( u_t \) is defined above, and \( z \in \mathbb{R}^{p \times 1} \) contains the \( p \) latent factors. Each latent factor can be understood as a well-modulated pattern of neural activity across the recorded units. The parameters \( \Lambda \in \mathbb{R}^{q \times p} \) and \( \Psi \in \mathbb{R}^{q \times q} \) were determined using the expectation-maximization algorithm (Dempster et al., 1977). Because \( u_t \) has a mean of 0 due to z-scoring, we do not need to explicitly subtract the mean in Equation 2.7. We related \( \hat{z}_t \) to the cursor kinematics to fit the Kalman filter parameters using the calibration data. This is in contrast to Equations 2.2 - 2.4, where the Kalman filter directly related the neural activity \( u_t \) to cursor kinematics. During closed-loop control, we used this modified Kalman filter which can be expressed in the form of Equation 2.1, where

\[
M_2 = K\Lambda^T(\Lambda\Lambda^T + \Psi)^{-1}
\]  

(2.8)

while \( M_1 \) and \( M_0 \) remain the same (but the dimensionalities of the matrices \( K \) and \( C \) are now based on \( p \) rather than \( q \)). The specific decoding parameters (i.e., the kinematic elements in \( x_t \), whether standard or modified version of the Kalman filter was used, and the values of \( p \) and \( r \)) are defined for each experiment in the relevant chapters.
3.0 NEURAL CONSTRAINTS ON LEARNING

Figures and text in this chapter have been reproduced with permission from (Sadler et al., 2014).

In this chapter, I describe my research analyzing the neural constraints on learning. From a BCI standpoint, it is important to understand these constraints. BCI users (both in the clinic and in the lab) are not accustomed to using a BCI. The user will need to learn to use the BCI, and if we understand the constraints on learning, then we can design BCIs that avoid these constraints.

3.1 INTRODUCTION

All types of learning require the brain to generate new patterns of neural activity. We know that some skills and knowledge are harder to obtain than others, and we wondered whether this was a result of some neural activity patterns being more difficult to generate than others. We can visualize neural activity patterns in a high-dimensional space where each axis corresponds to the firing rate of one neuron (an example with three neurons is shown in Figure 3.1). Each point within this space indicates the firing rates of all neurons in one small time bin. When we record neural activity over a long period of time, we can analyze the extent to which the points fill the ‘neural space’. Studies have shown that neural activity is not evenly distributed throughout the space (Mazor and Laurent, 2005; Luczak et al., 2009; Churchland et al., 2012; Mante et al., 2013; Rigotti et al., 2013; Cunningham and Yu, 2014). We term the space in which neural activity typically lies the ‘intrinsic manifold’. The axes
of the intrinsic manifold then define patterns of co-modulation – that is, the way in which neurons change their firing rates together.

In this study, we used a BCI to study the ability of monkeys to generate arbitrary patterns of neural activity. Using a BCI has advantages over arm control: 1) In a BCI, we record all of the neural activity that directly controls the effector (in this case, a cursor). However, in arm control, many more neurons than can be recorded contribute to the movement of limbs. 2) With a BCI, we can specify the mapping between neural activity and cursor movement. In this case, we specified a linear mapping between neural activity and cursor velocity. With arm control, the mapping from neural activity to muscle contraction is unknown. We utilized the ability to specify the mapping in order to request the animals to generate specific neural activity patterns.

BCIs can be visualized in the same neural space as the neural activity (Figure 3.1). Linear BCIs (which we use in this work) appear as a ‘control space’ in the neural space. Neural activity is mapped onto the control space in each time bin. The specific location where the neural activity maps onto the control space determines the kinematics (velocity in this case) of the effector. In the figure, the control space is shown as a line. In our actual experiments, the control space was a place representing the horizontal and vertical velocity of the cursor.

Other studies have shown that BCI learning can be extensive, which raises the intriguing possibility that any BCI mapping from neural activity to cursor movement can be learned (and hence, any neural activity pattern can be generated). In this study, we presented subjects with perturbed BCI mappings and observed whether or not they could learn to regain control of the cursor. Some of the perturbations reoriented the control space within the intrinsic manifold. We call these ‘within-manifold perturbations’. Other perturbations reoriented the control plane so that it was outside of the intrinsic manifold. We call these ‘outside-manifold perturbations’.

In order to regain control of the cursor under a within-manifold perturbation, the monkeys would need to combine their previously generated co-modulation patterns in new ways. In order to regain control of an outside-manifold perturbation, the monkeys would need to generate new co-modulation patterns among the neurons. We hypothesized that it would
Figure 3.1: Conceptual illustration of neural space and intrinsic manifold. Spikes from three neurons within a larger network are recorded. The firing rate (FR) on each electrode in a short time epoch defines a point (green dots) in the neural space. The intrinsic manifold (yellow plane) captures the prominent patterns of co-modulation. Neural activity maps to the BCI control space (black line) to specify cursor velocity.
be easier for the monkeys to learn to control the cursor under a within-manifold perturbation than under an outside-manifold perturbation because the intrinsic manifold, which represents the underlying network, constrains the activity patterns that can be generated.

3.2 METHODS AND DATA ANALYSIS

For this study, both monkey J and monkey L were trained to move a cursor on a computer screen using a BCI. At the beginning of each day, we performed a calibration procedure during which we determined the parameters of an ‘intuitive mapping’. The monkeys then used the intuitive mapping to control the cursor on a center-out task (baseline block). The intuitive mapping was easy for the monkeys to use with high-proficiency. After a few hundred trials with the intuitive mapping, we switched to a perturbed mapping. The monkeys controlled the cursor with perturbed mapping for several hundred trials (perturbation block) before we switched back to the intuitive mapping (washout block). In the following sections, I describe the center-out task (Section 3.2.1), how we identified the intrinsic manifold and intuitive mapping (Section 3.2.2), how we perturbed the mappings (Section 3.2.3), and how we analyzed the data (Section 3.2.4).

3.2.1 Center-out task

The same closed-loop BCI center-out task was used during the baseline, perturbation, and washout blocks (Figure 3.2). At the beginning of each trial, a cursor appeared in the center of the workspace, and a target appeared in the periphery. The target was chosen pseudo-randomly from eight targets evenly spaced around the center of the workspace. The cursor remained in the center for 300 ms. Following the ‘freeze period’, the velocity of the cursor was controlled by the monkey’s neural activity through the BCI mapping. The monkey had 7.5 s to move the cursor to the peripheral target, which remained visible. If the monkey was successful, he received a water reward. If the monkey was unsuccessful, the trial was followed by a 1.5 s penalty during which no stimuli were presented to the monkey.
Figure 3.2: Closed-loop brain-computer interface control. Monkeys move the BCI cursor (blue circle) to acquire targets (green circle) by modulating their neural activity. The BCI mapping consisted of first mapping the population neural activity to the intrinsic manifold using factor analysis, then from the intrinsic manifold to cursor kinematics using a Kalman filter. This two-step procedure allowed us to perform outside-manifold perturbations (blue arrows) and within-manifold perturbations (red arrows). D, dimensions.
3.2.2 Intrinsic manifold and intuitive mapping

We estimated the intrinsic manifold and determined the parameters of the intuitive mappings from data recorded during the calibration block. The calibration procedures were slightly different for the two monkeys.

*Monkey J* For monkey J, we used two different methods – one per day – to calibrate the parameters of the intuitive mapping. For the first method, the monkey used the intuitive mapping from the previous day to control the cursor for 80 trials. This procedure relied on the neural signals being relatively stable on each electrode from day to day. This was the case on most days since the array had been implanted for 18 months prior to data collection.

We implemented the second calibration method because we were concerned that biases might be carried and exaggerated from one day to the next due to the reliance on the previous day’s intuitive mapping. For this second method, the monkey observed a cursor automatically complete the center-out task for 80 trials. At the beginning of each ‘observation’ trial, the cursor appeared in the center of the workspace and remained there for 300 ms. Then the cursor moved with a constant velocity (0.15 m s$^{-1}$) to the peripheral target. For both methods for monkey J, we used neural activity from 300 ms after the start of each trial until the cursor acquired the peripheral target.

*Monkey L* We implemented a different calibration procedure for monkey L. Because the electrode array had been implanted more recently for monkey L than for monkey J, the neural signals were not as stable from day to day. Thus, we were unable to use monkey J’s first method for monkey L. Additionally, the observation-based procedure was not as effective at generating an intuitive mapping the monkey could use well. Therefore, we developed a hybrid procedure combining both passive observation and closed-loop BCI control, similar to Velliste et al. (2008).

For the first 16 trials (two to each target), the monkey observed the cursor move to the target (‘observation task’). We then fit the parameters of an intuitive mapping from the recorded neural activity and observed cursor velocity on those 16 trials. For the next 8 trials, the monkey used the newly calibrated mapping to control the cursor in closed-loop. On those trials, we restricted cursor movement so that it moved in a straight line towards (or
away from) the target (i.e., the perpendicular component of velocity was scaled by a factor of 0). We then calibrated another mapping from those trials. The monkey used that newly calibrated mapping to control the cursor with a perpendicular factor of 0.125. We repeated that procedure until the monkey was in full control of the cursor (i.e., a perpendicular factor of 1). We calibrated the intuitive mapping from 80 trials during which the monkey had full or partial control of the cursor.

We used the dimensionality reduction technique factor analysis to identify the intrinsic manifold from data recorded in the calibration block. See Section 2.2.1 for details on factor analysis. We used factor analysis to fit a 10-dimensional latent model of the data. We defined the intrinsic manifold as the column space of $\Lambda$ (Equation 2.7).

The intuitive mappings were modified Kalman filters, as described in Section 2.2.1. The factor analysis model was the same as the model used to identify the intrinsic manifold. Therefore, we can think of this intuitive mapping as first mapping neural activity onto the intrinsic manifold and then decoding cursor kinematics from the neural activity in the manifold. For this experiment, the kinematic states in the mapping included horizontal and vertical cursor velocity (i.e., $r = 2$).

### 3.2.3 Perturbed mappings

The perturbed mappings were modified versions of the intuitive mapping. Within-manifold perturbations altered the relationship between the low-dimensional factors and the kinematics of the cursor. As indicated in Figure 3.2 by the red arrows, the within-manifold perturbations were implemented by permuting the elements of $\hat{z}_t$ before being passed to the Kalman filter. This perturbation did not alter the relationship between neural units and dimensions of the intrinsic manifold. Rather, it altered the relationship between the intrinsic manifold and the velocity of the cursor. Geometrically, this perturbation would appear as the red line in Figure 3.3. Note that the control space for a within-manifold perturbation lies within the intrinsic manifold but is different from the intuitive control space.
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Figure 3.3: Control spaces for perturbed mappings in the neural space. (a) Within-manifold perturbation control space (red arrow) was rotated away from the intuitive mapping control space but remained within the intrinsic manifold. Outside-manifold perturbation control space (blue arrow) was rotated away from the intuitive mapping and off of the intrinsic manifold. (b) Neural activity (green dot) elicits different cursor velocities under different mappings. Arrow colors as in a.

The following equations describe within-manifold perturbations:

\[ \dot{x}_t = M_1 \dot{x}_{t-1} + M_{2,WM} u_t \]  

(3.1)

\[ M_{2,WM} = K \eta_{WM} \Sigma_z \beta \]  

(3.2)

where \( \eta_{OM} \) is a \( q \times q \) permutation matrix defining the outside-manifold perturbation (i.e., the outside-manifold perturbation matrix). In other words, \( \eta_{WM} \Sigma_z \beta u_t \) is a permuted version of \( \Sigma_z \beta u_t \).

Outside-manifold perturbations altered the relationship between the neural units and the dimensions of the intrinsic manifold. As shown in Figure 3.2 by the blue arrows, the outside-manifold perturbations were implemented by permuting the elements of \( \hat{u}_t \) before being passed to factor analysis. These perturbations required the monkeys to form new co-modulations among the neural units in order to be able to control the cursor proficiently.
Geometrically, these perturbations would appear as the blue line in Figure 3.3. This control space is outside of the intrinsic manifold.

The following equations describe outside-manifold perturbations:

\[
\dot{x}_t = M_1 \dot{x}_{t-1} + M_{2,OM} u_t \tag{3.3}
\]

\[
M_{2,OM} = K \Sigma_z \beta \eta_{OM} \tag{3.4}
\]

where \( \eta_{OM} \) is a \( q \times q \) permutation matrix defining the outside-manifold perturbation (i.e., the outside-manifold perturbation matrix). In other words, \( \eta_{OM} u_t \) is a permuted version of \( u_t \).

3.2.3.1 Choosing a perturbed mapping In each session, we used data from the first 200 trials (monkey J) or 150 trials (monkey L) to determine the perturbation matrix for that session. To do so, we used three steps: 1) We defined a set of candidate perturbations, 2) we predicted the open-loop cursor velocities for each candidate perturbation, and 3) we selected one candidate perturbation based on the open-loop velocities. The steps are detailed in the following paragraphs. We aimed to select a perturbation that would not be too difficult so that the monkey would not be able to control the cursor with it but would also not be too easy that the monkey’s performance was not impacted by the perturbed mapping.

For monkey J, we often alternated perturbation types across consecutive days. For monkey L, we determined which type of perturbation we would use each day prior to the first experiment. That order was set randomly, and we did this in order to avoid a detectable pattern of perturbation types.

The following describes the first step in choosing a perturbed mapping: defining the candidate perturbations. For within-manifold perturbations, \( \eta_{WM} \) is a \( 10 \times 10 \) permutation matrix. The total number of possible \( \eta_{WM} \) is 10 factorial (3,628,800). We considered all of these candidate within-manifold perturbations.

For outside-manifold perturbations, \( \eta_{OM} \) is a \( q \times q \) permutation matrix, where \( q \) is the number of neural units. For a population of 90 neural units, there are 90 factorial (> \( 10^{100} \))
possible values of $\eta_{OM}$. Due to computational constraints, we were unable to consider every possible $\eta_{OM}$ as a candidate perturbation. We used slightly different procedures to determine the candidate outside-manifold perturbations for the two monkeys.

The procedure we used for monkey J is as follows. We permuted the neural units independently. We chose to permute only the neural units with the largest modulation depths (mean number of units permuted: $39 \pm 18$). Permuting the units with larger modulation depths impacted the monkey’s ability to proficiently control the cursor more than would permuting units with smaller modulation depths. For each session, we randomly chose 6 million $\eta_{OM}$ that permuted only the specified units. This formed the set of candidate outside-manifold perturbations.

The procedure we used for monkey L is as follows. To motivate it, note that for monkey J, the two perturbation types altered the intuitive mapping control space within a different number of dimensions of the neural space. Within-manifold perturbations were confined to 10 dimensions of the neural space, but outside-manifold perturbations were confined to $N$ dimensions of the neural space (where $N$ is the number of permuted units; 39 on average). Thus, the dimensionality of the search space for the perturbed mappings was larger for the outside-manifold perturbations than for the within-manifold perturbations. We recognized that this difference may have affected the monkey’s ability to learn outside-manifold perturbations. For monkey L, we equalized the size of the search space for the two perturbation types. We did this by constraining $\eta_{OM}$ so that the number of possible $\eta_{OM}$ was equal to the number of candidate within-manifold perturbations. We then considered all $\eta_{OM}$ to be candidate outside-manifold perturbations. To construct outside-manifold perturbations, we assigned each neural unit to one of eleven groups. The first 10 groups had an equal number of neural units. The eleventh group had the remaining neural units. We specifically put the neural units with the lowest modulation depths in the eleventh group. The 10$m$ (where $m$ is the number of neural units per group) neural units with the highest modulation depths were randomly assigned to the first 10 groups. We created outside-manifold perturbations by permuting the first 10 groups, keeping all the neural units within a group together. Thus, the number of possible $\eta_{OM}$ is 10 factorial, all of which were considered as candidate outside-manifold perturbations.
We attempted to keep these groupings as constant as possible across days. On some
days, one electrode would become unusable (relative to the previous day) as evident from
the threshold crossing waveforms. When this occurred, we kept all of groupings fixed that
did not involve that electrode. If an electrode in one of the first ten groups became unusable,
we would substitute it with a neural unit from the eleventh group.

The following describes the second step in choosing a perturbed mapping: estimating the
open-loop velocities of each candidate perturbation. The open-loop velocity measurement
captures how the neural activity updates the velocity of the cursor from the previous time
step, whereas the closed-loop decoder (Equation 2.1) includes contributions from the decoded
velocity at the previous time step ($M_2 \hat{x}_{t-1}$) and from the neural activity at the current time
step ($M_2 u_t$). To compute the open-loop velocity, we first computed the average z-scored
spike counts of every neural unit in the first 200 (monkey J) or 150 (monkey L) trials of the
baseline block. We binned the spike counts from 300 ms to 1300 ms (monkey J) or 1100
ms (monkey L) after the beginning of each trial, and then averaged the spike counts for all
trials to the same target. Together, these comprised 8 spike count vectors (one per target).
For each of the spike count vectors, we computed the open-loop velocity for the candidate
perturbations:

$$x_{i,OL}^i = M_{2,P} u_B^i$$

where $u_B^i$ is the mean z-scored spike count vector for the $i^{th}$ target. $M_{2,P}$ is $M_{2,WM}$ for
within-manifold perturbations and $M_{2,OM}$ for outside-manifold perturbations.

The following describes the third step in choosing a perturbation: selecting a candidate
perturbation. For each candidate perturbation, we compared the open-loop velocities under
the perturbed mapping to the open-loop velocities under the intuitive mapping on a per
target basis. We needed the velocities to be dissimilar (to induce learning) but not so
different that the animal could not control the cursor. We measured the angles between the
2D open-loop velocity vectors. We also measured the magnitude of the open-loop velocity for
the perturbed mapping. For each session, we defined a range of angles (average minimum of
range across sessions: $19.7^\circ \pm 7.0^\circ$; average maximum of range across sessions: $44.4^\circ \pm 8.9^\circ$)
and a range of velocity magnitudes (average minimum of range across sessions: $0.7\text{ mm s}^{-1} \pm$
0.4 mm s\(^{-1}\); average maximum of range across sessions: 5.5 mm s\(^{-1}\) ± 4.0 mm s\(^{-1}\)). Note that when the monkey controlled the cursor in closed-loop (Equation 2.1), the cursor speeds were much greater than these ranges of open-loop velocities. This is because \(M_1\) was nearly an identity matrix for our experiments. Thus, the term \(M_1x_{t-1}\) is expected to be larger than the term \(M_2u_t\). We found all candidate perturbations for which the angles and magnitudes for all targets were within the designated ranges. From the candidate perturbations that remained after applying these criteria, we arbitrarily chose one to use as the perturbation for that session.

### 3.2.4 Data analysis

#### 3.2.4.1 Amount of learning

This section corresponds to Figure 3.5a. For each session, we computed the amount of learning during perturbation blocks as a single scalar value that incorporated both changes in success rate (percent of trials on which the peripheral target was acquired successfully) and target acquisition time. We sought to use a metric that captured how much the monkeys’ performance improved throughout the perturbation block relative to how much it was impaired at the beginning of the perturbation block. Having a single value for each session allowed us to more easily compare learning across sessions and to relate the amount of learning to a variety of properties of each perturbation (Figure 3.8). We also analyzed each performance criterion individually for each monkey without any normalization, and we saw consistent differences in learnability. Thus, our results do not rely on the precise form of our learning metric, but the form provides a convenient summary metric.

Because success rate and target acquisition time are expressed in different units, we first normalized each metric. We found the mean and standard deviation of the success rates and target acquisition times across all non-overlapping 50-trial bins in the baseline, perturbation, and washout blocks for each monkey. We then z-scored the success rates and target acquisition times separately for each monkey. Figure 3.5a shows normalized performance projected onto veridical units.

For each session, we computed the average z-scored success rate and the average z-scored target acquisition time across all bins in the baseline block.
\[ PB = \begin{bmatrix} s_B \\ a_B \end{bmatrix} \]  

(3.6)

where \( PB \) is the performance, \( s_B \) is the average normalized success rate, and \( a_B \) is the average normalized acquisition time during the baseline block (monkey J: 386.9 ± 82.5 trials; monkey L: 292.1 ± 43.5 trials).

We also computed the normalized success rates and acquisition times for all bins in the perturbation blocks.

\[ P_p(j) = \begin{bmatrix} s_p(j) \\ a_p(j) \end{bmatrix} \]  

(3.7)

where \( P_p(j) \) is the performance, \( s_p(j) \) is the normalized success rate, and \( a_p(j) \) is the average normalized acquisition time during the \( j^{th} \) 50-trial bin of the perturbation block.

Empirically, we observed that the monkeys’ performance during the perturbation blocks did not exceed the performance during the baseline blocks. Therefore, we define a maximum learning vector \( \overrightarrow{L}_{\text{max}} \) as a vector that extends from the performance in the first bin with the perturbed mapping to the point corresponding to baseline performance (Figure 3.5a).

\[ \overrightarrow{L}_{\text{max}} = PB - P_p(1) \]  

(3.8)

The length of this vector is the initial performance impairment because it describes the drop in performance that resulted when we switched from the baseline block to the perturbation block. For each bin \( (j) \) within the perturbation blocks, we defined a raw learning vector \( (\overrightarrow{L}_{\text{raw}}(j)) \). This vector extended from the point corresponding to initial performance during the perturbation block to the point corresponding to performance during each bin.

\[ \overrightarrow{L}_{\text{raw}}(j) = P_p(j) - P_p(1) \]  

(3.9)

We projected the raw learning vectors onto the maximum learning vector. These were termed the projected learning vectors \( (\overrightarrow{L}_{\text{proj}}(j)) \).
\[ \vec{L}_{\text{proj}}(j) = \left( \vec{L}_{\text{raw}}(j) \cdot \frac{\vec{L}_{\text{max}}}{\| \vec{L}_{\text{max}} \|} \right) \left( \frac{\vec{L}_{\text{max}}}{\| \vec{L}_{\text{max}} \|} \right) \]  

(3.10)

The lengths of the projected learning vectors relative to the lengths of the maximum learning vectors define the amount of learning in each 50-trial bin \( (L_{\text{bin}}(j)) \).

\[ L_{\text{bin}}(j) = \frac{\| \vec{L}_{\text{proj}}(j) \|}{\| \vec{L}_{\text{max}} \|} \]  

(3.11)

An amount of learning of 0 indicates that the monkey did not improve performance, and a value of 1 indicates that the monkey fully improved (up to the level during the baseline block). For each session, we computed the amount of learning for all bins, and we selected the largest one as the amount of learning for that session.

\[ L_{\text{session}} = \max_j \left( L_{\text{bin}}(j) \right) \]  

(3.12)

Figure 3.5a shows the raw learning vectors for one bin in each of two sessions (thick blue and red lines), along with the projected learning vector (thin red line) and the maximum learning vector (dashed gray line) for one of those sessions.

### 3.2.4.2 Principal angles between intuitive and perturbed control spaces

This section corresponds to Figure 3.8b and Figure 3.10b. The control spaces for the intuitive and perturbed BCI mappings in our experiments were spanned by the rows of \( M_2 \) for the intuitive mapping, \( M_{2,WM} \) for within-manifold perturbations, and \( M_{2,OM} \) for outside-manifold perturbations. Because we z-scored spike counts in advance, the control spaces for each day intersected at the origin of the neural space. The two principal angles (Gilja et al., 2012) between the intuitive and perturbed control spaces defined the maximum and minimum angles of separation between the control spaces.

### 3.2.4.3 Required preferred direction changes

This section corresponds to Figure 3.8c and Figure 3.10c. One way in which learning is manifested is by changes in preferred directions of individual neurons (Li et al., 2001; Jarosiewicz et al., 2008). For each session,
we sought to compute the required changes in preferred direction for each neural unit that would lead to proficient control of the cursor under the perturbed mapping. One possibility would be to examine the columns of $M_2$ and $M_{2,P}$. Each column can be thought of as representing the pushing direction and pushing magnitude of one unit (i.e., the contribution of each neural unit to the velocity of the cursor). We could simply estimate the required change in preferred direction by measuring the change in pushing directions for each unit between the intuitive and perturbed mappings. However, this method is not suitable for the following reason. For outside-manifold perturbations for monkey J, we permuted only a subset of the neural units. As a result, the columns of $M_{2,OM}$ corresponding to the non-permuted units were the same as in $M_2$. By estimating the required change in preferred direction as the difference in directional components of $M_2$ and $M_{2,OM}$, we would be implicitly assuming that the monkey is capable of identifying which units we perturbed and changing only their preferred directions, which appears to be difficult to achieve in the timeframe of a few hours (Jarosiewicz et al., 2008). Therefore, we sought a more biologically-plausible method of computing the required preferred direction changes.

Using a minimal set of assumptions, we computed the firing rates that each unit should show under one particular learning strategy. Then, we computed the preferred direction of each unit using those firing rates and compared them to the preferred directions during the baseline block. The following were the assumptions used to compute the firing rates:

1. We assumed the monkeys would intend to move the cursor to each target at the same velocity it exhibited under the intuitive mapping. Fitts' Law predicts that movement speed depends on movement amplitude and target size (Fitts, 1954).
2. The firing rates for the perturbed mapping should be as close as possible to the firing rates we recorded when the monkeys used the intuitive mapping. This keeps the predicted firing rates within a physiological range and implies a plausible exploration strategy in neural space.

We used the following procedure to compute the required preferred direction changes. First, we found the average normalized spike count vector $\mathbf{u}_i^B$ across timepoints (300 ms to 1000 ms after the start of the trial) and all trials to each target ($i$) during the baseline
blocks. We minimized the Euclidean distance between $u_i^B$ and $u_i^p$, the normalized spike count vector for the perturbed mapping (assumption 2), subject to $M_2 u_i^B = M_{2,P} u_i^p$ (assumption 1). $M_2 u_i^B$ (the open-loop velocity for the intuitive mapping) is known from the baseline block.

For a given perturbed mapping (with $M_{2,P}$), we sought to find $u_i^p$ that would lead to the same open-loop velocity, which has a closed-form solution:

$$u_i^p = u_i^B + M_{2,P}^T (M_{2,P} M_{2,P}^T)^{-1} (M_2 - M_{2,P}) u_i^B$$  \hspace{1cm} (3.13)

For each neural unit $(k)$, we computed its preferred direction $\theta_B(k)$ with the intuitive mapping by fitting a standard cosine tuning model.

$$u_{B}^i(k) = m_k \cdot \cos (\theta_i - \theta_B(k)) + b_k$$  \hspace{1cm} (3.14)

where $u_{B}^i(k)$ is the $k^{th}$ element of $u_{B}^i$, $m_k$ is the depth of modulation, $b_k$ is the model offset of unit $k$, and $\theta_i$ is the direction of the $i^{th}$ target. We also computed the preferred direction of each unit for the perturbed mapping ($\theta_P(k)$) in the same way. Figure 3.8 shows histograms of

$$|\theta_P(k) - \theta_B(k)|$$  \hspace{1cm} (3.15)

averaged across all units for each session.

3.2.4.4 Estimation of intrinsic dimensionality  This section accompanies Figure 3.11a. During all experiments, we identified a 10-dimensional IM (i.e., 10 factors). Offline, we confirmed this was a reasonable choice by estimating the intrinsic dimensionality of the data recorded in each calibration block. For each day, we performed a standard model selection procedure to compare FA models with dimensionalities ranging from 2 to 30. For each candidate dimensionality, we used 4-fold cross-validation. For each fold, we estimated the FA model parameters using 75% of the calibration data. We then computed the likelihood of the remaining 25% of the calibration data with the FA model. For each dimensionality, we averaged the likelihoods across all folds. Each day’s intrinsic dimensionality was defined as the
dimensionality corresponding to the largest cross-validated data likelihood of the calibration data for that day.

3.2.4.5 Measuring the cumulative shared variance explained This section corresponds to Figure 3.11d. Factor analysis partitions the sample covariance of the population activity \(\text{cov}(u)\) into a shared component \(\Lambda\Lambda^T\) and an independent component \((\psi)\). In offline analyses, we sought to characterize the amount of shared variance along orthogonal directions within the intrinsic manifold (akin to measuring the lengths of the major and minor axes of an ellipse). These shared variance values are given by the eigenvalues of \(\Lambda\Lambda^T\), which can be ordered from largest to smallest. Each eigenvalue corresponds to an ‘orthonormalized latent dimension’, which refers to identifying orthonormal axes that span the intrinsic manifold. Each orthonormalized dimension is a linear combination of the original 10 dimensions. The cumulative shared variance curve is thus informative of how ‘oblong’ the shared variance is within the manifold, and it can be compared across days. By definition, the cumulative shared variance explained reaches 100% using all 10 dimensions, and none of the independent variance \((\psi)\) is explained by those latent dimensions.

3.3 RESULTS

We trained two monkeys to control a cursor using a BCI on a center-out task. In each session, the monkeys first controlled the cursor with the intuitive mapping, which was easy for the monkey to use. Then, we perturbed the mapping, and the monkey attempted to learn to use this perturbed decoder over the next 400 - 600 trials. Afterwards, we switched back to the intuitive mapping.

3.3.1 Success rate, acquisition time, and learning

Figure 3.4 shows the performance from two representative sessions – one of each perturbation type. Our performance metrics were success rate (defined as the percent of trials for which
the monkey successfully acquired the peripheral targets) and acquisition time (defined as the amount of time required for the monkey to move the cursor to the target). Figure 3.4a shows a within-manifold perturbation session. The success rate (black line) is high, and the acquisition time (green line) is low during the baseline block (left of the first dashed line). When the perturbed mapping is introduced (just after the first dashed line), the success rate drops, and the acquisition time increases. Over time, the monkey was able to learn to control the cursor proficiently, as indicated by the increase in success rate and decrease in acquisition time. At the second dashed line, we reintroduced the intuitive mapping for the washout block. Figure 3.4b shows an outside-manifold perturbation session. At the beginning of the perturbation block, performance decreased, but the monkey did not improve performance with time. The lack of improvement indicates that the monkey did not learn to control the cursor proficiently.

We desired a compact way to measure the amount of learning on each session. To that end, we developed a vectorial approach which incorporates changes in success rate and acquisition time in a single number for each session. Figure 3.5 shows histograms of
Figure 3.5: Greater learning for within-manifold perturbations than outside-manifold perturbations. Learning is significantly greater for within-manifold perturbations (red, n = 28 (monkey J, panel a), 14 (monkey J, panel b)) than for outside-manifold perturbations (blue, n = 39 (monkey J), 15 (monkey L)). Arrows indicate the sessions shown in Figure 3.4. Dashed lines: means of distributions. Solid lines: mean ± SEM. p-values: two-sided t-tests.

The amounts of learning for monkey J (panel a) and monkey L (panel b). An amount of learning of 1 indicates complete learning of the relationship between neural activity and kinematics, and a value of 0 indicates no learning. Both monkeys demonstrated significantly more learning for within-manifold perturbations than for outside-manifold perturbations. This indicates that the monkeys could more easily combine existing co-modulation patterns in new ways than they could generate new co-modulation patterns among the neurons.

Two additional lines of evidence show that within-manifold perturbations were more learnable than outside-manifold perturbations. First, perturbation types differed in their aftereffects (Figure 3.6). After a lengthy exposure to the perturbed mapping, we again presented the intuitive mapping (following the second dashed vertical line in Figure 3.4). We measured the aftereffect as the size of the performance impairment at the beginning of the washout block in the same way that we measured the performance impairment at the beginning of the perturbation block. A larger aftereffect indicates more learning had occurred in response to the perturbation (Shadmehr et al., 2010). Following within-manifold perturbations, performance was impaired briefly, indicating that learning had occurred.
lowing outside-manifold perturbations, performance was not impaired, which is consistent with little, if any, learning.

Second, the difference in learnability between the two types of perturbation was present from the earliest sessions, and over the course of the study the monkeys did not improve at learning (Figure 3.7). It might have been that, over the course of weeks and months, the animals improved at learning to use perturbed mappings, either one type or both types together. This did not occur. Within-manifold perturbations showed more learning than outside-manifold perturbations across the duration of experiments. Animals did not get better at learning to use either type of perturbation separately.

3.3.2 Alternative explanations of learning

Taken together, the amount of learning and after-effect show that the intrinsic manifold was a reliable predictor of the learnability of a BCI mapping: new BCI mappings that were within the intrinsic manifold were more learnable than those outside of it. We considered five alternative explanations for the difference in learnability. First, we considered whether mappings that were more difficult to use at first might be more difficult to learn. We ensured that the initial performance impairments were equivalent for the two perturbation types (Figure 3.8a).

Second, we posited that the animals must search through neural space for the new control space following the perturbation. If the control spaces for one type of perturbation tended to be farther from the intuitive control space, then they might be harder to find, and thus, learning would be reduced. We ensured that the angles between the intuitive and perturbed control spaces did not differ between the two perturbation types (Figure 3.8b). Incidentally, Figure 3.8b also shows that the perturbations were not pure workspace rotations because in that case, the angles between control spaces would have been zero.

Third, we considered how much of an impact the perturbations exerted on the tuning of neural units. Learning is manifested (at least in part) as changes in the preferred direction (PD) of individual neurons (Li et al., 2001; Jarosiewicz et al., 2008). If learning one type of perturbation required larger changes in PDs, then those perturbations might be harder to
Figure 3.6: Aftereffect during washout blocks. For monkey J (left), the aftereffect was significantly larger for within-manifold perturbations (red) than for outside-manifold perturbations (blue) (Wilcoxon rank-sum test, $p < 10^{-3}$). For monkey L (right), the trend is in the same direction as monkey J, but the effect did not achieve significance (Wilcoxon rank-sum test, $p > 0.05$). Number of within-manifold perturbations: $n = 27$ (monkey J), 14 (monkey L); outside-manifold perturbations: $n = 33$ (monkey J), 15 (monkey L).

Figure 3.7: Learning across sessions. Animals (monkey J, panel a; monkey L, panel b) did not improve at learning either type of perturbation across sessions. Slopes of regression lines (black) are not significantly different from 0 (F-test, $p > 0.05$).
Figure 3.8: Alternative explanations do not explain difference in learnability between perturbation types. (a) Performance impairment immediately following within-manifold perturbations (red) and outside-manifold perturbations (blue). Dashed lines: means of distributions. Solid lines: mean ± SEM. (b) Mean principal angles between intuitive and perturbed mappings. (c) Mean required change in preferred direction (PD) for individual neural units. All panels: p-values are for two-sided t-tests; same number of sessions as in Figure 3.5.
learn. We predicted the changes in PDs that would be required to learn each perturbation while minimizing changes in firing rates. We ensured that learning the two perturbation types required comparable PD changes (Figure 3.8c).

Fourth, for one monkey (L), we ensured that the sizes of the search spaces for finding a strategy to proficiently control the cursor were the same for both perturbation types (see Section 3.2.3.1).

Fifth, we considered how much the monkeys moved their hands while controlling the BCI cursor and if this impacted learning. We loosely restrained the monkey’s arms and found that the monkeys only minimally moved their hands, well below the limit of the restraints. Furthermore, hand movements were comparable and nearly non-existent for both perturbation types (Figure 3.9). The hand speeds were much smaller than typical hand speeds on an arm control task. We conclude from these analyses that the parsimonious explanation for BCI learning is whether or not the new control space is within the IM.

These alternative explanations did reveal interesting secondary aspects of the data: the explanations partially explained within-category differences in learnability, albeit in an idiosyncratic manner between the two monkeys. Figure 3.8 showed that the properties of the perturbed mappings (other than whether their control spaces were within or outside the IM) could not account for differences in learning between the two types of perturbation. However, as is evident in Figure 3.5, within each type of perturbation, there was a range in the amount of learning, including some outside-manifold perturbations that were learnable (Jarosiewicz et al., 2008; Ganguly and Carmena, 2009). In Figure 3.10, we examined whether learning within each perturbation type could be accounted for by considering other properties of the perturbed mapping. We regressed the amount of learning within each perturbation type against the various properties we considered in Figure 3.8. Figure 3.10a shows the initial performance impairment could explain a portion of the variability of learning within both classes of perturbation for monkey J, who showed more learning on sessions when the initial performance impairment was larger. For monkey L, the initial performance impairment could account for a portion of the within-class variation in learning only for outside-manifold perturbations; this monkey showed less learning when the initial performance impairment was larger. We speculate that monkey J was motivated by more difficult perturbations while
Figure 3.9: Hand movements during brain-computer interface control. (a) Average hand speeds across all trials in all sessions for the baseline blocks (left column), within-manifold perturbation blocks (middle column), and outside-manifold perturbation blocks (right column) for monkey J (top row) and monkey L (bottom row). (b) Average hand speed during a typical point-to-point reaching task (monkey L). Thus, the hand movements for the BCI tasks are substantially smaller than for the reaching task.
monkey L could be frustrated by more difficult perturbations. Figure 3.10b shows that the mean principal angles between control planes were related to learning within each class of perturbation for monkey L only. Larger mean principal angles between the control planes led to less learning. Figure 3.10c shows that the required PD changes were not related to learning for either type of perturbation for both monkeys. This makes the important point that we were unable to account for the amount of learning by studying each neural unit individually.

### 3.3.3 Properties of the intrinsic manifold

A key step in these experiments is the identification of an IM using dimensionality reduction (Cunningham and Yu, 2014). Although our estimate of the IM can depend on several methodological factors (such as the richness of the behavioral task, the size of the training set, the number of neurons, the dimensionality reduction method, and the criterion for assessing dimensionality), the critical property of an IM is that it captures the prominent patterns of co-modulation among the recorded neurons, which presumably reflect underlying network constraints. For consistency, we estimated a linear, 10-dimensional IM each day. Post hoc, we considered whether our choice of 10 dimensions had been appropriate. We estimated the intrinsic dimensionality of the neural activity for each day (Figure 3.11a). The average dimensionality was about 10 for both monkeys (Figure 3.11a), and this was true for each monkey as well (Figure 3.12a). Even though the estimated dimensionalities ranged from 4 to 16, the selection of 10 dimensions still provided a model that was nearly as good as the best model (Figure 3.11b-c). Because the top few dimensions captured the majority of the co-modulation among the neural units (Figure 3.11d), we likely could have selected a different dimensionality within the range of near-optimal dimensionalities and still attained similar results. We note that we cannot make claims about the ‘true’ dimensionality of M1 in part because it likely depends on considerations such as the behaviors the animal is performing and perhaps its level of skill.

The key to the success of this experiment was capturing the prominent patterns by which the neural units covary. As shown in Figure 3.11d, the top several dimensions capture the
Figure 3.10: Accounting for within-class differences in learning. (a) Relation between amount of learning and initial impairment in performance for monkey J (top) and monkey L (bottom). Each point corresponds to one session. Lines are linear regressions for the within-manifold perturbations and outside-manifold perturbations. *: slope significantly different than 0 (F-test, p < 0.05). (b) Relation between amount of learning and mean principal angles between control spaces for perturbed and intuitive mappings. (c) Relation between amount of learning and mean required PD change. Same number of sessions as in Figure 3.5.
Figure 3.11: Properties of the intrinsic manifold. (a) EID across all days and both monkeys (mean ± SEM: 9.81 ± 0.31). (b) Cross-validated log-likelihoods (LL) of the population activity for different days. The peaks (open circles) indicate the estimated intrinsic dimensionality (EID). Vertical bars indicate the standard error of LL, computed across 4 cross-validation folds. We always used a 10-dimensional IM for the experiments (closed circles). (c) Difference between the LL for the 10-dimensional model and the EID model. Units are the number of standard errors of LL for the EID model. For 89% (78/88) of the days, the LL for the 10-dimensional model was within 1 standard error of the EID model. All sessions were less than 2 standard errors away. (d) Cumulative shared variance explained by the 10-dimensional IM used during the experiment. Colored curves correspond to the experimental days shown in panel a. The black curve shows the mean ± SEM across all days (n = 88; monkey J: 58, monkey L: 30).
majority of the shared variance. Thus, we believe that our main results are robust to the precise number of dimensions used during the experiment. Namely, the effects would have been similar as long as we had identified at least a small handful of dimensions. Given the relative simplicity of the BCI and observation tasks, our estimated intrinsic dimensionality is likely an underestimate. For example, a richer task may have revealed a larger set of co-modulation patterns that the circuit is capable of expressing, and Figure 3.12b shows that the estimated intrinsic dimensionality increases as the number of data points used in the computation increases. Even so, our results suggest that the IM estimated in the present study already captures some of the key constraints imposed by the underlying neural circuitry. The likely underestimate of intrinsic dimensionality may explain why a few ostensible outside-manifold perturbations were readily learnable (cf. Figure 3.5).

It is worth noting that improperly estimating the intrinsic dimensionality would only have weakened the main result. If we had overestimated the dimensionality, then some of the ostensible within-manifold perturbations would actually have been outside-manifold perturbations. In this case, the amount of learning would tend to be erroneously low for nominal within-manifold perturbations. If we had underestimated the dimensionality, then some of the ostensible outside-manifold perturbations would actually have been within-manifold perturbations. In this case, the amount of learning would tend to be erroneously high for outside-manifold perturbations. Both types of estimation error would have decreased the measured difference in the amount of learning between within-manifold perturbation and outside-manifold perturbations.
Figure 3.12: Offline analyses of intrinsic manifold properties. (a) The intrinsic dimensionalities for all sessions for monkey J (left) and monkey L (right). For both monkeys, the intrinsic dimensionalities were not significantly different between days when we performed within-manifold perturbations and days when we performed outside-manifold perturbations (t-test, $p > 0.05$). Dashed lines: means of distributions. Solid lines: mean ± SEM. (b) Relation between intrinsic dimensionality and the number of data points used to compute intrinsic dimensionality. For each of 5 days (one curve per day), we computed the intrinsic dimensionality using 25%, 50%, 75%, and 100% of the total number of data points recorded during the calibration block. As the number of data points increased, our estimate of the intrinsic dimensionality increased in a saturating manner.
It is also important to note that we perturbed the raw factors as opposed to the orthonormalized factors. The orthonormalized factors are ordered such that the first factor accounts for the most shared variance (Figure 3.11d), but the raw factors are not ordered in any manner. Figure 3.13 highlights this difference. The raw factors have approximately the same depths of modulation, and the directions of the ‘preferred’ and ‘anti-preferred’ axes are seemingly arbitrary across dimensions. On the other hand, the modulation depths of the orthonormalized factors decreases from the first dimension to the last dimension, and the preferred axes of the first two dimensions are often orthogonal.

3.3.4 Per-target learning

The analyses described so far have considered learning for all targets in a session. We next examined whether the mechanisms of learning affect each target differently. We found that we could predict the extent to which BCI control to individual targets is impacted by the perturbation. For each target, there exists a unique point on the control space that would move the cursor straight to it at a given speed. We measured the angle in neural space between each targets point on the control spaces for the intuitive and perturbed mappings. That is, for each target $i$, we computed the angle between $u_B^i$ and $u_P^i$. These angles were good predictors of the target-by-target performance decrement induced by the perturbations (Figure 3.14a-b, left column). Thus, our geometrical approach has sufficient resolving power to provide local predictions of performance. After exposure to within-manifold perturbations, performance improved more for the targets for which the angle between control spaces was large than for targets for which the angle between control spaces was small (Figure 3.14a, right column). Consistent with the results shown in Fig. 2, performance to individual targets improved very little under outside-manifold perturbations (Figure 3.14b, right column). Thus, when learning did occur, it acted preferentially on the aspects of behavior that were most impacted by the perturbation.
Figure 3.13: Additional offline analyses of intrinsic manifold properties. (a) Tuning of the raw factors. These plots exhibit the factors that were shuffled during within-manifold perturbations. We show for one typical day the average factors $\hat{z}$ corresponding to the 10 dimensions of the IM over a time interval of 700 ms beginning 300 ms after the start of every trial. Within each row, the colored bars indicate the mean $\pm$ standard deviation of the factors for each target. The line in each circular inset indicates the axis of ‘preferred’ and ‘anti-preferred’ directions of the factor. The length of the axis indicates the relative depth of modulation. The tuning is along an axis (rather than in a single direction) because the sign of a given factor is arbitrary. (b) Tuning of the orthonormalized factors. Same session and plotting format as a. The orthonormalized dimensions are ordered by the amount of shared variance explained, which can be seen by the variance of the factors across all targets. Note that the axes of greatest variation are separated by approximately 90° for orthonormalized dimensions 1 and 2. This property was typical across days.
Figure 3.14: Per-target learning strategies. (a) Within-manifold perturbations across all targets and sessions. The horizontal axis is the angle between the intuitive and perturbed control spaces for each target. The vertical axis is the performance with the perturbed mappings relative to performance with the intuitive mapping. Left panel: each point is average performance for the first 5 trials to each target after the perturbation was introduced. Dashed line: linear regression. Right panel: each point is average performance for the last 5 trials to each target during the perturbation block. Solid line: linear regression. Dashed line: regression line from the early learning data. n indicates the number of data points. (If a monkey did not attempt any trials to a given target during a 5-trial window, those data were excluded.) Performance improves more for targets that are more impaired by the perturbation. *: difference in slopes is significant (t-test, \( p < 0.01 \)). (b) Outside-manifold perturbations across all targets and sessions. Performance decrement is again related to the angle for each target, but performance does not improve with experience. The slopes of all linear regressions are significantly different than 0 (F-test, \( p < 0.01 \)). Data shown are from both monkeys.
3.4 DISCUSSION

Sensory-motor learning likely encompasses a variety of neural mechanisms, operating at diverse timescales and levels of organization. We posit that learning a within-manifold perturbation harnesses the fast-timescale learning mechanisms that underlie adaptation (Salinas, 2004), whereas learning an outside-manifold perturbation engages the neural mechanisms required for skill learning (Rioult-Pedotti et al., 2000; Picard et al., 2013). This suggests that learning outside-manifold perturbations could benefit from multi-day exposure (Ganguly and Carmena, 2009; Peters et al., 2014). Such learning might require the IM to expand or change orientation.

Other studies have employed dimensionality-reduction techniques to interpret how networks of neurons encode information (Mazor and Laurent, 2005; Luczak et al., 2009; Churchland et al., 2012; Mante et al., 2013; Rigotti et al., 2013; Cunningham and Yu, 2014) and change their activity during learning (Paz et al., 2005; Durstewitz et al., 2010). Our findings strengthen those discoveries by showing that low-dimensional projections of neural data are not only visualization tools—they can reveal causal constraints on the activity expressed by networks of neurons. Our study also indicates that the low-dimensional patterns present among a population of neurons may better reflect the elemental units of volitional control than do individual neurons.

Related to the development of BCIs, we showed that not all mappings between neural activity and cursor movement are equally learnable. This indicates that in the clinic BCI mappings should be designed by taking into account the properties of the network of neurons being used to control the effector. It is still an open question as to whether subjects would have been able to learn to control the outside-manifold perturbations if they had been given more time, although recent evidence suggests that might be the case (Ganguly and Carmena, 2009). While it is unlikely that a clinician would intentionally give a perturbed mapping to a patient, this work is related to the complexity of mappings that a subject can learn to control. Suppose a patient is learning to use a BCI. One likely scenario would be for the clinician to gradually add degrees of freedom to the BCI (Collinger et al., 2012). The
number of degrees of freedom that a subject can learn to control is likely bounded by the intrinsic dimensionality of the IM.

In summary, a BCI paradigm enabled us to reveal neural constraints on learning. The principles we observed may govern other forms of learning (Braun et al., 2010; Gu et al., 2011; Ingvalson et al., 2011; Jeanne et al., 2013; Park et al., 2014) and perhaps even cognitive processes. For example, combinatorial creativity (Boden, 1998), which involves re-combining cognitive elements in new ways, might involve the generation of new neural activity patterns that are within the IM of relevant brain areas. Transformational creativity, which creates new cognitive elements, may result from generating neural activity patterns outside of the relevant IM. More broadly, our results help to provide a neural explanation for the balance we possess between adaptability and persistence in our actions and thoughts (Ajemian et al., 2013).
4.0 Neural Strategies of Learning

In this chapter, I describe my research analyzing, from a neural population point of view, the specific ways in which monkeys learn to use a BCI. Chapter 3 showed that not all BCI mappings are equally learnable, but how does the monkey adapt his neural activity while attempting to learn? If we understand the neural mechanisms of learning, then perhaps we can design BCI systems that take advantage of the mechanisms.

4.1 Introduction

Learning is a complex process that ultimately results in the generation of new neural activity patterns in response to a stimulus. The behavioral aspects of learning have been extensively studied in humans. Some studies have analyzed the way in which people adapt their movements in perturbed environments (e.g., Lackner and Dizio (1994); Mazzoni and Krakauer (2006); Izawa et al. (2008); Herzfeld et al. (2014)). Other studies have compared the way in which people who have neurological disorders adapt to novel environments relative to the way in which healthy individuals adapt (e.g., Role et al. (2000); Smith and Shadmehr (2005); Nowak et al. (2007)).

The neural aspects of learning have been less well examined. Learning has been characterized at the systems level (e.g., Ungerleider et al. (2002); Orban de Xivry et al. (2012)), the single-neuron level (e.g., Li et al. (2001); Rokni et al. (2007); Picard et al. (2013), and the cellular process level (e.g., Jackson et al. (2006); Holtmaat and Svoboda (2009); Kuhlman et al. (2014); McKenzie et al. (2014)), but few studies have analyzed the neural population aspects of learning.
Jarosiewicz et al. (2008) trained monkeys to control a BCI cursor using a population-vector algorithm decoder. Midway through each session, they rotated the assigned preferred directions of a portion of the neurons, and they analyzed the way the monkeys regained proficient control of the cursor. They proposed three strategies for the way a monkey might adapt his neural activity, and they found evidence for all strategies by analyzing the activity of neurons individually. Ganguly and Carmena (2009) trained monkeys to move a BCI cursor using a linear filter. They shuffled the weights of the decoder, and they showed that across days, the monkey’s performance with the shuffled decoder improved. They showed that as the monkey’s performance improved, the consistency of neural tuning also increased.

In Chapter 3, we analyzed the performance of monkeys as they moved a BCI cursor using perturbed mappings between neural activity and cursor velocity. Here, we extend those analyses by considering the ‘neural strategies’ one monkey employed to learn to control the cursor with the perturbed mappings. How does a monkey change his neural activity patterns when he first encounters the perturbation? Does the consistency of neural activity patterns from trial-to-trial reflect the monkey’s performance? Zacksenhouse et al. (2007) compared the variance of neural activity between arm control and brain control, and they found that variance was higher during brain control. They also found that the variance decreases across days as the monkeys improved performance.

In addition to analyzing the total covariance of neural activity, we projected the neural activity patterns onto two subspaces within the full neural space to enable a decomposition of the covariance into a signal component and a noise component. We hypothesized that the covariance of the neural activity would increase when we introduce the perturbed decoders, but the increase would not be equal in all dimensions of the neural space Figure 3.1. Lastly, we generated neural trajectories (Yu et al., 2009; Ames et al., 2014) to analyze the trial-to-trial fluctuations in neural activity. We hypothesized that the trial-to-trial fluctuations would decrease as the monkey’s performance improves. This is consistent with Zacksenhouse et al. (2007), but we anticipated a decrease in variance within each day whereas they observed it across days.
4.2 METHODS AND DATA ANALYSIS

4.2.1 Neurophysiology and behavioral recording

The data analyzed in this chapter are from monkey J in Chapter 3. Briefly, the monkey was trained to control a computer cursor on a center-out task using a BCI. At the beginning of each session, the monkey used an ‘intuitive mapping’, which was a decoder that allowed him to move the cursor proficiently. Midway through each session, we perturbed the intuitive mapping. There were two types of perturbations, and we chose one on each session. To learn to control the cursor under a ‘within-manifold perturbations’, the monkey could continue to use the same co-modulation patterns among the recorded neurons, but he needed to learn the new relationship between co-modulation patterns and cursor kinematics. To learn to control the cursor under an ‘outside-manifold perturbation’, the monkey needed to generate new co-modulation patterns among the recorded neurons. We mapped the neural activity to cursor kinematics using the linear relationship in Equation 2.1, repeated here

\[ \dot{x}_t = M_1 \dot{x}_{t-1} + M_2 u_t + M_0 \]

To implement a perturbation, we manipulated \( M_2 \).

4.2.2 Neural activity projections

Each session, we recorded the neural activity from approximately 90 electrodes. We can represent the activity on all electrodes in a high-dimensional space where each axis corresponds to the firing rate on one electrode (Figure 3.1). In this work, we project the neural activity onto different two-dimensional surfaces in the high-dimensional space. The first 2D space we consider is the ‘control plane’. Neural activity projected onto this plane drives the cursor. Said another way, the control space is the row space of \( M_2 \) for the perturbed mapping. Hereafter, this space is referred to as the ‘control plane’. Neural activity projected into the null space of the control plane (i.e., the \((n-2)\)-dimensional space orthogonal to the row space of \( M_2 \), where \( n \) is the number of electrodes) does not drive the cursor. The second 2D space we consider is the ‘null plane’. The null plane is the 2D plane within the
null space that captures the most neural activity covariance. By definition, the null plane is orthogonal to the control plane.

The following procedure describes how we identify the null plane. First, we find an orthonormal basis of $M_2$. We call this basis $M_{2,\text{orth}}$, and the row space of $M_{2,\text{orth}}$ is the same as the row space of $M_2$. Next, we find an orthonormal basis of the $(n - 2)$-dimensional space orthogonal to $M_{2,\text{orth}}$. We call this space $M_{2,\text{null}}$, and the size of $M_{2,\text{null}}$ is $(n - 2) \times n$. Next, we project all of the neural activity recorded during the perturbation block into the null space.

$$u_{\text{null}} = M_{2,\text{null}} u \quad (4.1)$$

We then use factor analysis to find the two dimensions of $M_{2,\text{null}}$ that capture the most covariance of $u_{\text{null}}$. Factor analysis is described in more detail in Section 2.2.1. The matrix $\beta_{\text{null}}$ defines the mapping between the $(n - 2)$-dimensional space and the null plane.

$$\beta_{\text{null}} = \Lambda_{\text{null}}^T (\Lambda_{\text{null}} \Lambda_{\text{null}}^T + \Psi_{\text{null}})^{-1} \quad (4.2)$$

where $\Lambda_{\text{null}}$ and $\Psi_{\text{null}}$ are fit using expectation-maximization. We then define the mapping from the $n$-dimensional neural space to the null plane

$$M_{\text{null}} = \beta_{\text{null}} M_{2,\text{null}}^T \quad (4.3)$$

where the row space of $M_{\text{null}}$ is the null plane.

Once the planes were identified, we projected neural activity onto the control plane

$$u_{\text{control}} = M_{2,\text{orth}} u \quad (4.4)$$

and onto the null plane

$$u_{\text{null}} = M_{\text{null}} u \quad (4.5)$$

for further analysis. Figure 4.1a,b show an example of finding the null plane within a high-dimensional neural space. In the figure, the control plane and the null plane are shown.
as lines rather than planes for visualization. Figure 4.1c,d show histograms of the neural activity projected onto the control plane and null plane.

### 4.2.3 Decomposition of covariance

We utilize the law of total covariance to understand the spread of neural activity in the planes defined above. We wanted to identify how much of the total covariance of the neural activity was due to the monkey driving the cursor to different targets and how much was due to variability when driving the cursor to a given target. Figure 4.2 provides an intuitive explanation. Suppose we record from two neurons, and we plot their firing rates as the monkey moves the cursor to eight targets (panel a). Panel b shows representations of the covariances. The size of the outer black ring represents the total covariance of all neural activity for all targets. The size of dashed black ring indicates the covariance across targets (i.e., the covariance of the means of each colored cluster in panel a). The size of the colored rings indicate the covariance of each cluster of neural activity. The law of total covariance states that

\[
\text{cov}(u') = E(\text{cov}(u' | i)) + \text{cov}(E(u' | i))
\]  

(4.6)

In this application, \(u'\) are the two-dimensional spike counts (i.e., \(u_{\text{control}}\) or \(u_{\text{null}}\)), and \(i\) is the identity of the target. \(\text{cov}(u')\) is the total covariance. \(E(\text{cov}(u' | i))\) is the covariance within targets, and \(\text{cov}(E(u' | i))\) is the covariance across targets. Those three terms are \(2 \times 2\) covariance matrices. For simplicity, we extracted geometric mean of the eigenvalues of each covariance matrix. These geometric means are plotted in Figures 4.4 - 4.6.

### 4.2.4 Neural trajectories and trial-to-trial variability

The decomposition of covariance analyzes covariance across many trials, but it ignores trial-to-trial variations in neural activity. To assess trial-to-trial variability, we began by creating ‘neural trajectories’ for each trial. A neural trajectory describes how neural activity evolves in the neural space during a trial. We extracted neural trajectories from the normalized spike counts using a similar method to how we extract cursor positions from the spike counts. The
Figure 4.1: Determination of null plane. (a) Neural activity (black dots) is plotted in a three-dimensional neural space. Each axis represents the firing rate of one neuron. The control plane is depicted by the orange line. The purple shaded space represents the null space of the control plane, and the purple line represents the null plane. (b) Neural activity projected onto the two dimensions of the null space. The null plane (purple line) is the dimension in the null space with the greatest covariance in the neural activity. (c) Histogram of neural activity projected onto the control plane. (d) Histogram of neural activity projected onto null plane.
Figure 4.2: Decomposition of covariance. (a) Simulated firing rates (dots) from two neurons as a monkey moves a cursor to eight targets. The color of the dots indicate the target to which the monkey was moving the cursor. (b) Decomposition of covariance of neural activity in a. Solid black ring, total covariance. Dashed black ring, covariance across targets. Colored dotted rings, covariance within each target.
decoder (i.e., Equation 2.1) essentially smooths the spikes counts across time to extract cursor velocity. Then, it extracts cursor positions by integrating the velocity across time. To create a neural trajectory, we first smoothed the spike counts by passing them through a Gaussian kernel (standard deviation of 225 ms). Then, we integrated the smoothed spike counts across time.

\[ p_0 = 0 \]  \hspace{1cm} (4.7)

\[ p_t = p_{t-1} + \tilde{u}_t \]  \hspace{1cm} (4.8)

where \( p \) is the neural trajectory, and \( \tilde{u}_t \) are the smoothed spike counts at time \( t \). Figure 4.3 shows two example neural trajectories in blue and green. To assess the variability between two trials, we measured the Euclidean distance points in the neural trajectories at corresponding times, indicated by the gray lines, and we defined the variability as the average length of those lines. For this analysis, we measured the trial-to-trial variability for trials to each target separately. For example, suppose the monkey was presented with targets in the following order: \( [0^\circ, 45^\circ, 90^\circ, 45^\circ, 90^\circ, 0^\circ...] \). The trial-to-trial variability on trial 4 would be determined by comparing the trajectories from trials 2 and 4. The trial-to-trial variability on trial 5 would be determined by comparing the trajectories from trials 3 and 5, and the trial-to-trial variability on trial 6 would be determined by comparing the trajectories from trials 1 and 6.

### 4.3 RESULTS

We trained a monkey to control a cursor using a BCI in a center-out task. During each session, we changed the mapping that translated neural activity into cursor velocity. To learn the new mappings, the monkey had to adapt the neural activity patterns in one of two ways. He either had to learn a new association between the natural co-modulations among the neurons and the kinematics of the cursor (within-manifold perturbations), or he had to
4.3.1 Total variance of neural activity

For each session, we measured the covariance of the neural activity in the full neural space during the last 30 trials of the baseline block and the first 30 trials of the perturbation block. Figure 4.4 shows these covariance values. The data are plotted as covariance in the first 30 perturbation trials against covariance in the last 30 baseline trials to enable three comparisons between the perturbation types: 1) along the horizontal axis, we compare the covariances during baseline, 2) along the vertical axis, we compare the covariances during...
perturbation, and 3) along the diagonal, we compare the change in covariance from baseline to perturbation.

The total covariance in the last 30 baseline trials was not significantly different between the two perturbation types, as indicated by the marginal histograms along the horizontal axis. This is reassuring as it helps to confirm that differences we observe between the perturbation types are not due to systematic differences in neural activity between datasets. The total covariance in the first 30 trials of the perturbation was also not significantly different between the two types of perturbations, as indicated by the marginal histograms along the vertical axis. For both perturbation types, the monkey tended to increase the total covariance when the perturbation was applied, but covariance increased by similar amounts for the two types of perturbations. This is indicated by the marginal histograms along the diagonal.

4.3.2 Decomposition of neural activity covariance

To further assess how the monkey learns to change his neural activity patterns to control the cursor under the perturbed mapping, we decomposed the total covariance into covariance across targets and covariance within targets. We can think of the covariance across targets as the ‘signal’ component of the total covariance and the covariance across targets as the ‘noise’ component.

Because the dimensionality of the neural space is approximately 90D and there are only eight target angles, the covariance across targets (as we have defined it using the geometric mean of the eigenvalues) would be 0. Therefore, we projected the neural activity onto two planes of interest and then performed the decomposition of covariance. The first plane of interest is the control plane of the perturbed BCI mapping. Neural activity in this plane controls the cursor velocity. Neural activity in dimensions orthogonal to this plane do not affect the cursor velocity. The second plane of interest is the null plane. The null plane is orthogonal to the control plane, and the null plane accounts for the most neural activity covariance in the null space of the control plane.
Figure 4.4: Covariance in the full neural space. Each dot represents one session. Total covariance in the full neural space during the first 10 perturbation trials is plotted against total covariance in the full neural space during the last 30 baseline trials. Line segments along each axis and the diagonal represent the marginal histograms for baseline (horizontal axis), perturbation (vertical axis), and the difference between perturbation and baseline (diagonal axis). The length of the line segments indicate the inner 90% of the data. Tick marks indicate the average value. Solid and hollow dots indicate the inner-quartile boundaries. Data above the diagonal indicate greater covariance during the first 30 perturbation trials, and data below the diagonal indicate greater variance during the last 30 baseline trials.
4.3.2.1 Control planes  The plots in Figure 4.5a shows the decomposition of covariance for neural activity projected onto the control plane for the last 30 trials of baseline and the first 30 trials of perturbation. It is important to note that the control plane onto which we projected the neural activity is the control plane of the perturbed mapping, not the intuitive mapping. The left panel assesses the total variance in these projections (i.e., the size of the solid black ellipse in Figure 4.2b). As we expected, before and during the perturbation, there is more covariance in the neural activity projected onto the control plane for within-manifold perturbations than for outside-manifold perturbations. Recall from Chapter 3 that the intrinsic manifold is the 10-dimensional space within the full neural space that accounts for the most covariance in the neural activity. By definition, the control plane for a within-manifold perturbation lies within the intrinsic manifold, and the control plane for an outside-manifold perturbations lies outside of the intrinsic manifold. Therefore, we expect, at least for the baseline data, that there should be more variance in the control plane for within-manifold perturbations than for outside-manifold perturbations.

Despite the difference in baseline values, we can still compare the change in variance from baseline the perturbation. The histogram along the diagonal in Figure 4.5a shows that total variance increased for both types of perturbations but by a statistically similar amount. The left panel of Figure 4.5b shows that the change in total variance was not related to the amount of learning the monkey demonstrated.

The middle panel of Figure 4.5a compares the covariance across targets for the neural activity projected onto the control plane (i.e., the size of the black dashed ellipse in Figure 4.2b). There were no statistically significant differences between the two types of perturbations in this projection. Interestingly, the change in covariance across targets from baseline to perturbation was related to the amount of learning the monkey demonstrated (middle panel, Figure 4.5b). As the change in covariance increases, the amount of learning the monkey demonstrates also increases. This effect approached significance ($p = 0.08$). An increase in covariance across targets essentially means that the neural activity across targets is becoming better separated. One way to picture this is as if the colored ellipses in Figure 4.2b moved away from each other. That would indicate less overlap in the neural activity patterns.
Figure 4.5: Covariance in the control plane. (a) Decomposition of neural covariance projected onto the control plane. Left panel, total covariance. Same plotting format as Figure 4.4. *, significant difference between distributions (t-test, \( p < 0.05 \)). (b) Relation between amount of learning and change in covariance of neural activity projected onto the control plane. For total covariance (left panel) and covariance within targets (right panel), there was no significant relationship between learning and change in covariance. For covariance across targets (middle panel), the relationship approached significance (\( p = 0.08 \)).
that are generated as the monkey drives the cursor to each target – resulting in more direct
cursor trajectories and higher proficiency.

The right panel of Figure 4.5a shows the covariance within targets for neural activity
projected onto the control plane (i.e., the sizes of the colored ellipses in Figure 4.2b). We see
that there was significantly more covariance within targets for within-manifold perturbations
before and after the perturbation was introduced. This accounts for the difference in total
variance seen in panel a. Interestingly, the covariance within targets decreases for within-
manifold perturbations while it slightly increases for outside-manifold perturbations. This
is also consistent with our intuition of how the monkey learns improves his performance. As
the clusters become smaller in the control plane, that indicates velocity is more consistent
(i.e., the cursor takes ‘straighter’ trajectories to the targets.

The change in covariance across targets was not related to the amount of learning the
monkey demonstrated (right panel, Figure 4.5b). Decreasing the variance within targets
can be visualized as decreasing the sizes of the clusters of colored points in Figure 4.2a. By
decreasing the size of those clusters, the cursor velocity is likely to be more similar from trial
to trial, which is indicative of better performance.

4.3.2.2 Null planes  The plots in Figure 4.6 shows the covariance of the data projected
onto the null plane. The data are presented in the same format as Figure 4.5. As indicated
by the marginal histograms along the horizontal and vertical axes in Figure 4.6a, there
were no significant differences between the two types of perturbation for total covariance,
covariance across targets, or covariance within targets for baseline and perturbation neural
activity projected onto the null plane.

However, there were significant differences in the change in covariance from baseline to
perturbation. Total covariance in the null plane increased for both types of perturbations, but
it increased significantly more for within-manifold perturbations than for outside-manifold
perturbations (left panel). This was driven mostly by the change in covariance across targets,
where the change is significantly larger for outside-manifold perturbations than for within-
manifold perturbations (middle panel). Covariance within targets tended to decrease for
both types of perturbation (right panel). Both the change in total covariance and the
Figure 4.6: Covariance in the null plane. Same plotting format as Figure 4.5. (a) Total covariance and covariance across targets increased more for outside-manifold perturbations than for within-manifold perturbations. (b) There were significant relationships between the amount of learning and the change in total covariance and between the amount of learning and the change in covariance across targets.
change in covariance across targets were related to the amount of learning demonstrated by the monkey (Figure 4.6b). As the monkey increased covariance, the amount of learning tended to decrease.

This is consistent with learning in that as the monkeys ‘search’ through the neural space to find the neural activity patterns that appropriately move the cursor, neural covariance will increase. For outside-manifold perturbations, the monkeys increases covariance in the null plane, and by definition, neural activity in the null plane does not affect the cursor kinematics. Increasing the variance in the null plane more for outside-manifold perturbations than for within-manifold perturbations may not be the specific reason why the monkeys were better able to learn within-manifold perturbations, but it is consistent with less learning for outside-manifold perturbations.

Considering Figures 4.4, 4.5, and 4.6 together, we can begin to understand how the monkey changes his neural activity during learning. For both perturbation types, the total covariance in the full neural space increases by similar amounts. The total covariance also increases by similar amounts within the control plane. From observation, we know that the monkey was able to move the cursor faster for within-manifold perturbations than for outside-manifold perturbations. Because of this, the errors in the cursor trajectories were amplified for the within-manifold perturbations, and it was easier for the monkey to learn to make the appropriate corrective actions on those sessions. That is why the monkey was able to decrease the covariance within targets in the null plane for within-manifold perturbations. As the monkey continued to find an appropriate strategy for the outside-manifold perturbations, it ended up increasing variance in the null plane, which did not lead to an improvement in the cursor trajectories.

4.3.3 Trial-to-trial variability

The analyses in Section 4.3.2 address how the aggregate neural activity for a group of 30 trials relates to the aggregate activity for another group of 30 trials. The analyses do not take into account the changes that happen from one trial to the next. To measure the trial-to-trial variability, we generated neural trajectories for every trial. We then measured the Euclidean
distance in the neural space between trajectories consecutive trials to the same target. We performed this analysis only on the first 100 trials during perturbation because we are most interested in how variability changes in the first stages of learning. Figure 4.7 relates the distance between trajectories to the monkey’s performance. The horizontal axis shows the moving average success rate. At each trial, we computed the success rate (i.e., percent of successful trials for the current and the previous nine trials). There is a doubly-linear relationship between trial-to-trial variability and performance. When performance is low (i.e., success rate less than 50%), the trial-to-trial variability is high and fairly constant (as indicated by $L_1$). As performance increases from 50% success rate to 100%, the trial-to-trial variability decreases (as indicated by $L_2$).

When the perturbation is first introduced, the monkeys’ performance drops (Figure 3.8). Because of this, the monkeys will attempt to activate their neurons in a new pattern to find a pattern that proficiently moves the cursor. The monkey will continue to try new patterns until performance improves. High trial-to-trial variability is indicative of attempting to use different neural activity patterns to control the cursor. Perhaps there is a physiological limit to the variability that can occur from one trial to the next. This might explain why $L_1$ is flat. As a more tangible example of trial-to-trial variability decreasing with learning, consider someone learning to play golf. The novice will continue to adjust different variables such as hand grip position, club face angle, and swing speed until he learns to hit the ball proficiently. At that point, the golfer will use a consistent swing strategy, thus reducing the ‘swing-to-swing’ variability.

4.4 DISCUSSION

In this work, we trained a monkey to control a cursor on a 2D center-out task using a BCI. We applied perturbations to the decoders, and we observed how well the monkeys learned to generate the appropriate neural activity patterns to proficiently move the cursor under the perturbation.
Figure 4.7: Brain-computer interface performance and trial-to-trial variability. There was a doubly-linear relationship between trial-to-trial variability (as measured by Euclidean distance between neural trajectories) and success rate. When performance was low, trial-to-trial variability was high. As performance increased, trial-to-trial variability decreases. Error bars represent standard error.

We found that neural covariance in the full neural space increased when we introduced the perturbed mappings (Figure 4.4). Other research has shown that muscular coactivation (i.e., the simultaneous contraction of antagonistic muscles) occurs when subjects are instructed to make movements in an environment with altered dynamics (Granata and Marras, 2000; Milner, 2002; Darainy and Ostry, 2008; Huang and Ahmed, 2014). Perhaps the effect we observed is a neural instantiation of muscular coactivation. The dynamics of the environment changed when we perturbed the decoders, and in order to compensate for the perturbation, the monkeys coactivated all of the neurons. Thus, the covariance of the neural activity in the full neural space increased.

One interesting finding from these results is that the covariance within targets is greater than the covariance across targets (Figure 4.5a and Figure 4.6a). This is a bit surprising given that the subjects were able to proficiently control the cursor in many of the sessions with the perturbed mappings. One would have expected that the variability within targets
would need to be relatively small in order for the subject to have proficient control of the cursor. Perhaps this effect was a result of the task design. We used eight targets that were equally spaced in the workspace, but there were no constraints on how the monkeys were required to move the cursor to the target. They could move the cursor in a straight line or in a more circuitous trajectory. Those two cursor trajectories would have resulted from quite different patterns of neural activity. If we had instead placed tight constraints on how the monkey moved the cursor (see Chapter 6), then there might have been less within target covariance.

An open question that remains to be answered is what specifically the monkeys are doing to change the variance of their neural activity. Previously, we proposed that they might be coactivating their neurons as a result of the altered dynamics of the perturbed decoders. Another possibility is that the monkeys might first attempt to use neural strategies that allowed them to control previous decoder perturbations. For example, if on one day, the monkey learns to control the perturbed decoder well, then on the next day, the monkey might attempt to use that same strategy when he encounters the perturbation. By fully understanding how a monkey adapts his neural activity when he encounters altered dynamics in a BCI context, then we might be able to understand the learning strategies that people use in contexts such as perceptual learning, motor learning, and sensory learning.
5.0 INCORPORATION OF FACTOR ANALYSIS INTO A KALMAN FILTER

In this chapter, I describe my research incorporating dimensionality reduction into a BCI decoder. We used this decoder in the work described in Chapters 3 and 4. The incorporation of dimensionality reduction allowed us to study learning within and outside of the intrinsic manifold, but that was not our original motivation. We wanted to test whether the incorporation of dimensionality reduction would allow monkeys to learn to control a BCI better than when dimensionality reduction is not incorporated.

5.1 INTRODUCTION

Many previous studies have investigated methods for improving neural prosthetic decoding algorithms so that the subject can control the effector with more precision. Bishop et al. (2014) introduced a method for automatically adapting decoding parameters for discrete decoding. In offline analyses, they showed that their algorithm led to improved decoding performance across many sessions relative to using the same parameters over the same duration. Orsborn et al. (2014) introduced a similar method for continuous decoding. They found that the closed-loop decoder adaptation algorithm led to better cursor control than if they had not adapted the parameters.

In other work, Wu et al. (2006) found that the Kalman filter outperformed the population vector algorithm and linear filter in offline reconstructions of reach trajectories. The Kalman filter’s advantage likely arose from it being a two-stage decoder. The Kalman filter first estimates the effector’s kinematics from the kinematics at the previous timestep. Then, it
updates the estimate using neural activity. The other decoders directly estimate kinematics from neural activity at each timestep. Wu and colleagues also investigated how the number of decoded kinematic parameters (e.g., position, velocity, acceleration, etc.) impacted decoding performance. They found the lowest reconstruction error when they simultaneously decoded the position, velocity, and acceleration of movement. Li et al. (2009) used an unscented Kalman filter for BCI decoding. They found that this decoder led to better offline arm trajectory reconstruction and better online control of the cursor than both the standard Kalman filter and the Wiener filter. Gilja et al. (2012) implemented modifications to the standard Kalman filter algorithm and to the way it is calibrated that also led to improved performance relative to the standard Kalman filter.

The work presented in this chapter is philosophically aligned with those efforts. We incorporate dimensionality reduction into the standard Kalman filter. Dimensionality reduction techniques are ways of describing high-dimensional data with a low-dimensional set of latent factors (Cunningham and Yu, 2014). Dimensionality reduction has been used in diverse fields such as face recognition (Turk and Pentland, 1991) and human gait analysis (Omlor and Giese, 2011). In neuroscience, dimensionality reduction has been used to study working memory (Machens et al., 2010), movement generation (Churchland et al., 2012), olfaction (Mazor and Laurent, 2005), decision-making (Briggman et al., 2005), and other neural processes.

Two common dimensionality reduction techniques are principal component analysis (PCA) (Pearson, 1901) and factor analysis (FA) (Everitt, 1984). PCA identifies latent dimensions that capture the most variance of the data, while FA identifies latent dimensions that capture the most covariance of the data. This difference can be seen in Figure 5.1. Neuron spiking is well-modeled by a Poisson process. That is, the variance in the number of spikes generated in small time bins is equal to the mean number of spikes. In this figure, neurons 1 and 2 are correlated – when neuron 1 increases its firing rate, neuron 2 also increases its firing rate. Neuron 1 has a much larger firing rate than neuron 2. We can describe the firing of these two neurons with one latent dimension. The orange line is the latent dimension identified by PCA, and the purple line is the latent dimension identified by FA. The latent
identified by FA takes into account the larger variance in neuron 1 and identifies a direction that is closer to the true relationship from which the data were generated (gray line).

In this work, we incorporated FA into a Kalman filter. We hypothesized that the neural spiking activity is a noisy representation of high-level control signals and that FA would be able to extract those control signals from spikes. By driving the decoder with latent activity instead of spiking activity, the subject might have better control of the cursor, relative to a decoder that does not incorporate dimensionality reduction.

Other work has incorporated dimensionality reduction with BCI decoding. Santhanam et al. (2009) incorporated factor analysis into offline discrete decoding. They found the FA could effectively model trial-to-trial variability to improve target classification. Kao et al. (2013) incorporated principal components analysis into an online decoder in order to improve the robustness of the decoder. They showed that when a neuron was ‘lost’, decoder accuracy was higher when PCA was included in the decoder than when PCA was not included. The work that we present here is the first we are aware of that incorporates FA into a closed-loop (i.e., online) Kalman filter. We investigated how decoding performance varied with the number of latent dimensions included in the FA model.

5.2 METHODS AND DATA ANALYSIS

5.2.1 Subjects and brain-computer interface task

For this experiment, one monkey (J) was trained to perform the instructed path task (see Chapter 6) with straight paths, single-inflection paths, and double inflections paths with a BCI cursor. Briefly, at the beginning of each trial, a start target appeared on the screen, and the monkey moved the cursor moved the cursor to that target using a BCI. Once the start target had been acquired, an instructed path appeared on the screen. The path went from the start target to the location of the end target. The monkey moved the cursor through the path, and when the cursor was 75% of the way through the path, the end target appeared. When the monkey acquired the end target with the cursor, a water reward was given. For all
Figure 5.1: Dimensionality reduction example. The firing rates for two neurons are positively correlated, and neuron 1 has larger firing rates than neuron 2. Spike counts for these neurons were generated assuming a Poisson distribution. The orange line indicates the latent direction obtained through principal component analysis. The purple line indicates the latent direction obtained through factor analysis. The gray line indicates the true relationship from which the spike counts were drawn.
sessions in this chapter, the path tolerance radius was 50 mm, and the straight-line distance from the start target to the end target was 225 mm. We used the instructed path task here because we wanted to make the task more difficult. This would make it more realistic than conventional center-out reaching, and also give us more evidence for a performance differential among the decode algorithms we tried.

There were 8 possible combinations of start and end targets, chosen pseudorandomly. For each pair of targets, there was one possible straight instructed path trajectory, and there were two possible single-inflection and double-inflection trajectories. That is, the inflected trajectories could either be inflected clockwise or counter-clockwise.

During each session, the monkey was presented with only one type of instructed trajectory. All sessions with straight instructed trajectories occurred first, followed by sessions with single-inflection paths, and followed by sessions with double-inflection paths. Each session was divided into three blocks. The monkey used the same decoder for the first and third experimental blocks and a different decoder for the second experimental block (400 trials per block). Portions of the data in Chapter 6 are analyzed in this chapter. Additional data is included here that is not included in Chapter 6.

5.2.2 Brain-computer interface decoders

The details of the incorporation of factor analysis into a Kalman filter are described in Section 2.2.1. Briefly, we first reduced the dimensionality of the spike counts to $p$ latent dimensions. We then related the latent dimensions to cursor kinematics using a Kalman filter. In this work, we decoded six kinematics elements: position, velocity, and acceleration in horizontal and vertical coordinates. That is, $r = 6$. The location of the cursor on the screen was determined from the position elements in the kinematic vector.

In this work, we tested the ability of a monkey to control BCI decoders with different dimensionalities in the FA model. For each instructed path type, we tested decoders with the following FA dimensionalities: 6, 10, 15, and 25. We also compared performance with the modified Kalman filter to performance with the standard Kalman filter (i.e., full neural
Figure 5.2: Decoder dimensionality and success rate. Success rates for all trials for a given task type and latent dimensionality are shown by the dots. Error bars indicate the 95% confidence interval as indicated by the Bernoulli process. ‘Full’ decoder dimensionality indicates the standard Kalman filter without FA. Within each task type and across task types, each distribution of success rates was significantly different than all other distributions.

We calibrated the parameters of these decoders by having the monkey perform the instructed path task under hand control with multiple path types: single-inflection, double-inflection, triple-inflection, and u-shaped (see Section 6.3.5).

5.3 RESULTS

We trained one monkey to perform the instructed path task with three path types using a BCI. We used BCI decoders that incorporated factor analysis with different latent dimensionalities in order to identify the dimensionality at which performance was highest. Figure 5.2 shows the success rates (i.e., percentage of successful trials) for each path type and decoder latent dimensionality. Success rates and their corresponding error bars were computed using the same methods as described in Section 6.2.3.
In general, for each path type, success rates increase as the latent dimensionality increases. For straight instructed paths, success rate is maximum at 25 latent dimensions, but the peak success rate is not substantially different from success rates with 10 latent dimensions or the standard Kalman filter (i.e., ‘full’ dimensionality). There is a small dip is the success rate curve at 15 latent dimensions. This is in contrast to the curves for single-inflection and double-inflection paths, which did not show a dip at 15 dimensions.

The single-inflection instructed path success rate curve peaked at 25 latent dimensions, and the peak was similar to the success rate with the standard Kalman filter. The double inflection instructed path success rate peaked with the standard Kalman filter.

Overall, the success rates were highest for straight instructed paths, followed by single inflection instructed paths and double-inflection instructed paths. This trend is not surprising and is in agreement with success rate decreasing as task difficulty increases. The added constraints of the inflected paths likely increased the task difficulty.

5.4 DISCUSSION

We found that BCI decoding performance increased as the number of latent dimensions in the factor analysis model is increased. The peak success rate with the Kalman filter incorporating factor analysis is not substantially different than the success rates with the standard Kalman filter. This does not support our hypothesis, which was that there would be a latent dimensionality at which performance was highest.

We incorporated factor analysis into the Kalman filter because we thought factor analysis would extract ‘latent drivers’ of neural activity. That is, we thought there were low-level underlying processes within the brain that drove the spiking of the neurons. One potential reason for why there is not a latent dimensionality with peak performance is that the standard Kalman filter sufficiently extracts those latent drivers. The Kalman filter finds a set of weights that relate the spiking activity of the neurons to the kinematics of the cursor. If a neuron is not well-modulated due to a latent driver, then it is likely to also not be well
correlated with cursor kinematics. For those reasons, both the Kalman filter that incorporates FA and the standard Kalman filter would give that neuron a low weight.
While we did not identify a latent dimensionality that led to peak performance, low latent dimensionalities led to worse performance than with higher latent dimensionalities or with a standard Kalman filter. This is likely due to the FA models with low dimensionality removing too much of the neural signal that was needed to control the cursor. For example, it might have been the case that latent dimensions 1 - 5 controlled the horizontal velocity of the cursor more than the vertical velocity, whereas dimensions 6 - 10 controlled the vertical velocity more than the horizontal velocity. While this is an extreme example, it illustrates how including too few latent dimensions could restrict the monkey’s ability to control the BCI cursor.

This work is related to the earliest demonstrations of BCI control. Fetz (1969) and Fetz and Finocchio (1971) trained monkeys to modulate the activity of one and two neurons independently. Instead of controlling a computer cursor, these monkeys controlled voltage traces on an oscilloscope. It is slightly contradictory that monkeys could modulate two neurons two control two degrees of freedom, but in our study, the monkey needed approximately 10 latent factors to control cursor with two degrees of freedom. This suggests that the dimensionality reduction step we incorporated into the decoder does not accurately identify the dimensions of control within the brain.

In this set of experiments, the monkey controlled the cursor in two dimensions (i.e., horizontal and vertical on the screen). However, many BCI systems include more dimensions in the effectors. For example, some BCIs control robotic limbs with many degrees of freedom (Velliste et al., 2008; Collinger et al., 2012; Hochberg et al., 2012), and some BCIs control cursors in three dimensions (Jarosiewicz et al., 2008). Perhaps the number of latent dimensions required to achieve the same performance as with the standard Kalman filter would be higher than we found here.
6.0 BRAIN-COMPUTER INTERFACE CONTROL ALONG INSTRUCTED PATHS

Figures and text in this chapter have been submitted as Sadtler PT, Ryu SI, Tyler-Kabara EC, Yu BM, Batista AP. Brain-computer interface control along instructed paths. J Neural Eng. A previous version of this work was presented in (Sadtler et al., 2011).

Previously, we examined whether there are constraints on learning at the neural level (Chapter 3), what neural adaptation mechanisms occur during learning (Chapter 4), and whether we can get better performance by incorporating FA into a decoder (Chapter 5). In this chapter, we wondered whether we could elicit better BCI performance by changing the task structure. It is important to have a solid understanding of all of the factors that affect the way in which a subject learns to control a BCI.

6.1 INTRODUCTION

BCIs aim to assist paralyzed people and amputees by translating neural activity into movement of a computer cursor or prosthetic limb. Researchers have demonstrated the potential of these systems in the laboratory using animal subjects. Monkeys have been trained to control computer cursors (Serruya et al., 2002; Taylor et al., 2002; Mulliken et al., 2008; Gilja et al., 2012), robotic limbs (Carmena et al., 2003; Velliste et al., 2008), electrical stimulation of their own muscles (Ethier et al., 2012), and electrical stimulation of their own spinal cord (Zimmermann and Jackson, 2014) with BCIs. Recently, human subjects have also controlled computer cursors (Kim et al., 2008; Schalk et al., 2008; Wang et al., 2013) and robotic limbs (Hochberg et al., 2012; Collinger et al., 2012) via BCI. In addition to providing quality-of-life
benefits, BCIs can also be used to study the neural mechanisms of motor control and learning in healthy individuals (Jarosiewicz et al., 2008; Ganguly and Carmena, 2009; Golub et al., 2013; Sadtler et al., 2014).

The most common tasks used in BCI studies are point-to-point tasks, such as center-out (Taylor et al., 2002; Jarosiewicz et al., 2008; Mulliken et al., 2008; Kim et al., 2008; Schalk et al., 2008; Chase et al., 2009; Ganguly and Carmena, 2009; Gilja et al., 2012; Wang et al., 2013; Sadtler et al., 2014). In a point-to-point task, a subject is instructed to move the effector (i.e., computer cursor or robotic limb) from one location to another, and there are no constraints on the effector’s trajectory. Consider the three cursor trajectories for a point-to-point task shown in Figure 6.1a. Although the trajectories are quite different from each other, all three trials would be deemed successful. However, since trajectory 1 most closely resembles the movement of the hand in a point-to-point task under arm control, it may most closely reflect the user’s intention.

Common performance metrics for point-to-point tasks are success rate (i.e., the percentage of successful trials) and target acquisition time (i.e., the duration of time for the effector to move from one point to another) (Thompson et al., 2014). Other performance metrics evaluate the trajectory of the cursor, measuring properties such as movement variability (across trials) and straightness (within a trial) (Kim et al., 2008). To accelerate the development of BCIs from the lab to the clinic, we need more realistic tasks and richer performance metrics than point-to-point tasks can provide. Specifically, we propose the following three goals for BCI system design.

First, BCI tasks should be designed to extend the performance limits of current systems. One way in which this can be accomplished is by increasing the difficulty of a task in a parametric manner until the subject is no longer able to complete it successfully. With a point-to-point task, one can 1) reduce the amount of time allowed for driving the effector to the target, 2) increase the duration of time during which the subject must keep the effector on a target (the ‘hold time’), 3) increase the distance between the targets, or 4) decrease the size of the targets. We sought to develop a task that allows for finer control of difficulty.

Second, we need to have a good understanding of the subject’s intentions against which to evaluate the performance of a BCI. In a point-to-point task where there are few constraints
Figure 6.1: Raising performance standards in brain-computer interface paradigms. Cursor trajectories (black) from three trials in two tasks are shown. (a) Point-to-point task. All three trials would be successful since the cursor moves from one target (yellow) to the other. (b) Instructed path task. The subject is required to keep the cursor within the path (green) while moving it from one target to the other. Only trial 1 would be successful in this task.

on the effector’s trajectory, it is difficult to know whether or not any particular trajectory accurately reflects the subject’s intent. The subject could intentionally drive the effector in an indirect path to the target (such as trajectory 3 in Figure 6.1a) — rather than drive the effector in a straight path (such as trajectory 1 in Figure 6.1a) — and still succeed at the task. We would not know whether the subject intended the indirect trajectory, or whether the subject intended a direct trajectory but could not control the cursor well enough to drive it in a straight line.

Third, BCIs should allow the user to demonstrate rich kinematics of the effector, resembling those of the arm in everyday life. A point-to-point task typically explores only a limited subset of kinematics (that is, the position and velocity of the effector). For example, consider a standard center-out task. For that task, if a subject has proficient control of the effector, position and velocity will be highly correlated (Morasso, 1981; Paninski et al., 2004). Ideally, we would like the subject to show diverse combinations of position and velocity while proficiently controlling the effector.

Previous BCI studies have proposed extensions to the center-out task to expand its capacities, such as requiring subjects to move a BCI cursor around visual barriers (Gilja et al., 2012) or to sequentially-placed targets (i.e., ‘pinball task’) (Serruya et al., 2002; Carmena
et al., 2003; Hochberg et al., 2006; Wu et al., 2006; Suminski et al., 2010). Both of these tasks push the limits of the subject’s control and increase the richness of kinematics relative to a center-out task, although it can be difficult to estimate the subject’s true intentions in these tasks for the same reason as shown in Figure 6.1a. Another extension requires subjects to track a continuously moving target (i.e., ‘pursuit tracking’) (Hochberg et al., 2006; Wu et al., 2006). This extension helps to meet the aforementioned three goals and tests aspects of BCI control that are complementary to the work presented here.

Similar extensions have been applied to arm control tasks. For example, via-points (Hocherman and Wise, 1991) (i.e., requiring subjects to reach through a sequence of pre-defined targets), a pinball task (Suminski et al., 2010), and tasks with visual barriers (Churchland et al., 2012; Pearce and Moran, 2012) have been used. Other studies have used tasks where the target changes mid-reach (Georgopoulos et al., 1983; Archambault et al., 2009). Schwartz and colleagues introduced tasks with instructed paths wherein the subjects traced spirals and ellipses with their hands (Schwartz, 1994; Schwartz et al., 2004). All of these extensions increase the difficulty of the task and provide richer kinematics.

We introduce the instructed path task for BCI (Figure 6.2). This task specifies the path along which the subject should drive the cursor on each trial. It is particularly beneficial for BCI studies because it adds to the number of ways in which we can increase the difficulty of a task, which could lead to improved BCI performance. For example, in Figure 6.1b, the subject must keep the cursor on the green path. In order to maintain the same proficiency as with the point-to-point task, the subject must improve its performance as trajectories like 2 and 3 would be deemed unsuccessful. Additionally, the instructed path constrains the possibilities for the subject’s true intentions. That is, we know the subject intends to move the cursor on the path instead of along any other unspecified route. This task can also be used to increase the richness of kinematics a subject exhibits.

Here, we present findings in two monkeys who performed the instructed path task under BCI control. We compare performance to a conventional point-to-point task under BCI control. We also compare performance in both tasks under arm control.
Figure 6.2: Instructed path task description. At the beginning of each trial, the monkey moved the cursor (blue circle) to acquire the start target (yellow circle). The go cue (appearance of the end target the for the point-to-point task, appearance of the path for the instructed path task) was then given, and the monkey was required to move the cursor to the end target (point-to-point task) or through the path (green; instructed path task). White dashed circle, tolerance zone around the target; green dashed line, tolerance zone around the instructed path.

6.2 METHODS AND DATA ANALYSIS

6.2.1 Subjects and tasks

Both monkey L and monkey J were trained the monkeys to perform two tasks under brain control and arm control: the instructed path task and, for comparison, a point-to-point task. Both tasks are depicted in Figure 6.2. Sections 6.2.1.1 and Sections 6.2.1.2 describe the tasks in general. The specific details of the tasks varied from session to session. Appendix A provides detailed descriptions of the tasks, and Table A1 outlines the parameters used in each session.

6.2.1.1 Point-to-point task The point-to-point task began with the appearance of a ‘start target’ (Figure 6.2a, top). The monkey was required to move the cursor to this target. For most sessions, there was no hold time requirement at the start target before the ‘end
target’ appeared. For monkey J arm control, there was a hold time on the start target that was randomly chosen from the set \{200, 450, 600, 750, 900, 1500\} ms. The appearance of the end target signaled the ‘go cue’ to the monkey, at which time he was required to move the cursor to the end target. Once the cursor acquired the end target, the animal received a liquid reward. There was no hold requirement on the end target. The monkeys usually moved the cursor swiftly to the end target; if they did not do so, then after 5 s (monkey J) or 7.5 s (monkey L), the trial aborted, and a 1.5 s penalty period ensued.

### 6.2.1.2 Instructed path task
The instructed path task also began with the appearance of a start target (Figure 6.2a, bottom). The start target hold time requirements were the same as for the point-to-point task. A path, which connected the start target to the location of the end target, appeared on the screen and signaled the go cue. The monkey was required to move the cursor through the path toward the end target. Once the cursor was 75% of the way through the path, the end target appeared (the path remained visible). When the monkey acquired the end target with the cursor, a liquid reward was administered. If the center of the cursor left the tolerance region around the path or if the monkey did not acquire the end target within the time limit (same limits as the point-to-point task), then the trial aborted and was followed by a timeout. For both monkeys, we used instructed paths of two types: straight paths and paths with one inflection. For monkey J, we also used paths that were U-shaped, had two inflections, or had three inflections. Hereafter, the ‘target distance’ refers to the straight-line distance between targets, regardless of the presence or type of the path. The ‘path length’ of the instructed path refers to the distance between targets along the centerline of the path.

### 6.2.2 Control modalities

The monkeys controlled the position of the cursor using one of two modalities during each session: arm control or brain control.
6.2.2.1 Arm control  For sessions during which a monkey controlled the cursor with his arm, the position of the cursor was determined from the position of an LED on the monkey’s hand. Only the horizontal and vertical components of the arm movements moved the cursor; arm movements toward or away from the monkey’s body were not rendered on screen.

6.2.2.2 Brain control  For some sessions, the number of kinematic parameters, \( r \), was 6. In those sessions, the elements of \( \hat{\mathbf{x}}_t \) corresponded to horizontal and vertical position, velocity, and acceleration of the cursor. At each timestep, the elements of \( \hat{\mathbf{x}}_t \) corresponding to position determined the cursor’s position on the screen. For other sessions, \( r = 2 \). The elements of \( \hat{\mathbf{x}}_t \) corresponded to horizontal and vertical velocity. We integrated the velocity across timesteps to define the cursor position on the screen.

6.2.2.3 Decoder calibration  Each brain control session began with a calibration block. We used the data recorded during that block to calibrate the parameters of the decoders.

*Monkey L* The calibration procedure for monkey L was similar to a method used by Chase et al. (2009). The procedure began with a modified version of the point-to-point task. For the first 16 trials of the calibration block, the monkey observed a cursor move with a constant velocity from the start target to the end target (i.e., the ‘observation task’). We calibrated the parameters of an initial decoder from the neural activity and cursor kinematics on these trials (Tkach et al., 2008). For the next 8 trials, the monkey controlled the cursor with the decoder calibrated on the 16 observation trials. The cursor was placed on the start target at the beginning of each trial. We calibrated a decoder from these 8 trials, and the monkey controlled the cursor with that decoder for 8 more trials. We then calibrated a decoder from all 16 closed-loop trials. We repeated this process until the monkey had completed 48 closed-loop trials. The decoder that the monkey used for the remainder of the session was calibrated from data recorded on all 48 trials.

*Monkey J* Monkey J performed two different tasks for calibration, one per session. For some sessions, we used the instructed path task under arm control to calibrate the BCI
decoder. The monkey completed 2 repetitions of 64 unique combinations of path shape and target location. We used four path shapes during calibration: single-inflection, double-inflection, triple-inflection, and U-shaped. We calibrated the decoding parameters using the arm kinematics and the recorded neural activity.

For other sessions for monkey J, the calibration block consisted entirely of the observation task. The monkey observed the cursor move for 80 trials, and we calibrated the parameters of the decoder from the observed cursor kinematics and recorded neural activity. The specific calibration methods and decoder formats are given in Table A1.

6.2.3 Quantification of performance

We quantified performance using several metrics. Two of the metrics (success rate and target acquisition time) are standard for BCI studies. Success rate is computed as the fraction of trials successfully completed, and acquisition time is the amount of time required by the monkey to drive the cursor to the target on successful trials. We use two other metrics (virtual success rate and histograms of kinematics) to highlight the benefits of the instructed path task.

6.2.3.1 Virtual success rate For a given set of point-to-point cursor trajectories, we asked how well the subject would have performed on a more difficult task. To assess this, we applied a ‘virtual’ path tolerance using a hypothetical straight instructed path and computed the percentage of trials that would have been successful if a path with that tolerance had been present. We termed this the virtual success rate.

6.2.3.2 Significance testing For all measures of success rate and virtual success rate, we combined each monkey’s performance across many sessions. To compare the success rates of two different experimental conditions, we could not simply apply a t-test because the data are binary (i.e., each trial is deemed a success or failure). Instead, we adopted a Bayesian approach whereby each success or failure is considered to be the result of a coin toss, whose probability of heads (i.e., success) is $q$ (i.e., a Bernoulli process) (MacKay, 2003;
Santhanam et al., 2009). Since \( q \) is unknown (in fact, it is what we desire to estimate), we set a uniform prior distribution on \( q \) between 0 and 1. Having observed the distribution of successes and failures, we can then compute the posterior distribution on \( q \), which is a beta distribution. The figures showing success rate or virtual success rate in Section 6.3 indicate the mean and the 95% confidence interval of the posterior distribution on \( q \). We computed a separate posterior beta distribution for each experimental condition. To assess whether the success rate of one experimental condition (\( q_1 \)) was significantly greater than that of another condition (\( q_2 \)), we evaluated whether \( P(q_1 > q_2) \) was larger than 0.95.

For acquisition time and normalized acquisition time, we also combined performance across sessions. Because those metrics are continuous-valued, we could compare their distributions directly. The histograms were not normally distributed (Kolmogorov-Smirnov test, \( p = 0.05 \)), so we compared distributions using Wilcoxon rank-sum test with a significance threshold of \( p = 0.05 \).

6.3 RESULTS

We trained two monkeys to control the position of a cursor either using their neural activity (‘brain control’) or their hand (‘arm control’). For both control modalities, there were two tasks. The point-to-point task required the monkeys to move the cursor from one target to another, and there were no constraints on the cursor’s trajectory. The instructed path task required the monkeys to move the cursor along a specified path. We used two different shapes of instructed paths for both monkeys: straight and single-inflection.

Figure 6.3a shows representative cursor trajectories for both control modalities for the point-to-point task for monkey L. The cursor largely moves directly from the start target to the end target for brain control and arm control, but the movements are less direct for brain control. These cursor trajectories are qualitatively similar to those shown in other studies (e.g., Chase et al. (2009), Suminski et al. (2010), and Gilja et al. (2012)). The point-to-point cursor trajectories for monkey J to those for monkey L are similar (Figure 6.3b).
Figure 6.3: Representative point-to-point task cursor trajectories. Cursor trajectories for 4 of the 8 target configurations for the point-to-point task under brain control (top) and arm control (bottom). Yellow circles, start and end targets; arrows, direction of cursor movement (i.e., from start target to end target); dashed lines, target tolerance zone; blue circle, brain-controlled cursor; red circle, arm-controlled cursor; black lines, cursor trajectories. (a) Cursor trajectories from monkey L. (b) Cursor trajectories from monkey J.
We implemented the instructed path task to push the limits of BCI systems beyond what point-to-point tasks can provide. Figure 6.4 shows representative cursor trajectories for the instructed path task for both control modalities (brain control and arm control) and both shapes of instructed paths (straight and single-inflection) for monkey L. In the point-to-point task, the cursor was allowed to take a circuitous route to arrive at the target. The instructed path task is more challenging in that the cursor needs to follow a prescribed path.

Figure 6.4a highlights monkey L’s strategy for the curved trajectories. Presumably, this animal attempted to acquire the end target as quickly as possible by driving the cursor closer to the inside edge of the inflection. The instructed path cursor trajectories for monkey J are similar to those for monkey L, except that for both control modalities, the single-inflection cursor trajectories are not as close to the inside edge of the inflection as for monkey L (Figure 6.4b).

6.3.1 Success rate

To quantify performance, we measured the success rates for the different tasks. Success rates for monkey L are shown in Figure 6.5a. The brain-control success rates are nearly as large as the success rates for arm control (point-to-point task: 7.9 percentage point difference; straight instructed paths: 16.9 percentage point difference; single-inflection instructed paths: 23.5 percentage point difference).

We expected that as we increased the task difficulty, the success rate would decrease. The straight instructed path is more difficult than the point-to-point task because of the added constraint to keep the cursor within a small tolerance zone around the instructed path. Furthermore, the single-inflection instructed path is more difficult than the straight instructed path because of its curvature. Thus, we would expect that the success rates would be highest for point-to-point, lower for straight instructed paths, and lowest for single-inflection instructed paths. This is indeed what we found. We also found that the difference in success rates between arm control and brain control increased as the difficulty of the task increased. This shows that more challenging tasks can reveal deficiencies in BCI
Figure 6.4: Representative instructed path task cursor trajectories. Brain control (top) and arm control (bottom) cursor trajectories for 4 of the 8 straight path configurations and 4 of the 16 single-inflection path configurations. Same format as Figure 6.3. Green dashed line: path tolerance zone. (a) Cursor trajectories from monkey L. (b) Cursor trajectories from monkey J.
Figure 6.5: Success rate comparison: monkey L. Each bar shows the percentage of successful trials for a given task and control modality across all sessions. Error bars are the 95% confidence interval defined by the Bernoulli process. The success rates of all pairs of conditions shown in the figure are significantly different at the 95% level. Point-to-point: brain control, \( n = 2660 \) trials; arm control, \( n = 1859 \). Straight instructed paths: brain control, \( n = 1723 \); arm control, \( n = 4259 \). Single-inflection instructed paths: brain control, \( n = 1889 \); arm control, \( n = 5344 \). Target-to-target distance is 20 cm for all tasks. Path tolerance radius is 3.5 cm for the instructed path tasks.
control that are not evident using a point-to-point task. The instructed path task requires finer control over the kinematics of the cursor than the point-to-point task.

Monkey J showed similar trends in success rates (Figure 6.6). For brain control, success rates were larger as the tolerance radius increased, with the highest success rate for the point-to-point task. The success rates for straight paths with 5 cm tolerance radius were not significantly different from each other. All other brain control success rates are significantly different from each other. For a given tolerance radius, we would expect the success rate to be greater for the straight instructed paths than for the single-inflection instructed paths. Here, the single-inflection success rate is between the straight path success rates due to differences in tolerance radius. For arm control, success rates were similar for all three task types. We believe this similarity was due to monkey J being motivated to perform better by the increased difficulty of the instructed path task.

### 6.3.2 Acquisition time

We measured the amount of time required to move the cursor from the start target to the end target. The acquisition times for monkey L are shown in Figure 6.7a. The median acquisition times were around 1 s for the brain control sessions, and the median arm control acquisition times were approximately 2 to 3 times shorter (point-to-point: 3.65 times shorter; straight instructed paths: 2.78 times shorter; single-inflection instructed paths: 1.87 times shorter). Note that the brain control cursor speed can be affected by choices made by the experimenter during calibration. For example, increasing the observed cursor speed during calibration can increase the speed of the cursor during closed-loop control at the expense of lower success rates (data not shown). This is a manifestation of the classic speed-accuracy trade-off (Fitts, 1954). We chose observed cursor speeds so that the monkeys could achieve reasonable success rates on both the point-to-point and instructed path tasks, and for each monkey, the observed speed was constant for all sessions (monkey L: 17.5 cm/s, monkey J: 15 cm/s).

When comparing the acquisition times across tasks, we need to take into account the path length. For a given pair of start and end targets, a single-inflection path is 1.2 times longer
Figure 6.6: Success rate comparison: monkey J. Success rates for monkey J are presented in a different format than monkey L since there were a variety of path tolerance radii and target distances for that monkey. Each data point represents the total success rate for trials from all sessions with the given task type, tolerance radius, and target distance. Error bars represent the 95% confidence interval based on the Bernoulli process. (a) Success rate versus instructed path tolerance radius for brain control. Point-to-point: \( n = 8670 \) trials; Straight instructed paths, tolerance radius = 3.5 cm: \( n = 1353 \); Straight instructed paths, tolerance radius = 5 cm, \( n = 9826 \); Single-inflection instructed paths: \( n = 9605 \). (b) Success rate versus instructed path tolerance radius for arm control. Point-to-point: \( n = 4491 \) trials; Straight instructed paths, tolerance radius = 1.6 cm: \( n = 713 \); Straight instructed paths, tolerance radius = 1.7 cm: \( n = 505 \); Single-inflection instructed paths, tolerance radius = 1.6 cm: \( n = 810 \); Single-inflection instructed paths, tolerance radius = 1.7 cm: \( n = 622 \); Single-inflection instructed paths, tolerance radius = 3.5 cm: \( n = 168 \). All arm control single-inflection instructed path success rates are not significantly different from each other. Arm control success rate with straight instructed path and tolerance radius 1.7 cm was not significantly different from arm control success rate with single-inflection instructed path and tolerance radius 3.5 cm. All other arm control success rate comparisons were significantly different.
Figure 6.7: Acquisition times for monkey L. (a) Histograms of veridical acquisition times for the brain control and arm control tasks. Dashed lines: medians of distributions. Standard error across all trials are too small to be visible. (b) Histogram of normalized acquisition times for brain control. (c) Histogram of normalized acquisition times for arm control.

Point-to-point: brain control, \( n = 2363 \) trials; arm control, \( n = 1811 \). Straight instructed paths: brain control, \( n = 1363 \); arm control, \( n = 4089 \). Single-inflection instructed paths: brain control, \( n = 1001 \); arm control, \( n = 4093 \). Acquisition times were computed only for successful trials. In each panel, all acquisition times (and normalized acquisition times) are significantly different from each other \((p < 0.05, \text{Wilcoxon rank-sum test})\).
than a straight path, and therefore, we expect the acquisition times to be longer for those trials. This is the case in both our brain control and arm control results. To enable further comparison across tasks, we normalized the acquisition times by the distance between start and end targets (point-to-point task) or the distance along the instructed path (instructed path task). Figures 6.7b,c and show the normalized acquisition times for brain control and arm control, respectively.

The differences between the normalized acquisition times for brain control are smaller than they are for arm control. This suggests that subjects are less able to modulate the speed of their movement under brain control than they can in arm control, as has been reported previously (Kim et al., 2008; Golub et al., 2014).

We found that the acquisition times (veridical and normalized) were larger for the straight instructed paths than for the point-to-point task for both control modalities, despite having the same distance between the targets. The additional constraints of the path may have influenced the monkeys to attempt to move the cursor more slowly in order to stay within its bounds.

For both brain control and arm control, the longest normalized acquisition times were for the single-inflection instructed paths. For arm control, this indicates that the monkey moved his arm slower when making a curved trajectory, as has been reported previously (Lacquaniti et al., 1983). This is likely because the monkey needed to change the momentum of his arm, which required him to make slower movements. For brain control, perhaps the monkey attempted to modulate cursor speed to emulate arm control.

For monkey J (Figure 6.8), it is more difficult to make these comparisons because we used different target distances and path tolerances. At first glance, the trends for monkey J look different from those for monkey, in that it appears he performed better with curved paths than with straight paths. However, most of these differences can be explained by differences in target distance and path tolerances used across experiments for monkey J. We did note that monkey J appeared to be more motivated by more difficult tasks (such as curved paths) than monkey L.

Because the point-to-point target distance is substantially shorter than that for the straight instructed path trials, it is expected that the normalized acquisition time is longer.
for the point-to-point trials. This is because peak cursor speed increases as distance between targets increases (Churchland et al., 2006). Interestingly, the normalized acquisition time for single-inflection instructed paths was lower than that for straight paths. This is likely due to monkey J being motivated by the increased difficulty.

Similar to monkey L, normalized acquisition times increase as task difficulty increases for a given target distance (point-to-point < straight instructed paths < single-inflection instructed paths). Normalized acquisition time decreased for single-inflection paths as the target distance and tolerance radius increased.

### 6.3.3 Virtual success rate

For brain control point-to-point tasks, there can be substantial variability in the cursor trajectory across trials. We wondered how much of that variability is inevitable due to stochastic spiking of neurons and how much of it the subjects could control, albeit with perhaps greater effort. To address this, we asked whether the subjects decreased the variability of the cursor movements in the face of the more demanding instructed path task. We directly compared the performance on the instructed path task with straight paths to the performance on the point-to-point task. The path length for the instructed path task is the same as the target distance for the point-to-point task, which enabled a direct comparison. *Post hoc*, we measured the percentage of point-to-point task trials that would have been successful for the path tolerance radius applied online during the instructed path trials. Figure 6.1a showed three example cursor trajectories for the point-to-point task. Trial 1 would have been deemed successful in this analysis, but trials 2 and 3 would have been deemed unsuccessful, since the cursor left the tolerance region.

Figure 6.9 compares monkey L’s point-to-point virtual success rates to the actual straight path success rates for both brain control and arm control. The fraction of trials that were successful for brain control was significantly greater for the instructed path task than the fraction that would have been successful for the point-to-point task. This indicates that the presence of the instructed path did indeed influence this monkey to reduce the cursor variability. For arm control, the virtual success rate for the point-to-point task are not
Figure 6.8: Normalized acquisition times for monkey J. Each data point represents the average normalized acquisition time for successful trials from all sessions with the given task type, tolerance radius, and distance between start and end target. Error bars represent mean +/- standard error. (a) Brain control normalized acquisition times. Normalized acquisition times for straight instructed path (target distance = 22.5 cm) and straight instructed path (target distance = 22.7 cm) are not statistically different ($p < 0.05$, Wilcoxon rank-sum test). All other comparisons are significantly different. Point-to-point: $n = 8623$ trials; Straight instructed paths, tolerance radius = 3.5 cm, target distance = 22.5 cm: $n = 813$; Straight instructed paths, tolerance radius = 5 cm, target distance = 22.5 cm: $n = 6690$; Straight instructed paths, tolerance radius = 5 cm, target distance = 22.7 cm: $n = 839$; Single-inflection instructed paths: $n = 6631$. (b) Arm control normalized acquisition times. All normalized acquisition time comparisons were significantly different ($p < 0.05$, Wilcoxon rank-sum test) except for the following pairs: straight instructed paths (radius = 1.6 cm) and straight instructed paths (radius = 1.7 cm), straight instructed paths (radius = 1.6 cm). Point-to-point: $n = 4087$ trials; Straight instructed paths, tolerance radius = 1.6 cm: $n = 628$; Straight instructed paths, tolerance radius = 1.7 cm: $n = 478$; Straight instructed paths, tolerance radius = 3.5 cm: $n = 131$; Single-inflection instructed paths, tolerance radius = 1.6 cm: $n = 629$; Single-inflection instructed paths, tolerance radius = 1.7 cm: $n = 412$. 
Figure 6.9: Virtual success rates for monkey L. Virtual success rates for brain control and arm control. Each bar shows the percentage of trials (mean and 95% confidence interval based on the Bernoulli process) which would have succeeded for a given tolerance radius for brain control and arm control. Virtual success rates for brain control point-to-point and straight paths are significantly different. Target-to-target distance: 20 cm. Point-to-point: brain control, $n = 2660$ trials; arm control, $n = 1859$. Straight instructed paths: brain control, $n = 1723$; arm control, $n = 4259$.

significantly different than the success rate for the straight instructed paths. This indicates that for arm movements, the presence of the path did not influence the monkey to tighten his movement variability (Figure 6.3b), although it is possible that an even smaller tolerance radius might have done so. We infer from this that it is relatively easier to reach with consistency than it is to move a BCI cursor with consistency. However, with the proper incentives, BCI movement variability can be volitionally reduced.

In Figure 6.10, we extend this analysis. Instead of computing the virtual success rates only at the path tolerance radius applied online, we computed the virtual success rates at a range of path tolerance radii. The results are consistent across a broad range of virtual path tolerance radii: BCI performance would have dropped if the path tolerance radius had been smaller, but arm control performance would be far less affected. We were not able to conduct the virtual success rate analysis for monkey J because there were not enough trials with matched target distances and path tolerance radii.
Figure 6.10: Extended virtual success rates for monkey L. (a) Virtual success rates across a wide range of virtual path tolerance radii for brain control. The line is the mean virtual success rate, and the band is the 95% confidence interval based on the Bernoulli process. Dashed line, tolerance radius that was applied online. Green bar, tolerance radii for which the virtual success rate for straight instructed path trials was significantly different than that for point-to-point trials. Target-to-target distance: 20 cm. Point-to-point, \( n = 2660 \) trials; Straight instructed paths, \( n = 1723 \). (b) Virtual success rates for arm control. Same plotting format as panel a. Point-to-point, \( n = 1859 \); Straight instructed paths, \( n = 4259 \).
6.3.4 Richness of kinematics

A benefit we propose of the instructed path task is that it will allow us to extract richer volitionally-controlled kinematics of the movement. To demonstrate this, we measured the instantaneous position and velocity of the cursor at every timestep and generated 2D histograms of the kinematic elements. These histograms for arm control are shown in Figure 6.11a. As expected, the kinematics are similar for the point-to-point task (first column) and the straight instructed path task (second column). However, single-inflection instructed paths (third column) provide a different set of kinematics. Combining the two types of instructed paths (fourth column) provides a larger range of kinematics than the point-to-point task or either type of instructed path alone. By designing additional instructed paths, one could continue to increase the richness of the kinematics. This could be helpful, for example, in basic-science characterizations of neural function in M1 (Paninski et al., 2004).

For brain control, the kinematic richness in velocity is similar across the different task types (Figure 6.11b). This is consistent with previous studies showing that there is limited speed modulation in BCI control (Kim et al., 2008; Golub et al., 2014), highlighting one target for improvement in future BCI systems. Note that because we conducted this analysis only on successful trials, the kinematic distribution in position is, by definition, different for straight path and single-inflection paths.

6.3.5 More challenging instructed paths

We trained monkey J to perform double-inflection instructed paths with both brain control and arm control, U-shaped instructed paths with arm control, and triple-inflection paths with arm control. Figure 6.12 shows cursor trajectories for representative trials with these types of instructed paths.
Figure 6.11: Instructed path kinematic histograms. Kinematic histograms for different task types for monkey L arm control. (a) Four pairwise combinations of kinematic distributions for monkey L for the arm control point-to-point task (first column), straight instructed paths (second column), single-inflection instructed paths (third column), and both instructed path tasks combined (fourth column). Number of data points in each panel: 102,064. Each data point corresponds to one time bin in one trial. (b) Four pairwise combinations of kinematic histograms for monkey L brain control. Same format as a.
Figure 6.12: Cursor trajectories from additional instructed path types for monkey J. (a) Double-inflection instructed paths. Top row, brain control. Bottom row, arm control. Target distance: 22.5 cm. (b) U-shaped instructed paths with arm control. Target distance: 15.2 cm. (c) Triple-inflection paths with arm control. Target distance: 15.2 cm. Same plotting format as Figure 6.4.
6.4 DISCUSSION

Here, we demonstrated for the first time that monkeys can steer a BCI cursor along instructed paths. The instructed path task provides experimenters with more ways in which to change task difficulty compared to a standard point-to-point task. It also allows us to know a BCI user’s motor intentions more precisely, and it provides an environment for eliciting rich kinematics (similar to those achieved naturally with the arm) with a BCI. As revealed by our virtual success rate analysis, the instructed path task led to better (i.e., more accurate and consistent) BCI control than in a traditional point-to-point task.

BCIs have shown promise for improving the quality of life for paralyzed individuals, but BCIs cannot currently duplicate the richness and deftness of natural reaches. Recent work is closing the gap between BCI control and natural reaches (e.g., Gilja et al. (2012) and Golub et al. (2014)), but further progress will be on many fronts. Among them is the need for more challenging tasks. The instructed path task is an important step in that direction. Other task alternatives to the point-to-point paradigm have been used. Especially relevant to our work is the pursuit tracking task (Hochberg et al., 2006; Wu et al., 2006), in which the subject must track a continuously-moving target with the BCI cursor. Both pursuit-tracking and instructed paths have some real-world relevance. In everyday life, we often make tracking movements (such as turning a steering wheel) and movements where the trajectory can be planned before the movement begins (such as reaching for a glass of water on a cluttered table). A pursuit tracking task has the advantage of allowing us to directly study the extent to which BCI users can effectively control cursor speed. In the instructed path task, speed was manipulated only indirectly by changing the curvature of the path. An advantage of the instructed path task is that the entire movement can be per-planned, and the neural activity during the plan stage could be decoded to improve BCI control (Yu et al., 2007).

In this work, we focused on virtual BCI effectors since we can fully specify their dynamics (Gowda et al., 2014). Some researchers are developing BCIs to control robotic limbs (Carmena et al., 2003; Velliste et al., 2008; Hochberg et al., 2012; Collinger et al., 2012) and to restore function to the individual’s own arm (Ethier et al., 2012; Zimmermann and Jackson, 2014) for reaching and grasping. The instructed path task could extend naturally to three
dimensions to help raise the performance standard in those studies as well by prescribing the path through which the robotic limb or arm should reach.

An interesting secondary outcome of these experiments is that the two animals we studied showed individual differences (Pearce and Moran, 2012). Although both could complete the main tasks about equally well, one (monkey J) may have been more motivated by the challenging tasks, and as a result, we were able to train him to follow more complex paths. Another difference between the monkeys is the type of calibration procedure that we used. In our initial experiments with monkey L (data not included here), we attempted to calibrate decoders using only the observation based procedure like we did for monkey J. Doing so, we were unable to calibrate decoders that the monkey could use, and as a result, we switched to the gradual calibration procedure. We can speculate that monkey L’s cognitive processing of the observation task was different from that of monkey J, but we cannot rule out the possibility that neurons in monkey L’s motor cortex other than the ones we recorded may have been activated by the observation procedure. Nevertheless, the differences between the two monkeys highlight the need to tailor BCI systems to suit each user.

In order for BCIs to be more useful, we also need to develop BCI systems that can exhibit all the rich kinematic diversity of real reaches and tasks for which kinematic diversity is essential for proficient performance. Other important targets for continued improvement in BCIs include decoding algorithms and recording technologies. Recent innovations in decoding algorithms have raised BCI performance considerably (e.g., Li et al. (2011), Gilja et al. (2012), and Orsborn et al. (2012)), and increasing the number of recorded neurons might further improve performance (Schwarz et al., 2014). Combining innovative tasks with algorithmic and technological advances is likely to accelerate the development of BCIs, enabling the devices to transition from the lab to the clinic more quickly.
7.0 CONCLUSION

7.1 SUMMARY

The general theme of the work presented in this dissertation has been to understand how learning occurs within the brain and more specifically how we can utilize learning to improve brain-computer interface performance. One of the main goals of BCI technology is to improve the quality of life for people who have limb-loss or people afflicted with paralysis or other neurological disorder. For a BCI to be truly effective, it should be easy for the person to use, and it should not require much intervention from a third party. To that end, it is important that we understand the neurological processes that underlie usage of a BCI. Are people able to use a BCI with an arbitrary mapping between neural activity and effector control? What are the processes that underlie learning in a BCI context? How can we design BCI mappings that best exploit the subject’s innate learning strategies? In order to develop BCIs for the clinic, much testing has been done and needs to continue to be done with animal subjects. It is important that we motivate the animals to demonstrate their best possible performance. This will help us to find weaknesses in the current implementation of BCIs. Can we design tasks that will motivate animals to demonstrate their best possible performance?

In Chapter 3, we tested the extent to which a subject could learn to use an arbitrary mapping between neural activity and cursor movement. We began each session by identifying the ‘intrinsic manifold’, which is the low-dimensional space within the high-dimensional neural space that captures the most prominent patterns of co-modulation among the recorded neurons (Figure 3.1). The monkeys then controlled the BCI cursor using an intuitive mapping that resided within the intrinsic manifold. In the middle of each session, we perturbed the mapping and observed whether the monkeys could learn to regain control of the cursor.
On some sessions, we perturbed the mapping within the manifold. That is, we reoriented the control space of the mapping so that it was different from the intuitive mapping but remained within the intrinsic manifold. On other sessions, we reoriented the control space of the mapping so that it was no longer within the intrinsic manifold. We found that the monkeys were better able to learn to regain control of the cursor on sessions when the control space was perturbed within the intrinsic manifold. This indicates that the monkeys could easily learn to recombine their natural neural activity patterns in new ways but that it was more difficult for them to learn to generate new co-modulation patterns among the neurons.

In Chapter 4, we investigated the means by which the animals learned to control novel decoders. We found that the biggest changes in neural activity occur just after we switch from one BCI mapping to another. By projecting neural activity onto two planes of interest (the control plane and the null plane), we could decompose variability into its signal (i.e., variance across targets) and noise (i.e., variance within targets) components. Consistent with our intuition, as the signal increased in the control plane, the monkeys showed greater learning. Interestingly, the converse was also true. As signal increased in the null plane, learning decreased. In addition to analyzing neural activity as two-dimensional projections of the full neural space, we also analyze neural trajectories in the full neural space. We found that as the the trial-to-trial variability of the neural trajectories decreased, the monkey’s performance increased.

In Chapter 5, we tested ways in which we could design decoders in order to elicit the best possible performance from animal subjects. Specifically, we incorporated the dimensionality reduction technique factor analysis into a Kalman filter. A standard Kalman filter maps neural activity to the effector kinematics (Wu et al., 2006). In our modified Kalman filter, we first reduced the dimensionality of neural activity to a set of latent factors, and then we mapped the latent factors directly to the kinematics of the cursor. We hypothesized that the dimensionality reduction step would extract latent dimensions that captured underlying high-level control signals in the neural activity that gave rise to the recorded spike counts. We were interested in finding the number of latent dimensions that would lead to the best performance. As we increased the number of latent dimensions in the FA model, we found that the monkey’s performance also increased. However, performance with the standard
Kalman filter was not substantially different from the peak performance with the modified Kalman filter. This indicates that if there are low-dimensional control signals present in the neural activity, the standard Kalman filter does a sufficient job of identifying those to move the cursor.

Finally, in Chapter 6, we explored whether we could motivate monkeys to demonstrate better performance with a BCI by changing the requirements of the task. We used the ‘instructed path task’ for the first time in a BCI setting. In the instructed path task, the monkeys were required to move the cursor along a path that was displayed to them. For both monkeys, we tested their performance on straight instructed paths and single-inflection paths, while one of the monkeys was able to control a cursor on even more complicated paths. To enable comparison, we also trained both monkeys on a point-to-point task that was akin to center-out. We compared each monkey’s performance on the point-to-point task to his performance on the straight instructed path task. We found that the presence of the instructed path motivated one of the monkeys to demonstrate better performance relative to the point-to-point task. The other monkey demonstrated the same level of performance in both tasks. From this, we concluded that there is a need to tailor BCIs to be specific to each individual.

7.2 FINAL THOUGHTS AND FUTURE DIRECTIONS

In some of this work, we utilized dimensionality reduction in order to gain insights into the biological processes in the brain. In Chapter 3, we used factor analysis to identify an intrinsic manifold, which captured the prominent patterns of co-modulation among the neurons, and we found that it was difficult for the neurons to develop new co-modulation patterns within a short period of time. In Chapter 5, we incorporated factor analysis into a Kalman filter to try to find the latent dimensionality that would lead to best BCI performance. Both of these studies are essentially asking a similar question about the brain. That is, what is the intrinsic dimensionality within a small network of neurons? Or stated another way, how many true degrees of freedom are in a small network of neurons? While the intrinsic dimensionality
likely depends on a number of parameters, such as the monkey’s skill level, the task the
monkey is doing, and the dimensionality reduction technique being used among others, we
can still ask what impact the intrinsic dimensionality has on BCI control. In the work
described in this dissertation, the monkeys only controlled a BCI cursor in two dimensions.
Is the number of degrees of freedom of effector control limited by the intrinsic dimensionality
of the network of neurons? Other studies have shown that monkeys and humans can control
robotic limbs that have five (Velliste et al., 2008) or seven (Collinger et al., 2012; Hochberg
et al., 2012) degrees of freedom. This leads us to wonder whether the maximum number of
degrees of freedom in an effector is capped by the intrinsic dimensionality of the neurons
being recorded.

Along those same lines, we might wonder whether the intrinsic dimensionality of a net-
work of neurons is flexible. Can we train a subject to reliably show more co-modulation
patterns, or is the intrinsic dimensionality somehow bounded or defined by the connections
within the underlying network? In Chapter 3, we showed that within a short amount of
time, it was more difficult for the monkeys to generate co-modulation patterns that were
outside of the intrinsic manifold. But what would it take for subjects to be able to do
so? One hypothesis is that the subjects just need more time. This agrees with a previous
study which demonstrated a monkey learning to control a decoder with scrambled param-
ters across many days (Ganguly and Carmena, 2009). Another hypothesis is that we might
need to guide the subjects away from their intrinsic manifold. For example, to use nomen-
clature from Chapter 3, if we gradually rotated the control surface of the mapping from
the intuitive mapping’s control surface to a control surface that is outside of the intrinsic
manifold, then the subject might more easily learn to generate co-modulation patterns that
are outside of the intrinsic manifold. If we did this, would the intrinsic dimensionality of the
neurons increase since the neural activity is exploring new co-modulation patterns? Or would
the intrinsic dimensionality remain the same since some previously explored co-modulation
patterns are no longer being explored? From a practical standpoint, would this accelerate
learning? Explorations of this issue, which build directly from my research, are currently
underway in the lab.
This work has led me to wonder how a subject actually learns to control a BCI. Surely a subject cannot identify the neurons that are being recorded and used to control the effector. In fact, other work (Ganguly et al., 2011) has shown that neurons which do not directly control the effector are modulated as the subject moves the effector. As a subject initially learns to control a BCI, do they begin by using the same co-modulation patterns that they use when controlling their own arm? Fully understanding the differences between arm control and BCI control will be key in transitioning BCIs from the lab to the clinic. For example, we know that millions of cortical neurons are involved in controlling the actual arm. However, tens to hundreds of neurons are sufficient for controlling a robotic limb. Why are so many neurons involved in arm control? The native arm is more complex than the robotic limbs that have been used, but that does not fully account for the difference in the number of required neurons. Perhaps the brain is highly redundant so that it can overcome injuries which cause some neurons to die. Or perhaps a larger number of neurons are required in order to elicit smooth movements. We know that neurons are noisy – their spiking noise is often modeled as a Poisson process. By using the combined activity of millions of neurons, does the noise become averaged out which could lead to smooth movements? If we increase the number of neurons that we use for BCI control (Schwarz et al., 2014), even if that doesn’t allow one to control more degrees of freedom, it might enable smoother movements of the effector due to the spiking noise being averaged out across neurons.

Understanding the neural processes that underlie BCI control and BCI learning will be key to continuing the development of BCIs from the lab to the clinic. As technological advances continue, we are able to record from more and more neurons simultaneously. This has the potential to revolutionize the field of neural prostheses by enabling swift and accurate control of a BCI. However, as we harness the benefits of the increase in data, it is important to also not lose sight of other important factors that might influence BCI control.
APPENDIX A

TASK SPECIFICS FOR POINT-TO-POINT AND INSTRUCTED PATH TASKS

This appendix describes the specific task details for the data in Chapter 6. For both the instructed path task and the point-to-point task, the targets were defined by two parameters: the visible radius and the tolerance radius. The visible radius is the radius of the target as it appears on the screen. The tolerance radius defines the tolerance region around the target. In order to ‘acquire’ a target, the center of the cursor needed to be within the tolerance region around the target. Visually, this sometimes corresponded to the edge of the cursor just touching the edge of the target, and sometimes the cursor being a few pixels within the target. All targets appeared as yellow circles on the screen. The start and end target visible radii ranged from 1.4 to 2.5 cm, and the tolerance radii ranged from 1 to 3.5 cm. The cursor radius ranged from 1 to 1.8 cm. The cursor appeared as a blue circle for brain control trials and as a red circle for arm control trials.

For some sessions, the start target appeared in the center of the workspace. For those trials, the end target was selected from 8 possible locations uniformly spaced on a circle around the start target. The distance from the start target to the end target was 15.2 cm. For other sessions, the start target appeared in 1 of 8 locations uniformly spaced on a circle around the center of the workspace. For those trials, the end target was located on the circle diametrically opposite the start target. The distance from the start target to the end target was 20 cm. For some brain control point-to-point sessions for monkey J, a start target did
not appear. At the start of each of those trials, the cursor was placed in the center of the workspace at the same time as the end target appeared.

The instructed paths had a path tolerance radius. This radius defined the maximum distance the center of the cursor could be from any point along the center-line of the path. The path tolerance ranged from 1.6 to 5 cm. The width of the instructed path as it appeared on the screen was 8% of the straight-line distance from the start target to the end target. The path tolerance was chosen to be larger than the width, but otherwise independent of the width. For a given pair of start and end targets, there were two possible orientations of a single-inflection path (i.e., clockwise and counter-clockwise inflections). The specific target and task parameters that we used for each trial are listed in Table A1.
Table A1: Task types and decoding parameters for every session. Sessions are listed in chronological order. All distances and radii are in cm. \(^1\)a = arm control, b = brain control. \(^2\)pp = point-to-point task, ip = instructed path task. \(^3\)This is the straight-line distance from the center of the start target to the center of the end target. \(^4\)start target display radius, end target display radius. \(^5\)start target tolerance radius, end target tolerance radius, path tolerance radius (if applicable); numbers in parentheses indicate different radii in a session. \(^6\)m = modified Kalman filter, s = standard Kalman filter; number in parentheses is \(p\); number after comma is \(r\). If multiple decoders were used in a session, the decoder parameters are separated by a semi-colon. \(^7\)a = arm control (monkey J, method 1), o = observation (monkey J, method 2), g = gradual procedure (monkey L).

<table>
<thead>
<tr>
<th>Monkey</th>
<th>Control type (^1)</th>
<th>Task type (^2)</th>
<th>Target distance (^3)</th>
<th>Cursor radius</th>
<th>Target visible radius (^4)</th>
<th>Target tolerance radius (^5)</th>
<th>Decoder format (^6)</th>
<th>Decoder calibration (^7)</th>
<th>Number of Sessions</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>a</td>
<td>ip</td>
<td>20</td>
<td>1</td>
<td>2.5, 2.5</td>
<td>3.5, 3.5</td>
<td>m(10), 2</td>
<td>g</td>
<td>10</td>
</tr>
<tr>
<td>L</td>
<td>b</td>
<td>pp</td>
<td>20</td>
<td>1</td>
<td>1.5, 1.5</td>
<td>2.5, 2.5, 3.5</td>
<td>m(25), 6</td>
<td>a</td>
<td>5</td>
</tr>
<tr>
<td>J</td>
<td>b</td>
<td>ip</td>
<td>22.7</td>
<td>1.8</td>
<td>1.5, 1.5</td>
<td>2, 2, 3.5</td>
<td>m(10), 2</td>
<td>o</td>
<td>5</td>
</tr>
<tr>
<td>J</td>
<td>b</td>
<td>pp</td>
<td>15.2</td>
<td>1.8</td>
<td>-2</td>
<td>-2, -</td>
<td>m(10), 2</td>
<td>g</td>
<td>5</td>
</tr>
<tr>
<td>L</td>
<td>b</td>
<td>pp</td>
<td>20</td>
<td>1</td>
<td>1.5, 1.5</td>
<td>2.5, 2.5, -</td>
<td>m(10), 2</td>
<td>g</td>
<td>5</td>
</tr>
<tr>
<td>J</td>
<td>a</td>
<td>ip</td>
<td>15.2</td>
<td>1.5</td>
<td>1.8, .1</td>
<td>1.2, 1.2, (1.6, 1.7)</td>
<td>-</td>
<td>-</td>
<td>4</td>
</tr>
<tr>
<td>J</td>
<td>b</td>
<td>ip</td>
<td>22.7</td>
<td>1.8</td>
<td>1.5, 1.5</td>
<td>2, 2, 5</td>
<td>m(25), 6</td>
<td>a</td>
<td>4</td>
</tr>
<tr>
<td>J</td>
<td>a</td>
<td>ip</td>
<td>15.2</td>
<td>1.8</td>
<td>1.8, 1.4</td>
<td>1, 1.2, 1.7</td>
<td>m(25), 6</td>
<td>a</td>
<td>4</td>
</tr>
<tr>
<td>J</td>
<td>a</td>
<td>pp</td>
<td>15.2</td>
<td>1.5</td>
<td>2, 1.5</td>
<td>2, 2, -</td>
<td>-</td>
<td>-</td>
<td>3</td>
</tr>
<tr>
<td>J</td>
<td>a</td>
<td>ip</td>
<td>15.2</td>
<td>1.5</td>
<td>1.8, 1.4</td>
<td>1, 1.2, (1.6, 1.7)</td>
<td>-</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>J</td>
<td>a</td>
<td>ip</td>
<td>15.2</td>
<td>1.5</td>
<td>1.8, 1.8</td>
<td>1, 1.2, (1.6, 1.7)</td>
<td>-</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>J</td>
<td>b</td>
<td>ip</td>
<td>22.5</td>
<td>1.8</td>
<td>1.5, .1</td>
<td>2, 2, 5</td>
<td>s, 6; m(25), 6</td>
<td>a</td>
<td>2</td>
</tr>
<tr>
<td>J</td>
<td>b</td>
<td>ip</td>
<td>22.7</td>
<td>1.8</td>
<td>1.5, 1.5</td>
<td>2, 2, 4</td>
<td>s, 6</td>
<td>a</td>
<td>2</td>
</tr>
<tr>
<td>J</td>
<td>a</td>
<td>pp</td>
<td>22.7</td>
<td>1.8</td>
<td>1.5, 1.5</td>
<td>2, 2, 3.5</td>
<td>m(25), 6</td>
<td>a</td>
<td>2</td>
</tr>
<tr>
<td>J</td>
<td>a</td>
<td>ip</td>
<td>15.2</td>
<td>1.8</td>
<td>1.8, 1.4</td>
<td>1, 1.2, 1.6</td>
<td>-</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>J</td>
<td>b</td>
<td>ip</td>
<td>22.7</td>
<td>1.8</td>
<td>1.5, .1</td>
<td>2, 2, 3.5</td>
<td>a</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>J</td>
<td>b</td>
<td>pp</td>
<td>15.2</td>
<td>1.8</td>
<td>1.5, 1.5</td>
<td>1.7, 1.7, -</td>
<td>m(1), 6</td>
<td>a</td>
<td>1</td>
</tr>
<tr>
<td>J</td>
<td>a</td>
<td>ip</td>
<td>22.7</td>
<td>1.8</td>
<td>1.5, 1.5</td>
<td>2, 2, 3.5</td>
<td>-</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>J</td>
<td>a</td>
<td>pp</td>
<td>22.5</td>
<td>1.8</td>
<td>1.5, 1.5</td>
<td>2, 2, 5</td>
<td>s, 6</td>
<td>a</td>
<td>1</td>
</tr>
<tr>
<td>J</td>
<td>b</td>
<td>ip</td>
<td>22.5</td>
<td>1.8</td>
<td>1.5, .1</td>
<td>2, 2, 5</td>
<td>s, 6; m(25), 6</td>
<td>a</td>
<td>1</td>
</tr>
<tr>
<td>J</td>
<td>b</td>
<td>ip</td>
<td>22.5</td>
<td>1.8</td>
<td>1.5, 1.5</td>
<td>2, 2, 3.5</td>
<td>s, 6; m(25), 6</td>
<td>a</td>
<td>1</td>
</tr>
</tbody>
</table>
APPENDIX B

SOFTWARE TOOLS

I developed two software tools that enabled my own research projects as well as other projects in the lab. Below, I provide a brief description of the tools I developed.

B.1 EXPERIMENTAL CONTROL SOFTWARE

When I joined the lab in August 2009, former students Dan Bacher and Chris Ayers along with Joe McFerron had developed the hardware and software for our experimental stations. As our experiments progressed and became more complicated, I wrote the software to enable many new features. Among all of the features I added, the following are the most prominent.

- **Online decoding**: I added a component to the software that allowed us to translate spikes as they are being recorded in real-time into cursor kinematics. I designed this feature so that many types of decoders (e.g., Kalman filter, population vector algorithm, Wiener filter, etc.) can easily be added.

- **Auto-monkey cursor**: For some of the studies in this dissertation, we calibrated the parameters of the decoders using data that was recorded while the monkeys observed a cursor automatically complete a center-out task. I implemented the feature that allowed us to automatically move a cursor, and wrote the code so that the experimenter can customize the velocity profile of the cursor.
• **Multiple targets per state:** Previously, the code was written such that we could only define one target per task state. This is sufficient for most studies, but some require multiple targets per state. For example, former student Jason Godlove used a task where he cued a monkey to change the direction in which he was reaching. If the monkey failed to do so, he would acquire the ‘failure target’, but if he succeeded, then he acquired the ‘success target’. Each target led to a different subsequent state. I added the ability to define multiple targets in each state.

• **Cumulative hold times:** In some tasks, we require the subjects to hold the cursor within the bounds of a target for a duration of time. This is difficult for some of the monkeys to learn to do, so I added features that might help these monkeys learn to hold a cursor on a target. The software allows the experimenter to specify whether the cursor can leave and re-enter the hold target without failing the task. The experimenter can specify whether the hold time resets each time the target enters the hold target or whether the hold time cumulates across each period of time when the cursor is in the target.

• **Online analysis of performance:** When conducting experiments with a monkey, it is important to constantly monitor how well he performing at a task. If the monkey is performing well, then the experimenter might want to increase the difficulty. If the monkey is not performing well, then the experimenter might want to relax the difficulty. I added a feature to the software that allows the experimenter to monitor the subject’s level of performance. This feature allows the experimenter to customize the metrics that they monitor. For example, I used this tool to monitor the monkeys’ success rates and target acquisition times along with measures of the preferred directions of the activity on each electrode.

• **Batch processing of data:** In order to analyze the data that we record, we must first translate the data from binary files to a format that is readable in Matlab. I added a feature to our data translator that allows us to multiple datasets in one batch. This saves a significant amount of time because the experimenter doesn’t have to manually translate each dataset separately.
• **Online processing of data:** To calibrate a decoder, we first collect a set of data. Then we translate and process the data to extract decoder parameters. This process can take a few minutes, during which time the monkey is not working. The monkey might become frustrated and not work as well for the remainder of the session. I implemented a feature in the data translator that allows us to translate data while are collecting it, rather than having to wait until after it is collected. This reduces the amount of downtime for the monkey.

**B.2 MATLAB-BASED SPIKE SORTER**

One common requirement among electrophysiological studies is to spike sort the threshold crossing waveforms recorded on each electrode. One does this in order to sort the waveforms based on the neuron that generated them. This is a cumbersome and time-consuming process. Originally, we used spike sorting software developed by TDT. This software made the spike sorting process quite slow mainly because switching from one electrode to another often took a minute or more. I wrote a Matlab program to speed up the process. The increases in speed are due to the following features of the program.

1. When the spike sorter is first opened and a dataset is selected, the program extracts all of the waveforms from each electrode on all trials. A separate binary file is saved that contains the waveforms for each electrode. Matlab is able to read and write binary files very quickly, so switching from one electrode to another is not bogged down by saving and opening files. One drawback of this method is that it takes a substantial amount of time (a few minutes) to initially process the data to create the binary files. However, this is only required once per dataset.

2. Another increase in speed is due to the way in which spikes are plotting on the screen. During the course of an experiment, it is not uncommon to record 100,000 or more threshold crossing events on a single electrode. Plotting that many waveforms can take a long time. However, the resolution at which we record the waveform voltages is much greater than what we can visualize on a computer screen. Before plotting the waveforms, the
voltages are rounded so that the resolution of the voltages is the same as the resolution that we can visualize on a screen. By doing this, many of the waveforms overlapped. Considering all waveforms, the program extracts the unique pairs of voltages from consecutive samples in the waveforms. As a result of this, many fewer data points need to be plotted on the screen than if all data points from all waveforms were plotted. Thus, plotting does not take nearly as long.

The spike sorting program was written to analyze data specific to our data structures. However, the program could easily be extended to work with other data structures.
In addition to the work described in the main chapters, I have also done work that contributed to two other publications. The first of these studies was led by Sagi Perel, and it compared multi-unit activity and local field potentials (LFPs) during an arm control task (Perel et al., 2013). The second study was led by Sonia Todorova, and it analyzes various spike sorting methods by comparing the quality of offline decoding performed with each method’s resultant spikes (Todorova et al., 2014). Below, I provide a summary of both studies.

C.1 COMPARING MULTI-UNIT ACTIVITY TO LFP

Previous studies have proposed using different types of neural signals to control BCIs. Single-unit activity – where the neural signals represent the action potential times of individual neurons, multi-unit activity – where the neural signals represent the times when combined activity of a few to many neurons crosses a user-defined threshold, and LFPs – where the neural signals represent the time-varying voltage within a small region of motor cortex – have all been considered for BCIs. Studies have examined the tuning properties of individual types of neural signals, but their results were contradictory. In this study, we compared the tuning of the different types of neural signals, which were all derived from the same source signal.

We found that multi-unit activity encodes arm movement direction and velocity better than low-frequency and high-frequency LFPs. High-frequency LFPs encode speed bet-
ter than multi-unit activity, and low-frequency LFPs encode speed even better than high-
frequency LFP. Furthermore, while multi-unit activity was more tuned to direction than
LFP, multi-unit activity was more tuned for speed than it was for direction. For this study,
encoding was determined by regressing the neural activity – multi-unit activity or LFP
recorded on one electrode – against the movement kinematics of the arm. My contributions
to the work were to train the two monkeys and to collect the data as well as to assist in
revising the manuscript.

C.2 COMPARING DIFFERENT METHODS OF SPIKE SORTING

There are many different ways to process single-unit activity for use with brain-computer
interfaces. We tested many of the different processing methods for their ability to accu-
rately reconstruct arm velocity. The spike sorting methods compared in this study were:
1) unsorted – a single voltage threshold was applied to the raw signal on each electrode,
2) expert-sorted – an expert manually classifies threshold crossing waveforms according to
their source neuron, 3) expert+hash – same as 2 but with the hash retained as an extra unit
on each electrode, 4) amplitude-sort – waveforms amplitudes are clustered using a mixture
of Gaussian distributions, 4) split-sort – waveforms separated into equal-sized clusters on
each electrode, and 5) joint distribution of spike counts and waveform amplitudes. The last
method is a novel methods proposed by this work.

We found that discarding the noise recorded on each electrode decreases decoding quality
while spike-sorting improves decoding efficiency. Furthermore, decoding using the novel
method was not always superior to the other methods. My contributions to this work were
to collect data from one of the monkeys, to spike sort that data, and to help with manuscript
preparation.
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