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Over the last two decades, the system of exciton-polaritons (polaritons) in a semiconductor microcavity has become an important platform for studying the physics of quantum fluids in a solid-state system. Polaritons are formed by the strong coupling between photons and a sharp electronic resonance (e.g. an exciton resonance) in a cavity. They are interacting bosonic particles with a small effective mass due to their half-light and half-matter nature. Spontaneous coherence phenomena, such as the superfluid transition and Bose-Einstein condensation (BEC), have been observed in polariton systems at temperatures in the range from several Kelvin to room temperature. This dissertation focuses on new methods of trapping polaritons and the BEC and superfluidity of polaritons in these new traps. The first part of this dissertation describes experiments on trapping polaritons with an optically generated potential barrier. When the polariton density increases, there is a transition from ballistic motion to coherent motion of polaritons over hundreds of micrometers. At even higher particle density, there is a very sharp transition from the coherent motion state to the ground state of the trap. The second part of this dissertation explores the superfluid properties of polaritons in a ring-shaped trap. This ring trap is formed by combining a stress-induced harmonic trap with an optically created barrier at the trap center. This trapping method enables fine control of the trap profile as well as the properties of the polaritons in the trap. The formation of a polariton ring condensate is observed in this trap. The phase and polarization measurement of the ring condensate reveals that it is in a half-quantized circulation state which features a phase shift of \( \pi \) and a polarization vector rotation of \( \pi \) of the polar-
tons around a closed path in the ring. The direction of the circulation of the flow around the ring fluctuates randomly between clockwise and counter-clockwise from one shot to the next. In contrast, the rotation of the polarization of polaritons is very stable. This property is experimentally studied, and it is found that the stable spatial polarization pattern may relate to the optical spin Hall effect.
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1.0 INTRODUCTION

1.1 OVERVIEW

Bose-Einstein condensation (BEC), predicted by Einstein in 1925 [1], is at the heart of our current understanding of some of the most fascinating phenomena in quantum many-body physics. For example, the superconductivity of conventional superconductors is explained by the Bose-Einstein condensation of electron pairs [2, 3]. Bose-Einstein condensation is also responsible for the superfluid behaviors of $^4\text{He}$ below the $\lambda$ point [4, 5]; this connection, suggested by London in 1938, has became the basis of our current understanding of superfluid [6]. However, the first direction observation of Bose-Einstein condensation only becomes available in 1995 when physicists were able to cool alkali atoms down to $10^{-9}$ K above absolute zero. Since then, Bose-Einstein condensation has become the subject of an explosion of research. Currently, it has evolved into a field that combines atomic physics, condensed matter physics and quantum optics.

In the mean time, great efforts have been devoted to the pursuit of Bose-Einstein condensation in solid state systems, such as excitons in semiconductors [7, 8, 9, 10, 11, 12], and exciton-polaritons in semiconductor microcavities [13, 14, 15, 17]. Clear evidence of BEC in solid state systems was first observed in 2006 and 2007 in exciton-polariton systems [15, 17]. The exciton-polaritons are superpositions of quantum-well excitons and photons in a semiconductor microcavity [18, 19]. The photon component of a polariton gives it a very small effective mass, on the order of $10^{-4}$ of the free electron mass. Therefore, polaritons can reach the Bose-Einstein condensation threshold at temperatures in the range from several Kelvin to room temperature [15, 16, 17]. The exciton component of polaritons leads to interaction between polaritons, as well as interactions with excitons and lattice phonons. These
interactions are crucial for the thermalization of polaritons; they also allow the possibility of manipulating polaritons through their interaction with excitons [20, 21, 22, 23].

Polaritons have finite lifetimes, typically on the order of a few picoseconds [13, 14, 15, 17], due to the leakage of photons into the environment outside the microcavity. Both the particle-particle interaction strength and the lifetime of a polariton can be tuned by changing the exciton fraction of the polariton. It has been shown that when the exciton fraction is large enough, polaritons can reach thermal equilibrium with each other [25]. When the exciton fraction is small, polaritons behave like photons and are unable to thermalize with each other. Therefore, by changing the exciton fraction of a polariton, the system can be tuned into or out of equilibrium. This provides unique opportunities for studying a wide range of interesting questions of Bose-Einstein condensation.

Over the last few years, superfluid behavior of polaritons has been extensively studied [26, 27, 28, 29, 31, 32, 33, 34]. Frictionless flow of polaritons is observed when the flow velocity is below a critical velocity [27, 28]. As the flow velocity goes above the critical velocity, excitations in the form of vortex and anti-vortex pairs are observed [26, 29, 33]. These works proved the existence of vortices in polariton superfluid, but they have not demonstrated the ability of controlling the vortices. In experiments reported in Refs. [26, 29], the vortices are randomly generated by polariton flow against defects in the sample. In this case, both the handedness and the position of the vortices are pinned by the defects. On the other hand, when there are many fewer defects in the sample, which is the case in Refs. [31, 33], vortices drift randomly with high speed in the polariton fluid. None of these works show any control of the vortices.

It is the goal of this thesis to develop methods for generating and manipulating polariton superfluids in a controlled manner. In order to do so, we created a ring-shaped trap for polaritons by combining an optically generated potential barrier and a stress-induced harmonic trap. Above a critical density, a ring-shaped polariton condensate is formed in this trap, and it circulates around with a quantized angular momentum. By measuring the phase and polarization of the condensate, it is found that the polaritons are in a state with half-integer angular momentum and a \( \pi \) rotation of its spin. It is also found that the flow direction of the polaritons in the ring fluctuates randomly between clockwise and counterclockwise. In
contrast, the spatial spin pattern is very stable. These properties are experimentally studied, and there is evidence showing that they are related to the optical spin Hall effect [122].

1.2 OUTLINE OF THE THESIS

- In Chapter 2, I introduce the background physics of microcavity exciton-polaritons, including the concepts of excitons in semiconductors, microcavity photons, and the strong coupling regime of exciton-photon interaction. The concept of Bose-Einstein condensate is also discussed.
- In Chapter 3, I describe the long-lifetime polariton sample and the experimental methods. We introduce the experiment setup for real-space and momentum-space imaging, as well as the coherence measurement. The method of trapping polaritons with stress and with an exciton barrier are also explained.
- In Chapter 4, I present experimental data with the long-lifetime polaritons in an optically generated quasi-1D trap. The polaritons exhibits very interesting dynamics at different particle densities. When the density is above a critical value, a BEC of polaritons is formed in the quasi-1D trap created by the exciton barrier and the potential slope due to the cavity-width gradient.
- In Chapter 5, I discuss the method of creating a ring-shaped trap for polaritons. I also present and analyze the results of my early attempts to create a ring condensate of polaritons with long lifetime. The important implications of these results are also discussed. I present the experiment in which a fully coherent ring condensate of long-lifetime polaritons is created.
- In Chapter 6, I present a quantitative analysis of the interference pattern and the polarization pattern of the ring condensate. It is found that the ring condensate is in a new type of quantized flow state which features a half integer angular momentum and a flip of the spin of the polaritons from one side of the ring to the other side of the ring.
- In Chapter 7, I describe experimental investigations into the mechanism responsible for the stable polarization pattern of the ring condensate. We found that it is very likely
related to the optical spin Hall effect.

- In Chapter 8, I give the conclusion for the experiments discussed in this thesis, and discuss our thoughts on future experiments.
- In Appendix A, I present my work on a theoretical study of the decoherence in a many-body system. We have shown that the phase coherence is lost in a closed many-body system due to particle scatterings, except in the case of a boson gas near condensation.
- In Appendix B, I describe the grating feedback method that I used to stabilized the output power of the homemade Ti:Sapphire laser.
- In Appendix C, I explain the numerical method that I used to retrieve the phase of the ring condensate from the interference pattern.

1.3 LIST OF PUBLICATIONS

The work presented in this thesis has been published in several research articles, here is a list of them:

1. "Dissipationless flow and sharp threshold of a polariton condensate with long lifetime," Physical Review X 3, 041015 (2013). The results that will be shown in Chapter 4 are published in this article.

2. "Long-range ballistic motion and coherent flow of long-lifetime polaritons," Physical Review B 88, 235314 (2013). Part of the results in Chapter 4 are published in this article.


2.1 EXCITONS IN SEMICONDUCTORS

2.1.1 Excitons in bulk semiconductor

In a semiconductor, when an electron is excited from the valence band into the conduction band it leaves a vacancy in the valence band (Fig. 1). This vacancy can be treated as a positively charged particle in the valence band, which is known as a hole. When the energy of the electron and hole is low enough, they can form a bound state through Coulomb attraction. This bound electron-hole pair is called an exciton. In semiconductor crystals, excitons typically have a size of the order of tens of lattice sites and are often referred to as Wannier-Mott excitons [36, 37]. In a Wannier-Mott exciton, the electron and hole orbit each other analogous to the electron and proton in a hydrogen atom. The Schrödinger equation for the wavefunction \( f(\rho) \) of the relative motion between electron and hole of a Wannier-Mott exciton is [38]:

\[
-\frac{\hbar^2}{2m_{\text{ex}}} \nabla^2 f(\rho) - \frac{e^2}{4\pi \epsilon_0 \rho} f(\rho) = E f(\rho) \quad (2.1)
\]

where \( m_{\text{ex}} = m_e m_h / (m_e + m_h) \) is the effective mass of exciton, \( m_e \) and \( m_h \) are the effective masses of electron and hole, and \( \rho = |\vec{r}_e - \vec{r}_h| \) is the distance between the electron and hole. Eq. (2.1) has the same form as the Schrödinger equation for the hydrogen atom. Its solutions therefore have the same form as that of the hydrogen atom. For example, the wavefunction of the ground state of the exciton is:

\[
f_1 = \frac{1}{\sqrt{\pi a_{\text{ex}}^3}} e^{-\rho/a_{\text{ex}}}, \quad (2.2)
\]
Figure 1: Schematic of an exciton created by absorbing a photon in a direct band gap semiconductor near zone center. (a) The ground state of the system as the valence band is fully occupied and the conduction band is empty; $E_{\text{gap}}$ is band gap energy. Electrons can be excited from the valence band into the conduction band, for example by absorbing photons with energy $h\nu \geq E_{\text{gap}}$. (b) An electron is excited into the conduction band. It leaves a vacancy (hole) in the conduction band, which is positively charged. When the energy of the electron and the hole is low enough, they can form a bound pair due to Coulomb attraction.
with \( a_{ex} \) the exciton Bohr radius given by:

\[
a_{ex} = \frac{4\pi\hbar^2\epsilon\epsilon_0}{m_e\epsilon^2}.
\]  

(2.3)

The corresponding energy is:

\[
E_1 = -\frac{m_{ex}}{2\hbar^2} \left( \frac{\epsilon^2}{4\pi\epsilon\epsilon_0} \right)^2 = -\frac{\hbar^2}{2m_{ex}a_{ex}^2}.
\]  

(2.4)

The binding energy of the ground state exciton, therefore, is:

\[
E_B = -E_1 = \frac{\hbar^2}{2m_{ex}a_{ex}^2},
\]  

(2.5)

The total energy of the ground state exciton is:

\[
E_{ex} = E_g - E_B + \frac{\hbar^2k^2}{2m_{ex}}.
\]  

(2.6)

with \( E_g \) the band gap energy, i.e. the minimum energy needed to excite an electron from the upper most valence band into the conduction band. Table 2.1.1 gives the band gap energies \( (E_g) \), electron mass \( (m_e) \), binding energies \( (E_B) \) and Bohr radii \( (a_{ex}) \) of Wannier-Mott excitons in several semiconductor materials [38].

<table>
<thead>
<tr>
<th>Semiconductor crystal</th>
<th>( E_g(\text{eV}) )</th>
<th>( m_e(m_0) )</th>
<th>( E_B(\text{meV}) )</th>
<th>( a_{ex}(\text{Å}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>1.519</td>
<td>0.066</td>
<td>4.1</td>
<td>150</td>
</tr>
<tr>
<td>CdTe</td>
<td>1.606</td>
<td>0.089</td>
<td>10.6</td>
<td>80</td>
</tr>
<tr>
<td>InP</td>
<td>1.423</td>
<td>0.078</td>
<td>5.0</td>
<td>140</td>
</tr>
<tr>
<td>GaN</td>
<td>3.51</td>
<td>0.13</td>
<td>22.7</td>
<td>40</td>
</tr>
</tbody>
</table>

The electron and hole in an exciton form a dipole that can interact with the electromagnetic field. The strength of this interaction is described by the exciton oscillator strength \( F \) [39],

\[
F = \frac{2m_{ex}\omega}{\hbar} |\langle u_c|\vec{x}|u_v\rangle|^2
\]  

(2.7)

where \( \omega \) is frequency of the electromagnetic field, \( |u_v⟩ \) and \( |u_c⟩ \) are the valence band and conduction band Bloch function, \( \vec{x} = \vec{r}_h - \vec{r}_e \) is the displacement vector from the electron to the hole.
Figure 2: Schematic band structure of GaAs and interband optical transitions near the zone center. (a) The conduction band (green) is s-like. The valence band is p-like; it splits into three sub-bands with different angular momentum due to spin-orbit coupling: (red) heavy-hole ($|3/2, 3/2>$) band, (blue) light-hole ($|3/2, 1/2>$) band and (purple) split-off band ($|1/2, 1/2>$). Each of the three sub-bands is two-fold degenerate. The heavy-hole band and the light-hole band are degenerate at $k = 0$, with the split-off band being $\Delta = 0.34$ eV below them. (b) Band gap transitions in GaAs. Transitions represented by solid arrows involve circularly polarized light ($\sigma^+$, $\sigma^-$); the dashed arrows represent transitions that involve linearly polarized light ($\pi$).
In most III-V semiconductor materials, such as GaAs, the valence-band states have a p-state symmetry ($L = 1$). The spin-orbit coupling splits the valence band into several sub-bands with different total angular momentum and effective mass. In GaAs, the valence band splits into three sub-bands referred to as the heavy-hole, light-hole and split-off bands (see Fig. 2(a)). With the $|J, J_z⟩$ notation, the heavy-hole states are $|3/2, ±3/2⟩$, the light-hole states $|3/2, ±1/2⟩$ and split-off states $|1/2, ±1/2⟩$. In bulk GaAs, the heavy-hole and light-hole bands are degenerate at $k = 0$ while the split-off band is about 0.34 eV below them [40]. Therefore, only the heavy-hole and light-hole bands contribute to the interband optical transitions near the band gap (see Fig. 2(b)). The heavy hole couples more strongly to the light than the light holes due to a larger oscillator strength.

2.1.2 Excitons in quantum well

Artificial potentials for excitons can be created by growing heterostructures using different semiconductor materials. The band offsets at the interface between different materials create potentials for the electrons and holes. One of the simplest examples of a semiconductor heterostructure is the quantum well (QW), which is formed by placing a layer of material into another material with higher band gap energy. For example, in our sample the QW consists of a 70 Å GaAs ($E_g = 1.52$ eV) layer placed in between two 30Å AlAs ($E_g = 3.16$ eV) layers (Fig. 3). As the AlAs has a larger band gap, electrons and holes are trapped in the GaAs layer, as well as the excitons. The strong confinement along the growth direction of the QW leads to quantization of the motion of excitons along this direction. In the QW plane, however, excitons can move freely. If only one quantized state is concerned, usually the ground state, QW excitons behave like two-dimensional quasiparticles in the QW plane. The quantization of the exciton motion also lifts the degeneracy of the heavy-hole and light-hole states because they have different effective mass (Fig. 3(a)), and the ground state of excitons in the QW is the heavy-hole excitons in the 1s state.

The quantum confinement also changes the optical properties of excitons. In a QW, only the momentum in the QW plane needs to be conserved in an optical transition. Therefore, excitons in a QW can couple to photons with the same in-plane momentum and arbitrary
Figure 3: Schematic GaAs/AlAs quantum well with the ground states of the electron and holes, and optical transitions inside the quantum well. Due to the quantum confinement, the degeneracy of the heavy hole (HH, red) and light hole (LH, blue) is lifted. The light hole is pushed to higher energy. (b) Interband optical transitions of GaAs quantum well. The transitions from heavy-hole band to the conduction band have lower energy than the light-hole to conduction band transition due to quantum confinement.
transverse momentum. In addition, due to the confinement, an exciton inside a QW has smaller Bohr radius, which leads to an enhancement of the oscillator strength. A smaller Bohr radius also gives an exciton higher binding energy. In an ideal 2D system, the binding energy of the ground state exciton is \( E_{B}^{2D} = 4E_{B} \) with \( E_{B} \) the binding energy in 3D (see Eq. (2.5)) [38]. In practice, however, the binding energy is a function of the well width [41, 42, 43]. In our QW, the binding energy of the ground state exciton is about 10 meV. On the other hand, the energy difference between the first two quantized levels of a heavy-hole exciton in our QW is about 10 meV. Therefore, at a temperature of \( T \sim 10K \), we only need to be concerned about the the heavy-hole exciton 1s state.

### 2.2 SEMICONDUCTOR MICROCAVITY

A typical semiconductor microcavity is illustrated in Fig. 4. It is formed by two distributed Bragg reflectors (DBRs) and quantum wells in the cavity between the DBRs. The DBR is made of alternating layers of two materials with different indices of refraction. Light reflected from each interface constructively interferes, leading to very high reflectivity of the DBR. Propagation of light in this structure can be calculated with the transfer matrix method [44]. Near-perfect reflection over the desirable wavelength range can be achieved by carefully choosing the thickness and index of refraction of DBR materials. The quantum wells are placed at the antinodes of the cavity mode in order to maximize the coupling with light. In a microcavity of length \( L \), the energy dispersion of the photon is given by

\[
E_{\text{cav}}(k_{\parallel}, k_{\perp}) = \frac{\hbar c}{n} \sqrt{k_{\parallel}^2 + k_{\perp}^2} \tag{2.8}
\]

where \( n \) is the index of refraction of the cavity, \( k_{\parallel} \) is the in-plane wave vector, \( k_{\perp} = n2\pi/\lambda \), and \( \lambda \sim 2L/m \) is wavelength of the \( m \)-th cavity mode. They are related by the emission angle \( \theta \)

\[
\frac{k_{\parallel}}{k_{\perp}} = \tan \left[ \arcsin \left( \frac{\sin \theta}{n} \right) \right]. \tag{2.9}
\]
Figure 4: Schematic of the semiconductor microcavity and the photon and exciton inside the cavity. The cavity is formed by two distributed Bragg reflectors (DBRs) which are made of alternating layers of two different material with indices of refraction $n_1$ (gray) and $n_2$ (brown) respectively. Inside the cavity, a quantum well (gray slab) is placed at the antinode of the cavity mode (red curve). An exciton (orange) is a free particle in the 2D plane of the quantum well.

In the limit $k_\parallel \ll k_\perp$, the cavity photon energy can be written as

$$E_{\text{cav}}(k_\parallel, k_\perp) \approx \frac{\hbar k_\perp c}{n_\parallel} \left( 1 + \frac{k_\parallel^2}{2k_\perp^2} \right) = E_{\text{cav}}(k_\parallel = 0) + \frac{\hbar^2 k_\parallel^2}{2 m_{\text{cav}}},$$

where $m_{\text{cav}} = E_{\text{cav}}(k_\parallel = 0)/(c/n)^2$, is the effective mass of the photon, which is typically a few times $10^{-5}$ of the free electron mass ($m_0$) in GaAs-based microcavity. For example, in our sample (see Section 3.1) $m_{\text{cav}} = 3.1 \times 10^{-35}$ kg which is $3.45 \times 10^{-5}$ times of the free electron mass ($m_0 = 9.1 \times 10^{-31}$ kg). Thus photons inside the cavity become free particles with a very small effective mass $m_{\text{cav}}$ in the cavity plane. Due to the large energy spacing between the adjacent cavity modes ($\sim 1$ eV), only one cavity mode that is resonant with the exciton transition in the QW is excited.
2.3 MICROCAVITY EXCITON-POLARITONS

2.3.1 Strong coupling of excitons and photons in a microcavity

In a microcavity, the coupling between excitons and photons is greatly enhanced by the fact that the oscillator strength of an exciton is increased due to the reduced Bohr radius in 2D, and the intensity of the light field is maximized at the antinodes. The maximum coupling can be achieved by placing the QWs at the antinodes of the cavity photon field (see Fig. 4 for example). When the spin degree of freedom of both excitons and photons is neglected, and only the coupling between the ground state heavy-hole exciton and the cavity photon is considered, the Hamiltonian of the system is [38]:

$$\hat{H} = \sum_{\vec{k}_\parallel} E_{ex}(\vec{k}_\parallel) \hat{a}_{\vec{k}_\parallel}^\dagger \hat{a}_{\vec{k}_\parallel} + \sum_{\vec{k}_\parallel} E_{cav}(\vec{k}_\parallel, \vec{k}_\perp) \hat{b}_{\vec{k}_\parallel, \vec{k}_\perp}^\dagger \hat{b}_{\vec{k}_\parallel, \vec{k}_\perp}$$

$$+ \sum_{\vec{k}_\parallel} g_0 (\hat{b}_{\vec{k}_\parallel, \vec{k}_\perp}^\dagger \hat{a}_{\vec{k}_\parallel} + \hat{b}_{\vec{k}_\parallel, \vec{k}_\perp} \hat{a}_{\vec{k}_\parallel}^\dagger)$$. (2.11)

where \((\hat{a}_{\vec{k}_\parallel}^\dagger, \hat{a}_{\vec{k}_\parallel})\) are the creation and destruction operators of an exciton with in-plane wave vector \(\vec{k}_\parallel\), and \((\hat{b}_{\vec{k}_\parallel, \vec{k}_\perp}^\dagger, \hat{b}_{\vec{k}_\parallel, \vec{k}_\perp})\) are the creation and destruction operators of a cavity photon with wave vector \((\vec{k}_\parallel, \vec{k}_\perp)\), and \(g_0\) is the exciton-photon coupling strength through the dipole interaction, which can also be interpreted as the rate of energy transferring between the exciton and the cavity photon. The diagonalization of the Hamiltonian can be realized by introducing the Hopfield transformation [18, 38]:

$$\hat{a}_{\vec{k}_\parallel}^U = C_{\vec{k}_\parallel} \hat{a}_{\vec{k}_\parallel} + X_{\vec{k}_\parallel} \hat{b}_{\vec{k}_\parallel, \vec{k}_\perp},$$ (2.12)

$$\hat{a}_{\vec{k}_\parallel}^L = X_{\vec{k}_\parallel} \hat{a}_{\vec{k}_\parallel} - C_{\vec{k}_\parallel} \hat{b}_{\vec{k}_\parallel, \vec{k}_\perp},$$ (2.13)

where \((X_{\vec{k}_\parallel}, C_{\vec{k}_\parallel})\) are the Hopfield coefficients, satisfying

$$|X_{\vec{k}_\parallel}|^2 + |C_{\vec{k}_\parallel}|^2 = 1.$$ (2.14)
They are determined by the energy detuning between the exciton and the photon (the \( k_\perp \) dependence is dropped as only one transverse cavity mode is concerned)

\[
\Delta(\vec{k}_\parallel) = E_{\text{cav}}(\vec{k}_\parallel) - E_{\text{ex}}(\vec{k}_\parallel),
\]

(2.15)

and the coupling strength \( g_0 \):

\[
|X_{\vec{k}_\parallel}|^2 = \frac{1}{2} \left( 1 + \frac{\Delta(\vec{k}_\parallel)}{\sqrt{\left[\Delta(\vec{k}_\parallel)\right]^2 + 4g_0^2}} \right) \quad (2.16)
\]

\[
|C_{\vec{k}_\parallel}|^2 = \frac{1}{2} \left( 1 - \frac{\Delta(\vec{k}_\parallel)}{\sqrt{\left[\Delta(\vec{k}_\parallel)\right]^2 + 4g_0^2}} \right). \quad (2.17)
\]

The diagonalized Hamiltonian is:

\[
\hat{H} = \sum_{\vec{k}_\parallel} E_{\text{UP}} \hat{a}^U_{\vec{k}_\parallel} \hat{a}^U_{\vec{k}_\parallel} + \sum_{\vec{k}_\parallel} E_{\text{LP}} \hat{a}^L_{\vec{k}_\parallel} \hat{a}^L_{\vec{k}_\parallel}, \quad (2.18)
\]

with

\[
E_{\text{UP,LP}}(\vec{k}_\parallel) = \frac{E_{\text{ex}}(\vec{k}_\parallel) + E_{\text{cav}}(\vec{k}_\parallel) \pm \sqrt{4g_0^2 + [\Delta(\vec{k}_\parallel)]^2}}{2}, \quad (2.19)
\]

where the + corresponds to the upper polariton (UP) and the − sign refers to lower polariton (LP). The new operators \((\hat{a}^U_{\vec{k}_\parallel}, \hat{a}^U_{\vec{k}_\parallel})\) and \((\hat{a}^L_{\vec{k}_\parallel}, \hat{a}^L_{\vec{k}_\parallel})\), therefore, can be interpreted as the creation and destruction operators of the UP and LP, respectively. The ground state of the system is the LP at \( \vec{k}_\parallel = 0 \), as both the UP and LP at higher energies can relax down to this state. Notice that when the spin degree of polaritons is added into Eq. (2.18), both the UP and LP will be twofold degenerate.
2.3.2 Important Properties of Exciton-Polariton

Fig. 5 shows the dispersions of the UP and the LP for different values of the photon-exciton detuning at $\vec{k}_\parallel = 0$ ($\Delta_0$). In the vicinity of $\vec{k}_\parallel = 0$, the dispersion of the lower polariton $E_{LP}(\vec{k}_\parallel)$ can be written as

$$E_{LP}(\vec{k}_\parallel) = E_{LP}(0) + \frac{\hbar^2 k^2_{\parallel}}{2m_{LP}},$$ (2.20)

where $m_{LP}$ is the effective mass of the LP near $\vec{k}_\parallel = 0$, given by

$$\frac{1}{m_{LP}} = \frac{|C_{\vec{k}_\parallel}|^2}{m_{cav}} + \frac{|X_{\vec{k}_\parallel}|^2}{m_{ex}}.$$ (2.21)

Since $m_{cav} \sim 10^{-4}m_{ex}$, for $\vec{k}_\parallel \sim 0$

$$m_{LP} \approx \frac{m_{cav}}{|C_0|^2},$$ (2.22)

with

$$|C_0|^2 = \frac{1}{2} \left( 1 + \frac{\Delta_0}{\sqrt{\Delta_0^2 + 4g_0^2}} \right).$$ (2.23)

In experiments, $\Delta_0$ typically varies between $-2g_0$ and $2g_0$ leading to $m_{LP}$ being in the range from $6.7m_{cav}$ to $1.2m_{cav}$, about $10^4$ times lighter than the free electron mass.

In addition to effective mass, other properties of the polaritons such as lifetime and particle-particle interaction strength can also be tuned by changing the detuning. The lifetime of a polariton is given by

$$\frac{1}{\tau} = \frac{|C_{\vec{k}_\parallel}|^2}{\tau_{cav}} + \frac{|X_{\vec{k}_\parallel}|^2}{\tau_{ex}},$$ (2.24)

where $\tau_{cav}$ and $\tau_{ex}$ are the cavity photon lifetime and the exciton lifetime, respectively. The cavity photon lifetime $\tau_{cav}$ is the time it takes a photon to escape from the cavity, which is determined by the $Q$-factor of the cavity. The lifetime of exciton $\tau_{ex}$ is the time it takes for the electron and hole to recombine nonradiatively, such as by emitting phonons and falling into defect state. The radiative recombination process in which a photon is emitted does not change the total number of polaritons inside the cavity, therefore it does not contribute
Figure 5: Dispersion and Hopfield coefficients of upper- and lower polariton for different detunings at $k_\parallel = 0$. (a)-(c), dispersions of the upper- (purple) and lower polaritons (pink) at different detunings: (a) $\Delta_0 = -2g_0$, (b) $\Delta_0 = 0$, (c) $\Delta_0 = 2g_0$. The dashed lines are the cavity photon dispersion (red) and exciton dispersion (blue). (d)-(f), Hopfield coefficients of the lower polaritons in (a)-(c), respectively. The red lines are the photon fraction of the lower polariton, and the blue lines are the exciton fraction.
to the polariton decay. As the time scale of non-radiative process is much larger than the cavity photon lifetime, namely $\tau_{ex} \gg \tau_{cav}$, the polariton lifetime becomes

$$\tau = \frac{\tau_{cav}}{|C_{k||}^2|}. \quad (2.25)$$

Thus the polariton lifetime becomes longer when its photon fraction decreases. In early microcavity samples, the $Q$-factor was typically around 5000 [17], which gave a cavity photon lifetime $\tau_{cav} \sim 2$ ps, and the corresponding polariton lifetime at resonance was $\tau \sim 4$ ps.

A polariton interacts with other particles through its exciton component. At low temperature ($T \sim 10$ K), the scattering between polaritons and phonons is weak, and the polariton-exciton scattering and the polariton-polariton scattering are most relevant to the dynamics of the system [45]. The strengths of these interactions are given by

$$g_{pol-ex} = g_{ex}|X_{k||}|^2, \quad g_{pol-pol} = g_{ex}|X_{k||}|^4$$

(2.26)

respectively, where $g_{ex}$ is the exciton-exciton interaction strength. Polaritons can also strongly interact with electrons. When the exciton fraction is small (negative detuning) the polariton-polariton interaction is weak, and thermal equilibrium can not be established among polaritons. However, when the exciton fraction is large the interaction between polaritons becomes stronger. In addition, the polariton lifetime increases. It has been shown that under such conditions polaritons can reach thermal equilibrium with each other [25].

### 2.4 BOSE-EINSTEIN CONDENSATION AND SUPERFLUID

#### 2.4.1 Bose-Einstein Condensation

In 1924 and 1925, Einstein developed the now-called Bose-Einstein statistics [1, 50] by extending Bose’s statistics of indistinguishable photons [51] to material particles. Particles that obey the Bose-Einstein statistics are called bosons. It turns out that all the particles with integer spin, such as photons, excitons and hydrogen atoms, are bosons. Einstein predicted that for a macroscopic system of noninteracting bosons with conserved total number
of particle, a finite fraction of the particles will condense into a single particle state below a critical temperature. This phenomenon is referred to as Bose-Einstein condensation (BEC).

For a three-dimensional (3D) system of noninteracting bosons in the grand canonical ensemble, the total number of particles in the system is [52]

\[ N = \sum_k n_B(\epsilon_k) = \int \rho(\epsilon) n_B(\epsilon) d\epsilon \] (2.27)

where \( n_B(\epsilon_k) = 1/\{\exp[\beta(\epsilon_k - \mu)] - 1\} \) is the Bose-Einstein distribution, \( \beta = 1/k_B T, \mu \) is the chemical potential, and \( \rho(\epsilon) \) is the density of states. The requirement that \( n_B(\epsilon_k) \geq 0 \) gives a constraint \( \mu < \epsilon_0 \), where \( \epsilon_0 \) is the energy of the single-particle ground state. When \( \mu \rightarrow \epsilon_0 \), the occupation number of the ground state

\[ N_0 = \frac{1}{\exp[\beta(\epsilon_0 - \mu)] - 1}, \] (2.28)

becomes increasingly large. This is the mechanism of Bose-Einstein condensation. The total number of particles can be written as

\[ N = N_0 + N_T, \] (2.29)

where

\[ N_T = \sum_{\epsilon_k > \epsilon_0} n_B(\epsilon_k) = \int_{\epsilon > \epsilon_0} \rho(\epsilon) n_B(\epsilon) d\epsilon \] (2.30)

is the number of particles in the excited states which increases as temperature increases. At fixed temperature \( T \), \( N_T \) is a smooth function of \( \mu \) and reaches its maximum value, \( N_c \), at \( \mu = \epsilon_0 \) [52]. On the other hand, \( N_0 \) is less than 1, except when \( \mu \sim \epsilon_0 \) where it diverges. If \( N_c(T, \mu = \epsilon_0) > N \), then Eq. (2.29) can always be satisfied with \( N_0 \rightarrow 0 \). On the other hand, if \( N_c(T, \mu = \epsilon) < N \), a finite fraction of all the particles has to go into the ground state in order to satisfy Eq. (2.29). Therefore, the critical temperature, \( T_c \), at which particles start to condense to the ground state is defined by the relation

\[ N_T(T_c, \mu = \epsilon_0) = N. \] (2.31)

As temperature decreases, the number of particles going into the ground state will increase.
Let us first consider the system of \( N \) noninteracting bosons in a 3D box \((V = L^3)\) as a concrete example [52]. The single-particle Hamiltonian is

\[
H_1 = \frac{\hat{p}^2}{2m}
\]

(2.32)

Under the periodic boundary condition \( \psi(x, y, z) = \psi(x + L, y, z) \), etc., the eigenfunction of \( H_1 \) is

\[
\psi_{\vec{k}} = \frac{1}{\sqrt{V}} e^{i\vec{k} \cdot \vec{r}}
\]

(2.33)

with energy \( \epsilon_k = \frac{\hbar^2 k^2}{2m} \) and momentum \( \vec{p} = \vec{n}2\pi\hbar/L \), where \( \vec{n} = (n_x, n_y, n_z) \), \( n_{x,y,z} = 0, \pm 1, \pm 2, \ldots \). The ground state of the system is the state with \( n_x = n_y = n_z = 0 \) and \( \epsilon_0 = 0 \). The density of states of this system is

\[
\rho_{3D}(\epsilon_k) = \frac{dN_k}{d\epsilon_k} = \frac{V m^{3/2}}{\sqrt{2\hbar^3 \pi^2}} \epsilon_k^{1/2}.
\]

(2.34)

At critical temperature \( T = T_c, \mu \to \epsilon_0 \) and in Eq. (2.31) becomes

\[
n \equiv \frac{N}{V} = 2.612 \left( \frac{m k_B T_c}{2\pi \hbar^2} \right)^{3/2},
\]

(2.35)

where \( n \) is the density of particles, from which the critical temperature is obtained as

\[
T_c = 3.3 \frac{\hbar^2}{mk_B} n^{2/3}.
\]

(2.36)

Eq. (2.36) shows that the critical temperature is completely determined by the density and mass of the particle. Notice that the thermal de Broglie wavelength of the particle is

\[
\lambda_T = \sqrt{\frac{2\pi \hbar^2}{mk_B T}}.
\]

(2.37)

and Eq. (2.35) can be rewritten as

\[
n = \frac{2.612}{\lambda_T^3}
\]

(2.38)

Therefore, the critical temperature \( T_c \) is the temperature at which the thermal de Broglie wavelength \( \lambda_T \) becomes comparable to the particle spacing \( r_{3D} \sim n^{-1/3} \). This interpretation provides a more intuitive picture of BEC: as the temperature decreases, the de Broglie wavelength of particle becomes increasingly large, when it becomes comparable to the particle spacing.
spacing the wavefunctions of particles start to overlap and eventually they merge into a single wavefunction with a macroscopic number of particles in it.

Now, let us consider the same system but in 2D \((A = L^2)\). The single-particle Hamiltonian and its eigenstates have the same form as that of the 3D system, except the density of states now becomes

\[
\rho_{2D}(\epsilon_k) = \frac{dN_k}{dk} = \frac{Am}{2\pi\hbar^2},
\]

which is a constant. At temperature \(T\), the total number of particles in the excited states becomes,

\[
N_T = \sum_{\epsilon_k > \epsilon_0} n_B(\epsilon_k) = \frac{Am}{2\pi\hbar^2} \int_{\epsilon > \epsilon_0} \frac{d\epsilon}{\exp(\beta(\epsilon - \mu)) - 1},
\]

which diverges except for \(T = 0\). Therefore, for \(T > 0\) the occupation number of the ground state remains negligible as compared to \(N\), thus BEC can never happen [53].

The situation changes dramatically, however, when a trapping potential is applied to the 2D noninteracting Bose gas [54, 55, 56, 57, 58]. For example, in a 2D harmonic trap, the density of states of the noninteracting Bose gas becomes \(\rho_{2D} \sim \epsilon\), and the critical temperature is \(T_c \sim \omega_0 N^{1/2}\) where \(\omega_0\) is the trapping frequency. The trapping potential modifies the density of states therefore removes the divergence in the integral in Eq. (2.40).

For a polariton system, which is a 2D system, there are often intrinsic trapping potentials due to disorders/defects in the crystal. In CdTe- and GaN-based microcavities, this trapping effect is so strong that polaritons are essentially localized and BECs are formed in it [15, 16]. In microcavities with less disorder, such as GaAs-based microcavity, polaritons move freely in the cavity plane, therefore external trapping potential is needed to trap them. Over the last few years, various trapping methods have been developed [59, 60]. In our experiment, we create trapping potential for polaritons with mechanical stress and laser generated barriers, which will be discussed in Section 3.4.

To get an idea about the temperature scales of the BEC experiments, let us estimate the critical temperatures for bosonic atoms and polaritons in 2D traps. We can estimate the critical temperature without worrying about the details of the trapping potential, because there is the universal argument: at the critical temperature the thermal de Broglie
wavelength becomes comparable to the particle spacing. For a 2D system, therefore,

\[ n \sim \frac{1}{\lambda_T^2} = \frac{mk_BT_c}{2\pi\hbar^2}. \]  

(2.41)

In the experiments with alkali atoms such as \(^{87}\text{Rb}\), the achievable particle densities are in the range from \(10^8\) cm\(^{-2}\) to \(10^{10}\) cm\(^{-2}\). This gives a critical temperature between \(10^{-8}\) K and \(10^{-6}\) K. To reach such low temperature, requires sophisticated techniques such as laser cooling and evaporative cooling [61]. This is why atomic BEC only become possible in experiments until 1995. For microcavity polaritons, the typical density that can be achieved is of the order of \(10^8\) cm\(^{-2}\) and the mass is \(10^{-4}\) times of the free electron mass, or equivalently \(10^{-9}\) times of the alkali atom mass. Therefore the critical temperature of polariton BEC is \(T_c \sim 10\) K, which is very easy to get with traditional cryogenic methods. This value of critical temperature is in good agreement with the experimental results of polariton BECs [15, 17]. In fact, with higher pump intensity and larger exciton binding energy in materials such as GaN, features of polariton BEC has been observed at room temperature [16]

### 2.4.2 Superfluid and Vortices

As mentioned in the Introduction, there are fundamental connections between the Bose-Einstein condensate and the superfluid [6]. A system with a Bose-Einstein condensate is often called superfluid because of its special properties. In this section, I will follow the discussion on this topic in Chapter 11 of Ref. [39]. The wavefunction of a Bose-Einstein condensate can by written as,

\[ \psi(\vec{r},t) = \sqrt{n_0(\vec{r},t)}e^{i\theta(\vec{r},t)}, \]  

(2.42)

where \(n_0(\vec{r},t)\) is the density of particles in the condensate, \(\theta(\vec{r},t)\) is the phase of the condensate. To write down Eq. (2.42), we have assumed that both \(n\) and \(\theta\) do not change dramatically over short distances. The assumption about \(\theta\) requires that there is long-range phase coherence in the condensate. This wavefunction plays the role of the order parameter of the BEC phase: below the BEC threshold, \(n_0(\vec{r},t) = 0\), thus \(\psi(\vec{r},t) = 0\); above the BEC threshold, \(\psi(\vec{r},t) \neq 0\) and long-range coherence spontaneously appears in the system.
The number current density in the condensate is given by

\[ \vec{j} = \frac{i\hbar}{2m}(\psi \nabla \psi^* - \psi^* \nabla \psi). \quad (2.43) \]

Substituting in the condensate wavefunction (2.42), after carrying out the calculation, this becomes

\[ \vec{j} = \frac{\hbar}{m} n_0(\vec{r}, t) \nabla \theta(\vec{r}, t), \quad (2.44) \]

which means the current is proportional to the gradient of the phase. Therefore, when the condensate phase is not a constant, there is current flow in the condensate. A direct consequence of this result is that a condensate with uniform density is irrotational. This is because

\[ \nabla \times \vec{j} = \frac{\hbar}{m} [n_0 \nabla \times (\nabla \theta) - \nabla \theta \times (\nabla n_0)] \]
\[ = \frac{\hbar}{m} n_0 \nabla \times (\nabla \theta) \]
\[ = 0 \quad (2.45) \]

since the curl of a gradient is 0. But if there are density singularities (at which \( n_0 = 0 \)) in the condensate, then \( \nabla n_0 \neq 0 \) at the these positions, and \( \nabla \times \vec{j} \neq 0 \). When going around a closed loop \( L \) that encloses the singularities, we have

\[ \oint_L \vec{j} \cdot d\vec{l} = \frac{\hbar}{m} \int_L \nabla \theta \cdot d\vec{l} \]
\[ = \frac{\hbar}{m} n_0 (\theta_f - \theta_i), \quad (2.46) \]

where \( \theta_i \) and \( \theta_f \) are the beginning and ending values of \( \theta \) in going around the loop. The wave function must be single-valued, thus,

\[ e^{i\theta_i} = e^{i\theta_f} \quad (2.47) \]

which indicates

\[ \theta_f - \theta_i = 2\pi N \quad (2.48) \]

where \( N \) is an integer. The flow around any closed loop is therefore quantized,

\[ \oint_L \vec{j} \cdot d\vec{l} = N \frac{\hbar}{m} n_0. \quad (2.49) \]

\( N \) is identified as the number of vortices—that is density singularities in the superfluid.
All the discussion on BEC and superfluidity in previous sections are for a noninteracting Bose gas in thermal equilibrium. However, the ideal Bose gas is a pathological case (for example, see discussion in Chapter 11 in Ref. [39]). A more realistic system is the weakly interacting Bose gas, such as weakly interacting atomic gas and polaritons. Reviews of the theory and experiments of a weakly interacting atomic gas can be found in Refs. [62, 63, 64]. For polariton systems, nice reviews on recent theoretical and experimental developments can be found in Refs. [65, 66]. The theory that directly relates to the experiments of this thesis, polaritons in 2D traps, has has been worked out by Berman et. al. [67].

The feature that makes the polariton system fundamentally different from cold atoms is that it is intrinsically dissipative: polaritons are constantly decaying by emitting photons into the outside environment on the time scale of $4 \sim 200$ ps. When the microcavity is excited with a continuous-wave (CW) laser, however, the system can reach a steady state in which polaritons that decay out of the cavity are replaced by polaritons created by the pump laser. Therefore, when the decay and creation of polaritons are balanced, the system will have an approximately fixed number of particles in it. On the other hand, the short lifetime of polaritons seems to indicate that the system is also very far from thermal equilibrium. This is not the case, however, because the parameter that determines whether a system can reach thermal equilibrium is the ratio of the particle lifetime to the particle-particle scattering time, rather than the absolute value of the particle lifetime. It has been shown numerically and experimentally that a system of interacting Bosons can reach thermal equilibrium after $4 \sim 5$ scatterings [7, 68]. Therefore, the polaritons, with a scattering time of approximately 0.5 ps and lifetime of $4 \sim 200$ ps, can reach thermal equilibrium with each other. This explains why BEC, originally defined for thermal equilibrium systems, has been observed in polariton systems. Now with the polariton lifetime reaching 270 ps, this system is even more close to a true equilibrium system.

As discussed above, in order to correctly describe the physics of polariton BEC, one needs to take into account both decay and external pumping of polaritons. The generalized Gross-Pitaevskii equation (gGPE) is by far the most successful model in describing both the
dynamics and stead-state properties of BEC in a polariton system. This equation is written as [47]

\[ i \frac{\partial \psi}{\partial t} = \left\{ -\frac{\hbar \nabla^2}{2m_{LP}} + \frac{i}{2} [R(n_R) - \gamma] + g_{\text{pol-pol}} |\psi|^2 + 2g_R n_R \right\} \psi, \quad (2.50) \]

where \( \psi \) is wavefunction of the polariton condensate, \( R(n_R) \) is the gain rate of the condensate due to the Bose stimulated scattering of polaritons from the reservoir and pumping. \( \gamma \) is the decay rate of the polaritons through photon leaking. \( g_{\text{pol-pol}} |\psi|^2 \) describes the polariton–polariton interaction, \( g_R n_R \) is the interaction between the condensate and the reservoir. This equation has been successfully used to explain various polaritons experiments, such as the excitation spectrum [30], and polariton superfluidity [27, 28].
3.0 MICROCAVITY SAMPLE AND EXPERIMENTAL METHODS

In this chapter I will describe the microcavity structure used in our experiments. In this microcavity, polaritons with a lifetime of 270 ps have been observed [48, 49], which is more than 10 times longer than the lifetime in other existing microcavity structures [15, 17, 20]. This sample also achieved a very high structural quality with very few defects in it. The extraordinary long lifetime and the absence of defects enable the polaritons to propagate over hundreds of microns, allowing the possibility of a whole new category of experiments. We will also introduce the optical methods that we used to generate, detect and manipulate polaritons. They include real-space and momentum-space imaging methods, temporal and spatial coherence measurement, and methods of trapping polaritons.

3.1 LONG-LIFETIME POLARITON SAMPLE

3.1.1 Properties of the Sample

The microcavity used in our experiments is a GaAs-based microcavity grown by Loren Pfeiffer’s group at Princeton with molecular beam epitaxy (MBE) method. The whole structure is grown on a 2-inch diameter GaAs substrate along the [001] direction. As shown in Fig. 6(a), the microcavity consists of two distributed Bragg reflectors (DBRs) and a 3λ/2 cavity between them. The DBRs are made of alternating layers of AlAs and Al$_{0.2}$Ga$_{0.8}$As, which are also used as spacers inside the cavity. These two materials are chosen for two reasons. First, they have the same crystal symmetry and approximately the same lattice constant. Therefore, the strain due to lattice mismatch between these two materials is minimized which
Figure 6: Schematic microcavity structure used in our experiments and the calculated reflectivity spectrum. (a) There are 32 pairs of AlAs/AlGaAs layers in the top DBR and 40 pairs of them in the bottom DBR. The distance between the DBRs is chosen to make a $3\lambda/2$ cavity, with $\lambda = 772.48$ nm. The red curve represents the intensity distribution of the cavity mode inside the cavity. Three sets of 4 GaAs/AlAs quantum wells are placed at the antinodes of the cavity mode. The whole structure is grown on a GaAs substrate. (b) The reflectivity spectrum (red) of the microcavity calculated with transfer matrix method. The inset shows a section of reflectivity spectrum enclosed by the dashed rectangle. The two reflectivity minima in the stop band of the microcavity, at 769.2 nm and 776.5 nm, correspond to the upper polariton (UP) and lower polariton (LP).
ensures very high quality of the microcavity structure. Second, the band gap of Al$_{0.2}$Ga$_{0.8}$As is about 690 nm at 10 K, and AlAs has even larger band gap; thus they are both transparent to longer wavelengths.

Inside the cavity, three sets of 4 GaAs/AlAs quantum wells are placed at the antinodes of the cavity mode, maximizing the coupling with the cavity photons. The quantum well is formed by a 7-nm-thick GaAs layer sandwiched between two 3-nm-thick AlAs layers. The wavelength of the cavity mode is chosen to be $\lambda = 772.48$ nm (1.6050 eV), in resonance with the quantum well exciton. Fig. 6(b) shows the reflectivity spectrum of the microcavity (red), in the wavelength range from 715 nm to 830 nm, calculated by the transfer matrix method. As one can see, the reflectivity is 1 over about 70 nm range. The inset shows a section of the reflectivity spectrum enclosed by the dashed rectangle. The two dips seen in the stop band, at 769.2 nm and 776.5 nm, correspond to the upper and lower polaritons; they are separated by 14.9 meV in energy (see the inset), which is Rabi splitting. Because the line width of theses two dips are much narrower than the step size of our numerical calculation, they appear as two very shallow dips in the reflectivity spectrum.

In order to increase the lifetime of the polaritons, we doubled the number of layers in the DBRs compared to the structure in our previous experiments [17]. The current microcavity has 32 pairs of AlAs/Al$_{0.2}$Ga$_{0.8}$As $\lambda/4$ layers in the top DBR, and 40 pairs of those layers in the bottom DBR. The cavity photon lifetime in this sample is measured to be 135 ps [48, 49], which gives a polariton lifetime of 270 ps at resonance. By comparison, in the old sample the cavity photon lifetime was 2 ps and the polariton lifetime at resonance was 4 ps.

During the growth process, the thickness of the microcavity is tapered along the radial direction of the wafer (inset (a) of Fig. 7), leading to a continuous increase of the cavity photon energy towards the edge of the wafer. The exciton energy also changes, but its gradient is much smaller than that of the photon energy. We designed the sample in such a way that the detuning is negative at the center of the wafer, and it becomes positive approaching the edge of the wafer. The resonance region, where the detuning is 0, is about 19 mm away from the center of the wafer. A larger area of resonance region can be obtained by making the resonance position further away from the center. But there is a tradeoff between the size of the resonance region and the density of defects in that region. Strain accumulates
at the edge of the sample, as it is the place where the crystal structure terminates. Therefore, the density of defects increases as one gets closer to the edge. Our design gives us a large enough area to work with in which the effects of defect are negligible.

The position at which the excitons are in resonance with cavity photons is determined by measuring the intensity of the PL of the polaritons as a function of distance to the center of the wafer, when the sample is excited by a laser with a photon energy higher than the stop band energy of the DBRs. The excitation laser creates excitons inside the microcavity, which couple to the cavity photon mode, forming polaritons. The coupling is the strongest when the exciton energy is in resonance with the cavity photon energy, and the intensity of the PL also reaches its maximum value for a fixed pump power. The resonance position found with this method is 19.3 mm away from the center of the sample wafer. The LP energy at this position is 1.5995 eV, indicating a Rabi splitting $(2g_0)$ of 11 meV between the UP and LP. The effective mass of the cavity photon is $3.42 \times 10^{-5} m_0$, which gives a polariton effective mass of $6.84 \times 10^{-5} m_0$ at resonance, where $m_0 = 9.1 \times 10^{-31}$ kg is the free electron mass.

Fig. 7 shows the energy of the lower polariton with $k_{\parallel} = 0$ in the region near the resonance position of sample. On the negative detuning side of the resonance, the LP energy gradient is 9.7 meV/mm, from which a cavity photon energy gradient of 12.69 meV/mm is extracted. The cavity photon energy gradient across the sample provides a large range of detuning to work with. As discussed in Section 2.3, the properties of polaritons can be tuned by changing the detuning. Therefore, by moving to different spots on the sample we can study polaritons with very different properties. For example, Fig. 8 shows the energy dispersion data of polaritons at three different locations on the sample: where the detunings are -24.8 meV, 0 meV and +8.5 meV. The corresponding effective mass of the polaritons, obtained by fitting the data with Eq. (2.20), are $3.52 \times 10^{-5} m_0$, $6.84 \times 10^{-5} m_0$ and $1.77 \times 10^{-4} m_0$ respectively.

### 3.1.2 Dislocations in the Long-Lifetime Polariton Sample

It is remarkable that very high quality is achieved in this long-lifetime microcavity sample which requires over 30 hours of continuous MBE growth. The very low density of disor-
Figure 7: LP energy as a function of distance to the center of the wafer. The PL at different locations is taken by scanning the sample along the cavity gradient with a focused laser beam (20 μm in diameter) from the diode laser, which is working at 705 nm and the pump power is 4 mW. The sample temperature is between 6 K to 7 K. The inset (a) illustrates the shape of the sample, and the blue arc on the surface indicates the position where exciton energy and cavity photon energy are in resonance. The inset (b) shows the PL near the resonance position when the sample is illuminated by a defocused laser beam.
Figure 8: Energy dispersion of polaritons at different locations on the sample where the detuning is (a) $\Delta_0 = -24.8$ meV, (b) $\Delta_0 = 0$ meV, and (c) $\Delta_0 = +8.5$ meV. The corresponding effective of the polariton are (a) $m_{LP} = 3.52 \times 10^{-5} m_0$, (b) $m_{LP} = 6.84 \times 10^{-5} m_0$, and (c) $m_{LP} = 1.77 \times 10^{-4} m_0$.
Figure 9: (a) Schematic of a misfit (blue line) at the interface between two epitaxial layers with different lattice constants ($a_1$ and $a_2$). (b) Real-space image of a region on the sample when it is illuminated with a defocused laser beam. There are two dislocations going along the [110] direction in the central part of this image. (c) Real-space image of a region on another long-lifetime microcavity sample which is 5% thicker than the one shown in (b). (d) Real-space image of the surface of the sample near one edge of the sample. The black pockets correspond to the regions in which the surface of the sample is destroyed by oxidization.
<table>
<thead>
<tr>
<th>Energy (eV)</th>
<th>$y$ (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.568</td>
<td>-40</td>
</tr>
<tr>
<td>1.569</td>
<td>-20</td>
</tr>
<tr>
<td>1.570</td>
<td>0</td>
</tr>
<tr>
<td>1.571</td>
<td>20</td>
</tr>
<tr>
<td>1.572</td>
<td>40</td>
</tr>
</tbody>
</table>

Figure 10: (a) Energy-resolved real-space image of polaritons in a region where there is a dislocation going through $y = 0$ µm. The red box encloses polaritons trapped in the dislocation. The energy of these polaritons is about 0.15 meV lower than those outside the dislocation. (b) Propagation of polaritons in the channel formed by a dislocation. The polaritons are created non-resonantly by focusing a laser beam at one end of the dislocation (red dashed box), which goes from left to right.
start from the edges of the sample where the sample was cleaved (Fig. 9(d)). Strain built up at the edges when the sample was cleaved and generated dislocations that run into the sample. They edges were also oxidized over time as they were exposed to the atmosphere, and started breaking apart after many thermal cycles. These processes all lead to the generation of dislocations in the sample. Fig. 9(d) shows a real-space image of the sample surface near one edge of the sample. The dark pockets in on the sample surface are the regions in which the sample surface is destroyed by oxidization and accumulated strain when the sample was cleaved.

The dislocations spoil the DBRs and reduce the confinement of the cavity photon in the regions where they are. As a consequence, the energy of the cavity photons as well as the energy of the polaritons are lower in these regions. Polaritons can be trapped in these local energy minima. Fig. 10(a) shows the energy-resolved real-space image of polaritons created by a defocused laser beam in a region where there is a dislocation at $y = 0 \ \mu m$. As one can see, the energy of the polaritons in the dislocation (red dashed box) is about 0.15 meV lower than that of the polaritons outside the dislocation.

Polaritons can also propagate along the dislocation when they have non-zero in-plane momentum along the dislocation. Fig. 10(b) shows the propagation of polaritons in a dislocation when the polaritons are created by a focused laser beam near the end of the dislocation. In this case, the dislocation plays the same role as microcavity wires which are produced by etching the microcavity sample into strips of a few microns wide [24]. Thus, it might be possible to use the dislocations as 1D channels for the study of the polaritons in 1D. For example, one of our on-going effort is to study the interaction of two independent polariton droplets by colliding them at the intersection of two microcavity wires. In principle, we can do the same experiment with two crossed dislocations.

### 3.2 CREATING POLARITONS WITH OPTICAL EXCITATION

In our experiments, the polaritons are generated through optical excitation with laser. In order to get light to transmit into the cavity, the pump laser photon energy needs to be
Figure 11: Optical methods for creating polaritons. (a) Illustration of resonant pumping method. The polaritons (red oval) are directly created by the excitation laser which is in resonance of the polariton mode. (b) Illustration of non-resonant pumping method. The excitation laser is at a energy much higher than the polaritons. It creates high energy electrons and holes in the quantum well. The electrons and holes cool down through scattering with each and with lattice by emitting phonons (black wavy line). At low enough energy, they form excitons which can couple to cavity photons to form polaritons with high in-plane momentum (blue spots). These polaritons relax to lower energy states by emitting phonons (dark arrow) and scattering with each (purple arrow).
either in resonance with the polariton mode or at photon energy above the stop band edge (see Fig. 6(b)). When the pump laser is in resonance with the polariton mode, it directly creates polaritons in the cavity and this process is known as resonant pumping (Fig. 11(a)). In this case, the polaritons inherit all the properties from the laser photons, such as in-plane momentum, energy, polarization and phase coherence. Thus the properties of the polaritons are precisely controlled by the pumping laser, which is crucial for applications such as information process with polaritons. But the coherence of polaritons created by resonant pumping method can not be regarded as spontaneous coherence coming from quantum phase transition.

When the pump laser excites the microcavity with photon energy above the stop band edge (see Fig. 6(b)), it creates hot carriers, i.e. electrons and holes with high kinetic energies, in the quantum wells. The hot carriers cool down to form excitons by emitting phonons. After relaxing to low enough energy, excitons couple to cavity photons to form polaritons. Fig. 11(b) illustrates the non-resonant pumping method. The information originally carried by the laser photons, such as phase coherence and polarization, is lost in these processes. For this reason, it is advantageous to study spontaneous coherence of polaritons under a non-resonant pumping scheme. Another interesting effect of the non-resonant pumping method is that it creates an exciton reservoir at the pump spot, which can be used as a potential barrier for polaritons, as I will discuss later in this chapter. All the experiments presented in this thesis are done with the non-resonant pumping method. For the experiments that will be discussed in Chapter 4, an intensity-stabilized diode laser was used to excite the sample, which has a maximum output power of 50 mW and is wavelength tunable from 705 nm to 715 nm. For the experiments in other parts of the thesis, the excitation laser is a home-made continuous wave Ti:Sapphire laser. The wavelength of this laser can be tuned from 720 nm to 900 nm, and the maximum output power is about 500 mW when it is pumped by a 5 W green laser.
3.3 OPTICAL DETECTION OF POLARITONS

Polaritons decay by emitting photons out of the cavity; there is one-to-one correspondence between the polariton and the emitted photon. Thus, by collecting and analyzing photons coming out of the cavity, all the information about the polaritons can be obtained. A real-space image of the photons will tell us the properties of the polaritons as a function of position, such as particle density, energy and phase. The in-plane momentum of a polariton is mapped to the emission angle of the photon, so the distribution of the in-plane momentum of polaritons can be obtained by angle-resolved image of the PL. In this section, I will describe the optical setups for real-space imaging, momentum-space imaging, and phase coherence measurement.

3.3.1 Real space spectroscopy

Real space measurement is carried out with the setup in Fig. 12(a). The real space image of the polaritons is formed on the entrance slit of the imaging spectrometer by a combination of two lens. When the spectrometer is working in the imaging mode, it plays the role of a plane mirror, projecting the image on the entrance slit to the charge coupled device (CCD) camera mounted on the exit port of the spectrometer. The spectrometer is an SP2300 spectrometer from Princeton Instruments. It has a focal length of 300 mm, and a 1800 groves/mm grating is installed in the spectrometer. The CCD camera is a Cascade:1K camera from Photometrics. This camera uses a EMCCD which has an active area of 1004 × 1002 pixels with a pixel size of 8 µm × 8 µm. The EMCCD is cooled down to -30 C in operation by a peltier cooler to suppress thermal noise. This spectrometer and the CCD together give a spectral resolution of 0.056 nm, corresponding to an energy resolution of 0.1 meV at 776 nm.

Fig. 12(b) shows an image of the surface of the sample when a broad band light ("white" light) is used to illuminate the sample. Fig. 13(a) shows the spatially resolved luminescence of polaritons when the sample is excited with a defocused, non-resonant laser beam. The spectrum of the PL from the central slice (x = 0 µm) of Fig. 13(a) is shown in Fig. 13(b).
Figure 12: (a) Real-space imaging setup. The dichroic BS is a dichroic beamsplitter which is highly reflective for wavelength below 755 nm and highly transparent for wavelength above 755 nm. The luminescence from the sample is collected and collimated by the first lens and then refocused onto the entrance slit of the spectrometer. The spectrometer can either work in the imaging mode or the spectral mode. In the imaging mode, it projects the image on the entrance slit to its exit slit where a CCD is installed. In the spectral mode, it diffracts the wavelength resolved beam to the exit slit. (b) Real-space image of the sample surface obtained by illuminating the sample with a ‘white’ light lamp. The circular edge boundary of the sample is the aperture of the sample holder.
Figure 13: Photoluminescence of lower polaritons and its energy spectrum. (a) Spatially resolved image of the polaritons created by a defocused pump beam from a laser working at 731 nm (1.696 eV) with a pump power. (b) Energy spectrum of the polariton luminescence from a slice at $x = 0 \, \mu\text{m}$ of (a).

The energy of polaritons changes across the sample due to the cavity-width gradient.

### 3.3.2 Momentum space spectroscopy

The in-plane momentum of polaritons maps to the emission angle of the photons in the far-field. Thus the in-plane momentum of polaritons can be determined by measuring the emission angle of photons in the far-field. One way of getting the far-field image of polaritons, as illustrated in Fig. 14(b), is to use a lens to Fourier transform the near-field emission into the far-field. The polaritons are placed at the focal point of a convex lens, which focuses the photons emitted at the same angle to a single point on its focal plane. Therefore, the far-field image is formed on the focal plane and the in-plane momentum is mapped to coordinates on this plane. In our experiments, we implement this method with the setup illustrated in Fig. 14(b). Comparing to Fig. 12(a), a third lens is added into the system which uses the real space image formed by the first two lens as a source to form the far-field image on its
Figure 14: Momentum-space imaging setup. (a) When the sample is placed at the focal plane of the lens, the far-field image of the polaritons is formed on the other focal plane of the lens. The emission angle, $\theta$, is mapped to the distance $y$ to the center of the focal plane by $\tan \theta = y/f$. (b) Setup for the momentum-space imaging experiment. The image formed by the first two lens is used as a source for a third lens which projects the far-field image to the entrance slit of the imaging spectrometer.
Figure 15: Far-field image of polaritons and the spectrum. (a) Far-field image of the polaritons formed on the entrance slit of the spectrometer. (b) Energy spectrum of the central slice (enclosed by the red dashed box) of the far-field image.

3.3.3 Coherence Measurement

The first-order temporal coherence, or the coherence time \( \tau_c \), of the polariton system is measured with a Michelson interferometer as shown in Fig. 16(a). Two plane mirrors (M2 and M3) are mounted on linear translation stages which have a travel range of 25 mm. Thus the maximum path length difference between the two arms is 100 mm, corresponding to a 333 ps time delay. The positions of the mirrors that give 0 time delay between the two
Figure 16: (a) Schematic of the setup for coherence time measurement. PL from the polaritons (red and purple dots) are collimated and then sent into the Michelson interferometer. In the drawing, the reflected beams are intentionally shifted from the beam path of the incident beam to make them visible to the eyes. In practice, the beam going through the beam splitter (BS) gets shifted due to the non-zero thickness of the BS. Lens 2 forms a real-space image of the polaritons for each beam from the interferometer, and overlaps them on the entrance slit of the interferometer. (b) Real-space image of a part of a polariton condensate. (c) The interference pattern recorded by the CCD camera. This data was recorded when the time delay between the two arms of the interferometer is 0.
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Figure 17: (a) Schematic of the setup for coherence time measurement. PL from the polaritons (red and purple dots) are collimated and then sent into the modified Michelson interferometer. One plane mirror (M3) is replaced by a right-angle prism. The prism flips the image of the polaritons by $180^\circ$ with respect the axis perpendicular to the plane of incidence. When the images are overlapped at the entrance slit of the imaging spectrometer, polaritons from different positions interfere with each other. In the drawing, the reflected beams are intentionally shifted from the beam path of the incident beam to make them visible to the eyes. In practice, the beam going through the beam splitter (BS) gets shifted due to the non-zero thickness of the BS. (b) Real-space of a part of polariton condensate. (c) The interference pattern recorded by the CCD camera. It is created by interfere the polaritons in (b) with its image that flipped along the y axis.
paths is determined by sending a beam from a picosecond pulsed laser into the interferometer and overlapping them at the exit port of the interferometer. When taking measurements, the collimated beam of polariton PL is sent into the interferometer. After coming out of the interferometer, these two beams go through a focusing lens overlapping each other and generate a interference pattern at the focal plane of the lens. Fig. 16(b) shows the real-space image of a part of a polariton condensate. Fig. 16(c) is the interference pattern of these polaritons when the time delay between the two arms of the interferometer is zero. As one can see, there are bright and dark fringes across the whole image. The coherence time of the polaritons is determined by measuring the visibility of these interference fringes as a function of the time delay between these two beams. For a given time delay, $\Delta t$, between the two arms of the interferometer, the visibility of the interference fringes is defined as

$$v(\Delta t) = \frac{I_b(\Delta t) - I_d(\Delta t)}{I_b(\Delta t) + I_d(\Delta t)}$$

(3.1)

where $I_b$ and $I_d$ are the intensities of the bright and dark fringes, respectively.

In order to measure the spatial coherence, namely the coherence length ($l_c$), the time delay between the two arms of the interferometer is set to zero, and one plane mirror of the interferometer is replaced by a right angle prism (Fig. 17(a)). This prism gives a 180 degree reflection independent of the angle of incidence. In addition, it flips the incident beam along the axis that is perpendicular to the plane of incidence. When this beam is overlapped with the beam from the other arm of the interferometer, the spatially separated polaritons interfere with each other, gives us the spatial coherence information. Fig. 17(b) shows the real-space image of a part of a polariton condensate, and Fig. 17(c) is the interference pattern recored by the CCD camera. From Fig. 17(c), one can see that as the distance between the polaritons ($2|x|$) increases, the contrast between the bright and dark fringes decreases which implies that the polaritons becomes less coherent. By calculating visibility at different postions ($x$) in this Fig. 17(c), the coherence length $l_c$ can be determined.
3.4 STRESS TRAP FOR POLARITONS

As discussed in Chapter 2, a uniform 2D system of bosons cannot undergo Bose-Einstein condensation at finite temperatures [58], because of long-range thermal fluctuations inherent to low-dimensional systems [53]. However, by applying a trapping potential to the system, one can introduce a lower bound for the momentum of such long-range thermal fluctuations and thus suppress their existence. Therefore, a true BEC can exist in a trapped 2D system of bosons [55, 56].

For microcavity polaritons, natural defects in the crystal might provide adequate trapping potential for the BEC to happen [15, 72]. But there are unavoidable drawbacks for this trapping method: the defects appear randomly in the sample, and they have random energy and spatial profiles. As a consequence, BECs are formed in discrete regions within the polariton cloud, and particle density and phase of the condensate are highly inhomogenous. In order to create a highly controllable trap for polaritons, several different methods that involve nano fabrication of the sample have been developed [59, 60]. In our experiments, we follow a different approach: creating harmonic traps for polaritons by applying stress on the microcavity sample. In this harmonic trap the first clear evidence of polariton BEC was established in 2007 [17].

3.4.1 Background Physics of Stress Trapping

Using stress to control the motion of excitons and free carriers was first demonstrated in bulk semiconductors [73, 74, 75]. The method of trapping excitons with stress in GaAs quantum well structures was first developed in our lab [76], and then adapted to microcavity structures [17]. When stress is applied on the microcavity, the energy of the excitons in the quantum well gets shifted. Meanwhile, the stress has negligible effect on the dielectric constants of the materials, so the cavity photon energy does not change. The polariton energy shifts as a result of the shifted exciton energy. The energy shift of the exciton as a function of stress is given by the Pikus-Bir deformation Hamiltonian [77]:

\[
H_{PB} = a(\epsilon_{xx} + \epsilon_{yy} + \epsilon_{zz}) + b \left[ (J_x^2 - J_z^2/3)\epsilon_{xx} + c.p. \right] + \frac{2d}{\sqrt{3}} \left[ \frac{1}{2} (J_x J_y + J_y J_x)\epsilon_{xy} + c.p. \right]
\] (3.2)
where \(a, b,\) and \(d\) are deformation potentials, \(\epsilon_{ij}\)'s are the components of stress-tensor, \(J\)'s correspond to the spin states of the valence band \((m = \pm 3/2, \pm 1/2)\), and \(c.p.'s\) are the cyclic permutations with respect to \(x, y\) and \(z\). In our experiment, the stress is applied along the growth direction \((z\) direction) of the sample, therefore

\[
E_{PB} = a(\epsilon_{xx} + \epsilon_{yy} + \epsilon_{zz}) - 3b(\epsilon_{zz} - \frac{1}{2}\epsilon_{xx} - \frac{1}{2}\epsilon_{yy})
\]

\[
= 3a\epsilon_{\text{hydro}} - 3b\epsilon_{\text{shear}}
\]

with \(\epsilon_{\text{hydro}}\) the hydrostatic stress-tensor and \(\epsilon_{\text{shear}}\) the shear stress-tensor. The shear stress will change the symmetry of the crystal lattice lifting the degeneracy of the bands. The band that is shifted to lower energy creates an energy minimum for excitons. The hydrostatic stress does not change the symmetry of the crystal but it can lower the energy of the band if it creates a hydrostatic expansion. On the other hand, if a hydrostatic compression is induced, the energy of the band will increase. In GaAs, the hydrostatic deformation potential is much larger than the shear deformation potential [78]. Therefore, in order to produce a trap for excitons in GaAs quantum wells, one needs to create a stress with no hydrostatic term, or to create a hydrostatic expansion. In our experiment, we take the second approach.

A schematic of the stress trap setup in our experiment is shown in Fig. 18. The stress is applied on the back side of the microcavity sample through a round tip stainless steel pin. In this geometry, the microcavity gets stretched as the sample bends under stress leading to a hydrostatic expansion of QWs. Fig. 19 shows the calculated exciton energy and the lower polariton energy for a 100 \(\mu m\) thick sample. A force of 0.8 N is applied on the sample by a pin with a 50 \(\mu m\) diameter tip. Material parameters such as deformation potentials used in the calculation are from Refs. [40, 79, 80]. As seen in Fig. 19(a), an exciton energy minimum is created by the stress while the cavity photon energy stays the same. In this particular case, the exciton energy at the center of the trap reduces by 9 meV changing the detuning from -6.8 meV to 2.2 meV. Fig. 19(b) compares LP energies with and without stress. Because of the cavity photon energy gradient, the trap for LP is shallower than that for excitons. On the lower energy side, the trap depth is 1 meV. PL of polaritons in this stress trap is shown in Fig. 20, which is in good agreement with the calculation. The bottom part of the stress trap can be well fitted by a harmonic trap \(U = 1/2Kr^2\), where \(r\) is the distance to the center.
of the trap and $K = 48.3 \text{ eV/cm}^2$ is the spring constant of the trap. The effective mass of LP in the trap is $9.55 \times 10^{-5} m_0$ where $m_0 = 9.1 \times 10^{-31} \text{kg}$ is the free electron mass. Thus the trapping frequency is $\omega_0 = 2.98 \times 10^{10} \text{ Hz}$ and the quantum level spacing of the trap is $\hbar \omega_0 = 0.020 \text{ meV}$. The sample temperature is maintained at 10 K in the experiment, the corresponding thermal energy of polaritons is $k_B T = 0.86 \text{ meV}$. Therefore, the energy levels in the trap can be approximated as a continuum.

3.4.2 Advantages of Stress Trapping

The method of stress trapping has several advantages over other trapping methods that rely on nanofabrication of the sample [59, 60]: the position and depth of the stress trap can be actively tuned, while when the trap is created by nano fabrication it can not be changed once the fabrication is done. The stress trap provides a way of actively adjusting the energy detuning between the photon and the exciton. As a result, the properties of polaritons such as interaction strength and lifetime can be changed by stress as they all depend on detuning. For example, as the detuning changes from negative to positive the exciton fraction of the LP increases, the interactions between LPs become stronger and stronger and the LP gas gets better thermalized. Fig. 21 shows this change through the spectrally resolved momentum space images of LP at $x = 0 \mu \text{m}$ in Fig. 19(b) before and after the stress is applied. Without stress, the detuning is -6.8 meV at this position which gives an exciton fraction of 0.26. The interaction between polaritons is not strong enough to make them thermalized, therefore, they move ballistically in the sample occupying only a small section of the dispersion curve (see Fig. 21(a)). With the detuning changed to 1.9 meV by stress, the exciton fraction of the LP increases to 0.58. The interaction between polaritons now becomes strong enough for them to thermalize with each other. This is illustrated by the momentum distribution in Fig. 21(b), where polaritons occupy a wide range of the momentum states.

To demonstrate the thermalization of polaritons in the stress trap, we measured the temperature of polaritons in a stress trap similar to the one shown in Fig. 20. At the center of this stress trap, the detuning is 4 meV and the exciton fraction is 0.65. Fig. 22(a) shows the energy-resolved real-space image of polaritons in this trap. These polaritons are
produce a potential minimum. The hydrostatic strain does not change the symmetry of the crystal, but if a hydrostatic expansion is in effect, it can also contribute in creating a potential minimum. This can happen given the right geometry such that application of stress leads to a hydrostatic expansion. Fig. 4.1 shows one such geometry which has been developed previously in our group [80]. Stress allows one to tune quantum wells into resonance with the cavity photon. Figure 4.2 illustrates how the upper and lower polariton dispersion, Eq. (2.6), when the bare exciton energy is shifted through the cavity resonance.

A more detailed presentation of how the Pikus-Bir deformation and other relevant terms (e.g. exchange) affect the bands, including computational methods used in our simulations, will be presented in Appendix E. Fits from simulations of exciton band shifts applied to cavity polaritons will be discussed further in Chap. 8.

The method described above gives us the freedom to use nearly any part of the wafer and to tune the exciton bands into the region of strong coupling. At the same time, when stressed, a potential minimum is created for the polaritons, which is a necessary requirement to observe true BEC as discussed in Chap. 3. The point of high stress becomes a confining point for carriers. In previous experiments [8], the polaritons were drifting with energy shifts which depended on the local density [17].

Stress may also be varied to control the amount of coupling between the excitons and the cavity mode. Varying the amount of stress can make the polaritons more photon-like.

Figure 18: Schematic setup for the stress trap. The sample is clamped on the sample holder by a Teflon plate which has a hole at the center to allow the pin go through it. Stress is applied on the back surface of the sample through a spring-loaded pin. The sample will bent downward under the influence of the stress. While the region near the back surface of the sample gets compressed, the microcavity which is near the front surface of the sample gets stretched.
Figure 19: Calculated energy of the excitons and polaritons without and with force applied on the back surface of the sample. (a) Energy of the excitons without (green) and with a stress of 0.8 N (red) applied at $x = 0 \mu m$. The photon energy does not change with stress (blue). (b) Energy of the polaritons with (purple) and without (black) stress. A trap in the vicinity of stress center is formed for the polaritons. Due to the cavity-width gradient, the right side of the trap is lower than the left side. The effective depth of the trap is 1 meV.
Figure 20: PL of lower polaritons when a stress of 0.8 N is applied on the sample. The pin touches sample at $x = 0$. The red dashed line is a harmonic trap fit to the bottom region of the stress trap. It gives a quantum level spacing of $\hbar \omega_0 = 0.020$ meV.

Figure 21: Spectrally resolved momentum space PL of LPs at $x = 0$ in Fig. 19(b) without and with stress applied on the sample. (a) PL of LPs without stress; the detuning is -6.8 meV. (b) PL of LPs with a force of 0.8 N applied on the sample; the detuning is 1.9 meV.
Figure 22: Temperature of polaritons in the stress trap. (a) The energy-resolved PL of polaritons in the stress trap with the pump laser focused to $y = 0$. The inset shows the same image but in a log-scale. (b) The fitting (red line) of the polariton intensity (blue dots) as a function of energy with the Bose-Einstein distribution. The data come from polaritons at $y = 46.2 \, \mu m$ in (a). (c) The fitting of the same data in (b), but with the Maxwell-Boltzmann distribution. (d) The temperature of polaritons at different locations in the sample obtained by fitting the data with Bose-Einstein distribution (red) and Maxwell-Boltzmann distribution (blue), respectively.
created non-resonantly by a laser focusing to a spot of 8 µm diameter at the center of trap 
\( y = 0 \, \mu m \). Due to the repulsion from excitons, polaritons move away from the excitation 
spot and fill in the trap. The polariton population outside the excitation spot is more visible 
in the inset of Fig. 22(a), which uses a log scale for the PL intensity.

In order to determine the temperature of polaritons in the trap, we took slices of Fig. 22(a) 
along the energy axis at different locations in the trap. Then for each slice, we fitted the 
intensity of the PL as a function of energy with Bose-Einstein (BE) distribution and Maxwell-
Boltzmann (MB) distribution, respectively. The temperature is used as one of the fitting 
parameters in the data fitting. Fig. 22(b) and Fig. 22(c) show the type results of the data 
fitting. In these two figures, the data from the slice at \( y = 46.2 \, \mu m \) of Fig. 22(a) is fitted 
the Bose-Einstein distribution with a temperature of 10.6 K, and to the Maxwell-Boltzmann 
distribution with a temperature of 9.1 K. Good agreement between the data and the thermal 
distribution functions are obtained in both case. This implies that the polaritons are in ther-
mal equilibrium with each other. The fact that the data fits well with both the Bose-Einstein 
distribution and the Maxwell-Boltzmann distribution is because the density of polaritons are 
well below the quantum degenerate density, and these two distributions are nearly the same 
at such low density. Fig. 22(d) shows the temperature of polaritons at different locations in 
the trap. It is interesting to notice that as polaritons move away from the excitation spot, 
they become colder. This is analogous to the free expansion of a gas; the gas becomes colder 
as it expands.

An important feature of this result is that the temperature of the polaritons is nearly 
the same as the temperature of the crystal lattice, which is \( \sim 9.5 \, \text{K} \) in this experiment. This 
indicates that polaritons are in thermal equilibrium with the crystal lattice, which has not 
been observed before except when the polaritons are extremely positively detuned (exciton 
fraction \( \sim 0.90 \)) and are near the quantum degeneracy density [25]. The fact that our 
polaritons are only slightly positive-detuned and are at a density far below the degeneracy 
density makes this observation even more surprising. We ascribe thermalization between 
the polaritons and the lattice observed here to the extraordinarily long lifetime of polariton 
in our sample. In previous experiments, the polariton lifetime is in the range from 4 ps to 
10 ps [15, 17]. While, the typical polariton-phonon scattering time in microcavity is 50 ps
Therefore, these short lifetime polaritons can not reach thermal equilibrium with the lattice via scattering with phonons, even when their density is high enough to form a BEC. For example, in Ref. [15] and [17] polaritons were found to reach thermal equilibrium with each other at effective temperatures of 19 K and 97 K respectively, while the samples were maintained at 4 K. Being able to thermalize with the lattice allows the possibility for tuning the temperature of the polariton system by changing the lattice temperature. This opens the door to study temperature dependent physics of polaritons, such as determining the phase diagram of polaritons [46].

Another important effect of the stress is that it can lift the degeneracy of the polariton state: the stress splits it into two linearly polarized states with different energies [81, 82]. This effect has been thoroughly studied in Ref. [81]. It was found that the splitting of the polariton states is primarily due to the splitting of exciton states, which comes from the electron-hole exchange interaction and the mixing of the light- and heavy-hole excitons induced by stress. Fig. 23 shows the polarization-resolved image of polaritons in the stress trap. A splitting of the polariton can be clearly seen when the polarizer allows both linear polarizations to pass through. Such a splitting of the polariton states plays an important role in our experiment, as we will discuss in Chapter 7.

3.5 EXCITON BARRIER FOR POLARITONS

In a non-resonant pumping experiment, an exciton cloud is created at the pump spot. The excitons, with mass $10^4$ times higher than the polaritons, are essentially static as seen by the polaritons. The repulsive interaction between the excitons and polaritons makes the exciton cloud a potential barrier for polaritons. The properties of this potential can be well modeled as a mean-field shift proportional to the local density of the excitons $\Delta U \sim g_{ex}n_{ex}(r)$, with $g_{ex}$ and $n_{ex}$ are the polariton-exciton interaction strength and exciton density. Fig. 24(a) shows the energy spectrum of polaritons created with a defocused non-resonant pumping laser. In this case the density of excitons is low in the pump region; therefore the blue shift is negligible and the polariton energy varies across the sample due to the cavity photon
Figure 23: Polarization resolved PL of polaritons in the stress trap. The white double arrow represents the direction of linear polarization of the PL in (a) the horizontal direction, (b) the vertical direction and (c) the 45° direction. The brown arrows in the figures represent the directions of the crystal axis of the sample.
Figure 24: Exciton barrier for polaritons. (a) When the pump laser beam is defocused, low density polaritons are created in a region of about 100 $\mu$m in diameter. The energy of polaritons changes due to the cavity-width gradient. (b) The laser beam is focused down to a spot of 15 $\mu$m in diameter at $y=0$ $\mu$m. The density of excitons is high at the pump spot, and the polaritons are shifted to higher energies.
energy gradient. Fig. 24(b) shows the polariton energy spectrum when the laser spot is focused down to a spot of 15 µm in diameter. Here the density of excitons at the pump spot is high and it shifts up the polariton energy significantly, therefore a potential barrier is obtained.

This method allows the possibility of creating an arbitrary potential landscape for polaritons, because both the height and shape of the barrier can be precisely controlled by the pump laser. For example, a 1D harmonic trap can be created by bringing two exciton clouds close together [20]. Using a ring-shaped pump beam, a 2D harmonic trap can be created [21]. In Chapter 5, I will discuss our experiment with an exciton barrier on top of the potential due to cavity-width gradient [22]. In Chapter 6, I will show that by combining the exciton barrier with the stress trap, we can create a ring-shaped trap in which a new type of half-quantized circulation of polaritons is observed [23].
In this chapter, I will present our experiments on the long-lifetime polaritons created by the nonresonant pumping method. The extraordinarily long lifetime, 270 ps at resonance, enables the polaritons to move over hundreds of microns away from the point of creation. The polaritons exhibit very rich dynamics under the influence of the exciton barrier created by the pumping laser and the potential due to the cavity-width gradient. In the low-density regime, polaritons behave like classical particles propagating ballistically over hundreds of microns in the microcavity. The ballistic motion of polaritons provides a new way of measuring the polariton lifetime. In the moderate density regime, a large fraction of the polariton population enters into a dissipationless flow over hundreds of microns. Polaritons in this flow are coherent, and the coherence is maintained as they propagate in the sample. This allows the possibility of studying quantum coherence on macroscopic scales. When the polariton density is above a critical threshold, they make a sudden transition from the flow state to a trapped state in the quasi-1D trap formed by the exciton barrier and the cavity gradient. This transition is accompanied by a very sharp decrease of the polariton line width, and Bose-Einstein condensation to the zero in-plane momentum state. This transition is much sharper than transitions observed before with short-lifetime polaritons. The trapping effect observed here provides a new way of engineering potentials for polaritons.

The results presented in this chapter have been published in the paper “Dissipationless flow and sharp threshold of a polariton condensate with long lifetime,” Physical Review X 3, 041015 (2013) [22]. I measured the real-space and momentum-space images of the polaritons at different pump powers, which were shown in Fig. 1 and Fig. 2 in the paper. I also contributed to the analysis of the data and the writing of the paper. The coherence time measurement of
the polaritons shown in Fig. 28 is published in the paper “Long-range ballistic motion and coherent flow of long-lifetime polaritons,” Physical Review B 88, 235314 (2013) [48]. Besides the coherence time measurement, I also contributed to the simulation of the evolution the polariton state which was shown in Fig. 9 of this paper.

4.1 EXPERIMENTAL METHOD

In the experiments, we chose a region with negative detuning on the sample. In this region, polaritons have relatively weak but nonzero interactions with each other and with the lattice. This allows the polaritons to move over large distances with very few scatterings. On the other hand, when the particle density is high, the polaritons still have enough interaction between themselves to exhibit many-body effects.

The sample was mounted in a cryostat with the temperature maintained at 10 K by a continuous flow of helium vapor. It was pumped by a single-mode continuous wave diode laser working at 707 nm, at the third minimum of the reflectivity above the microcavity stop band. The laser beam was focused down to a spot of 12 $\mu$m in radius. At the pumping position, the detuning was $\Delta = -3.2$ meV. The PL from the polaritons is detected and analyzed by the real space and momentum imaging setups discussed in Chapter 2.

4.2 BALLISTIC MOTION OF POLARITONS OVER MACROSCOPIC DISTANCE

Fig. 25 shows the energy-resolved real-space and momentum-space images of polaritons at a pumping power of 1 mW. The top picture of Fig. 25(a) is the PL from hot carriers created by the pumping laser. Its profile shows the spatial extent of the excitation region where the polaritons are generated. It also shows that the excitons remain where they are created. The bottom picture is the PL from polaritons with $k_\parallel \sim 0$ ($\pm 2^\circ$ angle of acceptance). It shows that polaritons created at the pumping spot ($y = 0 \, \mu$m ) move uphill against the
Figure 25: Energy-resolved real-space and momentum-space images of polaritons when the pump power is 1 mW. (a) The image on the top is the PL from the hot carriers created by the non-resonant pumping laser. The bottom picture is the energy-resolved real-space of polaritons with $k_{||} \sim 0$ ($\pm 2^{\circ}$ angle of acceptance). The polaritons are created at $y = 0 \ \mu m$ by the excitation laser. (b) The momentum-space image of the polaritons in the field of view of the imaging system. The white curve is the single-particle energy dispersion of polariton at the pump spot ($y = 0 \ \mu m$) at low density. From Ref. [22].
Figure 26: Illustration of the mechanism for the smearing of the polariton dispersion in Fig. 25(b). Curves with different colors are the single-particle dispersions of polariton at different positions in Fig. 25(a). The blue circle on the white curve represents the a polariton leaving the pump region with an initial momentum of \( k_0 \) in the up-hill direction. As it moves further away, it decelerates to lower momentum states \( (k_1, k_2) \). When its momentum reduces to 0 \( (k_2) \), it enters the aperture of the real-space imaging setup. The dark circle on the white curve represents a polariton moving in the down-hill direction with an initial momentum \( k_3 \). As it moves away, its gets accelerated to higher momentum state \( (k_4) \). The dashed line corresponds to the lowest energy of polaritons created at the pump spot. It determines the cutoff of the polaritons energy as seen in Fig. 25(b).
cavity gradient to places as far as 200 µm away. In fact, propagation of polaritons over 1 mm is observed when the pumping spot is moved further into the photonic side of the sample [48, 49]. At such low pumping power, the density of excitons in the pumping region is low; it does not lead to a noticeable blue shift of the polariton energy. It is interesting to notice that the polaritons seem to gain energy while moving uphill, which is counterintuitive. In order to understand this phenomena, we need to analyze the momentum-space distribution of the polaritons.

Fig. 25(b) shows the energy-resolved momentum-space image of the polaritons. The white curve represents the single-particle energy dispersion of polaritons at the pump spot at low density. This spectrum “smears” out from the single-particle dispersion curve for two reasons. First, it spatially integrates the emission from the polaritons as they move in the cavity plane; this spectrum is a sum of dispersion curves of polaritons at all different positions on the sample. The spatial gradient of the cavity width leads to a gradient of detuning which shifts these dispersion curves relative to each other, resulting in broadening of the width of the spectrum. The second reason for the spectrum to smear out is that polaritons experience a force, \( F = -\nabla U(x) \), due to the spatial gradient of the cavity width. Under the influence of this force, polaritons accelerate in the downhill direction, i.e. gain momentum in the \( -y \) direction, which smears the spectrum leftward.

These two effects are illustrated in Fig. 26. Here I plot the dispersion curves at different locations on the path of the polaritons in Fig. 25(a). The nonresonant excitation laser generates polaritons in a wide range of in-plane momentum states in the pumping region. These polaritons then move away from the pumping spot and populate dispersion curves at different locations on their path. Polaritons with initial momentum in the uphill direction (the right half of the white curve) will be decelerated by the cavity gradient. As they move uphill, their kinetic energy converts into potential energy. This process is illustrated by the trajectory of the green dot in Fig. 26. These polaritons keep moving uphill until they reach positions where all their kinetic energy has converted into potential energy. We call these positions where polaritons lose all their kinetic energy the “turnaround points”. After reaching turnaround points, they start to move in the opposite direction, namely the downhill direction, under the influence of the cavity gradient. Emission from these polaritons
appears in the region above the dispersion curve in Fig. 25(b). In particular, emission from polaritons at turnaround points has zero in-plane momentum which gives the PL observed in Fig. 25(a). Polaritons with initial momentum in the downhill direction (the left half of the white curve) will be accelerated by the cavity gradient. Their potential energy converts into the kinetic energy as they move away from the pumping spot. This process is illustrated by the trajectory of the black dot in Fig. 26. As a result, they emit photons with larger in-plane momentum which appears in the region below the dispersion curve in Fig. 25(b).

In this low-density regime, the polaritons are essentially moving ballistically, with little scattering with each other. Scattering with the lattice phonons is also suppressed by their very light mass [45]. The ballistic motion of polaritons observed here provides a new method for measuring polariton lifetime. Ideally, the polariton lifetime can be directly determined by measuring the decay of polariton population over time. But there are various reasons making it difficult to do so [48]. If the polaritons are created nonresonantly, there will be a reservoir of excitons in the pumping region which constantly replenishes the polariton population. As the excitons live much longer than polaritons, the decay of polaritons will be mostly determine by the time for excitons to cool down and form polaritons. Therefore, the measured lifetime will be longer than the lifetime of a single polariton. On the other hand, if the polaritons are created resonantly, there will be a large amount of reflected laser light which can not be completely eliminated. In addition, the decay of polaritons at the particular state will be affected by the scattering of polaritons into other states. Furthermore, a coherent polariton state produced by a resonant excitation can have superradiant emission which enhances the decay of polaritons. These two mechanisms make the measured lifetime shorter than the lifetime of a single polariton.

All these difficulties, however, can be circumvented by the ballistic motion of polaritons in our sample. The exciton reservoir does not affect the polariton population after polaritons move away from the pumping region. Scattering processes that take polaritons out of the interested state are also suppressed. The decay of polariton can be determined by comparing the PL intensity at different locations on its trajectory. Based on this idea, the lifetime of polaritons at resonance was measured to be 270 ps. Detailed description of the measurement and data analysis is presented in Ref. [48, 49].
4.3 TRANSITION TO COHERENT FLOW

As the pumping power increases, the energy distribution of the polaritons becomes more and more peaked, until a large fraction is all at a single energy. Fig. 27 shows the real-space and momentum-space images of polaritons under the same condition as that in Fig. 25, but the pumping power is 34 mW. In Fig. 27(a), the $k_y = 0$ polaritons only appear at the pumping spot and at $y = 210 \, \mu$m in the uphill direction. Polaritons at these two locations are at the same energy. At the pumping spot, the polariton energy is 2 meV higher than that in the low-density case (Fig. 25(a)). This energy blue shift is caused by the repulsive interaction between polaritons and excitons in the pumping region. At such high pump power, the density of excitons is very high leading to a significant blue shift of the polariton energy.

The excitons, with a mass of $10^4$ times larger than the polaritons, are static as seen by the polaritons. They can be treated as a static barrier for polaritons. The properties of this potential barrier can be modeled as a mean-field shift proportional to the local density of polaritons. This effect has been seen before, for example in Refs. [24, 20]. The dashed white line in Fig. 27(a) shows the height and spatial extend of the exciton barrier, on top of the potential due to the cavity-width gradient.

After being created on top of the exciton barrier, polaritons move away from the pump region due to the repulsion from excitons. They gain momentum as they rolling down from the exciton barrier. Those accelerating uphill appear as a bright spot at $k_y = 1.75 \, \mu$m$^{-1}$ in Fig. 27(b), while the ones accelerated downhill appear at $k_y = -1.75 \, \mu$m$^{-1}$ in the same figure. But they are not visible in the real-space image as the aperture of the imaging system is restricted to $k_y \simeq 0$. As they continue moving in the cavity plane, those moving downhill will keep accelerating staying outside of the field of view of the imaging system all the time. Others that are moving uphill will slow down to $k_y = 0$ when they reach the turnaround point at $y = 210 \, \mu$m, becoming visible again in our real-space imaging system. When the light emitted from the creation point and from the turnaround point are overlapped, we see interference fringes when there is a time delay of 140 ps (Fig. 28(a)), indicating that the propagation is coherent. The time delay corresponds to the time for the polaritons to travel from the creation point to the turnaround point. The measured coherence time of the
Figure 27: Energy-resolved real- and momentum-space images of polaritons when the pumping power is 34 mW. (a) The white dashed line represents the exciton barrier on top of the potential due to cavity-width gradient. (b) The momentum-space image of polaritons under the same condition as that in Fig. 25(b), except the pump power is 34 mW. From Ref. [22].
polariton beam is approximately 40 ps; the coherence is preserved over a travel distance of 200 \( \mu m \).

Fig. 27(b) shows that the polaritons remain monoenergetic as they propagate in the sample. This indicates that there has been no significant loss of energy of the particles over macroscopic distances. The single-mode behavior observed here occurs when one state is selected out of the continuum of 2D \( k \) state, as opposed to discrete trapped states as in Refs. [24, 20].

As discussed above, the monoenergetic, coherently flowing fraction of the polaritons increases as the density increases, until almost the entire polariton population goes into this flow. We interpret this redistribution as coming about because of the Bose-Einstein statistics of the polaritons, which causes the polaritons to increasingly accumulate in their ground state at their point of creation as the density is raised, due to the stimulated scattering final-state factor \((1 + N_f)\) [45]. There is no other mechanism that can cause this kind of nonlinear change in the polariton-energy distribution. Once the polaritons are in their ground state at the point of creation, they stream away from the creation spot, since there are no confining boundaries to their flow. The polaritons far from the creation spot have much lower density as they stream away. In this regime, their interactions are too weak to redistribute their energies; they simply flow ballistically with nearly no scattering for hundreds of microns. Thus, while they may start out as a quasicondensate at the creation spot, once they are in the ground state, they can simply flow coherently without scattering.

A streaming coherent flow of polaritons has also been reported before under nonresonant excitation [14, 24, 130, 84, 86], but with short-lifetime polaritons. In that case, there was also an acceleration of a coherent propagating state away from the potential-energy peak created by the exciton cloud, but only over a very short distance near the laser-excitation spot; there was also some degree of multimode behavior. In the present experiments, the long lifetime of the polaritons allows them to propagate completely away from the laser-generation spot, all the way to the point at which they turn around and come back in the potential gradient created by the cavity.
Figure 28: Measurement of the coherence between the polaritons at the pump spot and the turn around point. (a) The images of the polaritons at the pump spot (lower circular spot) and the polaritons at the turn around point are overlapped by using the coherence time measurement setup in Fig. 16(a). (b) The visibility (dots) of the interference pattern as a function of the time delay between the two arms of the interferometer in Fig. 16(a). The black curve is a Gaussian fit to the data, which gives a coherence time of 37.5 ± 3.3 ps. The visibility is maximized at a time delay of 140.2 ± 2.8 ps. From Ref. [48].
4.4 SHARP TRANSITION TO TRAPPED STATE

The energy of the coherently propagating polaritons increases as the pump power increases. But when the pump power exceeds a critical threshold, the energy of the polaritons suddenly drops as shown in Fig. 29(a). The polaritons drop to the ground state of the quasi-1D trap created in the nook between the exciton cloud and the potential of the cavity gradient. The polariton cloud now has a very compact spatial profile with a radius of approximately $5.5 \mu m$. The momentum-space image (Fig. 29(b)) shows that the polaritons all go into the state with $k_y \approx 0$. Therefore, a polariton condensate is formed in this quasi-1D trap. By measuring the intensity of emission from polaritons with $k_y = 0$ [22], we notice that this transition from the coherent propagating state to the condensate is very sharp. In fact, no equivalently sharp transition has been observed before in experiments with short-lifetime polariton systems [15, 17, 85]. We also measured the coherence time of this condensate, the result shows that it is greater than 280 ps which is the limit measurable by our Michelson interferometer.

The mechanism responsible for this sudden drop of polariton energy and the transition from flow to a trapped state is still not fully understood. We can make several observations, however. First, as mentioned earlier, the polaritons have nearly no interaction with the lattice phonons [45], and scattering with impurities are elastic which does not change their energy. Since the excitons at the pumping spot are $10^4$ times heavier than polaritons, scattering with excitons will also be effectively elastic and will not change the polariton energy. On the other hand, the polariton-polariton scattering is not negligible, even away from the high-density pumping spot. We can see that the energy of the trapped state in Fig. 29(a) is 0.16 meV above the bottom of the trap. This energy shift comes from pure polariton-polariton interaction, since the polaritons have moved away from the exciton cloud sitting at the pumping spot. It may be that at high density, the polaritons returning from the turnaround point [seen in Fig. 27(a)] collide with the polaritons streaming outward from the creation spot, giving them a new channel for energy redistribution.
Figure 29: Energy-resolved momentum-space and real-space images of polaritons when the pumping power is 44 mW. (a) The image on the top is the PL from the hot carriers created by the non-resonant pumping laser. The image on the bottom is the energy-resolved real-space image of polaritons with $k_\parallel \sim 0$ ($\pm 2^\circ$ angle of acceptance). (b) The energy-resolved momentum space of polaritons. From Ref. [22].
In this chapter and the next chapter, I will present my experiments on long-lifetime polaritons in a more complicated trap geometry — a ring-shaped trap. I will discuss our efforts in creating a polariton ring condensate in this current chapter. The next chapter will focus on the interesting properties of the ring condensate.

Condensates in a ring-shaped trap, analogous to superconducting rings, have received much attention recently [87, 88, 89, 90, 91, 92, 93, 94]. In ultra-cold atoms, ring condensates have been used to study various aspects of superfluid physics, such as persistent current, superfluid phase slips and hysteresis loop of superfluid [88, 91, 95]. These works not only have improved our understanding of superfluids, but also have provided important insights into the design and operation of future devices based on superfluid. As its counterpart in a solid state system, polaritons hold great promise for the study of fundamental superfluid physics as well as application devices. The fact that polaritons become superfluid at normal cryogenic temperatures, and possibly at room temperature, makes the polariton system even more suitable for application purposes. The superfluid physics of polaritons has been extensively studied in a simply-connected geometry [26, 27, 28, 29, 31, 32, 33, 34]. However, there are quite few works on polariton superfluid in a multiply-connected geometry, such as a ring geometry [96, 97, 98]. The ring geometry is of particular interest to us, because it is one of the simplest multiply-connected geometries. In addition, a ring of polaritons is also an important element for polariton circuits which have various possible applications [99, 100, 101, 102].

To create a polariton ring condensate, however, is not a trivial task. One needs to first create a ring trap for the polaritons and then make them relax to the ground state of the trap to form a condensate. In an early effort with short-lifetime polaritons, a non-resonant
excitation laser with ring geometry was used to create the ring condensate [96]. Due to the short lifetime and a gain-loss mechanism, the polaritons were localized to the ring-like pump region. A condensate of ring geometry with multi-lobe density structure was formed when the pump power was increased above a threshold. This patterned condensate was interpreted as a standing-wave state induced by the pump laser. Recently, a similar multi-lobe density patterns was observed in a laser-generated annular potential of a diameter of 40 µm [97]. This pattern is formed by the superposition of two counterrotating polariton waves in high-momentum states, which is similar to a standing wave in a wave guide. These fast moving polaritons interact very weakly with each other due to their large photon fraction. The lifetime of these polaritons is relatively short, about 10 ps. Therefore, the polaritons are unable to thermalize with each other and to relax down to the ground state of the trap to form a condensate.

Our long-lifetime polaritons and the stress trapping method provide unique opportunities for studying the polariton superfluidity in the ring geometry. As shown in Chapter 4, with such a long lifetime, these polaritons are able relax their energy even when they are negatively detuned. In addition, the strength of the interaction between polaritons can be fine tuned by applying stress on the sample. In this chapter, I will show that a highly controllable ring trap for polaritons can be created by placing a laser-generated exciton barrier at the center of a stress-induced harmonic trap. By carefully tuning the photon-exciton detuning in this ring trap, and therefore the polariton-polariton interaction strength, a polariton ring condensate with a coherence length comparable to the condensate size can be created.

The results presented in Section 5.1 and Section 5.3 have been published in “A new type of half-quantum flow in a macroscopic polariton spinor ring condensate,” Proceedings of the National Academy of Science of the United States of American, 112, 2676 (2015) [23].

5.1 CREATING RING TRAP FOR POLARITONS

In our experiments, we created a ring trap in a way similar to that in the cold atom experiments [87, 88], namely, by adding a repulsive barrier at the center of a harmonic trap
Figure 30: Illustration of a ring trap which is made of a harmonic trap and a barrier at the center.

(see Fig. 30). The harmonic trap is created by the inhomogeneous stress method discussed in Section 3.4, and the repulsive barrier is made of excitons generated by a non-resonant excitation laser discussed in Section 3.5. Because a shift of the exciton energy also affects the photon-exciton detuning and therefore, the strength of the interaction between the polaritons, we must compensate for the effect of the stress on the detuning by our initial choice of the detuning at the location in the cavity. Typically, we choose a region of the sample in which the polaritons are negatively detuned in the absence of stress. Then, by applying stress to the sample, we can bring the excitons into resonance with the photons at this position, or even positively detuned from the photon energy. Thus, the detuning as well as the interaction strength can be fine tuned by controlling the magnitude of the stress. The tuning range of the detuning is only limited by the maximum stress that can be applied on the sample before breaking it. For the 100 µm-thick sample used in our experiments, we limit the stress to be no more than 0.8 N, which shifts the exciton energy by about 9 meV.
Figure 31: Stress trap and the ring trap (Ref. [23]). (a) The calculated polariton energy without (blue) and with stress applied (green) across the center of the stress trap. The red curve represents the Gaussian barrier created by the non-resonant laser with a FWHM of 10 $\mu$m. (b) Energy-resolved PL of the polaritons in the vicinity of the stress trap recorded with a defocused laser. The effective trap depth is 1 meV, the quantum level spacing of the trap is $\hbar \omega_0 = 0.02$ meV. (c) A shallower trap with the laser tightly focused at the center of the stress trap. (d) The same condition with (b) except the laser spot is focused moved to one side of the stress trap. Polaritons flow to both side of the pump spot, including the global minimum.
In the experiments where a coherent polariton ring condensate is obtained (Section 5.3), we chose a region on the sample where the detuning was -6.7 meV without stress and +2.2 meV with a 0.8 N stress applied. Accordingly, the photon fraction of the polariton changes from 0.76 to 0.40. Fig. 31(a) shows the calculated polariton energy in the area of interest without (blue line) and with stress (green line). Fig. 31(b) shows the PL of polaritons in the vicinity of the center of stress trap recorded using a defocused laser. A harmonic trap with a depth of 1 meV and quantum level spacing of $\hbar\omega_0 = 0.02$ meV is created.

We then created a Gaussian barrier inside this harmonic potential using a laser focused to a spot, which generates an exciton cloud. The laser was non-resonant, working at 733 nm corresponding to the second minima above the reflectivity stop band of the DBRs. The laser photon energy 105 meV higher than the polariton energy. This optical pumping produced both excitons and polaritons at the laser focus spot. As mentioned in Section 3.5, the excitons have a mass that is 3-4 orders of magnitude larger than that of the polaritons, and therefore, they diffuse at most about 10 $\mu$m from their point of creation; they therefore act as a quasistatic barrier for the polaritons [22, 24, 85]. The sum of the harmonic potential and the Gaussian peak caused by the exciton cloud makes a Mexican hat potential (Fig. 31(a)). Fig. 31(c) shows the intensity of PL of polaritons when the laser spot is focused at the center of the stress trap. The vertical line at the excitation spot is the emission of polaritons shifted to higher energy by the repulsion of excitons. Polaritons that move away from the creation spot are trapped in the region between the central barrier and the stress trap. Fig. 31(d) shows flow of the polaritons in the trap when the laser spot is focused not at the center of the trap but instead, on the right side. The polaritons clearly flow away from the laser spot, about 35 $\mu$m, to the minimum of the harmonic potential. The ability of moving large distances while being exciton-like is crucial for the polaritons to establish both spatial and energy equilibrium. As mentioned earlier, in previous works with short-lifetime polaritons [96, 97], spatial and energy equilibrium were not achieved simultaneously because the polaritons were either localized or interacting too weakly with each other.
5.2 EARLY ATTEMPTS TO CREATE POLARITON RING CONDENSATE

Before moving on to talk about the ring condensate created under the conditions described above, I first discuss some of my early attempts to create the ring condensate. It is through these experiments, that I learned how to optimize all the experimental parameters mentioned in the previous section and eventually succeeded in creating a fully coherent ring condensate.

5.2.1 Polaritons in a Deep Ring Trap

My first set of experiments was done at a location where the detuning was -2.5 meV and the exciton fraction of the polariton was 0.41 without stress. I chose this location of the sample because the depth of the trap of a given stress increases as the exciton fraction of the polariton increases; the shift of the polariton energy comes from the shift of the exciton energy. A major advantage of a deep trap over a shallow trap is that it can trap more particles and thus reach a higher particle density in it. At higher density, polaritons will scatter more frequently with each other thus reach better thermalization. In addition, it is easier to reach the critical density for BEC phase transition in a deeper trap as more of the particles created by the excitation laser are collected by the trap.

In order to create the harmonic trap, an 0.8 N stress was applied on the sample. It shifts the detuning to 6.7 meV and the exciton fraction of polariton to 0.73. Fig. 32(a) shows the profile of the stress trap recored with a defocused laser. As seen in this image, the depth of the trap is 1.5 meV.

I then created a barrier in the trap by pumping with a focused laser at a spot (8 µm in diameter) at the center of the stress trap (see Fig. 31(c), for example). To create the ring condensate, the pump intensity was increased above a threshold. In order to reduce heating to the sample, the laser beam was modulated into a quasi-continuos wave with 1% duty cycle at 400 Hz by a mechanical chopper. The pump power mentioned hereafter is the average power.

Fig. 33 shows the 2D real-space images and the energy spectra of polaritons in the ring trap at different pump powers. Fig. 33(a) is the real-space image of polaritons when the
Figure 32: PL of polaritons near the stress trap and calculated energy of photon and exciton. (a) The stress trap created at the location where the photon-exciton detuning was -2.5 meV without stress and 6.7 meV when a stress of 0.8 N was applied on it. (b) The calculated photon energy (blue), exciton energy without stress (green) and exciton energy after stress applied.
Figure 33: Real-space image and energy of polaritons at different pump powers in the ring trap made of the stress trap in Fig. 32(a) and an exciton barrier at its center. The pump powers are 70 µW for (a) and (d), 1100 µW for (b) and (e), 3000 µW for (c) and (f). (a) – (c) are the real-space images. (d)–(f) are the corresponding energy spectra of the polaritons along $x = 0$. The intensity in each figure is normalized to a maximum intensity of 1.
Figure 34: Energy spectrum of polaritons at different locations on the ring of Fig. 33(c). (a) $x = 12 \mu\text{m}$, (b) $-x = 12 \mu\text{m}$, (c) $x = 30 \mu\text{m}$ and (d) $d = -30 \mu\text{m}$. 
pump power is 70 $\mu$W. At such low pump power, the PL is dominated by emission from polaritons in the excitation spot. Fig. 33(d) is the energy spectrum of polaritons in the slice $x = 0$ of Fig. 33(a). Inside the excitation spot, polaritons are shifted to higher energies due to the repulsion from excitons. At the center of the excitation spot, where the density of the exciton is highest, polaritons are shifted up by about 3 meV. Outside the excitation region, the exciton population is negligible, thus the energy of polariton is determined by its kinetic energy and the trapping potential.

As the pump power increases, the density of excitons inside the excitation spot also increases, which results in stronger repulsion felt by the polaritons. Under this increasingly strong repulsion, more and more polaritons move away from the exciton spot and accumulate in the ring trap. Fig. 33(b) shows the real-space image of the polaritons when the pump power was 1 mW. In addition to the excitation spot, polaritons also appeared in the ring trap. The polariton population in the ring trap is more visible in the energy-resolved image shown in Fig. 33(e), which was again taken along $x = 0 \mu$m of Fig. 33(b). The bright PL in the region between $y = -10 \mu$m and $y = -40 \mu$m is from polaritons in the ring trap. The spectral line width of the PL is 0.16 meV. At the excitation center, the polariton energy has been shifted up by as much as 10 meV, reaching the cavity photon energy at this position. In fact, at such high density, the system very likely entered into the weak coupling regime [103, 104]. In our case, this only happens near the center of the pump spot where the exciton density is high enough. Outside this region, the system is still in the strong coupling regime.

The density of polaritons in the ring trap keeps increasing as the pump power increases. When the pump power reached 3 mW, a ring-shaped cloud of polaritons was formed in the ring trap. Fig. 33(c) is the real-space image of this ring cloud. In this case, the emission from the ring cloud becomes stronger than the emission from the excitation spot. The energy-resolved image of the slice at $x = 0 \mu$m (Fig. 33(f)) shows that polaritons in top and bottom parts of the ring are at the same energy state. This state has a very narrow spectral line width which is limited by our spectral resolution of 0.08 meV. Fig. 34 shows the energy spectra of polaritons at several different locations on the ring, which show that they are all at the same energy as that of Fig. 33(f). Thus, the whole polariton ring cloud is in a single energy state.
Figure 35: Illustration of the spatial coherence measurement of the ring cloud and a typical interference pattern. (a) The real-space image of the ring cloud (top) and its flipped image (bottom, \((x, y) \rightarrow (-x, y)\)) generated by the setup in Fig. 17(a). (b) The interference pattern obtained by overlapping the two images in (a).
The degree of spatial coherence of the ring cloud was measured with the setup discussed in Section 3.3.3.; as illustrated in Fig. 35(a), the ring cloud interferes with an image of itself which is flipped along the $y$–axis, therefore polaritons at position $(x, y)$ will interfere with polaritons at position $(-x, y)$. A typical interference pattern is shown in Fig. 35(b), in which interference fringes parallel to the $y$ axis are seen on the top and bottom parts of the ring. At the bottom part of the ring, interference fringes extend up to 20 $\mu$m away from the $y$ axis, which indicates that the phase coherence of the polaritons is maintained up to 40 $\mu$m in this part of the ring, and the coherence length is about 20 $\mu$m. While on the top part of the ring, the fringes extend only about 5 $\mu$m away from the $y$ axis, implying a coherence length of 5 $\mu$m.

It was really surprising that the coherence length in this experiment was, 20 $\mu$m at most, only about 10% of the size of ring cloud. One would expect the coherence length to be comparable to the size of the ring, giving the fact that polaritons in the ring cloud are in a single energy state of very narrow spectral line width. However, the interference patterns indicate that the phase coherence of the polaritons could only be maintained over a small fraction of the size of the system. Due to this fact, we could not call this ring cloud a condensate.

In order to create a true condensate in this ring trap, we needed to understand why the coherence length of this polariton ring cloud was so short. Our first speculation was that this short coherence length is a consequence of the fluctuations in intensity of the pump laser we use. It is a well known effect that in non-resonant pumping experiments, the intensity fluctuations of the pump laser can induce phase fluctuations of the polariton condensate and therefore cause dephasing [105]. In this type of experiment, the fluctuations in the pump laser intensity first convert to the fluctuations in the exciton density in the system. Then, when the excitons become polaritons, the fluctuations from the pump laser are converted to fluctuations in the polariton density. Eventually, they lead to fluctuations in the condensate phase, because the condensate energy depends on the polariton density. The coherence time of the system will increase when the density fluctuation of the laser is eliminated. In Ref. [105], when an intensity-stablized single mode laser was used to pump the microcavity, the coherence time of the polariton condensate increased from 10 ps to about 150 ps.
Figure 36: Screenshots from an oscilloscope that measures the output power (P) of the laser as a function of time (t). (a) Output power of the laser as a function of time when there is no grating feedback. The output power oscillates at a frequency of 330 MHz with an amplitude of 30% of the average power ($P_1$). (b) Output power of the laser when there is grating feedback. The power fluctuation is negligible.

Figure 37: Real-space images of the polariton ring cloud (a), and its interference pattern (b) created by the home-made Ti:Sapphire laser after grating feedback is installed.
In our experiment, I had taken this effect into consideration when I built our laser: a CW Ti:Sapphire laser. As the intensity fluctuation in this type of laser is typically caused by mode-hopping — hopping between multiple resonant modes of the laser cavity — I minimized the mode-hopping rate by making the cavity as short as possible, which maximized the free spectral range of the laser. The length of the laser cavity is 45 cm, limited by the size of the components inside the cavity, and the corresponding free spectral range is 330 MHz. Fig. 36(a) shows a screenshot of an oscilloscope screen which was measuring the output power of the laser as a function of time. One can see that the output power of the laser is oscillating at a frequency of 330 MHz with an amplitude of 30% of its average power. The oscillation frequency is the same as the free spectral range of the laser cavity, which indicates that this oscillation comes from the beating of the cavity modes. Such a fluctuation is already smaller than many commercialized laser system, but it is still a large fluctuation.

In order to further reduce the intensity fluctuations of this laser, I employed the grating feedback method which is widely used in diode lasers [106]. A 1200 grooves/mm ruled diffraction grating is used to send a fraction of the laser beam back into the cavity. This grating is set into the so-called Littrow configuration with respect to the beam coming from the laser. In this configuration, the incident beam comes in along the normal direction of the grating grooves, the 1st-order diffraction of the grating is collinear and antiparallel to the incident beam. The zero-order diffraction of the grating is the final output of the laser. The spectrally-narrow 1st-order beam will go back into the cavity, stimulate the cavity to lase at the its particular wavelength, and therefore eliminate other modes in the laser cavity. The time evolution of the output power of this laser with the feedback from the grating is shown in Fig. 36(b), from which we see that the laser power is stabilized. One drawback of doing grating feedback is that we lose a lot of output power. There are two reasons for this: One is that without the feedback from the grating, the laser was working at multiple modes which converts the pump power into the laser power more efficiently. After the grating feedback is added, the laser is working in a single mode; thus the total power drops. The other reason is that the grating has a certain efficiency (80% in this case) at its zero-order diffraction. The maximum output power of this laser at 730 nm was about 500 mW without grating feedback, and is 150 mW after adding the grating feedback. This power is just enough to
generate a single-energy polariton ring cloud.

With the laser intensity stabilized, I repeated the experiments. Fig. 37 shows the real-space image of the ring cloud generated with the intensity-stabilized laser, and its self-interference pattern from coherence length measurement. The density of polaritons in the ring is lower than that in Fig. 33(c) because the pump power is lower. But the polaritons are still in a single energy state as indicated by the energy-resolved measurement. It is obvious that the phase coherence still does not extend all the way around the ring. Therefore, we concluded that the fluctuation in the pump laser was not the major reason for the short coherence length.

In our system, the thermal de Broglie wavelength of the polaritons is of the order of 1 µm. Therefore, it is reasonable to expect that the phase coherence is maintained over distances on this order of magnitude. To establish phase coherence over larger distances, polaritons at distant locations need to synchronize their phase. One way of doing so is to propagate over this distance and synchronize their phase through polariton-polariton scattering. As we will show in Appendix A, near the condensation threshold, such scatterings tend to favor the build-up of phase coherence in the system. But in the meantime, polaritons can also lose their phase coherence by scattering with uncondensed polaritons and phonons in the lattice. Also, when the scattering with other particles is strong, polaritons will not be able to propagate very far. Thus, polaritons from different parts of the system cannot “meet” each other and synchronize their phase. In the case discussed above, the polaritons had a relatively large exciton fraction of 73%, which means they scattered strongly with each other. We noticed that when polaritons are created on the side of the trap, they did not flow down to the center of the trap which indicates that the mobility of these polaritons is low. Therefore, we suspected that the coherence length is short because the exciton fraction of the polaritons was too high.

5.2.2 Polaritons in a Shallow Ring Trap

Based on the discussion above, we decided to create a ring trap in which the polaritons will have smaller exciton fraction and can flow better. We moved to a region of the sample where
Figure 38: (a) Energy-resolved image of polaritons in the stress trap created at the new location on the sample, where the detuning is -6.6 meV without stress and -0.5 meV with a 0.6 N stress applied on it. (b) Real-space image of polariton cloud in the ring trap. (c) Schematic of the trap profile in which the multi-lobe density pattern is observed. The cavity gradient is along the $y$ direction.
Figure 39: Energy-resolved images of the polaritons in the trap when the laser spot is about 20 µm away from the center of the stress trap.
the detuning was -6.6 meV without stress, and the exciton fraction of the polaritons was 0.28. We also decreased the magnitude of the stress to 0.6 N. When this stress was applied on the sample, the detuning changed to -0.5 meV and the exciton fraction increased to 0.48. We did not use smaller exciton fractions, because polaritons might not be able to thermalize with each other when the exciton fraction is too small.

Fig. 38(a) shows the profile of the stress trap created at this new location, which has a depth of 0.45 meV. Fig. 38(b) shows the real-space image of polaritons in the ring trap when the pump power is 3 mW. This ring-shaped polariton cloud does not have a uniform density profile as that in Fig. 33(c). It is interesting to notice that there are fringes in the top and right side of the cloud. As this is not a interference image, these fringes correspond to modulations in the density of polaritons in this region. In order to get a more uniform density profile, we moved the laser spot around near the center of the stress trap. However, we did not get any better ring-shaped cloud.

While moving the laser spot around, we noticed that when the laser spot was moved downward, more polaritons accumulated into the top and right parts of ring, and the fringes became more visible. We spectrally resolved this polariton cloud along $y = 0 \mu m$ when the laser spot is about 20 $\mu m$ below the center of the trap. Fig. 39 shows the typical results of this measurement. As the polariton distribution was fluctuating, we took many images in a row and analyzed them afterwards. Images shown here are taken with a time separation less than 1 second between each other. These images have two striking features: polaritons in the region of $y > 0$ (top part of ring) have a multi-lobe density profile, and they occupy multiple discrete energy levels. These two features can be understood simultaneously by interpreting these energy states as the eigenstates of the harmonic trap formed by the exciton barrier and the stress trap in the radial direction. For example, in Fig. 39(a) the polaritons are occupying the ground state (one lobe in density) and the 4th excited state (5 lobes in density) of the harmonic trap. In Fig. 39(b) they are occupying the 1st excited state and the 5th excited states of the harmonic trap. From the energy spacing between the ground state and the excited states, one can determine the quantum level spacing of this harmonic trap, which turns out to be 0.03 meV. On the other hand, the quantum level spacing of the trap formed by the exciton barrier and the lower side of the stress trap is about 0.028 meV, which is
estimated from the fact that the energy of polaritons changed from 1.5919 eV to 1.5917 eV when going from $x = 20 \mu m$ to $x = 38 \mu m$ in Fig. 39(a).

Similar behaviors of polaritons have been observed in other experiments, for example, in Ref. [20] it was observed that polaritons occupy the first few excited states of 1D harmonic trap formed in between two exciton barriers. The fact that polaritons remain in the excited states of the harmonic trap is an indication of the lack of interaction between them, which is due to the small exciton fraction they have. Therefore, a larger exciton fraction is needed for them to relax to the ground state.

Polaritons on the other side of the exciton barrier ($y > 0$) exhibit different behavior: they are all condensed into the ground state of the ring trap in this region. This behavior can be understood as a consequence of better confinement in this region, which can be seen from Fig. 38(a): the stress trap on this side is deeper than on the other side. Therefore, more polaritons can be trapped in this region which led to higher density and better thermalization of polaritons. In contrast, the boundary of the stress trap on the other side is low, most polaritons escape the trap from this side. Therefore, the density of polaritons is low on this side, and they can not efficiently thermalize with each other. It is worthwhile to point out that we only observed this multi-lobe density profile in the radial direction of the stress trap. This is because the confinement in the radial direction is much stronger than the tangential direction.

5.3 OBSERVATION OF A POLARITON RING CONDENSATE

The experiments discussed in the last section showed us that a balance between the mobility and the interaction strength of polaritons is required for creating a fully coherent ring condensate. Following this principle, we eventually succeeded in creating a polariton ring condensate by using the combination of parameters mentioned in Section 5.1. In this section, I will discuss the successful experiments.

In these experiments, the stress trap was created at the same location as that of Section 5.2.2. In order to increase the strength of interaction between polaritons, the stress was
increased to 0.8 N. This changed the detuning from -6.7 meV without stress to +2.2 meV with the stress applied. The exciton fraction of the polariton also changed, from 0.34 to 0.60.

A trap with a depth of 1 meV was created, and its profile is shown in Fig. 31(b). Polaritons in this trap had a much better mobility than the polaritons in the trap of Fig. 32(a). This is proved by Fig. 31(d), in which polaritons, created on the side of the trap, flow over 35 µm to the bottom of the trap. The ring trap is created by pumping at the center of the stress trap with a non-resonant laser. More details about the trap can be found in Section 5.1.

To create a polariton condensate in this ring trap, we kept the focused laser spot at the center of the stress trap and increased the pump power to above a critical threshold. Fig. 40(a) shows the real-space image of polaritons when the pump power is 64 µW, far below the critical threshold value 1100 µW. At such low pump power, the PL is dominated by emission from polaritons in the excitation spot. Fig. 40(b) is the energy spectrum of the slice at $x = 0$ in Fig. 40(a). Inside the excitation spot, polaritons are shifted to higher energies due to the repulsion from excitons. At the center of the excitation spot, where the density of the exciton is highest, polaritons are shifted up by 4.5 meV. Outside the excitation region, the exciton population is negligible therefore polaritons are at the energy determined by their kinetic energy and the trapping potential.

As the pump power increases, the energy blue-shift of polaritons at the excitation spot increases. More and more polaritons move out of the pump region due to the increasingly stronger repulsion from excitons. As a result, the density of the trapped polaritons also increases. When the pump power is above a critical threshold, a ring shaped polariton cloud appears in the trap. Fig. 40(c) shows the PL of polaritons when the pump power is 3560 µW, well above the critical threshold. The PL is dominated by emission from polaritons on a ring of an average radius of 25 µm. Fig. 40(d) shows the energy spectrum of polaritons on the slice at $x = 0$ in Fig. 40(c). It shows that polaritons from the upper and lower part of the ring are in the same single energy state. The spectral line width of this state is 0.1 meV, limited by the resolution of our spectrometer which is 0.08 meV. Energy spectra of the polaritons at several different locations on the ring are shown in Fig. 41. They show that the polaritons in the ring cloud are all in the same single energy state.

The degree of spatial coherence of this ring cloud is measured by interfering it with a
Figure 40: Real-space images and spectra of polaritons in the ring trap below and above the condensation threshold. (a) Real-space image of the polaritons when the pump power (64 μW) is below the condensation threshold (1000 μW). (b) Spectra of the polaritons at \( x = 0 \) of (a). (c) Real-space image of the polaritons when the pump power (3560 μW) is above the condensation threshold. (d) Spectra of the polaritons at \( x = 0 \) of (b). From Ref. [23].
Figure 41: Spectra of polaritons at different parts of the ring condensate. (a) $x = -15 \mu m$, (b) $x = 15 \mu m$, (c) $x = -27 \mu m$, (d) $x = 29 \mu m$
Figure 42: Interference pattern of the ring condensate with its flipped image ($x \to -x$). From Ref. [23].

image of itself which is flipped $x \to -x$ as discussed in Section 3.3.3 (An illustration of this method is shown in Fig. 35(a)). Fig. 42 shows a typical interference pattern of the ring cloud, in which fringes are seen all over the ring, implying that the coherence extends across the whole ring. This is in sharp contrast to the interference pattern of the polariton ring cloud in a deeper trap discussed in the Section 5.2.1. It is clear that in the current case the coherence length is at least the same as the system size. Based on this, we can conclude that the ring-shaped polariton cloud is indeed a condensate.
In the last chapter, I discussed the experiment in which a fully coherent polariton ring condensate was created. In this chapter, I will focus on the study of the properties of this polariton ring condensate. Through phase and polarization-resolved measurements, I found that this ring condensate was in a new type of half-quantized circulation state. The existence of this state is related to the spinor nature of polaritons as well as the ring geometry of our system. Because it is a spinor condensate, half-quanta are allowed in which there is a phase rotation of $\pi$ together with a polarization vector rotation of $\pi$ around a closed path in the condensate. In our ring geometry, the half-quantum state that we see is one in which the handedness of the spin flips from one side of the ring to the other side in addition to the rotation of the linear polarization component; such a state is allowed in a ring geometry but will not occur in a simply connected geometry. This state is lower in energy than a half-quantum state with no change of the spin direction and corresponds to a superposition of two different elementary half-quantum states. The fact that the observed state is not the energy ground state of the system is very likely related to the dynamics of the quasi-steady state condition of generating the ring. This type of macroscopic polariton ring condensate allows for the possibility of direct control of the circulation to excite higher quantized states and the creation of Josephson junction tunneling barriers.

The results presented in this chapter have been published in “A new type of half-quantum flow in a macroscopic polariton spinor ring condensate,” Proceedings of the National Academy of Science of the United States of American, 112, 2676 (2015) [23].

6.0 HALF-QUANTUM CIRCULATION OF POLARITON RING CONDENSATE
6.1 CIRCULATION IN THE RING CONDENSATE

By analyzing the interference pattern, we find that the number of fringes on the top of the interference patterns in Fig. 42 are not always equal to the number of fringes on the bottom. In fact, about 90% of the time there is one more fringe either in the top or in the bottom part of the interference pattern. And for the rest 10% time, there are equal number of fringes in the top and the bottom parts of the interference pattern. Fig. 43 show typical interference patterns for these situations. As discussed in Section 2.5, the difference in the number of fringes corresponds to a net phase shift around the ring. This implies that the phase of the condensate cannot be continuous – in the ring geometry, the potential barrier at the center of the ring makes the density of the condensate zero where the discontinuity occurs.

To see this phase shift more clearly, we retrieved the phase of the interference pattern with the numerical method known as digital off-axis holography [107]. A pedagogic introduction to this method can be found in Ref. [108]. The procedure of processing the interference pattern to get the phase map can be found in Appendix C. Fig. 43(d) – (e) shows the phase maps corresponding to the interference patterns. In the phase maps, the phase of the condensate changes $2\pi$ when going around the ring. Because the interference pattern measures the phase shift of the ring condensate relative to itself in the opposite direction, the net phase shift around the ring is one-half of that shown in the phase map. Therefore, there is a $\pm\pi$ phase shift around the ring condensate, which corresponds to a net circulation of polaritons with angular momentum of $\pm\hbar/2$. This half-quantum circulation indicates that the spinor nature of the polaritons is important, because a scalar condensate must have a phase change of $2n\pi$ ($n$ is an integer) around a closed path.

6.2 POLARIZATION ROTATION OF THE RING CONDENSATE

To ensure that the wave function is single-valued, there must be another $\pi$ rotation of the linear polarization of the polariton in connection with the $\pi$ phase shift around the same path. Polaritons possess a spin with two possible projections in the growth direction
Figure 43: Interference patterns of the ring condensate. (a) There is one more fringe in the bottom half of the ring \((N_t - N_b = -1)\). (b) They are equal amount of fringes in the top and bottom half of the ring \((N_t - N_b = 0)\). (c) There is one less fringe in the bottom half of the ring \((N_t - N_b = 1)\). (d), (e) and (f) are the phase maps obtained by processing the interference patterns in (a), (b), and (c) respectively. From Ref. [23].
of the microcavity structure. They directly map to the two possible circular polarization states of the emitted photon. When the spin of the polariton has a component in the cavity plane, the emitted photon becomes elliptically polarized; the in-plane spin component gives a nonzero linear polarization, and the spin component on the growth axis gives nonzero circular polarization. Thus, the spin state of the polariton can be deduced from the polarization of the emitted photons. We determined the polarization of the emitted photons by measuring its Stokes vector. The Stokes vector \( \vec{S} = (S_0, S_1, S_2, S_3) \) is related to polarization of a photon by,

\[
S_0 = I, \\
S_1 = \frac{I_{0^\circ} - I_{90^\circ}}{I_{0^\circ} + I_{90^\circ}}, \\
S_2 = \frac{I_{45^\circ} - I_{-45^\circ}}{I_{45^\circ} + I_{-45^\circ}}, \\
S_3 = \frac{I_{\sigma^+} - I_{\sigma^-}}{I_{\sigma^+} + I_{\sigma^-}}
\]

where \( I \) is the intensity of light, \( I_{0^\circ} \) and \( I_{90^\circ} \), \( I_{45^\circ} \) and \( I_{-45^\circ} \) are the intensities of the linear polarization components of the light along the vertical (0\(^\circ\)) and horizontal (90\(^\circ\)), diagonal (45\(^\circ\)) and antidiagonal (−45\(^\circ\)) directions, respectively. \( I_{\sigma^+} \) and \( I_{\sigma^-} \) are the intensity of the right-handed and left-handed circular polarization components of the photon. With the Stokes vector, the polarization of the photon can be fully determined as

\[
DOP = \sqrt{S_1^2 + S_2^2 + S_3^2}, \\
DOLP = \sqrt{S_1^2 + S_2^2}, \\
\theta = \frac{1}{2} \arctan\left(\frac{S_2}{S_1}\right), \\
DOCP = S_3,
\]

where DOP is the total degree of polarization of the photon, DOLP is the degree of linear polarization, \( \theta \) is the polarization angle with respect to the vertical direction (0\(^\circ\)), and DOCP is the degree of circular polarization.

The intensities of the linear polarization components are measured by passing the photoluminescence of polaritons through a linear polarizer. To measure the intensity of the
Figure 44: Polarization resolved real-space image of the ring condensate and the measured Stokes parameters. (a)–(d) The linear polarization component of the ring condensate. The white double arrows represent the direction of the linear polarization. (e)–(f) The circular polarization component of the ring condensate. (g)–(i) The Stokes parameters $S_1$, $S_2$ and $S_3$ calculated from (a) and (d), (b) and (e), and (c) and (f) by using Eq. (6.1) – (6.4). (a)–(f) are from Ref. [23].
Figure 45: Polarization of the ring condensate obtained from the Stokes vector measurement.

(a) The polarization of polaritons in the ring condensate. The blue lines represent the degree of linear polarization (DOLP) with its length being proportional to the magnitude of the linear polarization and its oriental being the direction of the linear polarization. The circles represent the degree of circular polarization (DOCP). The red circles correspond to left-handed circular polarization, and the green circles correspond to right-hand circular polarization. The diameter of the circle is proportional to the degree of circular polarization.

(b) The degree of linear polarization (DOLP, blue dotted line) and the degree of circular polarization (DOCP, red dotted line) of the polaritons as a function of the polar angle (angle with respect to the positive x direction). From Ref. [23].
circular polarization component, the PL is first sent through a $\lambda/4$ wave plate, which converts the circularly polarized light into linearly polarized light. Depending on the handedness of the circular polarization, the emergent linear polarization is either along the $45^\circ$ direction or $-45^\circ$ with respect to the fast axis of the wave plate. The PL is then passed through a linear polarizer of which the transmission axis is at $45^\circ$ with respect to the fast axis of the wave plate. Fig. 44 shows the real-space image of the ring condensate with the polarization resolved. It can be seen from these images that different parts of the ring condensate have different polarizations.

Using these images as input for Eq. (6.1) and Eq. (6.5), we obtain the polarization map of the ring condensate. Fig. 45(a) shows the polarization at different spots on the ring. The blue line represents the linear polarization: its length is proportional to the DOLP, and its orientation is the direction of the polarization. The Circle represents the circular polarization, its diameter is proportional to the DOCP and its color represents the handedness of the circular polarization: red for $\sigma^-$ and green for $\sigma^+$. It can be seen from Fig. 45(a) that the linear polarization vector rotates by 180 degrees when going around the ring. This allows the boundary condition of the ring condensate, discussed above, to be satisfied. More interestingly, the circular polarization component flips handedness on opposite side of the ring. The boundary between the opposite circular polarization components is lined up with the cavity gradient direction (black arrow). This polarization pattern is striking given that the underlying exciton states in GaAs-based structures have a fourfold symmetry, which is seen in a fourfold rotational symmetry of the polarization pattern under incoherent conditions [81, 82], and the eigenstates of the polariton states are linearly polarized [81]. The orientation of the pattern is not connected to the underlying crystal symmetry; instead, it is fixed relative to the gradient of potential that exists in the system, which comes from the wedge in the cavity width. As we will discuss in Chapter 7, the polarization pattern of the condensate also does not depend on the polarization of the laser that generates the polaritons at the central spot.
### 6.3 Half-Quantized Circulation State of the Ring Condensate

The interference pattern and the polarization measurements can both be understood as the effects of quantized angular momentum in a spinor condensate. The generic effect of half-quantization has been worked out for spinor atom condensates [109], d-wave superconductors [110] and in particular, by Rubo [111], the case of polaritons in a simply connected geometry; half-quantized vortices were reported experimentally for a polariton condensate localized in a submicrometer disorder minimum [29, 35]. However, the state that we see here is distinct from the half-vortex state by Rubo [111] and is allowed only in a ring geometry.

The Rubo state, when generalized to a ring geometry, consists of a $\pi$-rotation in phase around a closed path accompanied by a $\pi$-rotation of the polarization angle around the same path. In terms of the linear polarization components in the plane of the sample, the azimuthal angle dependence of the Rubo state around a circle of constant radius can be written as [111]

$$\varphi_{k,m}(\theta) = \sqrt{n(\theta)} e^{im\theta} \left[ f \begin{pmatrix} \cos(k\theta) \\ \sin(k\theta) \end{pmatrix} - i \text{sgn}(km) \sqrt{1 - f^2} \begin{pmatrix} \sin(k\theta) \\ -\cos(k\theta) \end{pmatrix} \right] .$$

Here, $m, k \in \{-1/2, +1/2\}$ select the rotation directions for the phase and polarization, respectively; $n(\theta)$ is the effective one-dimensional density of the condensate, and $f$ is a real constant which gives the degree of circular polarization, and $|f|$ must be less than 1. In the Rubo vortex state, $f$ can depend on the radius $r$, while in a ring, we can approximate that $f$ is nearly constant. For each combination of $k$ and $m$, this ansatz gives a degree of circular polarization $c = \text{sgn}(km) 2f \sqrt{1 - f^2}$ which does not depend on $\theta$, and a linear polarization angle that rotates as $k\theta$. In the absence of interactions, and in a homogeneous ring $n(\theta) = n$, these states with $|f| = 1/\sqrt{2}$ are eigenstates of the Hamiltonian that consists of the kinetic energy,

$$H_{\text{kin}} = -\frac{\hbar^2}{2m} \nabla^2 \equiv -\frac{\hbar^2}{2mR^2} \frac{d^2}{d\theta^2} ,$$

(6.10)
where \( m \) is the effective mass of the polaritons.

In a simply connected geometry, only half quanta of the type Eq. (6.9) are allowed, because there is an implicit boundary condition that the polarization must be continuous at \( r = 0 \). However, in a ring geometry, this condition is relaxed, and other wave functions with half-quanta of circulation also satisfy the boundary condition that the wave function be single-valued. The polarization pattern we observe was reproduced by A. Daley using the following form for the wave function, which is the same except for a single sign change:

\[
\vec{\psi}_{k,m}(\theta) = \sqrt{n(\theta)} e^{im\theta} \left[ f \begin{pmatrix} \cos(k\theta) \\ \sin(k\theta) \end{pmatrix} + i \text{sgn}(km) \sqrt{1 - f^2} \begin{pmatrix} \sin(k\theta) \\ \cos(k\theta) \end{pmatrix} \right].
\]

This equation gives the polarization map shown in Fig. 46(a) for the choice of \( f = -0.3 \).

Like the Rubo state, it provides a half-quantum of circulation with a phase rotation direction chosen by the sign of \( m \), but it involves a flip of the circular polarization around the ring. For these states, the degree of circular polarization is given by

\[
c = - \text{sgn}(km)2f \sqrt{1 - f^2} \cos(2k\theta),
\]
so that the circular polarization direction, i.e., the $z$-component of the spin-1 particles, flips from one side of the ring to the other, as seen in the experimental data of Fig. 45(a). The linear polarization angle is given by

$$\frac{1}{2} \arg \left( \frac{f + \text{sgn}(km)\sqrt{1 - f^2}e^{2ik\theta}}{f e^{2ik\theta} - \text{sgn}(km)\sqrt{1 - f^2}} \right),$$

(6.12)

which can rotate in either direction, and this direction is determined by the sign of $k$ in the ansatz. Note that any sign of $k$ and $m$ can be paired here. As shown in Fig. 46(b), this ansatz also reproduces the interference patterns which we observe. It reproduces the observation of a difference of one between the top and bottom of the pattern; a full quantum of vorticity would give a difference of two fringes between the top or the bottom. There are fewer fringes across the ring because a smaller angle between the two interfering beams is chosen in the simulation.

The state seen here is not an eigenstate of kinetic energy. The ansatz (Eq. (6.11)) that fits our experimental data corresponds to the superposition

$$\vec{\phi}_{k,m} = -\sqrt{2}(0.95\vec{\psi}_{1,\frac{1}{2}} + 0.3\vec{\psi}_{1,-\frac{1}{2}}),$$

(6.13)

where $\vec{\psi}_{k,m}$ indicates the Rubo states (Eq. (6.9)) with $f = 0$, which are chosen because they give us an orthogonal basis of states with well-defined physical properties. In other words, the observed state is a superposition of different half-quantized circulating states. Although a superposition of different angular-momentum states may seem odd, there is no in-principle reason for the system to favor a pure angular momentum state over the observed spin-flipping circulating state. Both states satisfy the boundary conditions. The state given by Eq. 3 is not allowed in a simply connected geometry, however, because the kinetic energy would diverge at $r = 0$. The fact that the observed state is not an energy eigenstate is likely related the dynamic quasisteady-state conditions of generating the ring. I will discuss this in more detail in Chapter 7.
6.4 MOMENTUM-SPACE IMAGES OF THE RING CONDENSATE

So far, I have discussed the interesting properties of the ring condensate discovered by analyzing its real-space images. The momentum-space image of the polaritons, on the other hand, also carries abundant information about the system. In this section, I will present the momentum-space measurements of the ring condensate at different pump intensity, and discuss the implications of their results.

The momentum-space images are taken with the setup shown in Fig. 14(b). Fig. 47 shows the momentum-space images of polaritons in the ring trap at different pump powers. Fig. 47(a) shows the momentum distribution of the polaritons when the pump power is 10 µW. The momentum distribution seen in this image is highly anisotropic: a large fraction of the polaritons are moving in the direction opposite to the cavity gradient direction (white arrow). This is in sharp contrast to Fig. 15(a) which is the typical momentum-space distribution of polaritons at low density without trapping. Here, I propose an interpretation which takes into account the effects of cavity gradient and time-averaging in the data collecting process. Further experiments and numerical modeling are needed to fully understand the features of these momentum-space images.

Due to the cavity gradient, the stress trap is in fact tilted (see Fig. 48(a)) with the uphill side being at higher energy than the downhill side. After being created at the center of the stress trap, polaritons rapidly move out of the excitation region due to the strong repulsion from excitons in this region. As they move out of the excitation region, their potential energy converts to kinetic energy in the cavity plane. The initial momentum distribution of polaritons when they leave the excitation region is isotropic as shown in Fig. 48(b), where only the PL from the excitation region is collected. After leaving the excitation region, polaritons will propagate in the cavity plane under the influence of the stress trap and the cavity gradient. Polaritons moving toward the uphill side will always feel a force which is the sum of the restoring force from the stress trap and the constant force from the cavity gradient. Polaritons keep moving away from the center of the trap until all their kinetic energy is converted to potential energy. Then they will start moving in the opposite direction—toward the center of the trap. In this process they are accelerating until
Figure 47: Momentum-space images of polaritons in the ring trap at different pump powers. 
(a) The pump power is 10 µW. The white arrow points to the direction of the cavity gradient. 
(b) The pump power is 40 µW. (c) The pump power is 100 µW. (d) The pump power is 2000 µW.
Figure 48: Schematic of the 2D profile of the ring trap and the trapping of polaritons. (a) Illustration of the titled stress trap and the exciton barrier at its center. (b) The momentum distribution of polaritons in the excitation region at the center of the stress trap. (c) Trapping of the polaritons in an 0.4 meV deep stress trap. The white dashed line shows the energy of the low side of the stress trap. Polaritons moving in the uphill direction (red arrow) are trapped by the high side of the stress trap and the exciton barrier. Polaritons moving in the downhill direction (green arrow) and with initial potential energy larger than the trap depth will escape from the trap.
they reach the excitation region at the center of the trap. Once they reach the excitation
region, their momentum will rapidly reduce to zero due to the steep potential gradient of
the exciton barrier. Then, they will start moving out of the excitation region again, and
repeat the process described above until they decay out of the cavity. However, not all the
polaritons moving towards the uphill side of the trap will oscillate in the region between the
uphill side of the trap and the exciton barrier. When their initial momentum is not perfectly
aligned with the cavity gradient, they will drift away from the cavity gradient direction and
miss the exciton barrier when they coming back down from the uphill side of the trap. They
will continue to moving away from the center of the trap and eventually escape from the trap
from the downhill side of the trap. Therefore, only the polaritons with initial momentum
within a certain angle to the cavity gradient direction will oscillate in the trap.

Polaritons with initial momentum in the downhill direction and kinetic energy larger
than the trapping energy (1 meV in this case) will move directly out of the trap, and will
gain momentum as they are moving outside the trap. The larger initial momentum they
have, the shorter time they stay in the field of view of our imaging system. The time that a
polariton remains in the field of view of our imaging system increases as the angle between
its initial momentum and the cavity gradient increases. Therefore, the polaritons with initial
momentum in the opposite direction of the cavity gradient will have the most intense signal.

The above discussion, of course, is very simplified as it does not take into account the
polariton-polariton scatterings, which will change the momentum of the polaritons. But at
this low pump power, the density of polaritons is low, and the scattering does not play any
important role. This is proved by the fact that in Fig. 47(a) polaritons with momentum
opposite to the cavity gradient has the highest intensity.

The situation changes as the pump power increases. Fig. 47(b) shows the momentum-
space image of the polaritons when the pump power is 40 µW. In this case, the polaritons
are distributed in a more broad range of momentum states. This is an indication of the
increasing scattering between the particles. As we keep increasing the pump power, more
and more polaritons start to populate the region near $k = 0$. Fig. 47(c) is the momentum-
space image of polaritons when the pump power is 100 µW. At this pump power, there are
more polaritons in the states near $k = 0$ than in other high $k$ states. At a pump power
of 2000 $\mu$W, a bright spot is observed at $k = 0$ in Fig. 47(d), which corresponds to the polaritons in the ring condensate. From these momentum-space images at different pump power, we conclude that most of the polaritons in the ring condensate are the polaritons with initial momentum in the opposite direction of the cavity gradient. This feature turns out to be important to the polarization pattern of the ring condensate as we will discuss in Chapter 7.
7.0 EXPERIMENTAL STUDY ON THE ORIGIN OF THE STABLE POLARIZATION PATTERN

As discussed in Chapter 6, while analyzing the interference pattern we noticed that the difference of the fringe numbers between the top and bottom half of the ring changes randomly between $\pm 1$ and 0; for about 90% of the time the difference is $\pm 1$, for the remaining 10% of the time, there number of fringes is equal. This indicates that the polariton flow direction changes randomly from shot to shot. In the meantime, however, the polarization pattern of the ring condensate is very stable. The fluctuation in the flow direction of polaritons is very likely due to the fluctuations of the excitation laser: fluctuations in the laser induce fluctuations in the initial momentum distribution of polaritons which can lead to changes in the circulation state. The fact that the polarization is stable is surprising and the reason is not immediately clear. In this chapter, I will discuss my experimental investigation on the possible mechanisms responsible for the stable polarization pattern. This study indicates that the polarization pattern is very likely related to the way the ring condensate is created – polaritons are created at the center of the trap and then propagate into the ring. We believe that the special geometry of our system and the optical spin Hall effect are responsible for the stable polarization pattern.

7.1 STABLE POLARIZATION PATTERN IN THE RING TRAP

By analyzing the interference pattern in Fig. 43, we find that there is an approximately equal chance to have one more fringe in the top half of the ring or the bottom half of the ring. This implies that the direction of the circulation is changing randomly. On the other hand,
Figure 49: Polarization map of the ring condensates created with lasers of different polarizations. (a) and (b), the laser is linearly polarized in the horizontal direction. (c) and (d), the laser is linearly polarized in the direction $30^\circ$ below the horizontal direction. (e) and (f), the laser is left circular polarized.
however, the polarization pattern always stays the same. This raises an interesting question: why is the polarization pattern stable? In this section, I will discuss our experimental study of several possible mechanisms that are known to induce polarization patterns in polariton condensates.

7.1.1 Effect of the Lattice Pinning

It has been shown theoretically that linear polarization in the emission spectra of polaritons will spontaneously build up when they undergo the Bose-Einstein condensation under non-resonant pumping [112, 113]. The linear polarization comes from the stable relative phase between the two degenerate spin states of polaritons in the condensate phase. On the other hand, in GaAs-based microcavity the ground state of polariton always splits into two orthogonal linear polarizations due to the crystal asymmetry and residual strain from sample growing process. As a consequence, the polarization of the condensate is always pinned to a crystal axis [15, 16, 17]. For the ring condensate, which was created in a stress trap, it therefore seems possible that the stable polarization pattern is due to the pinning to the underlying crystal lattice. However, this is not the case. Because the GaAs-based structures have a fourfold symmetry, this would lead to a fourfold rotational symmetry of the polarization of the polaritons [81, 82]. In the current case, both the linear polarization and circular polarization of the ring condensate only rotate by 180°.

7.1.2 Effect of the Pump Laser Polarization

The polarization of the pump laser can also affect the polarization of the condensate even in a non-resonant pumping method. Using a non-resonant pumping method different from ours, Roumpos et al. [114] showed that when the pump laser is linearly polarized, the emission of the condensate develops both nonzero linear and circular polarization. They observed rotation of the linear polarization axis by ∼90° between the pump laser and the condensate. This rotation is due to the spin anisotropy of the polariton-polariton interactions. The circular polarization comes from the rotation of the Stokes vector induced by the energy splitting between the two linearly polarized eigenstates.
The correlation between the pump laser and the polaritons observed by Roumpos and colleagues can be understood as a result of insufficient spin relaxation in their system. Their experiments were done with polaritons of lifetimes about 10 ps, which is shorter than typical spin-relaxation time of 100 ps [116]. The pump laser in their experiments was at the exciton resonance wavelength, just a few meV above the polaritons energy, which directly injects excitons with the same polarization as the pump laser into the cavity. Due to the lack of spin relaxation, polarization of the laser is preserved in polaritons. In fact, the 90° rotation of the linear polarization axis between condensate and pump observed in their experiments implies that there was only one polariton-polariton scattering event before a polariton reaches the ground state.

In contrast, polaritons in our microcavity have lifetimes about 270 ps, which is much longer than polariton scattering time and spin relaxation time. In addition, the photon energy of the pump laser in our experiment is $\sim 100$ meV above the exciton resonance. The pump laser creates hot carriers in the cavity, which then cool down to form excitons. During this process, information of pump laser, such as phase and polarization, is believed to be completely lost. Therefore there should be no correlation between the pump laser polarization and the polariton polarization.

In order to verify our argument, we created ring condensates using pump lasers with different polarizations and then measured their polarizations. Fig. 49 shows the polarization maps of ring condensates created with three different pump laser polarizations: (a) linear polarization along the horizontal direction, (b) linear polarization along 30° above the horizontal direction, and (c) left circular polarization. It can be seen that the polarizations are nearly the same for different laser polarizations. Therefore, we conclude that the polarization of the ring condensate is independent of the laser polarization.

It is worth to note that in a work done by Kammann et al. [131], in which the microcavity was excited with a circularly polarized laser with photon energy more than 100 meV higher than the polariton energy, a polariton condensate with the same circular polarization as the pump laser was observed. Again, in this work the polariton lifetime was only a few picoseconds, and the correlation between the condensate polarization and the pump laser polarization was due to the insufficient spin relaxation of the polaritons.
7.1.3 Effect of the Polariton Density Variation

In addition to the mechanisms discussed above, we studied the possible connection between the polarization and the density profile of the condensate. Comparing Fig. 40(c) and Fig. 45(a), one notices that in the upper-right and lower-left parts of the ring where the polariton density is high, the degree of the circular polarization is nearly zero. Whereas in the middle-right section where the polariton density is low, the condensate has a large circular polarization component. These features suggest that there might be a connection between the density profile and the polarization profile.

In order to determine the possible connection, we created ring condensates with different density profiles and measured the polarizations in each case. Fig. 50(a) shows a ring condensate with a density profile nearly opposite to that of the ring condensate shown in Fig. 40(c); the polariton density is high in the right side and upper-left side of the ring. Presumably, polaritons in these regions should be less circularly polarized than in other regions where the density is low. However, as shown in Fig. 50(b) and Fig. 50(c), the degree of circular polarization in these high density regions are much larger than that in low density regions. In fact, this polarization profile is nearly the same as that of the ring condensate shown in Fig. 40(c). The current ring condensate has larger overall degree of polarization, because it has higher average density of polaritons in the condensate. The similarity between the polarization patterns of these two ring condensates implies that the particle density has no significant effect on the polarization of the ring condensate.

An even stronger evidence showing the polarization pattern is not correlated with the density distribution is given by the polariton cloud shown in Fig. 50(d), which is obtained by moving the pump spot (white cross) 14.3$\mu$m away from the trap center (red cross) along the direction perpendicular to the cavity gradient. In this case, polaritons condensed into the region on the right side of the pump spot, with is the global minimum of trap potential. On the left side of the pump spot, the trap energy is 0.4 meV higher than that on the right side, thus density of polaritons is low and they remain in a thermal state. It is very surprising to see, from Fig. 50(e) and Fig. 50(f), that the polarization map of this polariton cloud is again very similar to that of the ring condensate shown in Fig. 50(a) and Fig. 40(c): the
Figure 50: Polarization map of a ring condensate and a condensate that fills part of the ring trap. (a) The real-space image of a ring condensate obtained under the same conditions as that of Fig. 40(c). (b)–(c) The degree of linear polarization (DOLP) and circular polarization (DOCP) of the ring condensate in (a). (d) Real-space image of polariton condensate in a tilted ring trap. The pump spot (white cross) is shifted by 14.3 µm away from the center of the stress trap (red cross) along the direction perpendicular to the cavity gradient (dark arrow). (e)-(f) The degree of linear polarization (DOLP) and circular polarization (DOCP) of the condensate shown in (d).
linear polarization rotates around the ring, and the handedness of the circular polarization are opposite on each side of the ring. This provides a very strong proof that the polarization pattern is independent of the density distribution of polaritons.

7.2 A POSSIBLE MECHANISM FOR THE POLARIZATION PATTERN

In Section 7.1, I experimentally investigated several possible mechanisms for the stable polarization pattern of the ring condensate, and found none of them had significant effect on the polarization of the condensate. In this section, I will first introduce the concept optical spin Hall effect [122] and discuss why I think it is a possible mechanism for generating the polarization pattern observed in the ring condensate.

7.2.1 Optical Spin Hall Effect

The optical spin Hall effect is the analogy of the spin Hall effect (SHE) [118, 119, 120, 121] in semiconductor optics. It was first predicted by Kavokin and coworkers in their study of the Rayleigh scattering of light [122]. Later on, this effect was observed in a microcavity polariton system [123] and a photonic cavity [124] under the resonant pumping scheme. These experiments rely on the Rayleigh scattering with defects in the sample, therefore, they are analogous to the extrinsic SHE [118]. Recently, the OSHE analogous to the intrinsic SHE [120, 121] is observed in a radially expanding polariton condensate [131].

The OSHE of polaritons originates from the precession of the polariton pseudospin induced by the longitudinal-transverse splitting ($\Delta_{LT}$, LT splitting) of polaritons [122, 126, 127, 128]. This splitting comes from the transverse electric and magnetic mode splitting (TE-TM splitting) of the cavity photon. The LT splitting depends on the in-plane wave vector of the polaritons, and plays the role as a directional dependent effective magnetic field in the cavity plane.

When this effective magnetic field is considered, the propagation of the polaritons in the
cavity plane can be described by the following effective Hamiltonian \[122\]:

\[
\hat{H} = \frac{\hbar^2 k^2}{2m} + \mu_B g \vec{\sigma} \cdot \vec{H}_{\text{eff}}
\] (7.1)

where \(\vec{k} = (k_x, k_y)\) is the in-plane wave vector of the polariton, \(m\) is the mass of the polariton, \(\mu_B\) is the Bohr magneton, \(g\) is g-factor, \(\vec{\sigma}\) is the Pauli matrix vector, \(\vec{H}_{\text{eff}} = \hbar \vec{\Omega}(k)/(\mu_B g)\) is the effective magnetic field with \(\vec{\Omega}_k\) having the following components:

\[
\Omega_x = \frac{\Delta_{1T}}{\hbar k^2} (k_x^2 - k_y^2), \quad \Omega_y = 2 \frac{\Delta_{1T}}{\hbar k^2} k_x k_y.
\] (7.2)

Fig. 51(a) shows the orientation of the effective magnetic field (blue arrow) for in-plane wave vectors of the same magnitude but with different directions (circle). For a polariton with initial pseudospin \(\vec{s}\), the time evolution of the pseudospin is described by \[122\]

\[
\frac{\partial \vec{s}}{\partial t} = \vec{s} \times \vec{\Omega}_k + \vec{f}(t) - \frac{\vec{s}}{\tau},
\] (7.3)

where \(\vec{s}\) is the pseudospin, \(\vec{f}(t)\) is the flux of polaritons coming into this state, \(\tau\) is the lifetime of the polariton. This equation (7.3) successfully reproduced the polarization pattern of polaritons observed in various experiments \[123, 131\].

### 7.2.2 Optical Spin Hall Effect In the Ring Trap

In order to see how the OSHE relates to the polarization pattern of our ring condensate (Fig. 45(a)), let us first apply the Eq. (7.3) to a radially expanding polariton condensate which is linearly polarized along the \(x\) direction. Such a condensate has been created and studied by several groups \[130, 131\], and it closely relates to our experiments in the ring trap, as I will discuss later in this section. The radially expanding condensate is typically created by nonresonantly pumping the microcavity with a tightly focused laser spot \[130, 131\]. The tightly focused laser creates a steep exciton potential barrier and polaritons in the excitation spot. When the polariton density is high enough, a condensate is formed on top of the exciton barrier. Due to the strong repulsion from excitons, polaritons move away from the excitation spot resulting in the expansion of the condensate. As it expands, its potential energy converts to the kinetic energy in the radial direction. When the scattering with defects
and other polaritons is negligible and the cavity is isotropic, the momentum distribution of the expanding condensate will be a ring with a radius of 
$k = \sqrt{-2\Delta U/m\hbar^2}$ (see Fig. 51(b), where $\Delta U$ is the blueshift of the potential energy barrier from which they are launched.

Fig. 51(b) shows the initial momentum distribution (dark thick circle) and polarization of the polaritons (red arrow) of the radially expanding condensate. It also shows the direction of the effective magnetic field (blue arrow) they experience. In fact, the situation shown in Fig. 51(b) is the same as that of the Rayleigh scattering of a polariton cloud, which is linearly polarization in the $x$ direction, with defects in the sample. The later case was studied numerically and experimentally in Ref. [122] and [123], respectively. As the time evolution of the pesudospins in these two cases are both governed by Eq. (7.3), and the initial conditions are the same, the pesudospin patterns should be the same. Thus, I will use the results from Ref. [123] for the discussion hereafter.

Fig. 52 shows the circular polarization degree of polaritons obtained by simulating the
time evolution of the polariton pseudospin with Eq. (7.3) and with the initial condition given in Fig. 51(b). One can see that opposite circular polarization components are separated both in momentum space and real space. This should also be the polarization pattern of a radially expanding condensate which has initial momentum and polarization given by Fig. 51(b).

One might already notice the similarity between Fig. 52(b) and the circular polarization degree of our ring condensate shown in Fig. 45(a). In fact polaritons in our ring trap share some common features with the radially expanding condensate discussed here: a polariton cloud is created on top of a exciton barrier at the center of stress trap and then expands in the radial direction due to the repulsion from the excitons. The momentum distribution, shown in Fig. 48(b), of the polaritons moving out of the pump region is similar to that of the radially expanding condensate shown in Fig. 51(b).

The major difference between the polarization profiles in Fig. 45(a) and Fig. 52(b) is that in Fig. 45(a) the circular polarization flips its sign twice along a closed loop around the ring condensate, while in Fig. 52(b) it flips the sign four times along a closed loop around the radially expanding condensate. Such a difference is caused by the asymmetry of the ring

Figure 52: Simulation of the momentum-space and real-space circular polarization degree of a polariton cloud with initial momentum and polarization given in Fig. 51(b). (a) The circular polarization degree in momentum space. (b) The circular polarization degree in real space. These figures are taken from Ref. [123].
trap. As discussed in Section 6.4, this ring trap collects polaritons with initial momentum in the uphill direction much more efficiently than polaritons with initial momenta in other directions. This effect leads to the highly anisotropic momentum distribution of polaritons in the ring trap, as shown in Fig. 47. Another important consequence of this effect is that the ring condensate is mostly generated from the polaritons with initial momentum in the uphill direction. Let us assume that the uphill direction of the ring trap is parallel to the $x$ direction in Fig. 52(a). Then the ring condensate would be formed mostly by the polaritons with $k_x \geq 0$. Therefore, the circular polarization of the ring condensate will be the same as that of the right half of Rayleigh ring in Fig. 52(a); the circular polarization has opposite signs on the two sides of the cavity gradient direction.

There is still one thing that needs to be discussed: to get a polarization pattern like the one shown in Fig. 52(b), the initial state of polaritons needs to be polarized, so, are the polaritons created at the center of the stress trap polarized before they moving into the ring trap to form the ring condensate? My recent experiments showed that these polaritons indeed were polarized when the pump power was above the condensation threshold. Fig. 53(a) shows the real-space image of a polariton ring condensate. Fig. 53(b) and 53(c) show the degrees of linear polarization and of circular polarization of the polaritons in the region enclosed by the ring condensate (inside the black dashed circle in Fig. 53). A linear polarization degree of 0.76 and a circular polarization degree of 0.27 were observed in the pump spot (red dashed circle). The linear polarization of the polaritons was along the [110] direction. As I discussed in Section 3.4, the state with linear polarization along this direction has lower energy than the state with linear polarization along the [110] direction. Thus, these polaritons were in the lowest energy state in the pump spot. When the pump power was below the condensation threshold, the polaritons in this region were unpolarized; the polarization degree of these polaritons did not exceed 0.2, which was the noise polarization in the background. This nonzero background polarization noise level was the maximum polarization of the PL from a single pixel (0.2 $\mu$m by 0.2 $\mu$m) of the image. When averaged over many pixels, the noise polarization approached to zero. The nonlinear increase of the polarization in the pump spot indicated that a condensate was formed in this region. This condensate expands due to the repulsion from the excitons, which makes it very similar to the expanding condensates.
Figure 53: Polarization of polaritons in the pump region above condensation threshold. (a) Real-space image of the ring condensate when the pump power is above the condensation threshold. The black dashed circle encloses the region in which the polarization is measured in (b) and (c). (b) The degree of linear polarization of the region enclosed by the black dashed circle in (a). The red circle indicates the boundary of the pump region. The linear polarization in the pump region is mostly along the [1\bar{1}0] direction. (c) The degree of circular polarization of the same region in (b).
studied in [130, 131]. The linearly polarized condensate in the pump spot provided the initial condition for the OSHE to generate the polarization pattern in the ring trap.

The polarization of polaritons in the ring trap exhibited a similar nonlinear increase as the pump power increases. Fig. 54 shows a typical set of data of the average polarization in the ring trap for different pump powers. A drastic increase of the polarization is observed when the pump power goes from below condensation threshold to above the condensation threshold. Below the threshold, the polaritons were unpolarized, as their degree of polarization (DOP) was the same as the background noise level. Above the threshold, the polaritons become polarized and the degree of polarization kept increasing with the pump power. In this particular case, the degree of polarization reached 0.72 when the pump power was 2.4 mW. Fig. 55 shows the real-space images of the polaritons in the ring trap at several different pump powers. The corresponding degrees of linear polarization (DOLP) and of circular polarization (DOCP) are shown in second and third columns of Fig. 55. It is very clear that the polaritons become polarized when the pump power goes above the condensation threshold, and they become more and more polarized as the pump power increases.

It is worthwhile to point out that the optical spin Hall effect does not require the existence of a condensate. However, to generate a polarization pattern in a system with a large number of polaritons, the initial state of the system needs to have a non-zero polarization order. Otherwise, there would not be a polarization pattern since the randomness in the initial polarization of the polaritons would wash out any non-zero polarization degree. The condensate provides the necessary initial polarization state for the system to develop a polarization pattern under the optical spin Hall effect. Also, the condensate greatly enhances the stimulated scattering process between polaritons, which favors polaritons in the same state. This effectively amplifies the polarization degree of the system.

The above discussion and observations show that the optical spin Hall effect and the asymmetric trap profile can explain the polarization pattern of the ring condensate shown in Fig. 45(a). Furthermore, the stability of the polarization pattern of the ring condensate can also be understood as a consequence of the OSHE; the polarization pattern generated by the OSHE is determined by the momentum distribution and the polarization of the initial state of the polaritons, which were not changed when I altered the pump laser polarization and
Figure 54: Average polarization of polaritons in the ring trap at different pump powers. Black circle: the degree of polarization (DOP). Red circle: the degree of linear polarization. Blue circle: the degree of circular polarization. The lines are guide to the eye. At each pump power, the average polarization is calculated by averaging over the polarizations at 24 equally spaced locations around ring trap (see Fig. 50(b) for example). The vertical dashed line represents the threshold pump power in this, which is 0.75 mW.
Figure 55: Polarization of polaritons in the ring trap for different pump powers. (a) – (c), the pump power is $700 \, \mu W$. (a) is real-space image of the polaritons, (b) and (c) are the degree of linear polarization (DOLP) and degree of circular polarization (DOCP), respectively. (d) – (f), the pump power is $800 \, \mu W$. (d) is the real-space image of the polaritons, (e) and (f) are the DOLP and DOCP of the polaritons, respectively. (g) – (i), the pump power is $860 \, \mu W$. (g) is the real-space image of the polaritons, (h) and (i) are the DOLP and DOCP of the polaritons, respectively.
density profile of the polaritons in the way described in Section 7.1.

One thing that remains unclear is the energy relaxation mechanism of the polaritons in the ring trap. The polaritons have high in-plane momentum when they leave the pump region. But they eventually relax down to the ground state of the trap and forms the ring condensate. It is likely that the out-flowing polaritons collide with the polaritons coming back from the higher energy side of the stress trap, and one of them goes into ground state and the other goes to higher energy state. We have seen evidence for this in several experiments of our own [22] and others [20], in which a thermal condensate only formed in regions where there are polaritons flowing in opposite directions. When the polariton density is low, the polariton-polariton scattering is weak. But when the polariton density is high, stimulated scattering greatly enhances this process, therefore leading to the formation of a condensate. More experimental and theoretical work is need to understand the energy relaxation of the polaritons in the ring trap.
8.0 CONCLUSION AND FUTURE DIRECTIONS

8.1 CONCLUSION

The goal of this thesis was to investigate the Bose-Einstein condensation and superfluidity of polaritons with long lifetimes. In the first part of this thesis, this was done by nonresonantly exciting the sample with a laser, and studying the properties of the polaritons as a function of their density. It was observed that, at low density, the polaritons propagated ballistically over hundreds of microns in the microcavity. At moderate density, most of the polariton entered into a dissipationless flow state. These polaritons propagated over hundred microns while maintaining their phase coherence. When the polariton density was above a critical threshold, they made a sudden transition from the flow state to a trapped state in the quasi-1D trap formed by the exciton barrier and the cavity gradient. This transition was accompanied by a very sharp decrease in the polariton spectral line width, and a condensation to the in-plane momentum ground state. In addition, it was also observed that this transition was much sharper than transitions observed before with short-lifetime polaritons. This feature was attributed to the better thermalization achieved among these long lifetime polaritons. An interesting question remains to be answered is how the polaritons relaxed their energy when they made the sharp transition from the coherent flow state to the trapped state.

In the second part of this thesis, the properties of the polaritons in a ring-shaped trap were studied. This ring trap was created by combining an optically generated potential barrier and a stress-induced harmonic trap. It was shown that when the trap was deep, polaritons could relax down to the ground state of the trap and form a ring-shaped cloud. However, the spatial coherence length of this ring cloud was only a small fraction of its
size. Thus, this single-energy polariton ring cloud could not be regarded as a condensate. Various experiments were done in order to improve our understanding of the origin of this short coherence length. In the end, it turned out that the large exciton fraction (0.73) of the polaritons was responsible for it; With such a large exciton fraction, polaritons interact strongly with each other and become less mobile, therefore, were unable to synchronize their phase with other polaritons far apart. Based on this understanding, another series of experiments were carried out in a shallower trap, in which the polaritons had a smaller exciton fraction (0.48). It was observed that in this shallow trap, the polaritons were unable to relax to the ground state of the trap. Instead, they stayed in states with multi-lobe density patterns along the radial direction of the trap. These states were interpreted as standing-waves formed by polaritons moving back and forth in the trap.

The experiments with different trap depths showed that the strength of the interaction between polaritons was crucial for polaritons to achieve both spatial and energy equilibration. It also showed that the stress trapping method allowed fine tuning of this critical property. By carefully adjusting the interaction strength of the polaritons, eventually a fully coherent polariton ring condensate was created. Phase-resolved and polarization-resolved measurements revealed that this the ring condensate was in a new type of half-quantum circulation state; a state featured a phase shift of $\pi$ and a polarization vector rotation of $\pi$ of the polaritons around a closed path in the ring. It was also found that the direction of circulation of the flow around the ring fluctuated randomly between clockwise and counter-clockwise from one shot to the next. In contrast, the rotation of the polarization of polaritons were very stable. This property was experimentally studied, and it was found that the stable spatial polarization pattern was very likely relate to the optical spin Hall effect. Further experiments and numerical simulations are needed to improve our understanding of the connection between the polarization pattern of the ring condensate and the OSHE.
8.2 FUTURE DIRECTIONS

8.2.1 Time Resolving the Jump of the Flow Direction of the Ring Condensate

An interesting property of the ring condensate discussed in Chapter 5 is that the direction of the polariton flow in the ring trap fluctuates between clockwise and counterclockwise from shot to shot. In these experiments, the pump beam is modulated by a mechanical chopper at 400 Hz with a duty cycle of 1% to reduce heating of the sample. The integration time of the CCD was set to 1 ms to ensure that each image corresponded to only one laser pulse (Fig. 8.2.1(a)). If a larger duty cycle was used, namely the pump beam was kept on for a longer time, the flip of the flow direction might be recorded in a single shot. Fig. 8.2.1(b) illustrates the idea of this experiment.

8.2.2 Generating Quantized Circulation State on Demand

In our current experiments only the states of angular momentum $\pm \hbar/2$ have been generated. It is therefore interesting to develop methods to generate quantized circulation states with higher angular momenta. Here, we propose two different methods for generating higher angular momentum states in the ring trap. The first method is illustrated in Fig. 57(a), where a polariton droplet with initial in-plane momentum $\vec{p}_0$ is resonantly injected into a ring condensate of radius $r$. This droplet carries angular momentum $\vec{J}_i = N(\vec{r} \times \vec{p}_0)$ into the ring condensate, where $N$ is total number of polaritons in this droplet. Suppose the ring condensate is circulating in clockwise direction with angular momentum $\hbar/2$ and there are $N_0$ polaritons in the condensate. After the injection of the polariton droplet, the magnitude of the total angular momentum of the system is

$$J = N(r \cdot p_0) + N_0\hbar/2. \quad (8.1)$$

By adjusting the number of injected polaritons ($N$) and their initial momentum ($\vec{p}_0$), the ring condensate can be driven to different angular momentum states. For example, to drive the ring condensate to the state with angular momentum $\hbar$, namely

$$(N + N_0)\hbar = N(r \cdot p_0) + N_0\hbar/2, \quad (8.2)$$
Figure 56: (a) Schematic of current pumping and data recording setting. The blue line is the modulated pump power. It is set to have its full power for 25 µs and zero power for 2475 µs. The CCD camera integrates the PL over a 1 ms time window (green rectangle). (b) Schematic of a different setting that will be used to record the jump of the polariton flow direction. The pump beam is kept on for 200 µs and all the other conditions are kept the same. The red arrows in the phase maps represent the flow direction of the polaritons.
one can inject $N_0/[2(rp_0/\hbar - 1)]$ polaritons with initial momentum $\vec{p}_0$ into the ring condensate. The circulation direction of the ring condensate can also be reversed by injecting polaritons with initial angular momentum opposite to that of the ring condensate. Therefore, with this method we will have full control of both the magnitude and direction of the angular momentum of polaritons in the ring trap.

In the above discussion, one has assumed that the injected polaritons will be absorbed by the ring condensate. However, it is also possible that the injected polaritons will not be absorbed by the ring condensate. This can happen for example when the injected polaritons are polarized differently from the polaritons in the ring trap. In this case, the injected polaritons might travel as a soliton in the condensate which is also a very interesting phenomenon to study.

The second method of generating a well-controlled quantized flow in the ring trap is illustrated in Fig. 57(b). In this method, the pump beam (red) has an S-shaped profile centered at the stress trap. This S-shaped pump profile can be easily generated by a spatial light modulator (SLM). Due to the special geometry of this pump beam, net flows of polaritons (wide orange arrows) are generated as they move away from the excitation region due to the repulsion from the excitons. After reflecting off the boundary of the stress trap, some of these polaritons start circulating in the ring trap forming the quantized flow. The magnitude of the angular momentum of a polariton is determined by its initial momentum which comes from the potential energy in the excitation region. The potential energy is controlled by the intensity of the pump beam, therefore by changing the pump intensity the angular momentum of the polariton can be changed. As seen from Fig. 57(b), the direction of the circulating flow is determined by the orientation of the S-shaped pump profile. This provides the control of the flow direction; by inverting the orientation of the pump profile, the direction of the circulating flow can be inverted.
8.2 FUTURE DIRECTIONS

8.2.1 Time Resolving the Jump of the Flow Direction of the Ring Condensate

An interesting property of the ring condensate discussed in Chapter 5 is that the direction of the polariton flow in the ring trap fluctuates between clockwise and counterclockwise from shot to shot. In these experiments, the pump beam is modulated by a mechanical chopper at 400 Hz with a duty cycle of 1% to reduce heating of the sample. The integration time of the CCD was set to 1 ms to ensure that each image corresponded to only one laser pulse (Fig. 8.2.1 (a)). If a larger duty cycle was used, namely the pump beam was kept on for a longer time, the flip of the flow direction might be recorded in a single shot. Fig. 8.2.1 (b) illustrates the idea of this experiment.

8.2.2 Generating Quantized Circulation State on Demand

In our current experiments only the states of angular momentum \( \pm \frac{\hbar}{2} \) have been generated. It is therefore interesting to develop methods to generate quantized circulation states with higher angular momenta. Here, we propose two different methods for generating higher angular momentum states in the ring trap. The first method is illustrated in Fig. ?? where a polariton droplet is injected into a ring condensate with initial \( \vec{p}_0 \).

---

Figure 57: (a) Illustration of generating quantized flow states in the ring trap by resonantly injecting polaritons into a ring condensate. (b) Illustration of the pumping the sample with an S-shaped laser beam to generate quantized flow in the ring trap.
APPENDIX A

DEPHASING OF A CLOSED INTERACTING MANY-BODY SYSTEM

In this chapter, I will present a theoretical study of the decoherence in a closed interacting many-body system. In this work, we show that by using modern quantum field theory it is possible to deduce irreversible behavior for a closed system entirely on the basis of wave mechanics without invoking any of the common extra-mathematical notions of particle trajectories, collapse of the wave function, measurement, or intrinsically stochastic processes. A novel result of our calculation is that interacting many-body systems in the infinite volume limit evolve toward diagonal states (states with loss of all phase information) on the the time scale of the interaction time. The connection with the onset of off-diagonal phase coherence in Bose condensates is also discussed. Here, I will first give a brief summary of the quantum Boltzmann equation. Then I will present the calculation of the decoherence of a closed interacting many-body system.

The results presented here have been published in “The basis of the Second Law of thermodynamics in quantum field theory,” Annals of Physics 327(7), 1825 (2012) [132]. I contributed to this paper by verifying the derivation of the Boltzmann equation, and calculating the time evolution of the off-diagonal elements of the density matrix.
A.1 SUMMARY OF THE QUANTUM BOLTZMANN EQUATION

The equation which describes the evolution of a many-body system toward equilibrium is commonly known as the quantum Boltzmann equation. Let me first briefly summarize the derivation of the quantum Boltzmann equation (see Ref. [132] for more details). For the derivation, the model system is a many-body system that involves a number-conserving interaction between its particles. The interaction has the form,

\[ \hat{V} = \frac{1}{2} \sum_{k_1,k_2,k_3} U_{k_1,k_2,k_3,k_4} a^\dagger_{k_4} a^\dagger_{k_3} a_{k_2} a_{k_1}. \]  

(A.1)

where \( U_{k_1,k_2,k_3,k_4} \) is the interaction strength, \( a^\dagger_k \)'s and \( a_k \)'s are the creation and destruction operator of the state with momentum \( k \). The Hamiltonian of this system can be written as,

\[ \hat{H} = \hat{H}_0 + \hat{V} = E_0 + \sum_k \hat{N}_k \hbar \omega_k + \frac{1}{2} \sum_{k_1,k_2,k_3} U_{k_1,k_2,k_3,k_4} a^\dagger_{k_4} a^\dagger_{k_3} a_{k_2} a_{k_1}, \]  

(A.2)

where \( E_0 \) is the ground state energy, \( \hat{N}_k = \hat{a}^\dagger_k \hat{a}_k \) is the number operator of the momentum state \( k \). The evolution of the system can be found by using time-dependent perturbation theory (e.g., Ref. [134]). If the initial state of the system is \( |\psi_i\rangle \), and the state of the system at some later time \( t \) is \( |\psi_t\rangle \), the change in the average number of particles in state \( \vec{k} \) is given by

\[ d \langle \hat{N}_k \rangle = \langle \psi_t | \hat{N}_k | \psi_t \rangle - \langle \psi_i | \hat{N}_k | \psi_i \rangle \]  

(A.3)

\[ = \langle \psi(t) | e^{i\hat{H}t/\hbar} \hat{N}_k e^{-i\hat{H}t/\hbar} | \psi(t) \rangle - \langle \psi_i | \hat{N}_k | \psi_i \rangle \]

\[ = \langle \psi_i | e^{i/\hbar} \int \hat{V} dt \hat{N}_k e^{-i/\hbar} \int \hat{V}(t) dt | \psi_i \rangle \]

\[ - \langle \psi_i | \hat{N}_k | \psi_i \rangle \]

\[ = \langle \psi_i | e^{i/\hbar} \int \hat{V}(t) dt \left[ \hat{N}_k, e^{-i/\hbar} \int \hat{V}(t) dt \right] | \psi_i \rangle, \]
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where $|\psi(t)\rangle = e^{iH_0 t/\hbar} |\psi_t\rangle$ and $\hat{V}(t) = e^{iH_0 t/\hbar}\hat{V} e^{-iH_0 t/\hbar}$ in the standard interaction notation. The operator $\hat{N}_k$ commutes with $H_0$, by definition. If it commutes with $\hat{V}$, there is no change in the occupation numbers over time.

The exponential of the interaction operator can be written out as the series expansion,

$$
\frac{d}{dt} \langle \hat{N}_k \rangle = \langle \psi_i \rangle \left( 1 - (1/\hbar) \int_0^t \hat{V}(t') dt' + \ldots \right) \times \left( (1/\hbar) \int_0^t dt' [\hat{N}_k, \hat{V}(t')] + (1/\hbar)^2 \int_0^t dt' \int_0^{t'} dt'' [\hat{N}_k, \hat{V}(t') \hat{V}(t'')] + \ldots \right) |\psi_i\rangle.
$$

(A.4)

By substituting $\hat{N}_k = a_k^\dagger a_k$ and Eq. (A.1) into this expansion, one get terms containing the matrix elements in the form of $\langle \psi_i \rangle a_k^\dagger a_k^\dagger a_{k_2}^\dagger a_{k_3} |\psi_i\rangle$, $\langle \psi_i \rangle a_k^\dagger a_k^\dagger a_{k_2}^\dagger a_{k_3}^\dagger a_{k_4}^\dagger a_{k_1}^\dagger a_{k_2}^\dagger a_{k_3} |\psi_i\rangle$, $a_{k_3} a_{k_3} a_{k_3} |\psi_i\rangle$, $\ldots$, and so on. Among these matrix elements, the ones in which the creation operators fully undo the action of the destruction operators are called ‘diagonal’ elements, and the others are called ‘off-diagonal’ elements. For example, $\langle \psi_i \rangle a_k^\dagger a_k^\dagger a_{k_2}^\dagger a_{k_3} |\psi_i\rangle$ is a diagonal element when $k = k_2$, $k_3 = k_1$ or $k = k_1$, $k_3 = k_2$.

After carrying out the series expansion in Eq.(A.4) to the second order, the quantum Boltzmann equation can obtained by making the following approximations: (1) the off-diagonal elements in the expansion are negligible, (2) the time evolution is Markovian, and (3) there is no long-range correlation in the many-body wave function. The quantum Boltzmann equation is

$$
\frac{d}{dt} \langle \hat{N}_k \rangle = \frac{2\pi}{\hbar} \frac{1}{2} \sum_{k_1, k_2} (U_D \pm U_E)^2 \delta(E_{k_1} + E_{k_2} - E_{k_3} - E_k) \times \left( \langle \hat{N}_{k_1} \rangle \langle \hat{N}_{k_2} \rangle (1 \pm \langle \hat{N}_{k_3} \rangle)(1 \pm \langle \hat{N}_k \rangle) - \langle \hat{N}_k \rangle \langle \hat{N}_{k_1} \rangle (1 \pm \langle \hat{N}_{k_2} \rangle)(1 \pm \langle \hat{N}_{k_3} \rangle) \right)
$$

(A.5)

where $k_3 = k_1 + k_2 - k$.

The steady-state solution of this equation gives the particle number distribution at equilibrium. In equilibrium, we must have $dN(E_k)/dt = 0$ for all $k$. This will occur if for all the different scattering processes, the forward and backward rates for any process are the same:

$$
N(E_{k_3})N(E_{k_2})(1 \pm N(E_{k_1}))(1 \pm N(E_k)) = N(E_k)N(E_{k_1})(1 \pm N(E_{k_2}))(1 \pm N(E_{k_3})) = 0.
$$

(A.6)
This is the principle of detailed balance. It can easily be verified that a distribution of the form

\[ N(E) = \frac{1}{e^{\alpha + \beta E} \mp 1} \]  \hspace{1cm} (A.7)

satisfies this condition, where the $-$ sign is for bosons and the $+$ sign for fermions. The constants $\alpha$ and $\beta$ are determined by the conditions

\[ N = \sum_k N_k = \int N(E)D(E) dE, \quad U = \sum_k E_k N_k = \int EN(E)D(E) dE, \]  \hspace{1cm} (A.8)

where $D(E)$ is the density of $k$-states at energy $E$. These conditions follow from number and energy conservation, which follow from the fact that the total number operator $N$ and the total energy operator $U$ commute with the Hamiltonian. We can find $\alpha$ and $\beta$ in terms of standard thermodynamic quantities by noting that if $\alpha \gg 1$, the equilibrium distribution is equal to $N(E) = e^{-\alpha} e^{-\beta E}$. Equating this to the standard equilibrium distribution $N(E) = e^{\mu/k_BT} e^{-E/k_BT}$, which is called the Maxwell-Boltzmann distribution, we then have $\beta = 1/k_BT$ and $\alpha = -\mu/k_BT$, or

\[ N(E) = \frac{1}{e^{(E-\mu)/k_BT} \mp 1}, \]  \hspace{1cm} (A.9)

which is the well-known equilibrium distribution for quantum particles; when the sign is negative it is called the Bose-Einstein distribution and when the sign is positive it is called the Fermi-Dirac distribution. The quantum Boltzmann equation is therefore another way of deducing the standard equilibrium distributions.

### A.2 IRREVERSIBILITY IN QUANTUM BOLTZMANN EQUATION AND DEPHASING

#### A.2.1 Irreversibility in Quantum Boltzmann Equation

Starting from a non-equilibrium state, the quantum Boltzmann equation predicts that the system will evolve deterministically towards the equilibrium state and then maintain at that state. This prediction has been widely verified in experiments [135]. For example, Snoke et al. [136] showed that a population of excitons created by a ultrafast laser pulse in a
semiconductor rapidly evolved into a Maxwell-Boltzmann distribution. They found that the measured population dynamics fitted very well to the evolution given by the quantum Boltzmann equation.

But in a closed, energy-conserving system, we expect the dynamics will be time-reversible. In other words, if we start with state $|i\rangle$ and evolve to a state $|j\rangle$ at some later time, then we expect that if we started with the system in state $|j\rangle$, and reverse all the momenta, we should get back to state $|i\rangle$. So, why does the quantum Boltzmann equation tells us that the system will evolves deterministically to equilibrium? How have we gone from a time-reversible system to one with apparent irreversibility?

A close examination reveals that the irreversibility comes in when the off-diagonal terms are dropped off when we were deriving of the quantum Boltzmann equation \cite{132}. In the derivation, we threw out terms of form

$$\rho_{k_1,k_2,k_3,k}^{(2)} \equiv \langle \psi_i| a^\dagger_{k_1} a^\dagger_{k_2} a_{k_3} a_k | \psi_i \rangle,$$  \hspace{1cm} (A.10)

and

$$\rho_{k_1,k_2,k_3,k_4,k_5,k_6,k_7,k}^{(4)} \equiv \langle \psi_i| a^\dagger_{k_7} a^\dagger_{k_6} a_{k_5} a_{k_4} a^\dagger_{k_3} a^\dagger_{k_2} a_{k_1} a_k | \psi_i \rangle.$$  

One way of speaking of this is to say that we keep only the “diagonal” information of the state of the system, and discard the “off-diagonal” information. This terminology is a generalization of the density matrix formalism, where the first-order density matrix of a quantum system is defined as (see Ref. \cite{133}, Section 9.2)

$$\rho = \begin{pmatrix} 
\langle a^\dagger_{k_1} a_{k_1} \rangle & \langle a^\dagger_{k_1} a_{k_2} \rangle & \langle a^\dagger_{k_1} a_{k_3} \rangle & \ldots \\
\langle a^\dagger_{k_2} a_{k_1} \rangle & \langle a^\dagger_{k_2} a_{k_2} \rangle & \langle a^\dagger_{k_2} a_{k_3} \rangle & \ldots \\
\langle a^\dagger_{k_3} a_{k_1} \rangle & \langle a^\dagger_{k_3} a_{k_2} \rangle & \langle a^\dagger_{k_3} a_{k_3} \rangle & \ldots \\
. & . & . & \ldots
\end{pmatrix}$$  \hspace{1cm} (A.11)

The diagonal elements of this matrix are the average occupation numbers, while the off-diagonal terms account for phase correlations in the system. We can generalize to define as
“off-diagonal” any expectation values which do not involve only matched pairs of creation and destruction operators of the form $a_k^\dagger a_k$.

Suppose that the system starts in a purely diagonal state, with all off-diagonal terms of all orders strictly equal to zero. After a short time $dt$, while the quantum Boltzmann equation gives the correct value for the change of $\langle \hat{N}_k \rangle$, the state of the system will have evolved to a different superposition of Fock states, and therefore the off-diagonal terms may be nonzero. While in the derivation, we dropped all the off-diagonal terms. In this process, the information contained in the off-diagonal terms is lost. The loss of the off-diagonal information, known as “dephasing,” ensures irreversibility.

On the other hand, if we did keep track of these terms, then we could write down the exact quantum mechanical state at time $dt$, and using this as an initial state, by reversing time we could recover the initial state at time $t = 0$.

### A.3 CALCULATION OF THE OFF-DIAGONAL TIME EVOLUTION

As discussed above, the elimination of off-diagonal phase information leads to the irreversibility in the quantum calculation. Then, a natural question to ask is how valid an approximation it is to discard the phase information as we did in Section A.1. We can answer this question by computing the dephasing rate from the full quantum mechanical many-body wave function. In Section A.1, the evolution of $\langle \hat{N}_k \rangle$ depends, in principle, on the values of all of the different $\rho^{(2)}$ and $\rho^{(4)}$ terms. We note that the evolution of $\langle \hat{N}_k \rangle$ depends only on these terms, that is, on averages of the phase factors, and not on detailed knowledge of single values of the phase factors.

In the rest of this section, we show how to calculate the evolution of the off-diagonal phase terms. We will focus on the evolution of the $\rho^{(2)}$ terms, and return to discuss the $\rho^{(4)}$ and other terms at the end of this section. We define the operator $\rho^{(2)}_{k,k',k'',k'''} = a_k^\dagger a_{k'}^\dagger a_{k''} a_{k'''}$, and assume that the four momenta are all different, because the case when two or more momenta are the same will be greatly suppressed due to the requirement of momentum conservation in the interaction Hamiltonian which gives rise to evolution of the $\rho^{(2)}$ terms.
Following a similar approach to that of Section A.1, we write for a given off-diagonal term,

\[ d\langle \hat{\rho}^{(2)}_{k,k',k'',k'''} \rangle = \langle \psi_i | \hat{\rho}^{(2)}_{k,k',k'',k'''}(t) | \psi_i \rangle - \langle \psi_i | \hat{\rho}^{(2)}_{k,k',k'',k'''} | \psi_i \rangle \]

\[ = \langle \psi(t) | \hat{\rho}^{(2)}_{k,k',k'',k'''}(t) | \psi(t) \rangle - \langle \psi_i | \hat{\rho}^{(2)}_{k,k',k'',k'''} | \psi_i \rangle. \]  \hspace{1cm} (A.12)

As we did for (A.4), we expand the time-dependent exponential operators as

\[ d\langle \hat{\rho}^{(2)}_{k,k',k'',k'''} \rangle = \langle \psi_i | \left( 1 - \frac{1}{i\hbar} \int_0^t \hat{V}(t') dt' + \frac{1}{(i\hbar)^2} \int_0^t dt' \int_0^{t'} dt'' \hat{V}(t') \hat{V}(t'') + \ldots \right) \hat{\rho}^{(2)}_{k,k',k'',k'''}(t) \]

\[ \times \left( 1 + \frac{1}{i\hbar} \int_0^t \hat{V}(t') dt' + \frac{1}{(i\hbar)^2} \int_0^t dt' \int_0^{t'} dt'' \hat{V}(t') \hat{V}(t'') + \ldots \right) | \psi_i \rangle \]

\[- \langle \psi_i | \hat{\rho}^{(2)}_{k,k',k'',k'''} | \psi_i \rangle. \]  \hspace{1cm} (A.13)

The lowest-order term is

\[ \langle \psi_i | (\hat{\rho}^{(2)}_{k,k',k'',k'''}(t) - \hat{\rho}^{(2)}_{k,k',k'',k'''}) | \psi_i \rangle; \]  \hspace{1cm} (A.14)

the first-order terms are

\[ \frac{1}{i\hbar} \int_0^t dt' \langle \psi_i | [\hat{\rho}^{(2)}_{k,k',k'',k'''}(t), \hat{V}(t')] | \psi_i \rangle; \]  \hspace{1cm} (A.15)

while the second-order terms are

\[ \frac{1}{\hbar^2} \int_0^t dt' \int_0^t dt'' \langle \psi_i | \hat{V}(t') \hat{\rho}^{(2)}_{k,k',k'',k'''}(t) \hat{V}(t'') | \psi_i \rangle \]

\[ - \frac{1}{\hbar^2} \int_0^t dt' \int_0^{t'} dt'' \langle \psi_i | \hat{V}(t') \hat{V}(t'') \hat{\rho}^{(2)}_{k,k',k'',k'''}(t) | \psi_i \rangle \]

\[ - \frac{1}{\hbar^2} \int_0^t dt' \int_0^t dt'' \langle \psi_i | \hat{\rho}^{(2)}_{k,k',k'',k'''}(t) \hat{V}(t') \hat{V}(t'') | \psi_i \rangle. \]  \hspace{1cm} (A.16)

We cannot assume that \( \hat{\rho}^{(2)}_{k,k',k'',k'''} \) commutes with \( H_0 \), as we did for \( N_k \) in the derivation of the quantum Boltzmann equation, so we must keep all of the \( e^{iH_0 t/\hbar} \) terms in the definitions of the time-dependent operators for the moment. In the following sections we compute each order of the expansion (A.13) separately.
**A.3.1 Zero-Order Off-Diagonal Evolution**

As before, we write \(|\psi_i\rangle\) as a sum of Fock states \(|\psi\rangle = \sum_n \alpha_n |n\rangle\), where \(|n\rangle\) is a Fock state and \(\alpha_n\) is the phase factor. Then the zero-order term is

\[
d\langle \hat{\rho}^{(2)}_{k,k',k'',k'''} \rangle = \sum_{n,n'} \alpha^*_n \alpha_n \left( \langle n'| (e^{iH_0 t/\hbar} \hat{\rho}^{(2)}_{k,k',k'',k'''} e^{-iH_0 t/\hbar}) |n\rangle - \langle n'| \hat{\rho}^{(2)}_{k,k',k'',k'''} |n\rangle \right).
\]

(A.17)

Applying the time-varying exponential factors to the Fock states gives us

\[
d\langle \hat{\rho}^{(2)}_{k,k',k'',k'''} \rangle = \sum_{n,n'} \alpha^*_n \alpha_n \left( e^{i(E_k + E_{k'} - E_{k''} - E_{k'''}) t/\hbar} - 1 \right) \langle n'| \hat{\rho}^{(2)}_{k,k',k'',k'''} |n\rangle
\]

\[\approx \frac{it}{\hbar} (E_k + E_{k'} - E_{k''} - E_{k'''} \sum_{n,n'} \alpha^*_n \alpha_n \langle n'| \hat{\rho}^{(2)}_{k,k',k'',k'''} |n\rangle
\]

\[= \frac{it}{\hbar} (E_k + E_{k'} - E_{k''} - E_{k'''} \langle \psi_i | \hat{\rho}^{(2)}_{k,k',k'',k'''} |\psi_i \rangle).
\]

(A.18)

Thus, if there are nonzero \(\hat{\rho}^{(2)}\) terms, these will rotate in phase with angular frequency proportional to the degree of violation of energy conservation.

**A.3.2 First-Order Off-Diagonal Evolution**

We start by working on the first-order term. Inserting the definition of \(\hat{V}\), we have

\[
\langle \psi_i | [\hat{\rho}^{(2)}_{k,k',k'',k'''} (t), \hat{V} (t')] |\psi_i \rangle = \sum_{k_1,k_2,k_3} \frac{U}{2} \langle \psi_i | [e^{iH_0 t/\hbar} a_k^\dagger a_{k'}^\dagger a_{k''} a_{k'''}, e^{-iH_0 t/\hbar} e^{iH_0 t'/\hbar} e^{iH_0 t'/\hbar} a_{k_1}^\dagger a_{k_2}^\dagger a_{k_3} a_{k_4} e^{-iH_0 t'}] |\psi_i \rangle,
\]

where we abbreviate the momentum-dependent matrix element simply as \(U\). Again, we write the initial state as a sum superposition of Fock state, then

\[
\langle \psi_i | [\hat{\rho}^{(2)}_{k,k',k'',k'''} (t), \hat{V} (t')] |\psi_i \rangle = \sum_{n,n'} \alpha^*_n \alpha_n \sum_{k_1,k_2,k_3} \frac{U}{2} \left( \langle n'| e^{iH_0 t/\hbar} a_k^\dagger a_{k'}^\dagger a_{k''} a_{k'''} e^{-iH_0 t/\hbar} e^{iH_0 t'/\hbar} e^{iH_0 t'/\hbar} a_{k_1}^\dagger a_{k_2}^\dagger a_{k_3} a_{k_4} e^{-iH_0 t'} |n\rangle
\]

\[- \langle n'| e^{iH_0 t'/\hbar} a_k^\dagger a_{k_1}^\dagger a_{k_2} a_{k_3} a_{k_4} e^{-iH_0 t'/\hbar} e^{iH_0 t/\hbar} a_k^\dagger a_{k'}^\dagger a_{k''} a_{k'''}, e^{-iH_0 t/\hbar} |n\rangle \right).
\]

(A.20)
For \( n' = n \), this becomes

\[
\sum_n |\alpha_n|^2 2(U_D \pm U_E) \left( e^{i(E_k + E_{k'} - E_{k''} - E_{k'''})(t-t')/\hbar} N^{(n)}_k N^{(n)}_{k'} (1 \pm N^{(n)}_{k''}) (1 \pm N^{(n)}_{k'''}), \right.
\]

\[
- e^{-i(E_k + E_{k'} - E_{k''} - E_{k'''})(t-t')/\hbar} N^{(n)}_{k''} N^{(n)}_{k'''} (1 \pm N^{(n)}_{k}) (1 \pm N^{(n)}_{k'}), \right)
\]

(A.21)

where, as in Section A.1, \( U_D \) and \( U_E \) are the direct and exchange interaction constants, and the numbers \( N^{(n)}_k \), \( N^{(n)}_{k'} \), etc., without hats, are the occupation numbers of the \( k \)-states in the Fock state \( |n\rangle \). The \( \pm \) signs here give the cases of bosons and fermions, as in the quantum Boltzmann equation. If \( n' \neq n \), we are left with off-diagonal terms, either \( \hat{\rho}^{(2)} \) or higher-order phase terms, namely a six-operator \( \hat{\rho}^{(3)} \) term or an eight-operator \( \rho^{(4)} \) phase term. We will discuss these below.

Performing a time integral for the case \( n' = n \), we have

\[
e^{i\omega t} \int_0^t dt' e^{-i\omega t'} = (1 + i\omega t + \ldots) \frac{1 - i\omega t + \ldots - 1}{-i\omega} \simeq t. \tag{A.22}
\]

Thus, for a small time interval \( t \), the first-order evolution from a diagonal state gives

\[
\frac{d}{dt} \langle \hat{\rho}^{(2)}_{k,k',k'',k'''} \rangle = 2i \frac{\hbar}{\hbar} (U_D \pm U_E) \langle \psi_1 | \left( \hat{N}_{k''} \hat{N}_{k'''} (1 \pm \hat{N}_k) (1 \pm \hat{N}_{k'}) - \hat{N}_k \hat{N}_{k'} (1 \pm \hat{N}_{k''}) (1 \pm \hat{N}_{k'''}) | \psi_1 \rangle \right). \tag{A.23}
\]

This term gives us phase coherence that accumulates proportional to the net scattering rate connecting the four states, but without any condition of energy conservation. This term will lead to a real change of the expectation value \( \langle \hat{N}_k \rangle \) through the first order terms of Eq. (A.4). Since this term increases linearly with \( t \), if the phase factors start out at zero value, the change in population in the first order terms of Eq. (A.4) will increase as \( t^2 \), which will be negligible on short time scales. But if the phase factors grow in time to have nonzero values, then they could contribute to the evolution of \( \langle \hat{N}_k \rangle \).
As mentioned above, if we do not require $|n'\rangle = |n\rangle$ in equation (A.20), we will have terms with higher-order off-diagonal terms instead of just number operators $\hat{N}_k$. In this case we will have terms like the following:

\[
\langle n' | e^{iH_0 t} a_{k_1}^\dagger a_{k_2}^\dagger a_{k_3} a_{k_4} e^{-iH_0 t'} a_{k_4}^\dagger a_{k_3} a_{k_2} a_{k_1} e^{-iH_0 t'} | n \rangle - \langle n' | e^{iH_0 t'} a_{k_4}^\dagger a_{k_3} a_{k_2} a_{k_1} e^{-iH_0 t'} e^{iH_0 t} a_{k_4}^\dagger a_{k_3} a_{k_2} a_{k_1} e^{-iH_0 t} | n \rangle.
\]

(A.24)

If none of the operators $a_{k_1}, a_{k_2}, a_{k_3}^\dagger$, or $a_{k_4}^\dagger$ act on the same $k$-states as the momenta in $\hat{\rho}^{(2)}_{k,k',k''}$, i.e., if all the operators in the interaction term commute with $\hat{\rho}^{(2)}_{k,k',k''}$, then these two terms will cancel.

To deal with the case when the interaction term does not commute with $\hat{\rho}^{(2)}_{k,k',k''}$, we must deal with a number of possibilities. The detailed calculation can be found in Appendix B of our paper [132]. The general result is that if there are nonzero $\rho^{(2)}$ factors, then these can contribute to the first-order evolution of $\hat{\rho}^{(2)}_{k,k',k''}$. These other $\rho^{(2)}$ off-diagonal factors always appear in sums, such as

\[
\sum_{k_1, k_2} f(N_k, N_{k'}, N_{k''}, N_{k'''}) \hat{\rho}^{(2)}_{k,k',k''}.
\]

(A.25)

where $f(N_k, N_{k'}, N_{k''}, N_{k'''})$ is some function of the occupation numbers, which can be either positive or negative. We might in general expect that these sums will average to zero, but as we will see below, even if they do not, there will be an overall evolution term to suppress these $\rho^{(2)}$ factors.

### A.3.3 Second-Order Off-Diagonal Evolution

We now proceed to the second-order terms (A.16). First, we examine the time integrals. We assume that the operators in the first $\hat{V}(t')$ undo whatever changes have been done by $\hat{V}(t'')$; otherwise we will not be left with $\langle \psi_i | \hat{\rho}^{(2)}_{k,k',k''} | \psi_i \rangle$. Terms which do not do this will involve higher-order off-diagonal phase correlation terms $\hat{\rho}^{(3)}$, $\hat{\rho}^{(4)}$, etc. These terms in principle can contribute to a second-order contribution to the evolution of $\langle \psi_i | \hat{\rho}^{(2)} | \psi_i \rangle$, but as with the first-order calculation, we take a perturbative approach that the $\hat{\rho}^{(2)}$ terms will
dominate over higher-order off-diagonal terms. What we are interested in now is any terms proportional to $\langle \psi_i | \hat{\rho}^{(2)} | \psi_i \rangle$, so that we can see what happens to existing off-diagonal phase accumulation.

If $\hat{V}(t')$ undoes whatever changes have been done to $|\psi_i\rangle$ by $\hat{V}(t'')$, then each of the three terms in (A.16) gives a factor $e^{i(E_{k_1}+E_{k_2}-E_{k_3}-E_{k_4})t'/\hbar} \times e^{-i(E_{k_1}+E_{k_2}-E_{k_3}-E_{k_4})t''/\hbar}$, but in the first case $t'$ and $t''$ are integrated from 0 to $t$ separately, while in the last two terms $t'$ is integrated from 0 to $t$ but $t''$ is integrated from 0 to $t'$. The first case gives a factor $(2\pi t/\hbar) \delta(E_{k_1}+E_{k_2}-E_{k_3}-E_{k_4})$. The second case can be written as

$$
\int_0^t dt' \int_0^{t'} dt'' e^{i\omega t'} e^{-i\omega t''} = 2 \int_0^t dt' \int_0^{t-t'} dt'' e^{i\omega t'} e^{-i\omega t''} = \frac{\pi t}{\hbar} \delta(E_{k_1}+E_{k_2}-E_{k_3}-E_{k_4}),
$$

(A.26)

The second term on the right in the last line is equal to the term on the left, and therefore we have

$$
\int_0^t dt' \int_0^{t'} dt'' e^{i\omega t'} e^{-i\omega t''} = \frac{1}{2} \int_0^t dt' \int_0^{t-t'} dt'' e^{i\omega t'} e^{-i\omega t''} = \frac{\pi t}{\hbar} \delta(E_{k_1}+E_{k_2}-E_{k_3}-E_{k_4}),
$$

(A.27)

i.e., 1/2 of the first case.

For convenience we write one term of the $\hat{V}$ sum as $\hat{V}_i = U a_{k_4}^\dagger a_{k_3}^\dagger a_{k_2} a_{k_1}$. After removing the time dependence, the second order term of interest is

$$
\langle \psi_i | \left( \hat{V}_i \hat{\rho}^{(2)} \hat{V}_i - \frac{1}{2} \hat{V}_i \hat{\rho}^{(2)} \hat{V}_i - \frac{1}{2} \hat{\rho}^{(2)} \hat{V}_i \hat{V}_i \right) | \psi_i \rangle.
$$

(A.28)

This is the generalized Lindblad operator for a many-body system, used often in quantum optics [137]. If $\hat{V}_i$ and $\hat{V}_i'$ both commute with $\rho^{(2)}$, then this vanishes. Thus, all of the terms in $\hat{V}$ which do not include a creation or destruction operator with at least one of the four momenta $k,k',k'',k'''$ in $\hat{\rho}^{(2)}$ do not contribute to any change of this dephasing term. This
makes sense, since only interactions with these states should contribute to this dephasing term.

We must therefore consider each type of \( \hat{V}_i \) term that does not commute with \( \hat{\rho}^{(2)}_{k,k',k'',k'''} \). We will take these in order: terms with one momentum the same as in \( \hat{\rho}^{(2)}_{k,k',k'',k'''} \), terms with two momenta the same as in \( \hat{\rho}^{(2)}_{k,k',k'',k'''} \), terms with three the same, and terms with four the same.

The interaction term \( \hat{V}_i \) will not commute with \( \hat{\rho}^{(2)}_{k,k',k'',k'''} \) if one of the four operators in \( \hat{V}_i \) acts on one of the same momenta as the four in \( \hat{\rho}^{(2)}_{k,k',k'',k'''} \). We assume that \( \hat{V}_i \) has the same four operators as in \( \hat{V}_i \), so that all the changes in \( |\psi_i\rangle \) made by \( \hat{V}_i \) are reversed, as discussed above. In this case, (A.28) will have terms like the following:

\[
\begin{align*}
    a_k^+ a_k^+ a_k^+ a_k^+ - \frac{1}{2} a_k^+ a_k^+ a_k^+ a_k^+ - \frac{1}{2} a_k^+ a_k^+ + 1 = -\frac{1}{2} a_k^+ \\
\end{align*}
\]

which is true for both bosons and fermions, using the fermion property that a double creation operator vanishes. The remaining operator in (A.29) goes back into the definition of \( \rho^{(2)} \), leaving behind three operators in each of \( \hat{V}_i \) and \( \hat{V}_i' \).

Setting \( \vec{k}_1 = \vec{k} \) in \( \hat{V}_i \), we can pick the momenta in \( \hat{V}_i' \) four different ways to restore the same Fock state:

\[
\begin{align*}
    &a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+ a_k^+
\end{align*}
\]

If \( U \) is a constant, this just gives a factor of 4 multiplying the \((U/2)^2\) prefactor that comes from the two \( \hat{V} \) terms in second order; more generally it gives the prefactor \( \frac{1}{2} U_D (U_D \pm U_E) \).

There will be another four terms giving \( \pm \frac{1}{2} U_E (U_D \pm U_E) \) if we take \( \vec{k}_2 = \vec{k} \), thus giving \((U_D \pm U_E)^2\), which is the same matrix element as in the quantum Boltzmann equation (A.5).

Setting \( \vec{k}_3 \) or \( \vec{k}_4 \) in \( \hat{V}_i \) equal to \( k \) gives two more sets of four terms, using

\[
\begin{align*}
    a_k a_k^+ a_k^+ a_k^+ - \frac{1}{2} a_k a_k^+ a_k^+ - \frac{1}{2} a_k a_k^+ = \pm \frac{1}{2} a_k^+ \\
\end{align*}
\]

where the + is for bosons and the – is for fermions.
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Thus, for the momentum $k$ in $\hat{\rho}_{k,k',k'',k'''}^{(2)}$, we have a factor of the form
\[
\frac{1}{2} (U_D \pm U_E)^2 \left[ \pm \hat{N}_{k_1} \hat{N}_{k_2} (1 \pm \hat{N}_{k_3}) - \hat{N}_{k_2} (1 \pm \hat{N}_{k_3}) (1 \pm \hat{N}_{k_4}) \right].
\]
Since $\vec{k}_1, \vec{k}_2, \vec{k}_3, \text{and} \vec{k}_4$ are dummy variables, we can switch $\vec{k}_4$ with $\vec{k}_2$ and $\vec{k}_3$ with $\vec{k}_1$, without changing the matrix element. We thus finally have, for the second-order term,
\[
\frac{d}{dt} \langle \hat{\rho}_{k,k',k'',k'''}^{(2)} \rangle = \frac{2\pi}{\hbar} (U_D \pm U_E)^2 \frac{1}{2} \sum_{k_2,k_3} \delta(E_k + E_{k_2} - E_{k_3} - E_{k_4}) \times \langle \psi_i | \hat{\rho}_{k,k',k'',k'''}^{(2)} | \hat{\rho}_{k,k',k'',k'''}^{(2)} \rangle | \psi_i \rangle + \ldots.
\] (A.32)

where the \ldots indicates that there are three more terms of exactly the same form, for $k'$, $k''$, and $k'''$ in $\hat{\rho}_{k,k',k'',k'''}^{(2)}$.

Under the assumption of no long-range correlations in the system, we can factorize (A.32) into products of expectation values. We then have
\[
\frac{d}{dt} \langle \hat{\rho}_{k,k',k'',k'''}^{(2)} \rangle = \langle \hat{\rho}_{k,k',k'',k'''}^{(2)} \rangle \frac{2\pi}{\hbar} (U_D \pm U_E)^2 \frac{1}{2} \sum_{k_2,k_3} \delta(E_k + E_{k_2} - E_{k_3} - E_{k_4}) \times \left[ \pm \langle \hat{N}_{k_3} \rangle \langle \hat{N}_{k_4} \rangle (1 \pm \langle \hat{N}_{k_2} \rangle) - \langle \hat{N}_{k_2} \rangle (1 \pm \langle \hat{N}_{k_3} \rangle) (1 \pm \langle \hat{N}_{k_4} \rangle) \right] + \ldots.
\] (A.33)

The population factor $\langle \hat{N}_{k_3} \rangle \langle \hat{N}_{k_4} \rangle (1 \pm \langle \hat{N}_{k_2} \rangle) - \langle \hat{N}_{k_2} \rangle (1 \pm \langle \hat{N}_{k_3} \rangle) (1 \pm \langle \hat{N}_{k_4} \rangle)$ does not vanish in equilibrium, unlike the comparable term in the quantum Boltzmann equation, because it does not have the balancing factors $\langle \hat{N}_{k} \rangle$ and $(1 \pm \langle \hat{N}_{k} \rangle)$. For fermions, this rate is always negative, leading to dephasing, while for bosons, it can be positive if the net scattering rate into one of the $k$-states is positive. Net scattering into a state can occur, for example, when there is macroscopic coherence due to Bose condensation, which gives a macroscopic number of particles in a single state. The case of Bose condensation will be discussed in the next section. At low density or high temperature, however, when $\langle N_k \rangle \ll 1$, the out-scattering term in (A.32) will dominate over the in-scattering term, since the in-scattering involves a product of two occupation numbers, while the out-scattering term has only a single occupation number. In other words, at low occupation per state, given a particle in state $k$, it is much more likely for that particle to scatter out of that state than for another to enter, in a given time interval. Therefore at low density the overall rate is always negative.
A.3.4 Summary of Dephasing Calculation Results

We have seen that on the one hand, that (A.23) implies that scattering does lead to deviation from a pure diagonal state, with an increase of the phase factor $\langle \hat{\rho}^{(2)} \rangle$ proportional to the net scattering rate. But in the case of fermions, or bosons at low density, that phase coherence can never build up; the result (A.33) is of the form

$$\frac{d}{dt} \langle \hat{\rho}^{(2)} \rangle = -\frac{\langle \hat{\rho}^{(2)} \rangle}{\tau},$$  \hspace{1cm} (A.34)

which gives exponential decay of the phase with a time constant $\tau$; the value of $\tau$ is equal to the time constant for out-scattering found from the quantum Boltzmann equation. Moreover, in the low density limit, the phase build-up will always be negligible compared to the phase decay on average, because the build-up rate (A.23) is proportional to the square of the occupation number, while the decay term (A.33) is linear in the occupation number at low density.

Turning to the $\rho^{(4)}$ terms, which we found can also contribute to the evolution of $\langle \hat{N}_k \rangle$, it should not be hard to see that the same procedure applied to these phase factors will give the same behavior. In the above calculation for the dephasing, we could have just as easily inserted $\rho^{(4)}$, with the same result, but with eight scattering terms instead of four. In the same way, a first-order calculation like the one which gave us the result (A.23) for the accumulation of phase, presumably will also give us a term linear in $t$, but this phase accumulation will quickly be removed by the dephasing.

We can therefore say in general terms that the natural evolution of the system makes the many-body states tend rapidly toward becoming diagonal states, which was the assumption used implicitly in the iterative solution of the quantum Boltzmann equation. In equilibrium, (A.23) implies that there is no build up of phase factors, and the states resolve to diagonal states, that is, states in which only $\langle \hat{N}_k \rangle$ is relevant. If the system is far from equilibrium, there will be a tiny buildup of phase in the superposition of states which is constantly being destroyed by the out-scattering processes.
APPENDIX B

INTENSITY STABILIZED Ti:SAPPHIRE LASER WITH FEEDBACK FROM A GRATING

In the experiments discussed in Chapter 5, 6 and 7 a homemade continuous wave Ti:Sapphire laser was used to excite the microcavity. Fig. 58(a) is a schematic of the layout of this laser, and Fig. 58(b) is a photo of this laser. The pump laser is a 5 W Verdi G Series semiconductor laser from Coherent. It delivers 5 W of power at 532 nm. The output beam (green line) of the pump laser is linearly polarized in the vertical direction. In order to maximize the transmission of the pump beam into the Ti:Sapphire crystal, the polarization of this beam is rotated into the horizontal direction by a half-wave plate (HWP). A plano-convex lens (L1) is used to focus the pump beam into the Ti:Sapphire crystal through a dichroic concave mirror (M2). This mirror and the other concave mirror M3 are identical, and are both from LAYERTEC. They have anti-reflection coatings on their back surfaces for 532 nm which give < 0.25% of reflection for the pump beam. Their front surfaces have a reflectivity larger than 99.8% for wavelengths in the range from 640 nm to 1000 nm. These two mirrors (M2 and M3) together with an end mirror (M4) and an output coupler (OC) form the cavity of the laser. The end mirror is a dielectric mirror which has nearly perfect reflectivity for wavelength in the range from 640 nm to 1000 nm. The output coupler transmits about 5% of the light incident on to it. The transmitted light is the output of the laser cavity. A birefringent filter (BRF) is placed into the beam path inside the cavity for the purpose of tuning the wavelength of the laser. The BRF introduces wavelength dependent polaritzation change of the cavity modes that transmit through it. As the polarization of the light is
changed, the transmission lose of the light in the cavity is also changed. The one that has minimum transmission loss becomes the dominate mode in the cavity. Therefore, a particular wavelength is selected. By rotating the BRF, the wavelength of the minimum loss mode is changed so does the wavelength of the output beam. In our laser (Fig. 58(b)), the wavelength can be tuned from about 720 nm to 900 nm. The output power at 730 nm is about 500 mW when the cavity is pumped by a 5 W beam from the pump laser.

The cavity length is minimized in order to increase the free spectral range of the laser, and therefore to reduce the mode-hopping in the laser. The cavity length of this laser is 45 cm, which gives a free spectral range of 330 MHz. By comparison, the cavity length of the Mirra from Coherent Inc. is about 200 cm, which gives a free spectral range of 76 MHz. Fig. 58(c) is the measured output intensities of the homemade laser at 733 nm. The output intensity of the homemade laser is oscillating at a frequency of 330 MHz with an amplitude of 30% of its average power. The frequency of this oscillation equals to the free spectral range of the laser, which indicates that this oscillation comes from the beating between adjacent modes in the laser cavity. By comparison, the output intensity of the Mirra laser, as shown in Fig. 58(d) is oscillating at multiple frequencies with an amplitude of 50% of its average power.

As discussed in Section 5.2.1, the fluctuation of the output intensity seen in Fig. 58(c) can be reduced by using a grating to feed part of output beam back into the laser cavity. In this case, a 1200 grooves/mm ruled diffraction grating is installed right after the output coupler (OC) of the laser cavity. This grating is set into the Littrow configuration (Fig. 59(a)) with respect to the beam coming from the laser. As shown in Fig. 59(a), the incident beam comes in along the normal direction of the grating grooves, the 1st-order diffraction of the grating is collinear and antiparallel to the incident beam. The zero-order diffraction of the grating is the final output of the laser. The spectrally-narrow 1st-order beam will go back into the cavity, to stimulate the cavity to lase at the its particular wavelength, and therefore eliminate other modes in the laser cavity. Fig. 59(b) is an image of the laser with the grating installed. The time dependence of the output intensity of the laser with grating feedback is shown in Fig. 59(c). Comparing to Fig. 58(c), the stability of the laser output has greatly improved.

However, a major disadvantage of doing grating feedback is that the output power re-
Figure 58: (a) Schematic of the Ti:Sapphire laser. (b) A photo of the homemade Ti:Sapphire laser. The components that correspond to the drawings in (a) are enclosed by red rectangles. Xtal represents the Ti:Sapphire crystal. (c) Time dependence of the output power of the homemade laser at 733 nm. (d) Time dependence of the output power of the Mirra laser ($P_m$) from the Coherent Inc. at 733 nm.
Figure 59: (a) Schematic of the Littrow configuration of grating feedback. (b) Image of the homemade Ti:Sapphire laser with a grating after the output coupler. (c) Output intensity of the laser at 733 nm after adding the grating feedback.
duced to only about 1/3 of that without grating feedback: the output power reduces to about
150 mW from 500 mW at 730 nm when the grating feedback was used. In our experiment,
we found that having more pump power is more important than having very stable pump
power. Therefore, in our experiments presented in Chapter 5, 6 and 7, the grating feedback
was not used.
APPENDIX C

NUMERICAL METHOD OF RETRIEVING THE PHASE OF RING
CONDENSATE FROM INTERFERENCE PATTERN

As mentioned in Section 6.1, one can extract the phase information of the ring condensate from the interference pattern with a method called digital off-axis holography [107, 108]. The procedure that I used to generate the phase map of the ring condensate (Fig. 43) from the interference pattern is illustrated in Fig. 60. A 2D fast Fourier transformation (FFT) was first applied to the interference pattern in Fig. 60(a). The image it generates is shown in Fig. 60(b), where the peak centers at the \((k_x = 0 \text{ } \mu m^{-1}, k_y = 0 \text{ } \mu m^{-1})\) corresponds to the uniform background of the interference pattern which comes from the incoherent polaritons. The peaks at \((k_x = \pm 0.91 \text{ } \mu m^{-1}, k_y = 0 \text{ } \mu m^{-1})\) correspond to the fringes in Fig. 60(a) which comes from the coherent polaritons. The distances from these two peaks to the origin of the reciprocal space is the in-plane component of the wave vector of the PL. These two frequency components are conjugate of each other; they carry the same information about the interference pattern. One can choose either one them for retrieving the phase information of the ring condensate. The effect of the in-plane wave vector is removed by shifting the chosen peak to the center of the reciprocal space (Fig. 60(b)). For example, in Fig. 60(c) the peak at \(k_x = 0.91 \text{ } \mu m^{-1}\) in Fig. 60(b) has been selected and shifted to \((k_x = 0 \text{ } \mu m^{-1}, k_y = 0 \text{ } \mu m^{-1})\). Then a 2D inverse FFT is applied to Fig. 60(c) which generates the phase map shown in Fig. 60(d). This phase map shows the phase gradient of the interference pattern in Fig. 60(a), which is twice the phase gradient of the ring condensate. Therefore, in the ring condensate, there is a \(\pi\) phase shift when going around a closed loop in it.
Figure 60: (a) Real-space image of a typical interference pattern of the ring condensate. (b) Fourier transformation of the interference pattern in (a). (c) The positive frequency component in (b) is selected and shifted to the center of the reciprocal space. (c) The phase map of (a) obtained by applying an inverse Fourier transformation of (c).
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