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Campus Cyberinfrastructure
Recent NSF Award - ScienceDMZ
Research and Education Networks (RENS)

National Cyberinfrastructure
Statewide REN — PennREN
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‘ \ | | Drupal Vulnerability Could Allow
Compromise of Web sites

Tra i n i n g | Vulnerability could allow potential compromise of
Drupal Web sites.
"hNnolo | Friday, Octobei
li{siElilsls Technology

COMPUTING SERVICES AND SYSTEMS DEVELOPMENT

4 - 3:46pm

of Pittsburs_{h (PITT. PITTHOME | FIND PEOPLE

Information

COMPUTING SERVICES AND SYSTEMS DEVELOPMENT

v can we hel

I
I

u Learn more »

(=) About Us ~ Services ~ Software ~ Security ~ Support ~ ¥ Live Chat L, 412-624-HELP © Help Form

p‘l’étnet Connect to PittNet

3
wilin N
Joi “in
Fast, secure, and easy-to-use wireless Internet Data-driven decision-making.
access. CSSD is the central IT organization for the University of Pittsburgh. We provide innovative information technology
services to support learning, teaching, research, and business functions. Explore the sections below to learn more
Data Warehouse Bl about us! @ Tuesday, January 27, 2015 - 5:02pm
GHOST Vulnerability Affects Linux

Computers
Office of the CIO A critical new vulnerability in the GNU C Library
affects most versions of Linux.

Intelligence About Us

Enterprise Business
zation ©  Alerts & Notifications

O u r O rga n izati O n Tuesday, February 10, 2015 - 4:48pm

February Microsoft Security Bulletins
Three critical vulnerabilities affect Microsoft Windows
and Internet Explorer.
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O\ | Faculty

Cyber Security Awareness — ~

Overview

Tuesday, January 27, 2015 - 11:21am

Phishing Alert: Capital One Account
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Pittsburgh.

More >

Office of the CIO Jinx Walton CIO  CSSD

Features & Feedback
Strategic Plan: 2012-2015

P 4 wireless Feedback
-~ Share your comments or
suggestions about wireless service.

Local and national recognition we've received. Pitt's information technology foundation for the I
21st century. Check Lab Availability
See which labs have room - before
you get there!

Award  CSSD
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Information Technology Services

» Enterprise Services

Accounts/ldentity Services
Enterprise Web Infrastructure
Data/Voice/Wireless Networking
Information Security Services
Data Center/NOC Services

Server hosting, VMs, managed services

« Student Computing

Labs, Services, Consulting
LMS, Learning, Training
Software

* Enterprise Systems

Email
my.pitt.edu

Business systems

Operations
—  24x7 NOC

— Network, Voice, Systems Engineering

Support Services
— 24x7 Help Desk

— Consulting Services

Security

— Security engineers and response

Business Intelligence
— Data Warehouse

— Analytics

Research Support
HPC hosting, HPC engineers

— FISMA compliant environment
— RENSs

— Proposal support

— Collaboration opportunities
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e In 2009, a joint workshop of Educause ACTI-CCI and the
Coalition for Academic Scientific Computation (CASC)
Issued a report and recommendations that addressed the
challenges and strategies for developing a coherent
cyberinfrastructure from local campuses to national facilities.

e Ihe joint report observed that extremely large computing
clusters, such as those at federally funded centers, will
provide and support excellent scalability for only a very few
software applications. The report then noted the proliferation
of 1,000-2,000 core clusters on many campuses. The report
concluded that it is not only practical but also optimal to
solve a large number of computational problems at the
campus level
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Six task forces charged with investigating long-term
cyberinfrastructure issues

Data
Scientific Campus
Instruments - Bridging
Grand
Challenge Software
Communities
Learning & Advanced
Workforce Computational
Development -OVC - Infrastructure
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Recommendations/Conclusions from the Task Force

Excerpts:

« Campus cyberinfrastructure cannot be ignored when
planning and developing the national cyberinfrastructure
...enable the seamless integration of the scientist’s campus
cyberinfrastructure; the cyberinfrastructure at other

campuses; and regional, national, or international
Campus
Bridging

cyberinfrastructure

Create a new program funding high-speed connections from
campuses to the nearest landing point for a national
network backbone...

National Science Foundatior Encourage the use of InCommon global federated ID

Advisory Committee for Cyb:
Task Force on Campus Bridc system...

Final Report, March 2011 Institutions of higher education should lead efforts to fund
and invest in university-specific, state-centric, and regional

cyberinfrastructure
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Cyberinfrastructure in action

http://www.nsf.gov/news/special _reports/cyber/
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Common Components of Cyberinfrastructure

» Scientific instruments - microscopes, telescopes, NGS units, observatories, distributed
cyberinfrastructure

« Computing - high performance computing clusters, supercomputers, private/public/hybrid compute
clouds etc...

» Published data sets - repositories, data banks, publicly available, fee based, journals, publications

+ Advanced networking - high speed, broadband, optical, software defined, ScienceDMZ

+ Software/Middleware - hubs, collaboration tools, identity management, trust solutions,
synchronization, transfer tools

« Data management/storage/archival - disk, NAS, cloud, hybrid

» Collaborators - scientists, scholars, professionals, clinicians, systems administrators, librarians

* Colleagues - professors, post-docs, grad assistants, data scientists

Cyberinfrastructure - Discovery and innovation

In scientific usage, cyberinfrastructure is a technological and sociological solution to the problem of
efficiently connecting laboratories, data, computers, and people with the goal of enabling derivation of
novel scientific theories and knowledge. (Source: Wikipedia)

Cyberinfrastructure - Federal funders

United States federal research funders use the term cyberinfrastructure to describe research
environments that support advanced data acquisition, data storage, data management, data
integration, data mining, data visualization and other computing and information processing services
distributed over the Internet beyond the scope of a single institution. (Source: Wikipedia)
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Cyberinfrastructure — In Practice

IT + more

Source: Globus

ADVANCED TRUST HIGH
NETWORKING SOLUTIONS PERFORMANCE
COMPUTING
CLOUD, COMMUNICATIONS AND OPERATIONS,
EXCHANGES COLLABORATION CYBERSECURITY

TOOLS
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Campus Cyberinfrastructure — in the .EDU enterprise
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Campus Cyberinfrastructure — in the .EDU enterprise
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Strategic Recommendation to NSF#3

... NSF should create a new program funding high-speed
connections from campuses to the nearest landing point
for a national network backbone. The design of these
connections must include support for dynamic network
provisioning services and must be engineered to support

rapid movement of large scientific data sets - pg.6, National
Science Foundation Advisory Committee for Cyberinfrastructure Task Force
on Campus Bridging, Final Report, March 2011
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Campus Cyberinfrastructure Programs

« 2013 — CC*Network, Infrastructure and Engineering

— Campus upgrades, new networking technologies development,
upgrades to campus cyberinfrastructure

« 2014 — CC”Infrastructure, Innovation and Engineering

— Emphasis on integration, innovation and demonstrated support for
science projects, developing campus Cl expertise (human)

« 2015 — CC*Data, Networking, and Innovation

— Emphasis on data infrastructure building blocks, collaboration,
communities engagement
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NSF CC*lIE Program

« The NSF’s “Campus Cyberinfrastructure - Infrastructure, Innovation and
Engineering (CC*lIIE)” program invests in improvements and re-
engineering at the campus level to support a range of data transfers
supporting computational science and computer networks and systems
research. The program also supports network integration activities tied to
achieving higher levels of performance, reliability and predictability for
science applications and distributed research projects.
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Award Details

« Our project - Accelerating Science, Translational Research, and
Collaboration at the University of Pittsburgh Through the Implementation
of Network Upgrades

« Award amount - $499K
» Period — Sept 2015 completion

« Pl - Brian Stengel. Co-PI's — Chris Keslar, Dr. Michael Barmada (Human
Genetics, SaM), Dr. Patrick Pisciuneri (Givi Group, SaM)

» Pitt research projects supported — PGRR (Pittsburgh Genome Resource
Repository), LCTP (Laboratory for Computational Transport Phenomena —
Givi Group), Physics/Astronomy — ATLAS

» Other orgs and groups we are engaged with — 3Rox/PSC, ESnet,
Internet2, GRNOC, CTSC, US ATLAS
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University of Pittsburgh

Enterprise Services

University Data
Center

Campus %

oo
OO0 e

10G 10G

10G

Regional

Commodity
Internet PennREN Members
P rovi d ers Pennsylvania Research and Education Network
Metro, Regional
National,

International
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 Improvements Pilot campus extension of

* Re-engineering - ScienceDMZ ﬁ::@liﬁ%“:fi:gﬁ

pattern for data-
intensive science

University Data

. New network capacity

4 and tools for data
movement to NOC
cyberinfrastructure

3Rox
Regional

Commodity
Internet
Providers

~

100Gbps upgrade to 3Rox for
access to cyberinfrastructure
resources at PSC and
national centers.

National,
International @

@ATLAS

EXPERIMENT
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@ATLA

EXPERIMENT :

ATLAS

HPC resources

INTERNET.

& [ QALAS

EXPERIMENT

LCTP
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The Science DMZ in 1 Slide

Consists of four key components, all required:

“Friction free” network path
— Highly capable network devices (wire-speed, deep queues)
— Virtual circuit connectivity option

— Security policy and enforcement specific to science workflows
— Located at or near site perimeter if possible

mg sing@ mg cos@

* Dedicated, high-performance Data Transfer Nodes (DTNs)
— Hardware, operating system, libraries all optimized for transfer
— Includes optimized data transfer tools such as Globus Online and GridFTP

* Performance measurement/test node &

— perfSONAR globus

* Engagement with end users pe rfS.NAR

Details at http://fasterdata.es.net/science-dmz/

@ ESnet
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. R — 2012-2014 National Science Foundation

S

e "~ _~_  CC-NIE & CC-lIE Awardees

Connecting to National ClI | D, /
(' o USIng RENs Mn"c's . \ E— 'Maine
[ ] Data, Compute, Other resources |4 Wisconsin - \ / Ver
Michigan v

 Scientific instruments | ""“““* w & %
* Code, VMs, clouds @ W ’é_

York
« People % . h .
b O rg a n izati O n S o lumbusvm;i:a Was(le pton Delaware y

Sau s pmpay
San J°$ California Kentucky |rg|n|a Dz:’:;:):’af
Las Vegas
Los Albu*ue t ‘Charlott:taewhna
- NewMexico | 0 R Atlanta
D iy « Brings new opportunities for

Tuc?son MJuarez .
N o @  collaboration and use of Cl

} Ho@w
AntOnio

o

Increases our competitiveness
G for grants and contracts...

. « Opens up new services and

: modes of collaboration with

peers (edu, orgs, people)...

@ Universities
©DOE laboratories

[~ ‘fﬂ'/»‘f)"‘l Caslane =
The Office of Science supports: ) " () 4 » W come g
* 27,000 Ph.D.s, graduate students, undergraduates, engineers, and technicians ) ne ol NP Porigh A S

» 26,000 users of open-access facilities ~,
* 300 leading academic institutions
* 17 DOE laboratories

ENERGY SCIENCES NETWORK
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NYSERNet

New York's Networking Future

PennREN

Pennsylvania Research and Education Network
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National / International
INTERNET:

INTERNET2 ADVANCED NETWORKING

SAND POINT

-~
~

.
’
: OLYMPU‘\ SPOKANE °~ MISSOULA
(o] b.
8 L ENA --__---_-.--.--.‘FARGO
- - .
‘EUGENE .

-
. BOZEMAN BISMARK e

& 2 LAUREL e ALBANY
. .amse MINNEAPOLIS .-"\ e
h Ss MIEWAUKEE
. i~
’ deno R MADISON
J .-.----. N O e PITTSBURGH
. CLEVELAND ..
« % SACRAMENTO *. DENVER _ * PHILADELPHIA
. S SALT 3 Le=mT T A INDIANAPOLIS
SUNNYVALE . . e, . B J
. ‘,' LAKE i e KANSAS . CINCINNATI . ASHBURN . WASHINGTON DC
: . cITYy - (@} :
: -’ ‘ “T i SLLOLNS 4 LOUISVILLE :
SAN LUIS _..LAS VEGAS p ! COLUMBIA : ‘
OBISPO ~ - T & * -
- - NASHVILLE ..— AT
LOS ANGELES ‘ ALBUQUERQUE TULSA ‘ e -
,
e S S - MEMPHlS‘CHATTANOOGA «° CHARLOTTE
SAN DIEGO‘ . PHOSEE :
- .
.

-

‘ \ @ ATLANTA
L]

r
. TUCSON .' .~
Sceo -~

(@ E-PsO DALLAS % sackson ) .
-~ . "L g .~
S \ -* BATON ROUGE s

Teel -2 .= . JACKSONVILLE
~~«._SAN ANTONIO .~ Y b ..----------..---.---
‘ Advanced Layer 3 Service Sttend -‘ . s
(Research/Education and peering IP) < Y i
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XSEDE National CI

Extreme Science and Engineering
Discovery Environment

POWERED BY I N T E R N E TlF.:

ADVANCING XSEDE @ 100G

......

CLEVELAND

o

\ PITTSBURGH ..
o
",ooa 2 Service

@
(o) ps,,?.a DENVER
106%""“ ‘

LOS ANGELES "
o 1SS
. ‘ Layer 2

. DALLAS

XSEDE access port location . .

HOUSTON ’

BATON ROUGE

XSEDE service provider using XSEDE overlay network
100G access connection

Layer 1 transport

. Internet2 optical add /drop facility = .. ..... Internet2 optical footprint
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New NSF Funded Cyberinfrastructure

BRIDGES

A PITTSBURGH SUPERCOMPUTING CENTER RESOURCE

9.6M award to PSC

Bringing supercomputing to non-
traditional users and research
communities

It's data-intensive architecture (3
tiers of large, coherent shared-
memory nodes) will allow HPC
computing applied to big data
Will bridge supercomputing to
university campuses to ease
access and provide burst
capability

$6.6M award to U, TACC

NSF’s first cloud environment for
science and engineering research
“easy button” for simple access to
supercomputing tools and data sets
User-friendly cloud environment
designed to give researchers
access to computing and data
analysis resources on demand
Menus of “virtual machines”
designed to support discipline
specific computation

CleudLlLab
Ch@meleon

$20M for new testbeds to
support cloud computing
applications and experiments

Flexible, scientific

infrastructure for research

on cloud computing

* Researchers can build
their own clouds,
experiment with new
architectures

» Distributed clusters
providing compute,
storage, software defined
networking

* Federated with existing

research infrastructure

(GENI, USlIgnite, others)
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Internet2 Network

Layer3 / IP Connectors Map
2013

INTERNETe

A

>\ /
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NYSERNet

\

CalREN / CENIC

e

An up to date list of Participants, Sponsored
Participants, and SEGP members: http://
www.internet2.edu/network/participants/
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Why RENs?

* Why special networks? Why not use the ISPs?
 Reasons are both technical and social
 RENSs serve scholarly purposes; ISPs serve commercial purposes

— Enabling data intensive science (ScienceDMZ, etc..)

« The environment of RENSs is collegial; for ISPs it is proprietary

— Abundant bandwidth enables innovation (100G between campuses
and users)

« RENSs are collaborative; ISPs are competitive

— Enabling innovation through open standards (SDN, Openflow, etc..)

» Internet2 and its communities are leading the way in developing the
technologies to fully integrate as a user-and-application controllable,
virtualized cyberinfrastructure
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NYSERNet

New York's Networking Future

PennREN

Pennsylvania Research and Education Network
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Pennsylvania’s Research & Education Network

b + A non-profit MEMBER
ORGANIZATION that provides a
Kl N B E R variety of BROADBAND
CONNECTIVITY solutions
~

¢
« Fosters COLLABORATION

% * Promotes INNOVATIVE use of
Penn REN DIGITAL TECHNOLOGIES AND
SERVICES

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

* Brings resources to the
EDUCATIONAL, HEALTHCARE,
LIBRARIES, MEDIA, GOVERNMENT
and NON-PROFIT communities in
Pennsylvania
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Keystone Inifiafive for Network Based Education and Research  |cNBER

A Comme:

Customer and Route Map for the Pennsylvania Research & Education Network s

Penn State
Behrend

KINBER Members
/ . Pitt - PASSHE System
/ * AICUP (Independents) * Geisinger Health System
- ] / + Bucknell « PAIUNET (K-12)
1 urgl -:{.‘ .
| / ..

Pgm '?lnnlhlﬂzﬂﬂyﬂfl!
Shenango ' /

e .

Services:

* Private connections

 Members exchange (KMEX)
» Dark fiber leasing
« Commodity services L e R { |
Partner provided services y ety e

cogent,

09/18/14 Pe‘nn REN
Penryhvants Resarch and B4 etwark
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Keystone Initiative for Network Based Education and Research (k|NBER

Customer and Route Map for the Pennsylvania Research & Education Network |~ 7

Penn State
Behrend '

z @mm Pitt uses today:
/ » Pitt's regional campuses
sty P ,/  Pitt's Genomics Research Core and
" I 'Ofﬁm,mﬁm Geisinger Health System are
= - exchanging files via KMEX
““"‘“"::' m/ " » Advertising our “routes” for shortest
B ) l / hops to/from other members

University of Pittsburgh '

Indlana Umlersly
Pittsburgh Unw
e ‘@.

Investigating opportunities for
collaboration, connections...

Westmoreland County Pennsylvania Highlands
T g el — B i e

\/

Penn State Fayette

iamm. College
Franklin & Marshall College g::ﬁ: Cnm'(:umm_ College of Philadelphia
M!M Ugaer:ly University of Pennsylvania
E.j‘f}

PennREN

nnnnnnnnnnnnnnnnnnnnnnnnnnnn
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Keystone Inifiative for Network Based Education and Research BERE

Customer and Route Map for the Pennsylvania Research & Education Network

Opportunities:
* PINSE, IUP, Lehigh
« Port of Pittsburgh Commission’s
Wireless Waterways Network
(Interoperability Test Bed) Oty
« Energy Innovation Center e/

University ' 'East Stroudsburg University
Penn State Hazleton

1
ity Health System

Northhampton'l-afayette College

Comm. College
Penn State
Community College Schuylkill Lehigh Carbon
of Beaver County Community College @ igh University
'““fs“Y of Indiana University '

of Pennsylvania Q
WQED-Pittsburgh Urﬁverslty f Pittsburgh Kutztown University
Carnegie Mello Public Media ° hnstown ' Penn Stlatc: Hershey '
University umv of Pittsburgh Medical Center '
Gmnsburg HACC MAW Communications Bucks County Comm. College
Westmoreland County Pennsylvania Highlands Penn State '
Community College Community College Harrisburg Mog:g:l)'r: 'Eyol('f:; : ty Temple Univ.
California ey ' '
University ' ' Franklin & Marshall College Comm. Coll Comm. College of Philadelphia
Shippensburg University Drexak
Penn State Fayette
Millersville University Cheyne)l«jnmmty University of Pennsylvania

University

E3
PennREN
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Offer superior educational programs « Advance the frontiers of ¥ Aowledge and creative endeavor
Share expertise with private, community, and public partners

Strategic In advancing our mission, we will rank among the finest universities in the world, emphasizing
Priorities as Strategic Priorities:
Consistently Impact Through Build Extend Provide Secure an
Deliver Excellence Pioneering Communit Our Global Top Adequate
In Education Research Strength Reach Value Resource Base

As we strive for excellence and impact in advancing our mission and vision, we face profound
challenges and opportunities in our region and the global landscape of higher education.
These demand dynamic responses, presented here as drivers of foundational change

Partnering We will facilitate internal collaboration to enrich the interdisciplinarity of our academic endeavors and enhance
operational efficiency; and actively pursue engagements with private, public, government, and international partners on

for Impact strategic initiatives.

Harnessing We will transform the scale and impact of our activities by harnessing information in pursuit of grand challenges. This will
drive innovative approaches to research, student learning and development, community and alumni engagement, and

Information operational excellence.

Ours will be a culture in which faculty, staff, students, and alumni all strive for excellence. We will invest in the
Shaping Our continuous development of our people; and become more diverse and interconnected, agile in our decision making, and

Culture

engaged as a community. With resiliency, integrity, and determination, we will be entrepreneurial and innovative in
achieving impactful results.

the University of Pittsburgh emby/ £es as core values:

With respect for each other and our rich traditio
Collaboration, Collegiality

Excellence, Impact Integrity, Virtue

Diversity, Inclusion Entrepreneurship, Agility
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Summary

« Campus Cyberinfrastructure — can we talk?

* Regional, National Cl — we can make the connections

« Data Movement/Mobility — help us understand

* Trust, Trustworthiness, Fed/Funder Compliance — is important
« Collaboration, Contracts, Proposals — we can help

 RENSs will continue to lead the way in access to national ClI
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Information

Thank you!

Brian Stengel
bstengel @pitt.edu
412-624-8688
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Don’t Miss the Next
VORP Lunch & Learn!

April 2, 2015

102 Benedum Hall 12:00-1:00pm

BUILDING A
PROFESSIONAL BRAND
WITH SocliAL MEDIA

WITH:
Andrew Stephen
Katz School of Business




