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BIOMARKER DISCOVERY IN EXOME DATA

An-kwok Ian Wong, PhD

University of Pittsburgh, 2016

Current DNA sequencing technology enables inexpensive sequencing of the exome or the

protein-coding regions of the genome. The primary goal of the analyses of exome data is

to identify sequence variants, such as single nucleotide variations (SNVs), that will help

elucidate the genetic causes of common polygenic diseases such as Alzheimer’s disease and

chronic pancreatitis. Exome data analysis presents several challenges. These challenges

include the large number of SNVs compared to the relatively small sample size, the rarity

of many of the SNVs, and potential interactions among SNVs on their effect on disease.

In this work, I develop, implement, and evaluate a new multivariate biomarker ranking

algorithm called Bayesian averaged probabilistic rules (BAPR) that has several novel char-

acteristics. It (1) learns probabilistic rule models from data, (2) performs Bayesian model

averaging to rank biomarkers like SNVs, and (3) incorporates biological knowledge as struc-

ture priors of biomarkers. The BAPR algorithm was evaluated on several exome datasets

with both synthetic outcomes and real outcomes, and using a range of variant deleterious-

ness scores as structure priors. The quality of SNV rankings was evaluated with biomarker

recovery plots, area under the Receiver Operating Characteristic curves, and evidence of

biological validity as supported by the literature.

The BAPR algorithm performed statistically significantly better in identifying previ-

ously known disease-associated SNVs and biologically meaningful SNVs when compared to

chi-square and random forests. BAPR with uniform and expected number of predictors pri-

ors performed better than priors that were derived from variant deleteriousness scores. Also,

combining several variant deleteriousness scores performed at least as well as the best per-
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forming single deleteriousness score. The variant deleteriousness scores have sparse coverage

and typically scores are available only for a small proportion of SNVs that are measured

in an exome dataset. The encouraging results obtained with these scores suggests that as

coverage of the scores increases the performance of algorithms like BAPR that incorporate

them will also improve.
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1.0 INTRODUCTION

The human genome project sequenced the first human genome a decade and half ago for

about a billion dollars. With the advances in genomics today, the human genome can now

be sequenced for less than $10,000. This sequencing ability has generated vast amounts of

sequence data for research. The goal of the analyses of most sequence data is to identify

sequence variants that will help elucidate the genetic causes of rare (monogenic or Mendelian)

diseases such cystic fibrosis and common (polygenic or complex) diseases such as Alzheimer’s

disease and chronic pancreatitis.

The majority of sequence variants that play a role in common diseases are yet to be

determined. Discovering these variants will help us to understand the genetic basis for

common diseases, and lead to the development of improved methods for disease prediction,

prevention, diagnosis, and treatment.

In this dissertation, I develop and evaluate a new Bayesian machine learning algorithm

called Bayesian averaged probabilistic rules to identify variants likely to be associated with

common diseases in high-dimensional sequence data. This method has the ability to combine

biological knowledge of variants with variant data in a coherent fashion using a probabilistic

framework. In particular, I apply and evaluate the algorithm on variant data obtained from

the exome (the protein-coding regions of the genome).

1.1 SEQUENCE VARIANT DATA

First-generation sequencing technologies measure millions of single nucleotide polymorphisms

(SNPs) across the genome with high-throughput genotyping technologies like SNP microar-

1



ray chips. This led to genome-wide association studies (GWASs) that can identify SNPs that

are highly associated with a disease of interest. The GWAS approach is based on the com-

mon disease common variant (CDCV) hypothesis, which posits that SNPs - mutations that

occur in at least 5% of the population and also known as common variants - are responsible

for the genetic variability in many common diseases.

Second-generation sequencing technologies sequence protein coding regions (exons) in

the genome and generate whole-exome data. Compared to SNP microarray chips, exome

sequencing captures all single nucleotide variants (SNVs), including both common and rare

variants in the coding regions of the genome.

The eventual arrival of cost-effective third-generation sequencing technologies will lead

to whole-genome sequencing of all 3 billion base pairs in the human DNA and the charac-

terization of all common and rare variants across the entire genome.

Many current genomic studies are focused on generating whole exome data, and I focus

on this type of sequence data in this dissertation. Until now, GWASs have been somewhat

successful in identifying common SNVs associated with common diseases. The current be-

lief is that many rare SNVs (unmeasured by first-generation sequencing technologies) are

associated with common diseases, especially those SNVs that are located in the coding re-

gions. Thus, analyses of exome variant data will likely lead to the discovery of rare as well

as common SNVs that underlie common diseases.

Exome data analysis for identifying both rare and common disease-associated SNVs

presents several challenges. These challenges include the large number of SNVs compared to

the relatively small sample size, the rarity of many of the SNVs, and potential interactions

among SNVs on their effect on disease. New machine learning methods that are computa-

tionally efficient are needed to identify SNVs (and, more generally, biomarkers other than

SNVs) in exome data that are associated with disease.

2



1.2 OVERVIEW OF BAYESIAN AVERAGED PROBABILISTIC RULES

ALGORITHM

The Bayesian averaged probabilistic rules (BAPR) algorithm is a Bayesian machine learning

algorithm that learns a restricted class of Bayesian networks that represent probabilistic rules

from data. This algorithm (1) learns probabilistic rules in a Bayesian fashion from exome

data, (2) performs Bayesian model averaging over probabilistic rules to rank biomarkers

like SNVs, and (3) combines biological knowledge as prior probabilities with data using

a Bayesian framework. Given a dataset containing SNV measurements in a set of cases

(e.g., Alzheimer’s disease) and controls (e.g., healthy), BAPR outputs a list of SNVs that

are ranked according to their ability in discriminating cases from controls. BAPR can be

applied either to data alone or applied to data with the addition of biological knowledge

related to SNVs.

1.3 HYPOTHESIS AND SPECIFIC AIMS

My main hypothesis is that the proposed Bayesian machine learning algorithm, BAPR, that

learns data-driven probabilistic rules and incorporates biological knowledge will yield

better biomarker discovery than existing methods. The specific hypothesis that I tested is

that BAPR will have better performance than existing methods of biomarker discovery in

exome data.

To evaluate the hypothesis, I developed and implemented the following specific aims:

Aim 1. Develop and implement a new Bayesian algorithm, BAPR, for ranking biomark-

ers, such as SNVs, in high-dimensional exome data.

Aim 2. Evaluate BAPR’s ability to rank biomarkers using real exome data with syn-

thetic outcomes and real exome data with actual disease outcomes. Evaluate BAPR with

and without the addition of biological knowledge and compare its performance to existing

methods used in exome data analysis.

3



1.4 CONTRIBUTIONS

The main goal of this work is to address the problem of ranking biomarkers associated

with common diseases using exome data. Deterministic methods have been developed to

identify relevant SNVs in exome data in Mendelian diseases that are based on filtering

SNVs in stages based on biological knowledge. In Mendelian diseases, SNVs are highly

associated with disease; consequently, deterministic methods based on SNV filtering have

been successful. However, in common diseases, SNVs associated with disease are likely to

be less strongly associated with disease; hence, probabilistic methods are better suited than

simple rule-based methods.

The BAPR algorithm makes contributions both to machine learning and to genomic

analysis. From a machine learning perspective, BAPR is a novel, multivariate feature ranking

method that effectively combines biological knowledge with data using a Bayesian approach.

From a genomic standpoint, BAPR can be applied effectively to genomic data to discover

new variants that are associated with disease. Moreover, since BAPR is multivariate, it can

be applied to discover not only variants with main effects, but also interacting variants. In

this dissertation, the BAPR algorithm was extensively evaluated using real exome data with

synthetic and real outcomes.

1.5 OVERVIEW OF DISSERTATION

Chapter 2 provides relevant background on biomarker discovery in genomic data and briefly

describes related work in genomic analysis. Chapter 3 describes the BAPR algorithm in de-

tail, including some variations. Chapter 4 describes the experimental methods, including the

datasets used in the experiments and performance metrics used to evaluate the algorithms.

Chapter 5 provides the results of the biomarker ranking experiments. Chapter 6 summarizes

the results and conclusions drawn from this work.
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2.0 BACKGROUND

This chapter provides relevant background on types of sequence variants, genetic founda-

tions of common diseases, brief descriptions of the main sequencing technologies, SNVs and

their relationship to diseases, and past work on discovery of biomarkers in high-dimensional

sequence data.

Figure 1: Central dogma of biology.

According to classical view of the central dogma of biology, genetic information in the

genes in the DNA is transcribed into individual transportable sequences composed of mes-

senger RNA (mRNA) and each mRNA is translated into a protein or a small number of

proteins [80, 83]. The regions of the DNA that are transcribed into mRNA are known as

coding regions or exons, and DNA regions that are not transcribed are known as noncoding
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regions or introns. The entire DNA sequence is referred to as the genome and the entire set

of coding regions is referred to as the exome.

2.1 SEQUENCE VARIANTS

The commonest sequence variation is the single nucleotide variant (SNV) which is a DNA

sequence variation occurring when a single nucleotide - A, T, C, or G - at a specific location

in the genome (called a locus) differs between individuals in a population.

A typical SNV has only two variant nucleotides that are called alleles : the minor allele

is the less common nucleotide and the major allele is the more common nucleotide in the

population. For example, rs13387042 is a SNV that is located on human chromosome 2

and has two alleles: A and G, where A is the minor allele. Humans are diploid organisms

and chromosomes come in pairs. Hence, the genotype of an individual at a locus may be

homozygous (having the same allele on both chromosomes) or heterozygous (having different

alleles on the two chromosomes). For example, the genotype for rs13387042 can take the

values AA, AG, and GG. In sequence data, the three genotypes at a SNV are often coded

as 0, 1, and 2, which represent 0, 1, or 2 copies of the minor allele, respectively.

SNVs are often categorized as common SNVs and rare SNVs. For a given SNV, when

its minor allele frequency (MAF) is 5% or higher in the population, it is considered to be

a common SNV [106]. Common SNVs are also known as single nucleotide polymorphisms

(SNPs). Otherwise, when the MAF is less than 5%, the SNV is considered to be a rare SNV.

Many of the known SNVs occur in the DNA between the coding regions (in the intronic,

inter-genic regions) and do not directly impact either the protein function or the biological

pathways. In contrast, when SNVs occur in exons, they may cause amino acid substitutions

in the resultant protein. SNVs that do not change the resultant protein are called synony-

mous (s); SNVs that change the resultant protein are called nonsynonymous (ns). Many

believe that over 50% of SNVs involved in inherited human diseases are nonsynonymous [50].

Single nucleotide replacements are not the only sequence variants; several other kinds of

variants exist. Some of the more frequently encountered variants include indels and copy
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number variations. Indels refer to a specific kind of mutation known as insertions and

deletions. These require that the DNA be changed with the insertion or deletion of one

or more base pairs. If these indels do not occur in sets of three, the result is a frameshift

mutation, where all amino acid encodings following the mutation point are changed [94]. This

tends to end in nonsense mutations, which result in RNA sequences that encode shorter, non-

functional, or abnormal proteins. A specific subclass of indels known as single nucleotide

indels are much more prone to causing these frameshift mutations [64, 98]. Copy number

variations (CNVs) occur in areas of the genome that are highly repeated, with the number of

copies varying per individual - Huntington’s disease is a well-known example. These CNVs

can be both positively correlated [90] and negatively correlated [54] to gene expression levels.

2.2 GENETIC BASIS OF COMPLEX DISEASES

Genetically, diseases are classified as either (1) rare, monogenic, or Mendelian diseases, or

(2) common, polygenic, or complex diseases. Although this dichotomy is overly simplified, it

is useful in distinguishing the genetic origins of monogenic disorders from polygenic diseases.

Monogenic diseases, such as cystic fibrosis and Huntington’s disease, are entirely or mostly

caused by sequence variations in a single gene. This characteristic makes elucidating the

genetic mechanisms simpler. These diseases are not very common in the population; for

example, cystic fibrosis occurs 1 in 4,000 patients [49], and Kabuki syndrome occurs 1 in

32,000 births [62]. Due to their monogenicity, these diseases tend to be strongly Mendelian,

with easily identifiable inheritance patterns.

In contrast to Mendelian diseases, complex diseases, such as Alzheimer’s disease, are

common in the population and have complex inheritance patterns [44]. These diseases are

responsible for the majority of morbidity, mortality, and health-care costs [46]. If we bet-

ter understand the causes of common diseases, we can better assess who is at risk, more

accurately predict outcomes, design more effective therapies, and develop better prevention

strategies. We have thus far been unable to identify all the genetic causes of most common

diseases, like hypertension, coronary artery disease, and Alzheimer’s disease.
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Less is known about the genetic architecture of complex diseases compared to Mendelian

diseases, though they are likely to have significant genetic components. Determining the

genetic basis of complex diseases is more challenging than Mendelian diseases [3]. Mendelian

diseases typically arise due to a defect in a single gene. They often manifest at birth or in

childhood, and, since they follow the Mendelian laws of inheritance, it is easy to predict the

risk in a family. Moreover, the causative genotype is highly predictive of the disease and

often has a clear biological explanation.

Early attempts to elucidate this genetic structure in common diseases include a Well-

come Trust study using SNP chips that examined 17,000 individuals for seven major diseases

[105]. This study found that relatively few SNPs contributed to the susceptibility of disease.

Several reasons have been put forward for the discovery of fewer than expected genetic vari-

ants in common diseases. First, in common diseases several genes may be acting in concert,

possibly in complex ways that defy traditional analysis techniques. Second, genetic hetero-

geneity is common, where different disease mechanisms lead to the same disease. Third, the

environment likely plays a significant role in the development of disease.

Several models of heritability in common disease have been proposed in the literature.

Four of the most prevalent models include the infinitesimal model, the rare variant model,

broad-sense heritability, and the CDCV model [10, 33].

The infinitesimal model proposes that common variants are the major source for disease

variability. Each change incrementally increases the risk for disease; many changes are needed

to have a high risk for disease. This model was initially formulated as part of quantitative

genetic theory and is described in [29]. According to this theory, every gene contributes to

every trait in effect sizes so small that an intractable number of samples are required to detect

them. For example, GWAS meta-analyses for height and body mass index involving several

hundred thousand people indicate that more than a few hundred loci can be confirmed and

these loci will not necessarily explain more than half of the genetic variance [53, 91]. In

short, this model proposes that heritability is not missing, but hidden below the significance

threshold [29, 33].

Broad-sense heritability proposes that there are several gene-gene or gene-environment

interactions that result in disease. Additive contributions of common variants and large
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effects of rare variants are insufficient to explain missing heritability. This model is strongly

supported by gene-gene and gene-environment interactions detected in model organisms

[59, 60]. Further research documenting parent-of-origin genetic contributions and inheritance

of DNA methylation patterns seems to support this model [43, 48, 89]. Under this model,

GWASs cannot tackle family-level heterogeneity because they measure average effects across

thousands of people [33].

The CDCV model suggests that there are common alleles that, in combination, result

in disease. Common variants seem to play a strong role according to the study described in

[109], where approximately 40% of variability in height is explained by common SNPs. For

example, authors of [39] note that there exist a large number of common SNPs found to be

highly associated and probably causal for disease, such as ∆F508 on CFTR or ApoE4 on

ApoE. Some perceive that GWAS data analyses often are not consistent with rare variant

explanations, suggesting instead that causal common variants may be likely [106]. In further

support, despite differences in allele frequencies across different populations, the associations

found in GWASs still hold across these different populations. If rare variants were dominant,

CDCV proponents propose that these differences in allele distribution in these different

populations should result in different associations [86, 103]. These inconsistencies with rare

variants suggest that common variants might be more likely to underpin common disease

[10, 39, 109, 15, 33].

Finally, the common disease, rare variant (CDRV) model proposes that rare variants

underlie most common diseases. The authors of [109] note that it is impossible to tell how

many discrepancies are caused by very low frequency variants with a MAF < 0.001 [10, 109,

33]. Theoretically, disease should be selected against, which should make disease-causing

biomarkers rarer [13, 8, 75]. This theory is further supported by empirical studies that

show that deleterious variants that cause amino acid substitutions are rare in the population

[37, 16, 51, 114].

Of these models, the CDCV and CDRV are the two leading models. Gorlov et al (2008)

graph of SNVs based on the SeattleSNPs dataset by MAF and disease causing potential

seems to support a CDRV hypothesis. The graph shown in Figure 2 shows the proportion of

functional or nonsynonymous SNVs plotted against MAF. It clearly demonstrates a higher
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proportion of functionally deleterious SNVs at lower MAFs [35]. This result plays a strong

role in our belief in emphasizing rare SNVs with prior knowledge in exome analyses.

Figure 2: Graph A demonstrates the proportion of nonsynonymous SNVs predicted to be

protein damaging plotted against MAF. The dark solid lines are the logarithmic regression

curves. The orange line is the regression curve adjusted for PolyPhen’s sensitivity and

specificity. Graph B shows the proportion predicted by SIFT.

2.3 SEQUENCING TECHNOLOGIES

The human genome consists of about 3 billion nucleotide base-pairs that are packaged into 22

autosomal chromosomes and a pair of sex chromosomes. Only a small portion of the genome

consists of genes, where a gene is defined as a sequence of DNA (the exon) that is converted

into mRNA and, subsequently, into a protein. About 1.5% of the genome consists of genes

and this 1.5% is called the exome or the expressed part of the genome. The remaining 98.5%

of the genome does not code for proteins and comprises the inter-genic regions of the DNA.

Sequence variants including rare and common SNVs are present in all parts of the genome
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including the genic and the inter-genic regions.

The past two decades have seen the development of a succession of sequencing tech-

nologies characterized by increasing sophistication, ever increasing coverage of the human

genome, and decreasing cost [63]. This section briefly describes measurement of common

SNVs in GWASs, whole-exome sequencing and whole-genome sequencing.

The genotyping chip used in a GWAS measures only common SNVs because they rely

on the CVCD hypothesis. Previously, the older chips typically measured several hundred

thousand common SNVs across the genome, while the currently available chips measure

about a million common SNVs. To date, GWASs have discovered over 4,500 SNPs that

are associated with a variety of human traits and common diseases [93, 69]. However, the

SNVs discovered by GWASs explain only a small amount of the anticipated genetic effect for

most diseases. For example, more than 50 SNPs have been discovered to be associated with

heart disease, but because of their small effects, they explain only a fraction of the genetic

heritability in heart disease [28].

Sequencing of all exons is an intermediate step along the path from the genotyping chip

to whole genome sequencing. Whole-exome sequencing is a new and powerful technique

in which next-generation sequencing technology makes it feasible to sequence the entire

protein-coding region of the genome [95]. With decreasing cost and increasing reliability of

next-generation sequencing, exome studies are replacing GWASs quite rapidly. Since exome

sequencing captures both common and rare SNVs, it provides richer data than does the

GWAS approach. However, exome sequencing provides no data on the intergenic regions of

the genome. The promise of exome sequencing is that it will uncover the genetic causes of

common diseases that include both common and rare SNVs. Thus, both CDCV and CDRV

hypotheses are supported by whole-exome sequencing.

Sarah Ng, along with her coworkers, demonstrated the power of exome sequencing in

2010 and 2011. With a sample of just four patients, her team identified DHODH as a causal

gene in Miller syndrome, a recessive Mendelian disease [67]. A year later, her team identified

a causal gene, MLL2, in Kabuki syndrome from a sample of ten patients [67]. Several other

similar studies have shown that whole-exome sequencing can be successfully used to identify

causative SNVs in Mendelian diseases.
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However, current whole-exome datasets in common diseases that consist of a few hun-

dred individuals and several hundred thousand SNVs pose several challenges. The small

number of individuals compared to a large number of SNVs presents significant statistical

and computational challenges. While univariate analyses may be adequate for identifying

common SNVs associated with disease, they are unlikely to have the power to detect rare

SNVs, which may be more important in terms of functional relevance. Beyond the number

of SNVs and the rarity of some of them, the SNVs may interact in non-linear ways to influ-

ence the disease. It is therefore important to develop efficient methods to learn multivariate,

SNV-disease relationships from whole-exome data.

The limitation of exome sequencing is that there are no measurements from the noncoding

regions of the DNA which forms the bulk of the human genome. The recent ENCODE

(Encyclopedia of DNA Elements) project is focused on examining the non-coding regions of

the DNA for functional relevance. The ENCODE project is revealing that the majority of

the non-coding regions which till recently were thought to be non-functional have actually

a variety of functions. The ENCODE project has assigned some sort of function to roughly

80% of the genome, including more than 70,000 promoter regions - the sites just upstream of

genes where proteins bind to control gene expression - and nearly 400,000 enhancer regions

that regulate expression of distant genes [20, 21].

In the near future, we are likely to transition from whole-exome sequencing to whole

genome sequencing as the method of choice for genetic research studies. The ongoing 1000

Genomes Project is aimed at whole-genome sequencing about 2,500 samples [72, 70]. Whole

genome sequence data will allow identification of both rare and common SNVs from both

the coding and non-coding regions of the genome. Analyses of whole-genome data will likely

have the same challenges as the analyses of whole-exome data as described earlier including

high dimensionality and relatively low sample sizes. And, methods that will be developed

for exome data analyses will likely be useful for whole-genome analysis.
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Table 1: Description of variant deleteriousness scores.

Score Score range Approach Reference

SIFT 0 - 1 protein structure and function [52]

PolyPhen-2 0 - 1 protein structure and function [1]

PhyloP 0 - 1 conservation [88]

GERP -12.3 - 6.17 conservation [23]

Phast 0 - 1 conservation [41]

CADD 0 - ∞
combination of protein structure

and function and conservation
[47]

2.4 VARIANT DELETERIOUSNESS SCORES

This section describes types of knowledge that is available at the level of the single nucleotide

that can be used in sequence data analysis.

A range of methods have been developed to score single nucleotide loci in terms how likely

a variant at a locus is to be associated with disease. Two main approaches are in use. In one

approach, the score of a variant is based on predicting the effect of the nucleotide change

on protein structure and function. Thus, variants that have a greater predicted effect on

protein structure and function are considered to be more likely to cause disease. In another

approach, the score of a variant is based on the degree to which a locus in the genome is

evolutionarily conserved. Thus, variants that occur at more conserved loci are considered to

be more likely to cause disease. The first approach can provide scores only for variants in

the exome, while the second approach can provide scores for variants in the entire genome.

Examples of scores that use the first approach include SIFT and Polyphen-2 while examples

of the second approach include PhyloP. These scores are described below.
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2.4.1 Sorting Intolerant f rom Tolerant (SIFT)

When SNVs occur in exons, they may cause amino acid substitutions in the resultant protein.

SNVs that do not change the resultant protein are called synonymous; SNVs that change

the resultant protein are called nonsynonymous. Over 50% of SNVs involved in inherited

human diseases are nonsynonymous [50]. The approximately 122,000 nsSNPs in dbSNP

indicate that there is a strong need to characterize nonsynonymous variants with respect to

their effects on protein function. The Sorting Intolerant From Tolerant (SIFT) algorithm

is a multi-step, sequence homology-based approach for classifying amino acid substitutions.

This technique focuses on evolutionary conservation of amino acids within protein families.

Sequence conservation is inversely proportional to tolerance to mutations [66, 52].

Given a protein sequence, SIFT identifies related proteins with PSI-BLAST. Next, it

builds an alignment from homologous sequences. At each amino acid position, SIFT analyzes

the probabilities for each of the 20 amino acids. These probabilities are then normalized

against the probability of the most frequent amino acid and stored in a matrix. The scaled

probability also known as the SIFT score predicts protein function if it falls below a threshold

[30].

SIFT also generates a confidence score based upon the diversity of reference proteins;

the more diverse a reference set, the more confident SIFTs predictions are. SIFT does not

use protein structure to assess amino acid substitution effects. However, evaluations of this

additional information appear to not significantly improve prediction accuracy [84, 52].

2.4.2 Polymorphism Phenotyping (PolyPhen)

PolyPhen and PolyPhen-2 are methods to predict the functional effects of sequence variants.

Unlike SIFT, which relies solely on sequence homology, PolyPhen attempts to understand

the change in the actual amino acid structure by comparing annotated UniProt entries. For

example, changes in functional sites or between hydrophilic and hydrophobic regions in a

protein can alter the folding of the protein and its function. An amino acid substitution at

a location may be tolerated if it has a similar charge, size, or hydrophilicity as the original

amino acid. For example, glyceine can be substituted with alanine with minor effects on the
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Figure 3: SIFT methology.
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protein; however, when substituted with arginine- an amino acid that is quite different in

terms of charge, size, and hydrophilicity- the effects on the protein are much larger [1, 79, 30].

2.4.3 Phylogenetic P-values (PhyloP)

Many geneticists believe that our current genetic structure has been strongly shaped by

evolution into its current state. As a result, genetic regions that are critical to life are highly

conserved. PhyloP therefore computes the conservation or acceleration p-values based on

alignment and a model of neutral evolution. Higher PhyloP scores are more highly conserved

[58, 24].

2.4.4 Genome evolutionary rate profiling (GERP)

The GERP algorithm finds constrained elements by measuring substitution deficits under

the premise that areas with fewer substitutions are functionally conserved. The number of

rejected substitutions in an area measures the strength of the constraint [25].

2.4.5 Phylogenetic analysis with Space-T ime Models (Phast)

In contrast to comparative evolution models that assume uniform selection pressures, Phast

detects sequences under selection or drift on any lineage using a hidden Markov model. It

does not require pre-assessed element boundaries and computes a p-value based on prior and

posterior distributions on the number of substitutions in the evolution of predicted elements

[87, 41].

2.4.6 Combined Annotation Dependent Depletion (CADD)

The CADD approach integrates diverse annotations of variants into a single metric called

the C score. The authors annotated a dataset of about 15 million real variants with 63

types of annotations including conservation metrics, regulatory and transcript information,

and protein-level scores, and created another dataset of 15 million simulated variants. They
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trained a support vector machine on the 30 million variants to discriminate between the real

and simulated variants [47].

The CADD scores come in two forms, namely ”raw” and ”scaled”. Raw CADD are the

output of the support vector machine model. The scaled scores are normalized raw scores

such that reference genome single nucleotide variants at the 10th-% of CADD scores are

assigned to CADD-10, the top 1% to CADD-20, the top 0.1% to CADD-30, etc.

2.5 BIOMARKER DISCOVERY FROM SEQUENCE DATA

This section also describes some of the methods used to analyze sequence data to identify

variants that are associated with disease.

Typically, variant analysis of GWAS data or exome data uses a univariate test of as-

sociation to test the association of each SNV with the disease or phenotype. A commonly

used statistical test is chi-square. The genotypes of a SNV on a set of cases and controls

can be summarized in a 2 x 3 contingency table of the genotype counts for each group. For

example, for a SNV with alleles G and T, we tabulate the number of cases and controls with

each genotype GG, GT, and TT. Pearson’s chi-square test is used to assess departure from

the null hypothesis that case and controls have the same the distribution of genotype counts.

This test as presented uses no genetic information. Further chi-square tests can be used to

test specific genetic hypotheses for example, that the SNV alleles increase disease risk under

a dominant or a recessive model. Assuming T is a high-risk minor allele, these tests compare

GG genotypes to GT + TT genotypes (dominant model), or GG + GT to TT genotypes

(recessive model).

Chi-square analysis at the gene level can be applied in a similar way to identify genes

associated with disease. Here, the SNV data for each gene is abstracted to represent a gene.

One simple method that has been used is to create a binary genetic variable that takes the

value 1 in a subject if there are one or more high-risk minor alleles present at any SNV in

the gene; otherwise, the variable takes the value 0.

Biomarker discovery analyses can leverage known biological knowledge to improve the
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analysis. Although an intuitively sensible notion, combining this prior information with the

statistical evidence may be a difficult task. For example, should a SNV with a more extreme

p-value in an intergenic region be ranked above or below a less extreme p-valued SNV near

or in a candidate gene [96]?

The authors of [82] analyzed the GAW17 data with a waited-sum pooling method for a

gene-level association test, showed that multiple-trait analysis was on par with single trait

analysis. The authors of [112] used multiple strategies - including univariate collapsing,

combined multivariate and collapsing, and single-marker methods - to analyze the same

data and found it difficult to control for type 1 errors. The authors of [55] used a different

perspective by combining a burden test with a non-burden sequence kernel association test to

blend the prediction abilities of two orthogonal algorithms that emphasized different qualities

on NHLBI Exome Sequencing Project data.

2.5.1 Filter methods

The objective of filter methods [42] is to filter out irrelevant information to reduce noise,

integrate pertinent information to increase effect size, and choose tests that find promising

biomarkers while still maintaining a certain false-discovery rate [42, 57, 93].

Filters generally are all-or-nothing, fully incorporating or excluding a variable based

upon certain criteria. Likewise, integrators are also binary operators, unilaterally combining

certain variables. An example of a flowchart showing how filters are applied to exome data

analysis is shown in Figure 4.

2.5.2 Univariate methods

Single locus techniques, utilizing univariate methods, are often a first iteration analysis to

identify the effects a single locus - or point mutation - can have on a final result.

The chi-square test is a commonly used univariate statistic that has a probabilistic in-

terpretation that creates a statistic that can be compared to the chi-square distribution

to determine the probability of association between the SNV’s genotypes and the target

variable.
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Figure 4: Filter method example.
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Logistic regression measures a relationship between a categorical dependent variable

and one or more independent predictor variables by estimating probabilities with a logistic

function. More precisely, it can map a binary outcome variable to a continuous predictor

variable that can take any real value.

2.5.3 Multivariate methods

Univariate techniques aren’t able to characterize the interaction between loci, also known as

epistasis. Epistasis affects how genes can be expressed. A classical example are two genes -

one for hair color (e.g., black or brown hair) and another for baldness. Even if a person had

a gene for brown hair, a gene for baldness would hide the value. Multivariate techniques are

necessary to gain further insight into these interactions.

Multifactorial dimensionality reduction [36] partitions the data into multivariate cells

in N-dimensional space. Cells deemed ’high risk’ - identified by a predetermined threshold

- are grouped together; the rest of the cells, deemed ’low risk’, are also grouped together.

Cross-validation is then used to validate the generated model. MDR requires a prespecified

dimensionality of the final model.

Random forests (RF) are a classification and regression method that rely on an ensemble

of decision trees that grew in prominence. The original RF method uses standard classifi-

cation and regression trees (CART) derived from a random subset of the data and uses the

decrease of Gini impurity to select variables on which to split the training data. This has

been successfully applied to GWAS, such as in multiple sclerosis [11, 34].

2.5.3.1 Bayesian approaches Bayesian methods applied to high throughput data and

biomarker discovery especially exome data are much less common. In the GAW17 workshop,

authors of [74, 108] and [76] used Bayesian analytic techniques to detect rare variants as

designed by the GAW17 semisynthetic exome committee.

Instead of relying on predictor variables as parents, the naive Bayes classifier uses pre-

dictor variables as children; in this arrangement, it can be learned with a smaller subset of

data.
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Figure 5: Multifactor dimensionality reduction (MDR) example.
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Figure 6: Random forest example.

Figure 7: Naive Bayes example.
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Bayesian model averaging (BMA) methods are rarer yet. The authors of [110] developed

an iterative BMA technique that ranks genes based upon microarray data and found that

their technique selects smaller numbers of relevant genes with high prediction accuracy. The

authors of [4] apply their approach to diffuse large B-cell lymphoma microarray data, again

with similar success. The authors of [45] apply a Bayesian averaging approach to combine

SNV level scores to generate a gene score.

Fewer yet incorporate prior knowledge into their modeling for genomic data. For example,

the authors of [78] utilized a Bayesian risk index that integrates external biological variant

covariates and shows increased performance at pathway, region, and variant level inference

for breast cancer (BRCA1) data.

2.5.4 Biomarker discovery in exome data in monogenic diseases

The goal of exome sequencing is to identify functional sequence variants including SNVs in

the exome that underlie both Mendelian and complex diseases. Most of the success in exome

sequencing has come in Mendelian diseases. Whole-exome sequencing has been successfully

used to discover of disease causing variants in rare monogenic diseases. Ng et al. sequenced

the exome of four unrelated individuals with Freeman Sheldon syndrome (a rare inherited

disorder) and eight healthy HapMap individuals. They were able to correctly identify the

gene previously known to cause the syndrome [68].

In a subsequent study, Ng et al. sequenced the exomes of four individuals with Miller

syndrome (a rare malformation disorder) and identified a new casual mutation [67]. They

used a stepwise filtering approach to screen the identified variants in order to select those

likely to be implicated in the disorder. They then compared the four exomes to those of eight

control individuals and to the dbSNP database [27] to exclude common variants. Finally,

they used PolyPhen [79, 1] to exclude variants that are not predicted to be damaging. The

four individuals with Miller syndrome were found to have six rare variants in the DHODH

gene.

Choi et al. used exome sequencing to make an unanticipated genetic diagnosis of congen-

ital chloride diarrhea in a patient referred with a suspected diagnosis of Bartter syndrome,
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a renal salt-wasting disease [19]. The molecular diagnosis was based on the finding of a

homozygous missense mutation and was confirmed by clinical follow-up.

In monogenic diseases, exome sequencing of a small number of affected individuals can

greatly reduce the number of candidate genes and may even identify the responsible gene

specifically [9, 67, 6]. In complex diseases, rare variants are predicted to have stronger

effect sizes and straightforward functional significance than common variants. However, the

analysis of the rare variants is more challenging than common variants. Even with large

sample sizes, the power to detect an association with a single rare variant is low. Several

strategies have been developed to address this challenge. For example, one strategy is to

assess the collective effects of rare variants across a gene or across multiple genes. A second

strategy is to incorporate prior evidence about variants (e.g., functional class of SNV), genes

and pathways. Additional strategies include enhancing the statistical power of analysis using

quantitative rather than dichotomized phenotypes [56, 7].

2.5.5 Biological knowledge

Incorporating external biological information offers new possibilities for analysis in conjunc-

tion with the typical data-driven approach [92].

As Ng et al noted, it was statistically difficult to identify candidate genes. The primary

problem in pure data driven approaches is that the signal-to-noise ratio is extremely low.

Some portray the central dogma as a layman’s first encounter with a radio. On one level, a

radio is a black box that takes an electromagnetic signal and, through some feat of magic,

converts that signal into music and sound. Likewise, biology converts the genetic code in

our cells into the phenotypes we see [68, 67, 42].

There are two main methods to tackling this complex signal. We know some things about

complexity, which can become prior assumptions. For example, we can take the principles

of modularity, hierarchical organization, evolution, and inheritance to guide how we present

our data to our models. Second, many complementary layers exist genomes, transcriptomes,

metabolomes, and more [42].

Increasing signal to noise ratios, especially in single -omics scenarios where we look at
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just one source of information, like genomics, transcriptomics, or proteomics, has involved

using complementary datasets and prior knowledge in two fashions: filters and integrators.

Filters use prior information to reject some information as noise, such as rejecting some

signals if they don’t meet certain criteria. These methods reduce noise, thus reducing the false

discovery rate. On the other hand, integrators increase the strength of signals by aggregating

individual occurrences into larger units or integrating different types of information. For

example, SNVs in a gene or genes in a pathway might be aggregated into similar clusters

[42].

Furthermore, each effect is modular; for each problem, various filters and integrators can

be combined in different ways to achieve tailored responses.

GWASs, in their attempt to identify SNVs that cause a phenotype of interest, have only

been able to explain a small percentage of variation. One possible explanation, proposed

by Wang and Yang [102, 109], is that there are many functionally similar loci that together

have a large impact but individually don’t reach significance in GWASs [35].

Segr of the Broad Institute [85] tested that hypothesis by analyzing gene variation in

mitochondria in non-insulin dependent diabetes mellitus, also known as type II diabetes.

Their method, named MAGENTA, performs a metaanalysis of various GWASes to achieve

larger sample sizes and, thus, have greater statistical power. MAGENTA incorporates both

filters and integrations. First, SNVs that are far from genes are filtered out. Subsequently,

an integrator transforms SNVs to genes by assigning the highest p-value of a gene’s SNVs to

a gene. Further corrections integrate prior knowledge by correcting scores for confounding

factors like gene size, number of SNVs per kilobase, and genetic linkage. A second integration

combines scores of genes by pathway, giving a pathway-based p-value of association [85].

Evaluation of MAGENTA simulations indicates a strong potential to detect disease asso-

ciations. In detecting a pathway with 10 out of 100 genes, MAGENTA had a five-fold increase

in power from 10% to 50% over single SNV detection. Although there were not any mito-

chondrial pathways highlighted for diabetes, identified pathways for fatty acid metabolism

in cholesterol-influencing genes.

Learning networks of transcription factors and understanding how regulation drives com-

plex behaviors is a difficult task; researchers have applied probabilistic networks to try to
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understand such interactions. Small sample sizes, however, lead to the inability to distin-

guish between many equivalently probable possibilities. To solve this problem, Zhu enriched

gene expression profiles with known biological information on genotypes. Their work on an-

alyzing the regulatory network of the common yeast Sacchromyces cerevesiae first combined

mRNA expression profiles with genotypes, then analyzed expression quantitative trait loci

(eQTL). eQTLs were used to prioritize genes with greater likelihoods of being associated

[113, 96].
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3.0 ALGORITHMIC METHODS

This chapter describes the Bayesian averaged probabilistic rules (BAPR) algorithm that

learns probabilistic rule models from data. The probabilistic rule models are a class of re-

stricted BNs. This algorithm: (1) learns probabilistic rules in a Bayesian fashion from exome

data, (2) performs Bayesian model averaging over probabilistic rules to rank biomarkers like

SNVs, and (3) combines biological knowledge with exome data using a Bayesian framework.

First, I provide background on BNs, scoring of BN structures, Bayesian model averaging

and probabilistic rules. Then, I describe the BAPR algorithm in detail.

3.1 TERMINOLOGY AND NOTATION

This section introduces some notation and definitions in the context of probabilistic models.

A probabilistic model is a family of probability distributions indexed by a set of parameters.

More specifically, a graphical probabilistic model is a parametric family of probability distri-

butions that satisfy independence relationships that are asserted by an independence graph

[65].

Model selection reflects a method that utilizes data to select one model from a set of

models under consideration. On the other hand, model averaging reflects the process of

estimating a quantity under each considered model and then averaging the estimates [99].

Model selection and model averaging can be done with non-Bayesian or Bayesian ap-

proaches. Non-Bayesian model selection includes choosing models by maximum likelihood,

maximum penalized likelihood, or cross validation. Non-Bayesian model averaging includes

bagging and boosting, where resampled data allows for multiple model construction [65].
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In contrast to non-Bayesian modeling methods, Bayesian model selection chooses the

model with the highest posterior probability. In model averaging, the prediction is the

weighted average of the predictions by the individual models, with the model posteriors

comprising the weights. If optimizing for prediction accuracy, Bayesian model averaging

is often preferred. However, this method incurs high computational costs and can impair

understanding of a model. Single models are both computationally and conceptually simpler

than their model averaged counterparts [65].

Capital letters (X,Z) denote random variables. The corresponding lower case letters (x, z)

denote specific values assigned. Bold uppercase letters (X,Z) represent sets of variables or

random vectors. Their instantiation is indicated by bold lowercase letters (x,z). Thus,

X = x indicates that variables in X are assigned the values in x. In addition, Z denotes the

target (or class) variable being predicted, X denotes the set of features (or predictors), M

denotes a model, D denotes the training dataset [65].

A glossary of symbols and brief descriptions is given in Table 2.

Table 2: Glossary of symbols and brief descriptions.

Symbol Brief description

M model with structure S and parameters Θ

S structure of M

Θ parameters of M

θjk parameter for the kth value and jth instantiation of the parent nodes

j instantiation of the parent nodes

k value of the target node

Z target node

D data

du,v data point for the uth individual at the vth indexed SNV

U set of all individuals u

V set of all variations v

X set of all variables in M
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Continuation of Table 2

Symbol Brief description

x instantiation of X

Xi ith variable in X

xi instantiation of Xi

L set of leaves in the decision tree (local structure)

l index of a leaf in L

ri number of states of the random variable Xi

Nij count of data points in D fitting the jth column for node i

Nijk count of data points in D fitting the jth column for the kth value for node i

Nlk count of data points in D fitting the lth leaf for the kth value of Z

αij prior for the jth column for node i

αijk prior for the jth column for the kth value for node i

αlk prior for the lth leaf for the kth value of Z

Ri ith ranked result in R

R ranked results

tp true positives

tn true negatives

fp false positives

fn false negatives

3.2 BAYESIAN NETWORKS

A Bayesian network (BN) is a probabilistic model that combines a network structure (e.g.

a graphical representation) with network parameters (e.g. quantitative information) to rep-

resent the joint probability distribution over a set of random variables [71, 65].

A BN M that represents the set of variables X consists of two parts: a structure S and

parameters Θ. The structure S is a directed acyclic graph (DAG) that contains a node for
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each variable in X and an arc between every pair of nodes that are directly probabilistically

dependent. An absence of an arc between two nodes implies probabilistic independence

between those two nodes and Θ represents the parameters for the graph [71, 65, 99].

The DAG defines the relationship between nodes. For a node Xi, its immediate prede-

cessors in X are called parents. Parents are more remote predecessors area called ancestors.

The immediate successors of Xi are called children. Children and more remote successors

are called descendants. An undirected path in the network follows arcs while ignoring the

direction of the arcs. An undirected loop is an undirected path that starts and ends at the

same node while passing through at least one other node and does not cross itself [71, 65, 99].

Figure 8 shows an example graph for S of a BN. Here, history of smoking is the parent of

lung cancer and chronic bronchitis, and fatigue is the child of both lung cancer and chronic

bronchitis. Both lung cancer and mass seen on chest X-ray are descendants of history of

smoking.

Each node has a local probability distribution given the state of its’ parents. The set

of all local probability distributions are parametrized by the set of parameters Θ. Table 3

shows a parameterization for the network in Figure 8.

Given the independences and dependencies provided by S, we can factor the com-

plete joint probability distribution over X. Given an extension of Bayes’ rule, for X =

{X1, X2, ..., Xn}

P (X) =
n∏
i=1

P (Xi|parents (Xi)) (3.1)

we can thus factor the joint probability distribution as follows [71, 65, 99]:

P (X1, X2, X3, X4, X5) = P (X1)P (X2|X1)P (X3|X1)P (X4|X2, X3)P (X5|X3) (3.2)
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Figure 8: An example BN structure.

3.3 LOCAL STRUCTURE IN BAYESIAN NETWORKS

The DAG of a BN concisely summarizes statements of variable independence. Consider the

following example. A variable X is independent of Y given Z if P (x|y, z) = P (x|z) for all

possible values x, y, and z for X, Y , Z. The graphical structure makes explicit independence

relations in a BN of the form X ⊥ Y |Z, implying that P (X|Y, Z) = P (X|Z) for all values

of the variables X, Y , and Z. However, these are not the only independencies that may

be present in a domain. For instance, value-specific independence relationships may exist

that hold for only particular assignments of values to certain nodes. These relationships

cannot be entirely represented by a BN graphical structure. Value-specific independence

relationships can be elucidated in the form X ⊥ Y |Z = z1, implying that P (X|Y, Z = z1) =

P (X|Z = z2) holds true for all values of X and Y only when Z takes the particular value

z1. For other values of Z, such as z2, X and Y may not be conditionally independent, that

is, P (X|Y, Z = z2) 6= P (X|Z = z2). This type of independence is also known as context-

specific independence and can be interpreted as X is independent of Y in the context of Z
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Table 3: Probabilities associated with the example BN structure in Figure 8.

Node X1 P (X1 = no) = 0.8 P (X1 = yes) = 0.2

Node X2 P (X2 = no|X1 = no) = 0.95 P (X2 = yes|X1 = no) = 0.05

P (X2 = no|X1 = yes) = 0.75 P (X2 = yes|X2 = no) = 0.25

Node X3 P (X3 = no|X1 = no) = 0.995 P (X3 = yes|X1 = no) = 0.005

P (X3 = no|X1 = yes) = 0.997 P (X3 = yes|X1 = no) = 0.003

Node X4 P (X4 = no|X1 = no|X3 = no) = 0.95 P (X4 = yes|X1 = no|X3 = no) = 0.05

P (X4 = no|X1 = no|X3 = yes) = 0.40 P (X4 = yes|X1 = no|X3 = no) = 0.60

P (X4 = no|X1 = yes|X3 = no) = 0.90 P (X4 = yes|X1 = yes|X3 = no) = 0.10

P (X4 = no|X1 = no|X3 = yes) = 0.40 P (X4 = yes|X1 = yes|X3 = yes) = 0.60

Node X5 P (X5 = no|X3 = no) = 0.98 P (X5 = yes|X3 = no) = 0.02

P (X5 = no|X3 = yes) = 0.30 P (X5 = yes|X3 = no) = 0.70
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taking the value z1, but not the value z2. In general, these independent statements imply

that in some contexts, defined by an assignment of specific values to the variables in the BN,

specific independences hold [12, 99, 100].

I refer to BNs without explicitly represented context-specific structure as BNs with global

structure and I refer to BNs with explicitly captured context-specific structure as BNs with

local structure. Conditional probability tables are a typical representation used in BNs with

global structure. Associated with a node in a BN is a set of conditional probability distri-

butions (CPDs) that in domains with discrete random variables are typically represented by

a table. In this representation, P (Xi|Pai) is a table that contains an entry for each joint

instantiation of Xi and Pai. Each column (or row) in the table represents a single condi-

tional probability distribution, P (Xi|Pai = pai), corresponding to a particular instantiation

of the variables in Pai to a set of values given by pai. Tabular CPDs are called conditional

probability tables (CPTs) and are commonly the representation used in discrete BNs.

There are several possible representations for local structure to capture context-specific

independencies. Friedman and Goldszmidt describe a default table representation similar to

a CPT, except that it provides both a default CPD for a subset of the parent states and a

decision tree representation for the remaining parent states, where a decision tree is used to

represent the local structure for a BN node Xi. A decision tree is a graph (not a BN graph)

where the root node has no parents, and all other nodes have one parent. Nodes that have

children and appear in the interior of the tree are called interior nodes, and terminal nodes

are called leaf nodes. An example of a BN with a decision tree local structure is shown in

Figure 11 [31, 99, 100]. An example of global structure for a target node Z is shown in

Figure 10 and an example of a local decision tree structure for the node Z is shown in Figure

11.

Learning a tree structure requires several search operators, including:

(1) Grow : Randomly pick a terminal node and split it into two new ones by randomly

assigning it a splitting rule.

(2) Prune: Randomly pick a parent of two terminal nodes and turn it into a terminal

node by collapsing the nodes below it.

(3) Change: Randomly pick an internal node, and randomly reassign it a splitting rule.
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(4) Swap: Randomly pick parent and child pairs that are both internal nodes. Swap

their splitting rules.

Each of the above operators can be extended to accommodate more than two child nodes

per parent node. In this dissertation, I use only the grow operator for simplicity.

3.4 PROBABILISTIC RULES

Consider a BN that consists of a child node that has one or more parent nodes and there are

no arcs among the parent nodes. Such a BN can be interpreted as a probabilistic rule model.

A probabilistic rule model consists of a set of if-then rules, where the variables represented

by the parent nodes form the antecedent and the variable represented by the child node

forms the consequence in the rules. Note that the parameters associated with the rule

model represents the parameters associated with the child node in the BN. The parameters

associated with the child node may be represented by a global structure (by a CPT) or by

a local structure (e.g. local decision tree). For example, Figure 11 shows parameters for the

global structure of node Z and Figure 12 shows the corresponding parameters for the local

decision tree structure of a child node Z. Compared to the global structure models, local

structure models are likely to result in more succinct probabilistic rules.

3.5 SCORING BAYESIAN NETWORK STRUCTURES

A typical approach for learning BNs from data is to employ a score-and-search algorithm

where a scoring metric (score for short) is adopted to evaluate candidate BN structures while

a heuristic search strategy is used to find a structure with the best score. Heuristic search,

typically greedy search, is employed because the model space for high dimensionality data

is enormous and evaluation of every model is intractable.

This section describes Bayesian scores for BN structures. I first describe the Bayesian

Dirichlet score and then briefly describe several variations on that score.
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Figure 9: BN model.
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Figure 10: Local tree model.
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3.5.1 Bayesian Dirichlet (BD) score

In the Bayesian approach, the model score is based on the posterior probability of the

model structure given data. The Bayesian approach treats the structure and parameters

as uncertain quantities and incorporates prior distributions for both. Given data D, the

Bayesian score of S is a measure of how probable structure S is in light of the D over all

possible parameterizations of S. The score of S is defined as a value that is proportional to

the posterior probability P (S|D) that is given by Bayes’ theorem:

P (S|D) =
P (D|S)P (S)

P (D)
(3.3)

For a fixed dataset D, P (D) is constant and hence

P (S|D) ∝ P (D|S)P (S) (3.4)

We define the score of S as

score (S) = P (D|S)P (S) (3.5)

To compute this score, we first derive P (S,D) by integrating over the parameters Θ:

P (S,D) =

∫
Θ

P (S,D,Θ) dΘ (3.6)

=

∫
Θ

P (D|S,Θ) f (Θ|S)P (S) dΘ (3.7)

= P (S)

∫
Θ

P (D|S,Θ) f (Θ|S) dΘ (3.8)

In Equation 3.7, the second expression is obtained by applying the chain rule to the first

expression, and in the third expression P (S) is moved outside the integral since it is not

dependent on Θ. The first term in the integral P (D|S,Θ) is the likelihood of the data D

given structure S parameterization Θ, and the second term f(Θ|S) is a Dirichlet probability
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density function that provides a parameter prior distribution over Θ. The marginal likelihood

has a closed-form solution that is obtained from the derivation given in [22, 17]:

P (D|S) =
n∏
i=1

qi∏
j=1

Γ(αij)

Γ(αij +Nij)

ri∏
k=1

Γ(αijk +Nijk)

Γ(Nijk)
(3.9)

where Γ is the gamma function, ri is the number of values of the variable denoted by

node i, qi is the number of parent states of node i, n is the number of nodes (variables),

nijk is the number of samples in D that have values corresponding to parent state j for

node i and node i taking the value k, nj =
∑

k njk , αijk is a parameter prior that can be

interpreted as belief equivalent to having previously (prior to obtaining D) seen αijk samples

that have values corresponding to parent state j for node i and node i taking the value k,

and αij =
∑

k αijk .

Heckerman et al proposed the BD score by making four assumptions on P (S,D) [17].

The first assumption is that dataD is a multinomial sample drawn from a BN structure S.

The second assumption is that the parameter prior distributions follow Dirichlet distributions

[17].

The Dirichlet distribution is a continuous multivariate probability distribution commonly

used as a prior distribution in Bayesian statistics. It is a generalization of the beta distri-

bution; the Dirichlet distribution is the conjugate prior of the multinomial distribution. Its

probability density function returns the belief that the probabilities of K virtual events are

xi given that each event has been observed αi−1 times [17].

p(θij) =
Γ(
∏ri

k=1 αijk)∏ri
k=1(Γ(αijk))

ri∏
k=1

θ
αijk−1

ijk (3.10)

The third assumption is that the parameters are independent both globally and locally.

Global parameter independence implies that the probability of the global graph parameters

is equivalent to the product of the probability of the local graph parameters [17].

p(Θ|S) =
n∏
i=1

p(Θi|S) (3.11)

Local parameter independence implies that the probability of the local graph parameters

38



is equivalent to the probability of the parameters [17].

p(Θi|S) =
n∏
j=1

p(Θij|S)∀j=1,...,n (3.12)

The final assumption is that of parameter modularity such that if two DAGs have a node

with the same parents, then the parameters for any local distribution are equivalent. [17]

p(Θi|S) = p(Θi|S ′) (3.13)

Typically, the BD score is implemented computationally in log form to avoid numerical

underflow arising from very small probability numbers. Equation 3.9 in log form is as follows:

[17]

BD (S|D) = logP (S) +
n∑
i=1

qi∑
j=1

(
log

(
Γ(αij)

Γ (nij + αij)

) ri∑
k=1

log

(
Γ (nijk + αijk)

Γ(αijk)

))
(3.14)

Several specializations of the BD score include the K2, BDe, and the BDeu scores, and

these are described next.

3.5.2 K2 score

The K2 score is a specialization of the BD score where the parameter prior is set to 1. Given

that the counts are integers, and leveraging the fact that Γ(x) = (x− 1)!, we can reduce the

equation to the following form [22, 38].

K2 (S|D) = logP (S) +
n∑
i=1

qi∑
j=1

(
log

(
(αij − 1)!

(nij + αij − 1)!

) ri∑
k=1

log

(
(nijk + αijk − 1)!

(αijk − 1)!

))
(3.15)

K2 (S|D) = logP (S) +
n∑
i=1

qi∑
j=1

(
log

(
(ri − 1)!

(nij + ri − 1)!

) ri∑
k=1

log (nijk!)

)
(3.16)
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3.5.3 BDe score

Heckerman makes two additional assumptions of likelihood equivalence and structure pos-

sibility to derive the BDe score, where e stands for likelihood equivalence. Two DAGs are

equivalent if they encode the same joint probability distributions. The assumption of likeli-

hood equivalence implies that if two graphs are equivalent, then the parameters of the graphs

are equivalent. For any complete DAG, P (S) > 0. With these six assumptions, the BDe

score is given by:

BDe (S|D) = logP (S) +
n∑
i=1

qi∑
j=1

(
log

(
Γαij

Γ (nij + αij)

) ri∑
k=1

log

(
Γ (nijk + αijk)

Γαijk

))
(3.17)

3.5.4 BDeu score

Buntine (1991) proposed a specialization of the BDe score [14, 17]:

BDeu (S|D) = logP (S) +
n∑
i=1

qi∑
j=1

log

 Γ
(
α
qi

)
Γ
(
nij + α

qi

)
 ri∑

k=1

log

Γ
(
nijk +

(
α
riqi

))
Γ
(

α
riqi

)

(3.18)

which happens when

P (Xi = xik, Pai = pai|S) =
α

riqi
(3.19)

This scores needs the specification of only one hyperparameter - the equivalent sample

size α.

3.5.5 Conditional Bayesian score

I prove here that the marginal score of the child node is the same as the conditional score.

The conditional likelihood of a structure S given data D is given by [101]:

CL (S|D) =
n∏
i=1

P
(
zi|xi

)
(3.20)
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where i indexes the instances in the data. This is equivalent to a conditional log-likelihood

of a model S given data D:

CLL (S|D) =
n∑
i=1

logP
(
zi|xi

)
(3.21)

This is generally different from the marginal log-likelihood

LL (S|D) =
n∑
i=1

logP
(
zi, xi

)
(3.22)

The maximization of the conditional log likelihood and the marginal log likelihood are

equivalent. From the definitions above, the following derivation applies.

LL (S|D) =
n∑
i=1

logP
(
zi, xi

)
(3.23)

=
n∑
i=1

log

(
P
(
zi, xi1, ...x

i
k

)
×

k∏
j=1

P
(
xij
))

=
n∑
i=1

logP
(
zi, xi1, ...x

i
k

)
×

n∑
i=1

log
k∏
j=1

P
(
xij
)

= CLL (S|D) +
n∑
i=1

log
k∏
j=1

P
(
xij
)

where j indexes the variables in S. Both CLL(S|D) and
∑n

i=1 log
∏k

j=1 P (xij) are nega-

tive. P (zi|xi1, ..., xik) and P (xij, j = 1...k) are assumed to have independent parameterizations.

A P (zi|xi1, ..., xik) that maximizes the marginal log likelihood also maximizes the conditional

log likelihood [101].

3.6 SCORING PROBABILISTIC RULES

A probabilistic rule model is essentially a BN with a child node and one or more parent nodes.

Moreover, in a probabilistic rule model, we are interested in accurately predicting the child

node from the parent nodes; thus, the model score of interest is the BN score associated
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with the child node. Specifically, we want the score to represent the conditional marginal

likelihood of the child node given the parent nodes. It can be shown that the conditional

marginal likelihood is the same as the marginal likelihood of the child node that is typically

computed in Bayesian methods that do BN structure learning.

For a probabilistic rule model, the K2 score is obtained from Equation 3.16 by noting

that there is only one node to be scored:

K2 (S|D) = logP (S) +

qi∑
j=1

(
log

(
(r − 1)!

(nij + r − 1)!

) ri∑
k=1

log (njk!)

)
(3.24)

More generally, a probabilistic rule model that is represented by a BN with a local

decision tree, the above K2 score is modified to give:

K2 (S|D) = logP (S) +

|L|∑
l=1

(
log

(
(r − 1)!

(nij + r − 1)!

) ri∑
k=1

log (nlk!)

)
(3.25)

where l indexes the leaves in the tree.

3.7 MODEL SELECTION AND BAYESIAN MODEL AVERAGING

Most methods in statistical machine learning learn a single model from data to apply for

predicting a target variable Z; this is model selection. Model selection ignores the uncertainty

in choosing a model based on limited data. In model selection, we must therefore use a

training dataset D to search for a locally good model M that predicts well. Therefore, we

learn a model for P (Z|X,M). We assume that the model M must be correct. Ergo, we

assume that P (M |D) = 1. In other words, model selection assumes:

P (Z|X,D) = P (Z|X,M)P (M |D) = P (Z|X,D) (3.26)

However, we can consider intermediate prospects instead, where P (M |D) ranges from

0 to 1, representing our confidence in each model [111]. Model averaging is a coherent

approach to dealing with uncertainty in model selection improving predictive performance

and provide more accurate estimates of prediction error. The authors of [40] describe several
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examples of a significant prediction error decrease using Bayesian model averaging. Bayesian

model averaging is most useful when no single model in the considered model space has a

high posterior probability.

Complete Bayesian model averaging, where we average over the entire model space, is

generally not computationally feasible. In these cases, selective Bayesian model averaging is

generally used instead, where I average over a subset of models.

The traditional Bayesian model averaging algorithm to predict a target variable Z based

on a training dataset D across k models Mk in our model space M can be elucidated as

[111]:

P (Z = 1|D) =
∑
k∈M

P (Z = 1|D,Mk)P (Mk|D) (3.27)

As long as the sum of probabilities
∑

M P (M |D) = 1, the final prediction reflects the

combination model efforts.

P (Z|X,D) =
∑
M

P (Z|X,M)P (M |D) (3.28)

An analysis of Bayesian model averaging by Madigan and Raftery indicates that model

averaging is expected to perform better than model selection [61, 92, 111, 104].

Model averaging offers many advantages over model selection. It is possible to average

over genetic models - for example, to include considerations for additive and non-additive

models - by offering weights that reflect our prior belief in how likely certain models can be

[92].

3.8 THE BAPR ALGORITHMS

This section describes two BAPR algorithms that I developed, implemented, and evaluated

for biomarker discovery. The algorithms use probabilistic rule (PR) models that are evalu-

ated with a Bayesian score and perform greedy search to identify high scoring models and

average over them. The two BAPR algorithms differ in the representation used for the
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model. One algorithm uses BNs with global structure which is called Bayesian Averaged

Probabilistic Rules - Full Tree (BAPR-FT). Note that the global structure that is typically

represented by a conditional probability table can be represented by a local full tree. The

second algorithm uses BNs with local decision trees and is called Bayesian Averaged Proba-

bilistic Rules (BAPR). Note that the model space of BAPR is a superset of the model space

of BAPR-FT, since the space of all full trees is a subset of all possible trees.

Given a dataset containing SNV measurements in a set of cases and controls, a BAPR

algorithm outputs a list SNVs that are ranked according to their ability in discriminating

the cases from the controls.

3.8.1 Model score

The score of a predictor variable or a biomarker (such as a SNV) is defined as the sum of the

scores of PR models that include the predictor (i.e., the BN structure has an arc from the

predictor node to the target node). The PR model score is the conditional marginal score of

the child node given the parent nodes as described in Section 3.5.5.

score (biomarker) =
∑
i∈{S}

score (Si|D) indicator (biomarker) (3.29)

where i indexes structures in S, score(Si|D) is given by the K2 score in Equation 3.24 for PR

models represented by BN global structure, and by the K2 score in Equation 3.25 for the local

tree structure. Additionally, indicator (biomarker) = 1 if biomarker is in structure Si and 0

otherwise. Note that the score(S|D) score includes a structure prior probability distribution

P (S). The next section describes several structure priors that can be incorporated into

BAPR.

3.8.2 Structure priors

3.8.2.1 Uniform prior. The simplest prior is the uniform structure prior where all

model structures are deemed to be equally likely. I set P (S) to 1 when using the uniform

prior: this implies that with the uniform prior, the model score is just the marginal likelihood.
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Figure 11: Bayesian averaged score for probabilistic rules.
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Figure 12: Model averaged probabilistic tree rules.
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3.8.2.2 Binomial prior with enp. A simple binomial structure prior incorporates a

single parameter called the expected number of predictors (enp), and is given by:

P (S) =
∏
i∈Q

pi
∏
i/∈Q

(1− pi) (3.30)

where Q is the subset of variables in D that are in S. Let m be the expected number of

predictors (enp) in D that a domain expert expects to be predictive of Z, and let n be the

total number of variables in D. Then, a simple binomial prior is given by pi = m/n, when

i ∈ Q, and otherwise pi = 1− (m/n).

3.8.2.3 Binomial prior with SNV deleteriousness scores. Given a deleteriousness

score for SNVs (e.g., SIFT and PhyloP), I incorporate the score using a simple binomial

structure prior as follows. If necessary, the score is scaled to the range 0 to 1 to provide a

prior probability for a SNV such that 0 denotes no risk of disease and 1 denotes that disease

is certain.

If the SNV is present in a model, I take the prior probability. If the SNV is absent,

I take the complement of the prior probability. The structure prior is the product of the

probabilities for the presence or absence of these biomarkers.

3.8.2.4 Combination priors. Since several SNV scoring methods are available that

can potentially provide independent information, I combine two or more scores using the

heuristic of taking the maximum of the scores.

3.8.3 Search strategies

The BAPR algorithms use greedy search to explore a space of PR models. A PR model

contains one or more SNVs as parents of the disease of interest, and the SNVs are constrained

to be all on the same gene. In other words, each PR model contains only SNVs from a single

gene. These models will capture interaction effects among SNVs located on a single gene

but will miss interactions among SNVs on different genes. I adopted this approach to make

the algorithm computationally tractable.
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For each of these search strategies, we generate new probabilistic tree rules and proba-

bilistic rules by the functions seen in Algorithm 1 and Algorithm 2. Each of these functions

takes the previous model and creates a new model space by adding various variables to the

model. After the search algorithm selects the successor model(s), it averages over them as

shown in Algorithm 3.

Algorithm 1 Pseudocode for generating new probabilistic tree rule models. PtrModel rep-

resents probabilistic tree rule model.

1: procedure GeneratePtrModel(PreviousPtrModel, Prior, TrainingData)

2: ModelSpace ← ∅

3: for all LeafNode ∈ PreviousPtrModel.LeafNodes do

4: for all VariableToTest ∈ VariablesLeftToTest do

5: NewPtrModel ← PreviousPtrModel.LeafNode.AddNode(VariableToTest)

6: NewPtrModel.UpdateCounts(TrainingData)

7: ComputePrior(NewPtrModel)

8: ComputeScore(NewPtrModel)

9: ModelSpace.Add(NewPtrModel)

10: return ModelSpace

Algorithm 2 Pseudocode for generating new probabilistic rule models. PrModel represents

probabilistic rule model.

1: procedure GeneratePrModels(PreviousPrModel, Prior, TrainingData)

2: ModelSpace ← ∅

3: for all VariableToTest ∈ VariableRemainingToTest do

4: NewPrModel ← AddNode(PrevousPrModel, LeafNode, VariableToTest)

5: UpdateCounts(NewPrModel, TrainingData)

6: ComputePrior(NewPrModel)

7: ComputeScore(NewPrModel)

8: ModelSpace.Add(NewPrModel)

9: return ModelSpace

This implementation of model averaging combined with greedy search poses a caveat

regarding the score summations. For each level of greedy search, we iterate throughout the
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Algorithm 3 Model averaging pseudocode.

1: function ModelAverage(ListOfModels)

2: VariableScores(Variable) ← ∅

3: for all Model ∈ ListOfModels do

4: for all Variable ∈ Model do

5: VariableScores[Variable] = LogSum(VariableScores[Variable], Model.Score)

6: return VariableScores . Score for each variable in the model space

space of possible extensions to our current model. A best first approach will then create

models that have every biomarker in the best first model of the previous level with a new

biomarker. Consequently, the number of models averaged for each variable is significantly

higher for variables within the selected model compared to variables not in the selected

model.

For example, for variables X1 through Xn, ordered in descending significance, we can

write the score of X1 as the sum of the scores of 1-biomarker models containing X1 added

to the sum of the scores of all 2-biomarker models containing X1, and so on.

score(X1) =
∑

|S|=1,X1∈S

score(S) +
∑

|S|=2,X1∈S

score(S) +
∑

|S|=3,X1∈S

score(S) + . . . (3.31)

This then reduces to

score(X1) = score(S = {X1}) +
∑

|S|=2,{X1}∈S

score(S) +
∑

|S|=3,{X1,X2}∈S

score(S) + . . . (3.32)

and therefore explores

number of models examined = 1 + (n− 1) + (n− 2) + . . . (3.33)

For X2, however, X2 begins to have an included score at the 2-biomarker model level

score(X2) = score(S = {X2}) + score(S = {X1, X2}) +
∑

|S|=3,{X1,X2}∈S

score(S) + . . . (3.34)

and therefore explores

number of models examined = 1 + 1 + (n− 2) + . . . (3.35)
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This is more evident for X3, which starts to have more coverage in the 3-biomarker model

space.

+ score(X3) = score(S = {X3}) + score(S = {X1, X3}) + score(S = {X1, X2, X3})

+
∑

|S|=4,{X1,X2,X3}∈S

score(S) + · · ·+ (3.36)

and therefore explores

number of models examined = 1 + 1 + 1 + (n− 3) + . . . (3.37)

By extension, for a search with variable threshold depth, variables X1, . . . , Xdepth will

have significantly more models examined and, thus, suffer from scoring inflation. All other

variables will incorporate scores from a fixed number of models, depth.

Due to this uneven weighting of scores for variables within the final model, for a study

within a gene, the model averaged and greedy results should be identical from 1 to depth.

Biomarkers not selected within the model will average across depth scores, and should be

unbiased in the number of models to average over.
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4.0 EXPERIMENTAL METHODS

This chapter describes the datasets, the characterization of SNV scores used for structure

priors, and the experimental methods and evaluation of the algorithms. Section 4.1 describes

the datasets used in the experiments, Section 4.2 describes variant deleteriousness scores that

are used for structure priors, Section 4.3 describes the performance metrics used to quantify

algorithmic performance, and Section 4.4 gives details of the comparison algorithm.

4.1 DATASETS

For the experiments, I used several exome datasets, including a semi-synthetic SNV dataset

called GAW17, a small-sample Alzheimer’s disease dataset, a large-sample Alzheimer’s dis-

ease dataset, and a chronic pancreatitis dataset. All datasets have one binary target variable

that denotes the case/control status of an individual and predictor variables that are SNVs.

Each SNV has up to four states that denote the three genotypes and a fourth state for

missing when the genotype measurement for an individual is not available. Details of the

datasets are provided in the following sections.

4.1.1 Genome Analysis Workshop 17 (GAW17) semi-synthetic mini-exome

The GAW17 dataset is a mini-exome semi-synthetic dataset that was created for the Genetic

Analysis Workshop 17. The exome data comes from 697 unrelated individuals (sequenced in

the 1000 Genomes Project) and consists of 24,487 autosomal SNVs assigned to 3,205 genes

[2, 32]. Four quantitative risk factors were simulated as normally distributed phenotypes;
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Table 4: Brief description of datasets.

Dataset Target # genes # SNVs
# individuals

(# cases / # controls)

16-gene GAW17 Q2 16 112 6,970 (3457 / 3513 )

full GAW17 Q2 3,205 24,487 6,970 (3457 / 3513 )

TGen LOAD 12,535 115,059 1,411 (861 / 550 )

Kamboh-small LOAD 19,444 352,693 22 (15 / 7)

Kamboh-large LOAD 21,585 787,586 584 (299 / 285)

NAPS Chronic pancreatitis 19 191 2,201 (980 / 1221)

however, values of only three of the risk factors are provided in the dataset. The genes

associated with the risk factors were chosen from the cardiovascular disease (CVD) risk and

inflammation pathways. In addition, a binary disease phenotype representing CVD was

modeled as a function of the four quantitative risk factors. In the simulated phenotype data,

the values of three of the risk factors (named Q1, Q2, and Q4) and the binary phenotype

were provided for each individual; the values of the remaining risk factor was not provided

to simulate a latent factor. Q1 was influenced by age and 39 SNVs in 9 genes and included

a genotype-smoking interaction. Q2 was influenced by 72 SNVs in 13 genes and was not

influenced by age, sex, or smoking status. Q4 was influenced by age, sex and smoking; while

it had a genetic component, it was not influenced by any of the SNVs in the dataset. The

latent factor was influenced by 51 SNPs in 15 genes. A total of 200 datasets were provided;

each dataset contains 697 individuals with simulated disease/healthy status.

This dataset simulated a common disease using rare and common SNVs based on the

current thinking that both rare and common SNVs contribute to the genetic basis of common

diseases. Of the causative SNVs, 38.4% are private variants - with only one individual out

of 697 having the variant - and 12.8% SNVs are common with MAF > 0.05.

I processed the GAW17 data to create two derivative datasets.
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4.1.1.1 16-gene GAW17: This dataset was created by pooling the first ten replicates

and contains 16 genes and associated 112 SNVs, where 5 of the 16 genes were chosen from

the 36 causal genes and the remaining 11 genes were non-causal.

4.1.1.2 Full GAW17: This dataset was created by pooling the first ten replicates and

contained 24,487 SNVs and 6,970 individuals. The target variable was the Q2 risk factor that

was converted to a binary variable, since Q2’s underlying model uses only genetic variables

and no latent factors.

4.1.2 TGen Alzheimer’s disease dataset

The Translational Genomics Research Institute’s (TGen) is a late-onset Alzheimer’s disease

(LOAD) GWAS dataset that was collected by Reiman et al. [81].The genotype data were

collected on 1,411 individuals, of which 861 had LOAD and 550 did not. Of the 1,411 individ-

uals, 1,047 were brain donors in whom the status of LOAD or control was neuropathologically

determined, and 364 were living individuals in whom the status was clinically determined.

The average age of the brain donors at death was 73.5 years for LOAD and 75.8 years for

controls. The average age of the living individuals is 78.9 years for LOAD and 81.7 years

for controls. The target outcome is the binary LOAD variable. In this dataset, 61% (861 of

1411) had LOAD. For each individual, the genotype data consists of 312,318 common SNVs

that includes the two well-established ApoE SNVs associated with LOAD, namely, rs429358

and rs7412.

I processed this data with SNPnexus to annotate the the SNVs and used PLINK to

extract only the exonic SNVs [77, 18, 26, 97]. The final dataset consisted of 115,059 common

SNVs in 12,535 genes for 1,411 individuals.
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4.1.3 Kamboh-small Alzheimer’s disease dataset

This is a whole-exome dataset that contains 22 individuals of which 15 have LOAD and 7 are

controls. This dataset comes from Dr. Kamboh at the University of Pittsburgh Alzheimer’s

Disease Research Center (Kamboh) and consists of 352,693 autosomal SNVs assigned to

19,444 genes.

I annotated this dataset with Ingenuity Variant Analysis to obtain a set of unique variants

and additional information, such as relevant genes, MAFs, SIFT scores, and PhyloP scores.

4.1.4 Kamboh-large Alzheimer’s disease dataset

This is a whole-exome dataset that contains 584 individuals, of which 299 had LOAD and

285 were controls. This dataset also comes from the Kamboh and Dr. M. Ilyas Kamboh and

Dr. M. Barmada were critical in the development and acquisition of this dataset. Sequencing

was performed with the Illumina HiSeq 2x100bp whole genome sequencer, with SureSelect

All Exon v5 enrichment.

I processed this data as follows. PLINK was used to remove variants that were not SNVs

(e.g., multiple base pair indels)[77]. SNPnexus was used to annotate the SNVs, and SNVs

that could not be assigned to a gene or coding sequence (including long-intergenic non-

protein coding RNAs and open reading frames) were removed [18, 26]. The final dataset

consisted of 787,586 SNVs in 21,585 genes or coding sequences for 584 individuals.

4.1.5 NAPS2 chronic pancreatitis dataset

The chronic pancreatitis dataset consists of 2,201 individuals, of whom 980 were cases and

have recurrent acute pancreatitis or chronic pancreatitis and 1,221 were controls. This cohort,

which is one of the largest of its kind, was enrolled by the North American Pancreatitis Study

(NAPS2) Group from pancreatic care centers across the US. For each individual, GWAS was

filtered to provide 191 exonic SNVs and a case/control status.
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4.2 INFORMATIVE STRUCTURE PRIORS

A major advantage of using a Bayesian approach is the ability to incorporate existing bi-

ological knowledge in the form of prior probabilities. The power to identify associations

of rare variants, and common ones, is likely to be improved by including appropriate prior

knowledge. Moreover, these priors play an important role in mitigating overfitting.

Table 5 gives the type of structure prior, source of information, and the formula for

computing the prior probability of a SNV being associated with disease. Details of each of

the variant deleteriousness scores is described in 2.4.

4.3 EVALUATION

Several methods are useful in evaluating algorithmic performance in biomarker discovery

and ranking. The evaluation methods that I used included biomarker recovery plots, area

under the receiver operating characteristic curve (AUC), and evidence of biological validity.

I refer to algorithmically relevant biomarkers as biomarkers that have been selected by

the algorithm of interest and refer to truly relevant biomarkers as biomarkers that are known

to be causative of disease. Also, I differentiate between biomarker discovery - identifying

novel biomarkers - and biomarker recovery - identifying known biomarkers.

4.3.1 Biomarker recovery plots

For common diseases, partial knowledge of truly relevant biomarkers including SNVs is avail-

able from the literature or from online gene-disease association databases. Taking advantage

of these sources, I obtained lists of truly relevant SNVs associated with LOAD and chronic

pancreatitis. I evaluate an algorithm by the ranking of SNVs it produces by creating a

biomarker recovery plot. In this plot, the x-axis denotes number (or percent) of top-ranked

SNVs n and the y-axis denotes the number of truly relevant SNVs in the algorithmically

relevant top-ranked n SNVs (biomarker recovery rate). To compare two algorithms, I com-
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Table 5: Brief description of structure priors, source of information, and formulas.

Structure prior Source of information Formula

uniform none P (S) = 1

bin enp
# of expected SNVs associated

with disease

pi = m
n

where m is the expected

number of

disease-associated SNVs

bin MAF MAF denotes rarity of SNV pi ∝ −0.04ln(MAFi) + 0.17

bin SIFT effect on protein function pi ∝ 1− SIFT score

bin Polyphen effect on protein function pi ∝ Polyphen-2 score

bin PhyloP degree of conservation pi ∝ PhyloP score

bin GERP degree of conservation pi ∝ GERP score

bin Phast degree of conservation pi ∝ Phast score

bin CADD derived from several scores pi ∝ scaled CADD score

bin max 4 maximum of four scores

pi ∝ max(SIFT,

Polyphen,Phast,

CADD scores)
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pare the proportions of truly relevant biomarkers to algorithmically relevant biomarkers at

the 95th percentile (equivalently the top 5%) using the chi-square test.

4.3.2 Evaluation of predictive performance

A relevant biomarker should be predictive of disease and a classifier developed from relevant

biomarkers should perform well in discriminating between cases and controls. I evaluate

predictive performance of the top-ranked SNVs by measuring the AUCs of a series of clas-

sification models using increasing numbers of top-ranked SNVs.

Given a set of top-ranked SNVs, I derive a k -Nearest Neighbor (kNN) classification

model to predict the target (case/control status). I evaluate the performance of the clas-

sification model using five-fold cross-validation. The dataset is randomly partitioned into

five approximately equal sets such that each set has a similar proportion of individuals who

have the disease. I apply the algorithm on four sets taken together as the training data,

and evaluated the top-ranked SNVs’ predictions on the remaining test set. I repeat this

process for each possible test set to obtain a prediction for each individual in the dataset.

I use the predictions to compute the AUC which is a widely used measure of classification

performance.

The kNN algorithm is a simple non-parametric classification algorithm that utilizes pair-

wise distances between a test individual and the individuals in the training sets. For SNV

data, the pairwise distance simply counts the number of SNVs which have different values

between the test and training individuals. The classification result for the test individual is

then computed as the average target value among the k most similar training individuals. I

used a setting of k = 10.

4.3.3 Evidence of biological validity

For exome datasets with real outcomes (e.g., LOAD, chronic pancreatitis), I examined the

top-ranked SNVs and associated genes for biological significance and evidence of previously

documented association with disease. I used a publically available database called DisGeNET

v4.0 that integrates information on gene-disease and variant-disease associations from several
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public data sources and the literature [73].

4.4 COMPARISON ALGORITHM

The chi-square statistic is typically used to rank SNVs in exome data analysis, and I use

chi-square as the main univariate comparison algorithm. The test tabulates observations in

a contingency table, which records co-occurrences of variable states and the target variable.

The chi-square statistic computes the deviance from the null contingency table, in which all

variable states have the same distribution of the target variable. This is done by determining

the expected value for each cell in the contingency table, which is the row total multiplied

by the column total, divided by the total number of samples. The chi-square statistic is then

computed as χ2 =
r∑
i=1

c∑
j=1

(Oi,j−Ei,j)2

Ei,j
, where r is the number of rows in the contingency table

and c is the number of columns, Oi,j is the observed value in the ith row and jth column,

and Ei,j is the expected value in the same cell. The resulting statistic can be compared to

the chi-square distribution to determine the probability of association between the SNV’s

genotypes and the target variable. I utilized the chi-square function in PLINK to calculate

chi-square statistics and p-values for each locus.

Random forests (RFs) are commonly used as multivariate analysis methods. An ensemble

of classification and regression trees (CARTs) are learned from a random subset of the

variables in the dataset. I used GenABEL [5] and Ranger [107] to train RFs with default

parameters.
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5.0 EXPERIMENTAL RESULTS

This chapter describes the results of applying the BAPR algorithms described in Chapter 3

to the datasets described in Chapter 4. Section 5.4 describes the availability of the various

variant deleteriousness scores across the datasets. Section 5.1 provides results of several

versions of the BAPR algorithms on the 16-gene GAW 17 dataset. Sections 5.2 and 5.3

provide results obtained from an Alzheimer’s disease GWAS dataset and an Alzheimer’s

disease exome dataset with a small sample size. Section 5.4 describes the availability of

the various variant deleteriousness scores across the datasets. Section 5.5 validates BAPR

with biologic priors and provides results from the full GAW17 dataset. Section 5.6 gives

results from an Alzheimer’s disease exome dataset with a large sample size and Section 5.7

implement BAPR on a chronic pancreatitis exome dataset.

For clarity, names that are italicized refer to the algorithms used (e.g. bin SIFT, chi-

square) and names that are not italicized refer to a statistical test itself (e.g. chi-square

test).

5.1 RESULTS FROM THE 16-GENE GAW17 DATASET

This section describes qualitative evaluation of BAPR on the 16-gene GAW 17 dataset that

explores two model structures (global structure vs. local tree structure), two structure

scores (K2 vs. BDeu), two search strategies (exhaustive vs. greedy), and with and without

informative structure priors. The goal of this evaluation was to identify a good performing

single BAPR algorithm (structure, score, and search) to use in later experiments on larger

datasets. I followed this approach since BAPR is computationally expensive and my goal
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Table 6: Model structures, model scores, and search strategies used by the BAPR algorithm

for results shown in Figure 15.

Label Algorithm Search strategy Model score

exhaustive K2 BAPR-FT exhaustive K2

greedy K2 BAPR-FT greedy K2

exhaustive BDeu BAPR-FT exhaustive BDeu

greedy BDeu BAPR-FT greedy BDeu

was to comprehensively evaluate one version of the BAPR algorithm.

5.1.1 Evaluation of model structures, model scores and search strategies

Figure 13 shows the biomarker recovery plots in retrieving causal SNVs for the BAPR-FT

and chi-square algorithms. Four versions of the BAPR-FT algorithm included combinations

of model score (K2 vs. BDeu with α = 1) and search strategy (exhaustive vs. greedy). The

biomarker recovery plots indicate that BAPR-FT with K2 score using greedy search has the

best performance and also performs better than chi-square.

Though exhaustive search outperforms greedy search, it does so by a small margin, and

it seems reasonable to use greedy search for larger model spaces where exhaustive search

would be intractable.

Figure 14 shows the biomarker recovery plots for BAPR-FT, BAPR, and chi-square.

BAPR-FT with K2 performs the best, followed by BAPR with BDeu. All four BAPR

versions perform better than chi-square.
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Figure 13: Biomarker recovery plots for the 16-gene GAW17 dataset using two search strate-

gies and two model scores as shown in Table 6. The x-axis shows the number of top-ranked

SNVs being considered, and the y-axis shows the number of true SNVs (recovery rate).
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Table 7: Model structures, model scores, and search strategies used by the BAPR algorithm

for results shown in Figure 15 on the 16-gene GAW17 dataset.

Label Algorithm Search strategy Model score

global greedy K2 BAPR-FT greedy K2

global greedy BDeu BAPR-FT greedy BDeu

tree greedy K2 BAPR greedy K2

tree greedy BDeu BAPR greedy BDeu

5.1.2 Evaluation of structure priors

I evaluated the performance of BAPR using uniform and binomial priors with K2 and BDeu

scores on the 16-gene GAW17 dataset (see Table 8). Figure 14 shows the biomarker recovery

plots for various priors. The binomial prior with the K2 score performed the best. Overall,

all of the BAPR methods outperformed chi-square.
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Table 8: Model scores and structure priors used by the BAPR algorithm for results shown

in Figure 15.

Label Algorithm Search strategy Model score Prior

uniform prior K2 BAPR greedy K2 uniform

binomial prior K2 BAPR greedy K2 binomial

uniform prior BDeu BAPR greedy BDeu uniform

binomial prior BDeu BAPR greedy BDeu binomial

Figure 14: Biomarker recovery plots for the 16-gene GAW17 dataset using two model scores

as shown in Table 8.
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Figure 15: Biomarker recovery plots for the 16-gene GAW17 dataset for different model

scores and structure priors.
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Table 9: List of top ten SNVs and corresponding genes ranked by uniform and by chi-square.

SNVs in bold indicate that the SNV is known to be associated with LOAD.

uniform chi-square

rs7412 rs7412

rs429358 rs4420638

rs4420638 rs429358

rs9398855 rs16974268

rs428016 rs934745

rs270044 rs9453276

rs476366 rs1202774

rs6921729 rs4486000

rs17054975 rs207952

5.2 RESULTS FROM THE TGEN DATASET

The TGen dataset is a LOAD dataset that has only common SNVs from the exome; it

consists of 115,059 common SNVs and 1,411 individuals. The performance of the BAPR

algorithm (tree structure, K2 score, greedy search) was compared to that of chi-square.

Figure 16 shows the biomarker recovery plots for uniform and chi-square. The recovery

rates at the highest ranks are similar between uniform and chi-square. Further down

the rankings, uniform has a higher recovery rate than chi-square. As we progress further,

however, BAPR outstrips the performance of chi-square. At the 50th percentile, uniform

recovers 187 SNVs while chi-square recovers 93 SNVs.

Table 9 shows the ten top ranked SNVs ranked by uniform and by chi-square. Both al-

gorithms identified SNVs (rs7412, rs429358, and rs4420638 ) that are known to be strongly

associated with LOAD. SNVs rs7412 and rs429358 together characterize the ApoE4 haplo-

type, which is a well-known genetic risk factor for developing LOAD.
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Figure 16: Biomarker recovery plot for the TGen dataset.
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Table 10: P values from Fischer’s exact test comparing the biomarker recovery rates of

uniform with chi-square in the top-ranked 10,000, 11,000, and 12,000 SNVs.

top ranked n uniform chi-square Fisher’s exact p-value

10,000 49 35 0.078

11,000 63 37 0.006

12,000 69 39 0.003
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5.3 RESULTS FROM THE KAMBOH-SMALL DATASET

The Kamboh-small dataset is an exome LOAD dataset that consists of 352,693 common and

rare SNVs and 22 individuals. The performance of the BAPR algorithm (tree structure, K2

score, greedy search, uniform, bin enp - see Table 5 in Chapter 4 for a brief description of

structure priors) was compared to that of chi-square.

Figure 17 shows the biomarker recovery plots for uniform and chi-square. The recovery

rate of known LOAD-associated SNVs at the 90th percentile is higher with uniform compared

to chi-square (Fischer exact test, p = 0.003).

Figure 17: Biomarker recovery plots for the Kamboh-small dataset.
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Table 11: Number of SNVs in each dataset and number of SNVs for which values were

available for each variant deleteriousness score.

Dataset # SNVs CADD GERP Phast PhyloP Polyphen-2 SIFT

16-gene GAW17 112 25 8 0 0 0

full GAW17 24,487 5,789 1,905 0 505 152

TGen 115,059

Kamboh-small 352,693

Kamboh-large 787,586 505 1,905

NAPS 191 82 74 82 63 67

5.4 VARIANT DELETERIOUSNESS SCORE CHARACTERIZATION

For use as informative priors, I examined six different variant deleteriousness scores including

two scores that are based on predicting changes in protein structure and function (SIFT and

PolyPhen), three on estimating conservation (PhyloP, GERP and Phast), and one that

combined multiple scores (CADD). The availability of these scores for the SNVs in the

datasets is quite sparse, as shown in Table 11. Overall, the CADD score was available

for more SNVs than any other score. I did not use every score for every dataset due to

availability and capacity of annotation servers.

Given the sparsity of variant deleteriousness scores, I estimated a prior probability for

SNVs that did not receive a score; this probability was set to the expected number of SNVs

for the disease of interest divided by the number of SNVs in the dataset.
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5.5 RESULTS FROM THE FULL GAW17 DATASET

The results from sections 5.1 to 5.3 support better performance of BAPR over BAPR-FT.

Hence, I ran BAPR on the full GAW17. The full GAW17 dataset contains 24,487 SNVs and

6,970 individuals. The target variable was the Q2 risk factor that was converted to a binary

variable. In the following sections, Q2 is modeled with 72 SNVs on 13 genes. I report the

results from biomarker recovery rate plots followed by prediction performance with AUCs.

The BAPR algorithm was run with uniform and binomial priors (including bin enp, bin

Polyphen, bin SIFT, bin GERP, bin Phast, bin CADD, and bin max 4 ). When a deleteri-

ousness value was not available for a SNV, it was assigned a prior probability of 0.001. In

addition, two comparison algorithms were run (chi-square and CADD).

5.5.1 Biomarker recovery

Figure 18 shows the biomarker recovery plots for all SNVs in the dataset, while Figure 19,

shows the biomarker recovery plots for the top-ranked 25% SNVs. Table 11 gives the p values

from chi-square testing comparing the performance of algorithms in a pairwise fashion at

the 95th percentile on the biomarker recovery plots. At the 95th percentile (or top 5%) there

are 1,250 SNVs and at this threshold 3.6 causal SNVs are likely to be discovered by chance.

CADD has poor performance, with no causal SNVs recovered until after the first 700

SNVs and only 3 causal SNVs recovered at the 95th percentile. Chi-square performs better

than CADD, recovering 20 SNVs, along with bin CADD, recovering 20 SNVs, and bin SIFT,

recovering 22 SNVs. Bin GERP starts poorly, recovering only 4 SNVs by rank 750; however,

by the 90th percentile it performs equivalently to chi-square, bin CADD, and bin SIFT.

Uniform performs better than chi-square, bin CADD, and bin SIFT, recovering 32 SNVs at

the 95th percentile. Bin enp, bin Phast, and uniform perform the best at the 95th percentile.

The performance of the combination method bin max 4 is similar to that of bin Phast.
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Figure 18: Biomarker recovery plots for the full GAW17 dataset.
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Figure 19: Biomarker recovery plots for the full GAW17 dataset for the top-ranked 25%

SNVs.

Table 12: P-values from chi-square test comparing the performance of algorithms in a pair-

wise fashion on the full GAW17 dataset at the 95th percentile on the biomarker recovery

plots, continued in Table 13.

chi-square uniform bin enp bin PolyPhen bin SIFT

CADD <0.001 <0.001 <0.001 <0.001 <0.001

chi-square 0.012 0.002 0.592 0.755

uniform 0.589 0.113 0.023

bin enp 0.042 0.007

bin PolyPhen 0.422
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Table 13: P-values from chi-square test comparing the performance of algorithms in a pair-

wise fashion on the full GAW17 dataset at the 95th percentile on the biomarker recovery

plots, continued from Table 12.

bin GERP bin Phast bin CADD bin max 4

CADD <0.001 <0.001 <0.001 <0.001

chi-square 0.655 0.008 0.964 0.008

uniform 0.097 0.914 0.048 0.914

bin enp 0.035 0.679 0.016 0.679

bin PolyPhen 0.933 0.047 0.642 0.047

bin SIFT 0.432 0.002 0.712 0.002

bin GERP 0.037 0.701 0.037

bin Phast 0.038 1.000

bin CADD 0.010

5.5.2 Prediction performance

The prediction performance of the kNN classifier as measured by AUCs is given in Table 14.

With increasing number of features from 1 to 1,000, the AUCs increase slightly until 500

features and then decrease at 1,000 features. Overall, the mean AUCs are in the 0.50 range

and all algorithms perform similarly.
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Table 14: Mean AUCs with standard errors obtained from the kNN classifier on the Kamboh-

large exome dataset.

1 2 5 10 50 100 500 1000

chi-square
0.502

±0.015

0.502

±0.015

0.506

±0.015

0.506

±0.015

0.502

±0.015

0.500

±0.015

0.492

±0.015

0.510

±0.015

uniform
0.490

±0.015

0.516

±0.015

0.512

±0.015

0.493

±0.015

0.488

±0.015

0.504

±0.015

0.505

±0.015

0.504

±0.015

bin enp
0.496

±0.015

0.493

±0.015

0.500

±0.015

0.500

±0.015

0.508

±0.015

0.496

±0.015

0.497

±0.015

0.498

±0.015

bin GERP
0.496

±0.015

0.506

±0.015

0.501

±0.015

0.499

±0.015

0.512

±0.015

0.493

±0.015

0.512

±0.015

0.501

±0.015

bin Phast
0.491

±0.015

0.505

±0.015

0.503

±0.015

0.493

±0.015

0.488

±0.015

0.501

±0.015

0.508

±0.015

0.492

±0.015

bin PolyPhen
0.499

±0.015

0.500

±0.015

0.509

±0.015

0.484

±0.015

0.476

±0.015

0.506

±0.015

0.505

±0.015

0.489

±0.015

bin SIFT
0.499

±0.015

0.508

±0.015

0.506

±0.015

0.502

±0.015

0.493

±0.015

0.502

±0.015

0.510

±0.015

0.495

±0.015

bin max 4
0.511

±0.015

0.506

±0.015

0.494

±0.015

0.499

±0.015

0.499

±0.015

0.487

±0.015

0.514

±0.015

0.498

±0.015
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5.6 RESULTS FROM THE KAMBOH-LARGE EXOME DATASET

The Kamboh-large dataset is an exome dataset that consists of 787,586 SNVs and 584

individuals. The target variable is LOAD. In the following sections, I report the results of

known disease-associated biomarker recovery with biomarker recovery rate plots followed by

prediction performance with AUCs. I obtained a list of 2,524 known LOAD-associated SNVs

from the AlzGene database, of which 776 SNVs were present in the Kamboh-large dataset.

This list of 776 SNVs was used in the biomarker recovery plots.

The BAPR algorithm was run with uniform and binomial priors (including bin enp, bin

SIFT, bin PhyloP, and bin max 2 ). When a deleteriousness value was not available for a

SNV, it was assigned a prior probability of 0.001. In addition, two comparison algorithms

were run (chi-square and CADD).

5.6.1 Biomarker recovery

Figure 20 shows the biomarker recovery plots for all SNVs in the dataset while Figure 21

shows the biomarker recovery plots for the top-ranked 25% SNVs. At the 95th percentile (or

top 5%), there are 39,392 SNVs. Table 15 gives the p values from chi-square tests comparing

the performance of algorithms in a pairwise fashion at the 95th percentile on the biomarker

recovery plots.

Chi-square performs significantly worse than all other algorithms and at the 95th per-

centile, it only recovers 28 SNVs. Uniform is one of the highest performing algorithms and

ties in performance with bin enp.

For the two algorithms with prior knowledge using PhyloP and SIFT, bin PhyloP per-

forms significantly worse than bin SIFT. Bin SIFT performs significantly better than chi-

square and bin PhyloP, even performing better than bin enp. Bin max 2, which is a combi-

nation prior, has similar performance to bin SIFT. Overall, the best performing algorithms,

not significantly different from one other, are uniform, bin SIFT, bin enp, and bin max 2.
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Figure 20: Biomarker recovery plots for the Kamboh-large dataset.
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Figure 21: Biomarker recovery plots for the Kamboh-large dataset for the top-ranked 25%

SNVs.

Table 15: P-values from chi-square test comparing the performance of algorithms in a pair-

wise fashion on the Kamboh-large exome dataset at the 95th percentile on the biomarker

recovery plots.

uniform bin enp bin SIFT bin PhyloP bin max 2

chi-square <0.001 <0.001 <0.001 <0.001 <0.001

uniform 0.324 0.710 <0.001 0.710

bin enp 0.522 <0.001 0.522

bin SIFT <0.001 1.000

bin PhyloP <0.001
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5.6.2 Prediction performance

The prediction performance of the kNN classifier as measured by AUCs is given in Table 16.

With increasing number of features from 1 to 1,000, the AUCs increase slightly until 500

features and then decrease at 1,000 features. The highest AUC that was achieved is 0.62.

Overall, the mean AUCs are in the 0.53 range and most algorithms perform similarly.

5.6.3 Evidence of biological validity

The top 20 SNVs ranked by bin enp spanned 8 genes and had 8 rsIDs, as shown in Table 17.

The 7th ranked SNV, rs429358, is a known SNP that is highly associated with Alzheimer’s

disease.

Five of the eight recovered genes are associated with Alzheimer’s disease. Two genes,

APOE and SORL1, are known to be highly associated with Alzheimer’s disease. Of the re-

maining six genes, three (GCN1L1, FAM163A, and ATP8A2) are associated with neurologic

disease.
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Table 16: Mean AUCs with standard errors obtained from the kNN classifier on the Kamboh-

large exome dataset.

1 2 5 10 50 100 500 1000

chi square
0.638

±0.044

0.564

±0.046

0.555

±0.046

0.518

±0.046

0.580

±0.045

0.549

±0.046

0.479

±0.046

0.623

±0.044

uniform
0.509

±0.046

0.482

±0.046

0.507

±0.046

0.505

±0.046

0.563

±0.046

0.591

±0.045

0.510

±0.046

0.584

±0.045

bin enp
0.579

±0.046

0.533

±0.046

0.484

±0.046

0.496

±0.046

0.571

±0.046

0.539

±0.046

0.527

±0.046

0.529

±0.046

bin SIFT
0.499

±0.046

0.521

±0.046

0.512

±0.046

0.529

±0.046

0.519

±0.046

0.509

±0.046

0.539

±0.046

0.528

±0.046

bin PhyloP
0.490

±0.046

0.535

±0.046

0.481

±0.046

0.467

±0.046

0.555

±0.046

0.547

±0.046

0.507

±0.046

0.515

±0.046

bin max 2
0.520

±0.046

0.440

±0.046

0.517

±0.046

0.558

±0.046

0.563

±0.046

0.496

±0.046

0.500

±0.046

0.523

±0.046

79



Table 17: Top ranked 20 SNVs and rsIDs by bin enp on the Kamboh-large exome dataset.

Genes in bold are known to be associated with Alzheimer’s. Genes in italics are known to

be associated with neurocognitive diseases.

rank rsID gene chr position

1 rs199901349 GCN1L1 12 120612953

2 GCN1L1 12 120632299

3 WIBG 12 56320843

4 rs202244671 FAM163A 1 179783095

5 WIBG 12 56321555

6 rs201822155 ATP8A2 13 26153950

7 rs9553698 ATP8A2 13 26586788

8 rs429358 APOE 19 45411941

9 APOE 19 45409590

10 rs61945823 GCN1L1 12 120613484

11 ZSCAN18 19 58600105

12 WIBG 12 56320827

13 rs72240167 SORL1 11 121457406

14 SORL1 11 121322793

15 rs367790148 ZSCAN18 19 58596112

16 PRC1 15 91537757

17 PRC1 15 91517745

18 GCN1L1 12 120572093

19 GCN1L1 12 120607971

20 GCN1L1 12 120613792
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5.7 RESULTS FROM THE NAPS EXOME DATASET

The NAPS dataset is an exome dataset that consists of 191 SNVs and 2,201 individuals.

The target variable is chronic pancreatitis. In the following sections, I report the results of

known disease-associated biomarker recovery with biomarker recovery rate plots followed by

prediction performance with AUCs. I obtained a list of 37 known pancreatitis-associated

SNVs from the DisGeNET database, of which 12 SNVs were present in the dataset. This

list of 12 SNVs was used in the biomarker recovery plots.

5.7.1 Biomarker recovery

Figure 22 shows the biomarker recovery plots for all SNVs in the dataset while Figure 23

shows the biomarker recovery plots for the top-ranked 25% SNVs.

All algorithms retrieved 1 SNV (8.3%) at the 95th percentile, slightly above random

expectation of 0.62 SNVs. Using only CADD for ranking gave the worst performance,

recovering 1 causal SNV at the 90th percentile before staying slightly ahead of random

expectation after the 85th percentile with 2 causal SNVs, and finally recovering 8 of 12

causal SNVs by the 50th percentile. Chi-square performed better than CADD, recovering

3 causal SNVs at the 85th percentile, 5 causal SNVs at the 75th percentile, and 10 causal

SNVs at the 50th percentile. All of the BAPR methods - uniform, bin enp, bin PolyPhen,

bin SIFT, bin GERP, bin Phast, bin CADD, and bin max 4 - perform equally well, and all

outperform chi-square and recover 5 causal SNVs at the 85th percentile, 7 causal SNVs at

the 75th percentile, and 10-11 causal SNVs by the 50th percentile.

5.7.2 Prediction performance

The prediction performance of the kNN classifier as measured by AUCs is given in Table

18. With an increasing number of features from 1 to 200, the AUCs increase slightly until

50 features and then decrease at 200 features. The highest AUC that was achieved is 0.55.

Overall, the mean ACUs are in the 0.50 range and most algorithms perform similarly.
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Figure 22: Biomarker recovery plots for the NAPS dataset.
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Figure 23: Biomarker recovery plots for the NAPS dataset for the top-ranked 25% SNVs.
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Table 18: Mean AUCs with standard errors obtained from the kNN classifier on the NAPS

exome dataset.

1 2 5 10 50 100 200

chi square
0.523

±0.029

0.541

±0.029

0.505

±0.029

0.509

±0.029

0.536

±0.029

0.501

±0.029

0.491

±0.029

uniform
0.520

±0.029

0.525

±0.029

0.474

±0.029

0.524

±0.029

0.495

±0.029

0.447

±0.029

0.425

±0.029

bin enp
0.518

±0.029

0.497

±0.029

0.507

±0.029

0.481

±0.029

0.510

±0.029

0.463

±0.029

0.414

±0.029

bin PolyPhen
0.519

±0.029

0.503

±0.029

0.526

±0.029

0.528

±0.029

0.492

±0.029

0.510

±0.029

0.447

±0.029

bin SIFT
0.507

±0.029

0.538

±0.029

0.512

±0.029

0.506

±0.029

0.480

±0.029

0.475

±0.029

0.404

±0.029

bin GERP
0.494

±0.029

0.509

±0.029

0.517

±0.029

0.492

±0.029

0.492

±0.029

0.477

±0.029

0.439

±0.029

bin Phast
0.498

±0.029

0.502

±0.029

0.498

±0.029

0.504

±0.029

0.490

±0.029

0.488

±0.029

0.409

±0.029

bin max 4
0.507

±0.029

0.506

±0.029

0.519

±0.029

0.515

±0.029

0.492

±0.029

0.468

±0.029

0.423

±0.029
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Table 19: Runtimes across datasets.

genes SNVs
runtime per

iteration

NAPS 19 191 1.31 sec

full GAW17 3,205 24,487 2.17 min

Kamboh-large 21,585 787,586 108.12 min

5.8 RUNTIMES

These experiments were conducted on Amazon Web Services’ Elastic Compute Cloud (EC2).

These experiments were conducted on a c4.4xlarge instance (16 virtual CPUs, 30 GB RAM,

1.5TB SSD). Runtimes are noted in Table 19.
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6.0 CONCLUSIONS AND FUTURE WORK

In this dissertation, I developed, implemented, and evaluated a new multivariate biomarker

ranking algorithm called BAPR. The BAPR algorithm has a combination of several novel

characteristics including (1) learning probabilistic rule models from data, (2) performing

Bayesian model averaging to rank biomarkers like SNVs, and (3) incorporating biological

knowledge as structure priors of biomarkers. I applied the BAPR algorithm with a variety

of variant deleteriousness scores as priors to several exome datasets with both synthetic

outcomes and real outcomes. The performance was evaluated with biomarker recovery plots,

AUCs, and evidence of biological validity. The BAPR algorithm almost always performed

better than chi-square, the comparison algorithm. Moreover, the use of prior knowledge also

improved the performance of BAPR. A summary of findings is presented in the next section,

followed by some directions for future work in the last section.

6.1 CONTRIBUTIONS AND FINDINGS

This section summarizes the contributions and findings of the work presented in this disser-

tation.

6.1.1 BAPR model structure and search strategy

I first evaluated BAPR on semi-synthetic data, GWAS data, and a small exome dataset to

determine whether BAPR-FT and BAPR performed better the chi-square. I also evaluated

the efficiency of BAPR-FT and BAPR under various search strategies.
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I needed to demonstrate algorithm efficacy first before extending it. Semi-synthetic data

was a natural starting point for showing algorithmic efficacy, as the causal biomarkers are

known. On the semi-synthetic data, BAPR performed significantly better at biomarker

recovery when compared to chi-square.

Search strategies significantly influence the utility of an algorithm in practice. Exhaustive

search is more expensive and often intractable in comparison to heuristic search, but is

guaranteed to find the global optimum. On a small dataset, greedy search performed quite

well compared to exhaustive search. I also explored the richer model space of tree structures

compared to the smaller model space of global structures. The tree structure space provided

better performance. Based on these results, the BAPR algorithm that was applied to high-

dimensional exome datasets performed greedy search and used tree models.

6.1.2 BAPR structure priors

Informative structure priors that I investigated were of two types: one prior was based on

the expected number of predictors associated with a disease of interest, and the other was a

group of priors that were derived from variant deleteriousness scores. Variant deleteriousness

scores assess the deleteriousness of SNVs based on predicting changes in structure or function

of the relevant protein or the degree of nucleotide conservation at the locus.

The results obtained from experiments on the full GAW 17 and the Kamboh-large

datasets were similar. BAPR performed better than CADD for all priors, and BAPR also

performed better than chi-square for most priors at the 95th percentile on biomarker recov-

ery plots. Moreover, BAPR with priors uniform and enp performed better than priors using

variant deleteriousness scores.

One observation is that variant deleteriousness scores are available only for a small pro-

portion of the SNVs that are measured in exome studies. Even with the sparse availability,

the incorporation of scores improves biomarker recovery. Moreover, it seems that scores with

more coverage like CADD often provide better performance than scores with less coverage.

These encouraging result suggest that as the coverage of these scores increases the perfor-

mance of biomarker discovery algorithms like BAPR that incorporate them will improve.

87



An additional observation is that chi-square, a method that is solely data driven, performs

better than using just a variant deleteriousness score like CADD. The reason for this is likely

due to the sparse coverage of CADD, since when a CADD score is not available for a casual

SNV the SNV will not be identified.

6.1.3 Combining variant deleteriousness scores for priors

Variant deleteriousness scores have sparse coverage and often individual scores cover very

different sets of SNVs. This observation led to the idea of combining all scores using the

max function. The intuition is that this will increase coverage since a SNV will be assigned

a value even if one of the scores provides a value. However, a disadvantage of this simplistic

function is that it ignores the fact that the same value across several scores likely does not

denote the same probability of deleteriousness, and sometimes scores may disagree strongly

on the degree of deleteriousness at a locus.

Results obtained from the full GAW17 and Kamboh-large datasets indicate that the max

prior performs at least as well as the best performing single deleteriousness score. However,

it usually performs worse than uniform and enp priors.

6.2 FUTURE WORK

The experimental work presented in this research explored the application of one version of

BAPR for biomarker discovery. Several extensions of the BAPR algorithm as directions for

future work are possible.

6.2.1 Alternate genetic models

The current BAPR algorithm assumes a genotype model where each of three genotypes at a

SNV is treated as an independent value. Examples of other common genetic models include

recessive, dominant, and additive models. These models, in general, arise because each locus

has two alleles, one on each of two homologous chromosomes. Consider the typical case
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where the possible alleles at a locus are A (wildtype) and a (variant). A recessive genetic

model assumes that having two copies of the a allele will result in disease. A dominant

genetic model assumes that having one or more copies of the a allele will result in disease.

An additive models implies that the effect on the risk of disease of having two copies of the

a allele doubles when compared to having one copy of the a allele. The BAPR algorithm

can be modified to handle any of these genetic models and even search among the various

models. This is an interesting area of future investigation.

6.2.2 Alternate model averaging strategies

As mentioned in Section 3.8.3, the model averaging I used is limited by inflated scoring for

variables included in the model. Future work can further investigate using techniques such

as bagging and simulated annealing to reduce the effects of this bias.

6.2.3 Alternate approaches for combining scores for priors

The main combination prior that I investigated was the max function that assigned the

highest deleteriousness score from four scoring methods. A method that combines enp with

multiple deleteriousness scores is a promising direction of investigation. Also, using alternate

ways of combining scores is another avenue for future work.

6.2.4 Using pathway information for search

For reasons of computational efficiency, BAPR partitions SNVs such that each set of SNVs

is associated with a gene, and then searches for high-scoring PR models to average over

in each set. An extension to this search involves a two stage approach. In the first stage,

BAPR searches over gene-related SNVs as it currently does. In the proposed second stage,

it obtains high-ranking SNVs from the first stage and partitions them such that each set

of SNVs is associated with a pathway, and then searches for high-scoring PR models to

average over in each set. Since biological pathways consist of a group of proteins (and hence

corresponding genes) that perform a specific function, organizing gene-related SNVs into
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pathways provides a natural grouping of SNVs. Moreover, pathway information is readily

available from numerous online databases that organize genes into pathway-specific lists.
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