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Vulnerable atherosclerotic plaques are thought to be prone to rupture due to various compositional and morphological factors. One key characteristic is thought to be the presence of a soft, lipid rich core in the plaque. Acoustic radiation force impulse (ARFI) and thermal strain imaging (TSI) are non-invasive ultrasound-based imaging modalities. ARFI imaging measures the tissue response to an ultrasonically generated mechanical perturbation. In TSI, the tissue temperature is increased and image contrast is a result of the temperature and composition dependence of the speed of sound.

Initial efforts to develop a TSI system utilized two separate ultrasound transducers for heating and imaging. We developed signal processing to improve estimates of thermal strain obtained from this system and showed that TSI could be used to detect lipids in ex vivo human arterial tissue samples. However, the translational obstacles encountered by this system outweighed the potential imaging utility.

In order to address these challenges, we developed temporally interleaved multi-foci beamforming which could be implemented on a standard imaging array to generate a broad, homogeneous ultrasound beam for either ARFI pushing or TSI heating. We showed that this
beamforming approach could enable simultaneous acquisition of ARFI and thermal strain data while substantially improving the frame rate for ARFI imaging.

In order to better understand the factors that affect signal quality in TSI and ARFI imaging, we conducted separate phantom studies for each imaging modality. We showed that with a temperature rise <1°C, TSI could differentiate between phantoms with different lipid percentages. Additionally, we showed that pulse inversion harmonic imaging could be used to improve TSI signal quality in the presence of clutter. Finally, we showed that high frame rate ARFI imaging was able to achieve a 45-fold improvement in frame rate at the cost of increased estimation bias and jitter, and decreased image contrast.

These studies indicate that multi-foci beamforming can be used to enable simultaneous TSI and ARFI imaging on current clinical systems. This imaging sequences developed in this dissertation facilitate non-invasive assessment of both the composition and mechanical properties of tissue which might be especially useful for characterization of vulnerable plaques.
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1.0 INTRODUCTION

1.1 STROKE & CAROTID ATHEROSCLEROTIC DISEASE

A stroke, or cerebrovascular attack, is an acute neurological injury resulting from either ischemia (lack of oxygen) or hemorrhage (bleeding). Ischemic strokes comprise approximately 80% of all strokes. They are caused when the oxygen supply to the brain is impaired resulting in death of brain tissue and permanent neurological injury [1]. The oxygen impairment results from one of two mechanisms: 1) hypoperfusion (low-flow) or 2) embolism and subsequent vascular occlusion. Hypoperfusion injuries occur because of reduced flow and typically result in injuries to areas of the brain that draw their oxygen supply from small branching vessels (watershed regions). Embolic strokes occur when a small fragment of material originating from a distant source travels to and occludes a vessel in the brain. In this case, the injury pattern correlates with the region of the brain that is fed by the occluded vessel.

Carotid atherosclerotic disease refers to the buildup of atherosclerotic plaque in the carotid artery. The buildup is typically most severe near the bifurcation of the common carotid artery. Patients in which the buildup reaches or exceeds 70% of the luminal area of the carotid artery are at markedly increased risk for ischemic stroke. These patients are said to have >70% stenosis and account for approximately 10-20% of all cases of stroke [2].
Patients with <70% stenosis are typically managed with medical therapy and lifestyle changes. However, if the stenosis exceeds 70%, surgical removal of the plaque is often considered. Color duplex sonography (CDS), a combination of standard ultrasound B-mode and Doppler imaging, is currently the gold standard for measuring the degree of stenosis. Clinically, these high-grade stenosis patients (>70%) are subdivided into either the symptomatic or asymptomatic groups. Patients with symptomatic carotid disease have >70% stenosis and symptoms of ipsilateral (same-sided) stroke, transient ischemic attack, or amaurosis fugax. Asymptomatic patients have >70% stenosis, but no symptoms.

In symptomatic patients with >70% stenosis, surgical removal (NASCET) or stenting (CREST) of the plaque has been shown to provide a 10.1% absolute reduction in the rate of major stroke or death over 2 years as compared to medical management [3], [4]. However, in asymptomatic patients with >70% stenosis, surgical removal (ACAS) or stenting (CREST) of the plaque provides only a 4.8% absolute reduction in rate of major stroke or death over 5 years as compared to medical management [3], [5]. This corresponds to preventing only a single stroke for every 21 surgeries performed on asymptomatic patients. Additionally, the ACAS trial began in the late 1980’s and reported that the rate of stroke was 11.0% over 5 years in medically managed patients or a rate of 2.2% per year [5]. However, in the proceeding decades, aggressive, improved medical therapies in the form of anti-hypertensives, anti-lipid therapies, and anti-platelet therapies have reduced the baseline risk of stroke to 1.68 – 1.99% per year [6]–[8]. Because of these factors, the surgical management of asymptomatic patients with >70% stenosis is a subject of active investigation.
1.2 VULNERABLE ATHEROSCLEROTIC PLAQUES

Although high-grade stenosis is strongly correlated with an increased risk for stroke or cerebrovascular injury, the mechanism of injury is not necessarily the result of hypoperfusion. For example, it has been observed within the clinical literature that even 100% stenosis or complete occlusion of a single carotid artery might not be associated with any neurological deficits [9], [10]. In the case where the stenosis is progressive and not sudden, the body is able to naturally develop and recruit collateral blood vessels to supplement the remaining cranial flow [11]. This point is further illustrated by the fact that the annual incidence of stroke in asymptomatic patients with high-grade stenosis is only approximately 2.2% [5]. Furthermore, it stands to reason that there must be something different about symptomatic patients that results in a much higher incidence of stroke (13% per year) as compared to their asymptomatic counterparts [4].

For these reasons, the medical community has long postulated the existence of “vulnerable atherosclerotic plaques.” These plaques are thought to be especially prone to rupture due to various compositional and morphological features of the plaque [12]–[16]. In the case of carotid plaques, rupture leads to the release of thrombogenic materials that embolize to distal intracranial vessels and result in a stroke. Post-mortem and ex vivo studies of carotid endarterectomy samples suggest that a lipid rich necrotic core is one common characteristic of vulnerable plaques [17]–[19]. Other vulnerable features include a thin fibrous cap, intraplaque hemorrhage, and microcalcifications [18], [20], [21]. Additionally, complementary biomechanical studies have been conducted that offer explanations as to how these compositional features might lead to plaque instability and rupture [22]. These studies indicate that a soft lipid core serves to concentrate stress in the overlying thin fibrous cap [23]–[25].
Despite the wealth of evidence surrounding the vulnerable plaque hypothesis, there are very few in vivo human studies to support this hypothesis. Until recently, the primary reason for this dearth of evidence was the inability to non-invasively assess plaque composition. Takaya et al. showed using multi-contrast magnetic resonance imaging (MRI) in 154 asymptomatic patients with 50-79% carotid stenosis that patients with a large lipid rich core at baseline had a hazard ratio of 1.6 for a subsequent cerebrovascular event [26]. Even more recently, Czernuszewicz et al. showed that ultrasound acoustic radiation force impulse (ARFI) imaging could be used to non-invasively identify soft areas in plaque in patients with carotid disease. These areas that were deemed to be soft in the ultrasound image correlated well with the lipid rich necrotic core identified in histological sections [27].

1.3 THERMAL STRAIN IMAGING

Although multi-contrast MRI is currently the best-validated means of imaging carotid plaque composition, it suffers from several drawbacks. First, MRI is an inherently expensive imaging modality due to structural requirements and technical expertise. In addition, optimal image quality is only obtained with exogenous contrast which is contraindicated in certain patients with allergies or kidney failure [28]. Thus, while multi-contrast MRI has the potential to become the gold-standard for non-invasive plaque assessment, there exists a need for a cheap, fast screening tool.

Ultrasound thermal strain imaging (TSI) uses the temperature and composition dependence of the speed of sound to differentiate between lipid and water-based tissues. Figure 1 shows that the speed of sound increases in water with increasing temperature [29], [30].
However, in castor oil, like many biological lipids, the speed of sound decreases with increasing temperature [29], [31], [32]. Clinical ultrasound systems typically measure the time of the returned echoes and use an assumed speed of sound of 1540 m/s to calculate distances. An increase in the actual speed of sound results in a shorter return time for the echoes relative to baseline. In the literature, the name temporal strain imaging has been used interchangeably with thermal strain imaging in order to emphasize that the signal is a temporal shift rather than a true thermally induced mechanical strain.

![Figure 1: Speed of sound versus temperature for water and castor oil.](image)

As a result of the echo shifts, water-based objects that are heated appear to compress towards the transducer when the time shift is converted into distance by the ultrasound system. In lipid-based media, objects appear to stretch away from the transducer. Typically, a temperature increase of 0.5–2°C is sufficient to generate a measurable change in sound speed while
simultaneously minimizing any true mechanical strains generated from thermal expansion. Overall, these physics can be mathematically summarized with Equation 1:

\[
\frac{du}{dz} = -\beta \Delta T.
\]

Equation 1: Governing equation for TSI. “Thermal” or “temporal” strain (derivative of displacement), \(\frac{du}{dz}\); Sound speed coefficient (%/°C), \(\beta\); Temperature change, \(\Delta T\).

A typical TSI sequence is presented in Figure 2 and consists of three parts. First, a reference image is captured. Second, a small temperature change is induced. Finally, a post-heating image is captured.

![Figure 2: General TSI sequence.](image)

The relative displacements between the reference and post-heating images are calculated and a derivative in the direction of wave propagation yields the thermal or temporal strain. Due to the technical difficulty of generating a broad, homogeneous heating beam, efforts to implement TSI on a clinical ultrasound scanner and probe have been limited [33]–[35]. Instead, separate arrays have been used for heating and imaging [36].
ACOUSTIC RADIATION FORCE IMPULSE IMAGING

ARFI imaging is an ultrasound imaging modality that utilizes the mechanical response of soft tissue to acoustic radiation force as the source of image contrast. The force is generated by the transfer of momentum from the propagating ultrasonic wave into an attenuating medium. The force generated is a body force with magnitude defined by Equation 2 [37].

\[ F = \frac{2\alpha I}{c} \]

Equation 2: Governing equation for the magnitude of acoustic radiation force. Force, \( F \); Absorption coefficient, \( \alpha \); Intensity of ultrasonic wave, \( I \); ultrasound wave speed, \( c \).

The tissue mechanical response depends on the applied force as well as tissue mechanical properties, geometry, and boundary conditions. However, if the applied force is distributed homogeneously, stiff structures will generally have small displacements and softer structures will have larger displacements. An ARFI imaging sequence typically consists of a reference A-line, a long (\( \geq 500 \) cycles) ultrasonic “push” pulse, and a series of on-axis tracking A-lines to monitor the dynamic mechanical response. This dynamic response typically has a maximum displacement on the order of microns and lasts for \(<10\) ms.

ARFI imaging provides exquisite image contrast in mechanically heterogeneous structures. However, interpretation of images can be challenging due to the range of factors that can influence the eventual mechanical response. Additionally, due to the nature of the push and tracking pulses, ARFI imaging frame rates are typically \(<5\) Hz [37], [38]. One logistical advantage of ARFI imaging is that it can be implemented onto standard clinical ultrasound
scanners and probes purely through pulse sequence modifications. In part because of this ease of translation, ARFI has been used in numerous in vivo human settings [27], [39]–[42].

1.5 THESIS OUTLINE

The purpose of this thesis is to demonstrate the feasibility of implementing a combined TSI/ARFI imaging sequence onto a standard ultrasound platform and probe for assessment of carotid atherosclerotic plaques.

Chapter 2 explores initial efforts to improve signal processing of TSI data acquired using a high frequency imaging probe and a separate high efficiency heating probe. Recognizing the limitations of such a system, Chapter 3 covers the development of novel beamforming methods that enable the implementation of combined ARFI-TSI sequences onto standard ultrasound systems. We show that this novel beamforming approach is able to be utilized for both TSI heating and ARFI pushing and is compatible with a single linear array transducer. Chapter 4 is a parametric study of sequence parameters, target composition, and tracking modes that affect TSI image quality. Similarly, Chapter 5 explores the effects of novel tracking and pushing beams on ARFI image quality. Chapter 6 discusses the implications of this work on translational efforts and future work motivated by these studies.
2.0 AN ADAPTIVE DISPLACEMENT ESTIMATION ALGORITHM FOR IMPROVED RECONSTRUCTION OF THERMAL STRAIN


2.1 INTRODUCTION

For TSI, Equation 1 relates the derivative of the apparent displacement, $u$, in the direction of sound propagation (axial direction, $z$) to the change in temperature, $\Delta T$, through a material constant $\beta$ [43]–[45]. The quantity $\frac{\partial u}{\partial z}$ is referred to as the “thermal strain”. Because TSI uses a small temperature change ($\leq 2^\circ$C), the induced thermal strain is relatively small ($\leq 1.0\%$) when compared to strains typically generated by ultrasound elastography imaging. However, small strains can still lead to large apparent displacements. In fact, when the temperature of a region that is several millimeters thick is increased by 1-2$^\circ$C, a large dynamic range of displacement is generated (0–50 $\mu$m) with small displacements present near the top of the heated region and large displacements present near the bottom of the heated region.

Displacement estimation using ultrasound to track tissue motion and deformation has been well-studied in the literature and has led to a wealth of estimators and a rich analysis of the
properties of these estimators. One of the earliest estimators that is still widely used is normalized cross-correlation (NXcorr) [46], [47]. Other groups have described modified versions of NXcorr that include phase-sensitive estimation and iterative temporal stretching in order to improve estimation accuracy and computational efficiency [48]–[50]. In addition to NXcorr, Loupas’ estimator and higher dimensional variations are also used to track tissue motion [51], [52]. Complementary studies have also been published that examine and compare the properties of many different estimators [53], [54]. Even more recently, novel algorithms that incorporate multi-level searches and Bayesian estimation approaches have been proposed [55]–[57].

However, in spite of the wide array of estimation algorithms, NXcorr and Loupas’ estimator remain widely used [58], [59]. NXcorr and Loupas’ estimator represent two fundamentally different formulations of the displacement estimation problem [60]. When estimation is formulated as a phase-shift estimation problem, it leads to a class of estimators commonly known as autocorrelation algorithms which include Kasai and Loupas’ estimator [51], [61]. On the other hand, when displacement estimation is posed as a time-shift estimation problem, it can be shown that NXcorr, with appropriate filtering, is the maximum likelihood estimator [62].

We observed that, during TSI experiments, displacement tracking errors for time-shift and phase-shift estimators were localized to the top and bottom of the target, respectively. These tracking errors resulted in underestimation of the target dimensions in these regions when the strain was reconstructed from the displacement. We hypothesized that these errors happened because time-shift estimators improperly estimated small displacements and phase-shift estimators underestimated large displacements. One of the applications of TSI currently being investigated is the identification of lipid cores of atherosclerotic plaques in the carotid artery.
Although carotid plaques are a target of great clinical interest, they are challenging to image because the typical carotid artery is 6.10 – 6.52 mm in diameter [63], [64]. This means that in a typically sized artery with 70% stenosis, the target plaque will have an area of only 20.4 - 23.4 mm². Furthermore, it is expected that the lipids within the plaque will be localized to a necrotic core which comprises only a small portion of the total plaque area [64]. Anatomical differences between patients may further complicate displacement tracking because the depth of the artery will vary from patient to patient [65]. The thermal strain in the artery is linearly proportional to \( \Delta T \) and \( \beta \) which implies that the measured displacement is proportional to the integral of these quantities. Thus, a lipid pool within a carotid plaque will experience a range of displacements that depend upon its relative position within the heating beam.

Although a median filter or another similar filter can be used to increase the SNR and potentially alleviate some of these issues, aggressive filtering can result in the loss of small spatial details and does not help to recover a phase-wrapped signal. The observed differences in the performance of Loupas’ estimator and NXcorr, coupled with the challenges related to imaging carotid plaques, motivated the development of a new adaptive displacement estimation algorithm that would have robust performance over a large range of displacements. The goal of this adaptive displacement estimation algorithm was to provide more accurate displacement estimates that would result in thermal strain reconstructions with improved strain SNR and spatial accuracy.

In this study, we examined the properties of the Loupas’ estimator and NXcorr over a range of displacements and noise levels that were typically observed during TSI of atherosclerotic plaques using computer simulations. Using these results, we created an adaptive estimation algorithm that combined estimates from Loupas’ estimator and NXcorr. We showed
that this adaptive estimation algorithm provided superior performance when compared to either Loupas’ estimator or NXcorr alone. Finally, we applied the algorithm to an ex-vivo amputated femoral artery of a human subject.

2.2 MATERIALS AND METHODS

2.2.1 Conventional Displacement Estimation

Displacement estimation was conducted using Loupas’ estimator and NXcorr. Unless otherwise specified, the axial kernel for displacement calculations was 128 µm or 1.8λ. Loupas’ estimate for displacement was calculated as in [53]. Loupas’ estimator calculates displacement based off of the quadrature demodulated data or IQ data and is shown in Equation 3.

\[
\begin{align*}
    u = \frac{c}{4\pi f_c} \left( \frac{\sum_{m=0}^{M-1} \sum_{n=0}^{N-2} [Q(m,n)I(m,n+1) - I(m,n)Q(m,n+1)]}{\sum_{m=0}^{M-1} \sum_{n=0}^{N-2} [I(m,n)I(m,n+1) + Q(m,n)Q(m,n+1)]} \right) \times \frac{1 + \tan^{-1} \left( \frac{\sum_{m=0}^{M-1} \sum_{n=0}^{N-2} [Q(m,n)I(m+1,n) - I(m,n)Q(m+1,n)]}{\sum_{m=0}^{M-1} \sum_{n=0}^{N-2} [I(m,n)I(m+1,n) + Q(m,n)Q(m+1,n)]} \right)}{2\pi},
\end{align*}
\]

Equation 3: Loupas’ estimator. The real, I, and imaginary Q, parts of the quadrature demodulated data; Speed of sound, c; Ultrasound center frequency, \( f_c \); Size of axial kernel, \( M \); Size of temporal kernel, \( N \).

The numerator calculates the average phase difference between a reference and shifted signal. When the four-quadrant inverse tangent function is used to calculate the phase difference, the result is bounded by ±\( \pi \) which corresponds to displacements on the range of ±\( \lambda/2 \). Because
medical ultrasound relies on the two-way propagation time, the maximum displacement that can be estimated is effectively bounded by $\pm \lambda/4$. The denominator is a frequency normalization term to account for local variations in the center frequency. For a more thorough analysis of Loupas’ estimator, the reader is referred to [51] and [53].

NXcorr calculates the displacement by finding the lag between a reference and shifted signal at which the correlation coefficient is maximized. For 1-D NXcorr, this can be expressed mathematically as Equation 4.

$$u = \frac{c}{2f_s} \arg \max_{\tau} \frac{\sum_{i=-M/2}^{M/2} y_0^*(i)y_1(i+\tau)}{\sum_{i=-M/2}^{M/2} [y_0(i)]^2 \sum_{i=-M/2}^{M/2} [y_1(i+\tau)]^2}.$$  

**Equation 4: Normalized cross-correlation.** The reference, $y_0$, and shifted $y_1$, signal; Speed of sound, $c$; System sampling frequency, $f_s$; Size of the axial kernel, $M$.

Here, the signals are assumed to be complex numbers formed from the IQ data such that $y = I + jQ$ and $y^* = I - jQ$. Typical ultrasound scanners use a sampling frequency of 40 MHz which does not yield sufficient displacement resolution to track the displacements generated in low strains scenarios. As a result, the data set is typically upsampled. In order to further improve the displacement resolution, the peak of the cross correlation function is typically calculated using interpolation. These procedures yield displacement estimates with sub-micron quantization error. However, it should be noted that, as a result of these steps, the quantization error is not typically the limiting factor for modern displacement estimation in ultrasound imaging. For a more thorough analysis of NXcorr, the reader is referred to [53], [62].

For 1-D NXcorr, the IQ data were upsampled to 420 MHz. The cross-correlation coefficient was calculated from the magnitude of the baseband signal and the peak of the cross-
correlation coefficient was estimated using parabolic interpolation. 1-D NXcorr was used to estimate displacement for all simulation data. 2-D NXcorr was implemented to account for small lateral displacements observed during ex-vivo experiments that likely resulted from vibrations in the room. The lateral kernel size for 2-D displacement calculations was 0.32 mm or three A-lines. For 2-D NXcorr, the IQ data were upsampled to 420 MHz axially and the final displacement estimate was calculated using 2-D parabolic interpolation.

2.2.2 Ultrasound Radiofrequency (RF) 1-D Data Simulation

We conducted 1-D ultrasound simulations to verify our empirical observation that Loupas’ estimator and NXcorr performed differently depending on the magnitude of displacement being tracked. In addition, we expanded the investigation to include the performance of these estimators for a wide range of scatterer densities and noise levels. The RF pulse was simulated with a center frequency of 21 MHz and a 50% bandwidth which corresponded to the specifications of the linear array transducer (MS250, FUJIFILM, Visualsonics Inc, Canada) used in ex-vivo experiments. The RF data were synthesized to simulate a line of scatterers experiencing a constant strain of 0.05% over 55 mm. This resulted in a linear displacement ramp with a displacement range from 0 µm to 27.5 µm. This range of displacement extends beyond the phase-wrapping limit (\(\lambda/4\)) for Loupas’ estimator and is a good representation of displacements found in TSI. The received echo signal for the reference and shifted signals were simulated according to the following model:
\[ r(t) = [x(t) * s(t)] + n(t). \]

Equation 5: Model for the received echo. Gaussian enveloped RF pulse, \( x(t) \); Scatterer distribution, \( s(t) \); White Gaussian system noise, \( n(t) \); Received RF signal, \( r(t) \).

Scatterer positions were drawn from a uniform distribution and the amplitude of the scatterers was drawn from a normal distribution. The scatterer density was varied from 0.37 – 11.0 scatterers per -3 dB width of the enveloped RF pulse. These scatterer densities correspond to calculated scatterer SNR (sSNR) of 0.79 – 1.83. Additive, white Gaussian noise was used to simulate electronic system noise present in real imaging systems. The electronic SNR (eSNR) ranged from 8.6 – 50.4 dB which corresponds to the range of SNR found in typical ultrasound systems. The received RF signal was converted to IQ data and saved with a sampling frequency of 40 MHz in order to mimic the signal processing found in typical commercial ultrasound scanners. The displacement was calculated for these simulated lines of scatterers using both Loupas’ estimator and 1-D NXcorr. This process was repeated for 1000 independent scatterer realizations. Tissue attenuation of ultrasound was not accounted for in these simulations, but was incorporated into Field II simulations of TSI [66].

To evaluate the properties of the estimators, we used percent bias and coefficient of variation as metrics which are shown in Equation 6 and Equation 7. The COV of the Cramer-Rao lower bound (CRLB) was also calculated using the formulation in reference [67]. The results of these metrics were plotted as a function of simulated displacement magnitude in order to derive thresholds which specified the optimal performance regions for Loupas’ estimator and NXcorr. The corresponding levels of eSNR and sSNR were also stored for future use with the adaptive displacement estimation algorithm.
\[
\% \text{ bias} = \frac{u_{\text{True}} - E[u_{\text{Est}}]}{u_{\text{True}}} \times 100,
\]

Equation 6: Percent bias. True displacement, \( u_{\text{True}} \); Expected value of estimated displacement, \( E[u_{\text{Est}}] \).

\[
\text{COV} = 20 \log_{10} \frac{\sigma_{\text{Est}}}{u_{\text{True}}}.
\]

Equation 7: Coefficient of variation. True displacement, \( u_{\text{true}} \); Sample standard deviation of the estimated displacements, \( \sigma_{\text{Est}} \).

2.2.3 Adaptive Displacement Estimation Algorithm

Based on the simulation results, an algorithm was designed to minimize the percent bias and COV. Figure 3 is a flowchart outlining the steps in the adaptive estimation algorithm which are described in more detail below.

Step 1) We computed the displacement estimate using both NXcorr (\( u_{\text{NXcorr}} \)) and Loupas’ estimator (\( u_{\text{Loupas}} \)) separately and used these estimates to compute an estimate for \( u_{\text{True}} \), the true displacement. Unlike simulations, the true displacement is not known in real imaging scenarios. For this reason, we computed the mean displacement at every position between the two algorithms as an estimate for the true displacement.
Figure 3: Flow chart describing the adaptive displacement estimation algorithm.

\[
\begin{align*}
    u_{mean}(z_i) &= \frac{u_{Loupas}(z_i) + u_{NXcorr}(z_i)}{2}.
\end{align*}
\]

Equation 8: The mean displacement as an estimate of the true displacement. Mean displacement, \(u_{mean}\); Loupas displacement estimate, \(u_{Loupas}\); NXcorr displacement estimate, \(u_{NXcorr}\); Spatial location, \(z_i\)

Step 2) If Loupas’ estimate and the NXcorr estimate were both within ±50% of \(u_{mean}\) at a given \(z_i\), then we considered the two algorithms to be in agreement. Empirically, it was found that the bias and variance in Loupas' estimate and NXcorr often resulted in estimates that were within ±30% of \(u_{mean}\) in the absence of phase-wrapping or peak-hopping errors. In the presence of phase-wrapping or peak-hopping, the difference in the estimates relative to \(u_{mean}\) was often
in excess of ±100%. A threshold of ±50% was chosen empirically in order to take into account these factors and because the accuracy of \( u_{\text{mean}} \) as an estimate for \( u_{\text{true}} \) was unknown.

*If in agreement:* Step 3) The eSNR and sSNR were estimated by acquiring a series of conventional B-mode frames. Let \( l_j(x,y) \) be the IQ data for the \( j \)th frame collected prior to heating. If we assume that the electronic system noise is additive white Gaussian noise, then the temporal average is a good estimate of the true value of the IQ data in the absence of electronic noise when the number of frames, \( N \), is large. The sSNR can also be estimated as the ratio of the mean and the standard deviation of \( \bar{I}(x,y) \) in a local spatial kernel.

\[
eSNR(x,y) = 20 \log \frac{\bar{I}(x,y)}{\sqrt{\frac{1}{N-1} \sum_{j=1}^{N} (l_j(x,y) - \bar{I}(x,y))^2}}
\]

*Equation 9:* An estimate for the electronic SNR (eSNR), Temporal average of the IQ data, \( \bar{I} \); Total number of frames, \( N \).

\[
sSNR(x,y) = \frac{\frac{1}{x_0 y_0} \sum_{j=y_0}^{y+x_0} \sum_{i=x_0}^{x+x_0} \bar{I}(i,j)}{\sqrt{\frac{1}{x_0 y_0 - 1} \sum_{j=1}^{N} (l_j(x,y) - \bar{I}(x,y))^2}}
\]

*Equation 10:* An estimate for the speckle SNR (sSNR), Temporal average of the IQ data, \( \bar{I} \); Total number of frames, \( N \); The axial, \( x_0 \), and lateral, \( y_0 \), kernel size.

The calculated values of eSNR and sSNR were used to choose two appropriate displacement thresholds from the stored simulation data. One threshold was derived using the percent bias metric and the other was derived from the COV metric. If \( u_{\text{mean}} \) was below both of
these displacement thresholds, then the Loupas estimate was used. The NXcorr estimate was used if $u_{\text{mean}}$ was greater than both of these thresholds. However, if $u_{\text{mean}}$ lay somewhere between the two displacement thresholds, then a weighted estimate, $u_{\text{weight}}$, was generated:

$$u_{\text{weight}} = (1 - \alpha)u_{\text{Loupas}} + \alpha u_{\text{NXcorr}}$$

Equation 11: A linearly weighted displacement estimate. Weighted displacement estimate, $u_{\text{weight}}$; Loupas displacement estimate, $u_{\text{Loupas}}$; NXcorr displacement estimate, $u_{\text{NXcorr}}$, weighting factor, $\alpha$

$$\alpha = \frac{|u_{\text{mean}}| - |u_{\text{Th,Loupas}}|}{|u_{\text{Th,NXcorr}}| - |u_{\text{Th,Loupas}}|}$$

Equation 12: Weighting factor. Mean displacement of Loupas and NXcorr estimates, $u_{\text{mean}}$; COV or % bias threshold with the smallest magnitude, $u_{\text{Th,Loupas}}$; COV or % bias threshold with the largest magnitude, $u_{\text{Th,NXcorr}}$.

Thus, $\alpha$ had a value that always ranged from zero to one. When $\alpha$ was zero, the final estimate was equal to the estimate from Loupas’ estimator. From there, $\alpha$ changed linearly as a function of $u_{\text{mean}}$ until it was equal to one and the final estimate was equal to the displacement estimate from NXcorr.

If not in agreement: Step 3) If the two algorithms did not agree, it was likely because of other errors. Peak-hopping errors can occur with both Loupas’ estimator and NXcorr whereas a phase-wrapping error is unique to phase-based estimators like Loupas’ estimator. Typically, displacement estimates change smoothly along the axial dimension. However, in the case of a peak-hopping error, there is an interruption in this smooth change. By utilizing this observation, peak-hopping errors could detected by computing and comparing the standard deviation of the
Loupas and NXcorr estimates within a 50 µm region about \( z_i \). A large increase in the standard deviation in one algorithm that was not present in the other indicated a peak-hopping error. Otherwise a phase-wrapping error was likely and the NXcorr estimate was chosen.

2.2.4 Simulation of Thermal Strain Imaging

A region 30 mm (axial) X 14 mm (lateral) X 4 mm (elevation) was populated with 50,000 randomly generated scatterers in order to generate a reference configuration prior to heating. A cylindrical target with a radius of 3 mm was centered at 22 mm axially. Scatterers in this region had a mean signal strength that was 40 dB greater than the background. The material constant \( \beta \) was chosen to be -0.4 %/°C for the cylindrical target and zero for the background. The temperature rise, \( \Delta T \), was set to be 1°C which corresponded to a maximum displacement of 24 µm. The values of \( \beta \) and \( \Delta T \) were chosen so that the simulated displacements mimicked values typically seen in tissue [43]. The temperature change was assumed to be uniform across the target. A second configuration that corresponds to the speckle distribution after heating was generated by shifting the scatterers according to these specifications.

Field II, a linear acoustic simulation package, was used to simulate imaging with a linear array transducer (MS250, FUJIFILM, Visualsonics Inc, Canada) [66]. The center frequency for the transducer was set to be 21 MHz with a 50% bandwidth. The B-mode transmit and receive foci were set to 23 mm and used an F/2 configuration. The Field II data was stored with a sampling frequency of 40 MHz in order to mimic commercial ultrasound scanners. All other Field II simulation parameters were consistent with the specifications of the MS250 provided by the manufacturer. The ultrasound attenuation coefficient was set to 0.5 dB/cm/MHz. After generating images with Field II, white Gaussian noise was added to the image of the reference
configuration to generate 30 reference images for use with the adaptive algorithm. The same noise was also added to the image of the post-heating configuration. The SNR for these images was set to 35 dB. These data were used as the input for Loupas’ estimator, 1-D NXcorr, and the adaptive estimation algorithm. In order to compare the performance of the adaptive algorithm with median filtering, displacement estimates were also filtered where noted. A 2-D median filter was applied in the axial direction. A kernel length of 55 X 135 μm or 3 X 3 pixels (axial X lateral) was used. The derivative of displacement along the axial direction was calculated using a first order Savitzky-Golay filter with a 1.0 mm kernel length to estimate thermal strain.

The entire simulation procedure outlined in this section was repeated for 25 randomly generated scatterer distributions. The percent error is defined as the absolute value of the percent bias (Equation 6). The target size was defined as the area within the target with >0% strain. For a single speckle realization, the strain SNR was calculated using Equation 12. Differences in target size and strain SNR were evaluated using Tukey’s range test for multiple comparisons. Differences with p-values <0.001 were considered to be significant.

\[
SNR_{strain} = \frac{\bar{s}_{target}}{\sigma_{target}}
\]

Equation 13: Strain SNR (SNR\textsubscript{strain}). Mean strain within the target, \(\bar{s}_{target}\); Standard deviation of strain within the target, \(\sigma_{target}\).
2.2.5 Ex-vivo Human Amputation Specimen and Thermal Strain Imaging

The femoral artery and the surrounding neurovascular bundle from an above-knee amputation were obtained under Internal Review Board consent approved at the University of Pittsburgh. The specimen was embedded in a gelatin background which was fabricated by combining gelatin (G-2500, Sigma Aldrich Corp., St. Louis, MO), water, and ultrasound scatterers (1% cellulose by wt, S3504, Sigma Aldrich Corp., St. Louis, MO) [68]. The specimen was placed in the liquid gelatin matrix and the gelatin was allowed to cool and solidify.

The specimen was simultaneously imaged and heated using the MS250 with a custom heating transducer that provided a broad heating beam [36]. The MS250 was stabilized with a mechanical arm. The heating transducer was composed of six elements that were attached to the imaging transducer through a plastic manifold and were geometrically focused such that energy was deposited from approximately 20 – 30 mm axially in an 8 mm X 2 mm (lateral X elevational) tissue volume that was centered in the imaging plane. Prior to heating, 30 consecutive reference frames were captured to calculate eSNR and sSNR for use with the adaptive displacement estimation algorithm. Then, heating pulses and imaging pulses were interleaved with the heating transducer being driven with a 56% duty cycle and the imaging being conducted at 10 Hz. Imaging was conducted at 21 MHz and IQ data was sampled at 40 MHz and saved for offline processing.

Displacement was estimated using Loupas’ estimator, 2-D NXcorr, and the adaptive estimation algorithm as described in 2.2.1 and 2.2.3. 2-D NXcorr was used in order to compensate for small lateral displacements that were present due to vibrations in the room. Only axial displacements from 2-D NXcorr were used in the adaptive algorithm. The thermal strain was calculated using a first order Savitzky-Golay filter with a 1.5 mm kernel length. The strain in
regions with B-mode signal amplitudes smaller than 50 dB was ignored because the B-mode signal in this region was too poor to provide meaningful displacement estimates. The small signal amplitude likely resulted from tissue attenuation. All aforementioned computational tasks were implemented and performed in MATLAB R2013b (Mathworks Inc., MA) on an Intel i7-2600 3.40 GHz quad-core (Intel Corp., CA) machine with 12 gigabytes of memory. After imaging, Oil Red O histology was performed to identify regions with lipids [69].

2.3 RESULTS & DISCUSSION

The percent bias for several levels of eSNR and sSNR is shown in Figure 4. Figure 4 demonstrates that Loupas’ estimator produced less biased estimates than NXcorr when the displacement was small and in imaging situations with low eSNR and sSNR. We found that the performance of NXcorr improved with increasing eSNR, sSNR, and displacement magnitude. Figure 4 also shows that for a given eSNR and sSNR, there exists a displacement magnitude above which NXcorr estimates are less biased than Loupas’ estimates. In general, it was found that for an eSNR ≤25.5 dB and a displacement magnitude ≤λ/8, Loupas’ estimator was less biased than NXcorr. Conversely, when the eSNR was >25.5 dB and the displacement magnitude was >λ/8, NXcorr was less biased than Loupas’ estimator. These data are presented graphically in Figure 6a.
Figure 4: Percent bias as a function of displacement for the Loupas and NXcorr. Rows represent different levels of eSNR. Columns represent different sSNR. The horizontal black lines represent 0% and 10% bias. The vertical dashed line represents $\lambda/4$ displacement.

Figure 5 shows that similar trends are observed for the performances of Loupas’ estimator and NXcorr when the COV is evaluated. Loupas’ estimator produces estimates with smaller variance than NXcorr for small displacements, low eSNR, and low sSNR. The thresholds based on the COV corresponding to optimal ranges for Loupas’ estimator and NXcorr are presented graphically in Figure 6b.

Figure 6b shows that Loupas’ estimator has better performance for a wider range of noise levels and displacements when the COV metric is used as compared to the percent bias metric. However, NXcorr rapidly becomes the preferred estimator for medium and high SNR. In
general, we found that the COV was smaller for Loupas’ estimator when the eSNR was ≤25.5 dB and the displacement magnitude was ≤λ/4. Conversely, when the eSNR was >25.5 dB and the displacement magnitude was >λ/4, NXcorr had smaller variance than Loupas’ estimator.

Figure 5: The coefficient of variation as a function of displacement for the Loupas, NXcorr, and the CRLB. Rows represent different levels of eSNR. Columns represent different sSNR. The vertical dashed line represents λ/4 displacement.
Figure 6: Performance maps for Loupas and NXcorr. a) and b) The true displacement at which Loupas’ estimator and NXcorr have equal percentage bias and percentage variance respectively is plotted as a surface for different values of eSNR and sSNR. The space below the surfaces indicates the region in which estimates from Loupas either have less percentage bias or percentage variance than NXcorr and vice versa for the space above the surface.

In order to estimate eSNR and sSNR in real imaging situations, we used the procedure outlined in section 2.2.3. Panel a) in Figure 7 shows the percent bias for the IQ data as a function of imaging depth after averaging different numbers of frames. Panel b) of Figure 7 shows the average root mean square error per pixel for IQ data as a function of number of frames averaged. In both cases, the average of 100 frames was considered to be the “true” value. From these plots, it can be seen that after averaging more than 30 frames, there is little benefit in continued averaging. These data sets served as the rationale for using 30 frames to calculate eSNR and sSNR.

The top row of images in Figure 8 show displacement estimates for a single simulated speckle realization. The displacement images have been cropped and overlaid on the B-mode image to show displacement in the region where $\beta$ was non-zero. This region corresponds to the true location and size of the inclusion. The strain images are shown in the second row.
Figure 7: Effect of averaging on IQ data: a) indicates the % bias as a function of depth after averaging different numbers of B-mode frames. b) indicates the average RMS error per pixel between the # of frames averaged and the “true” value. Error bars represent the standard deviation of the RMS error across all pixels in a single frame. In both plots, the average of 100 frames was considered to be the “true” value when calculating % bias.

Figure 8a shows that the B-mode image overestimated the size of the inclusion. This is a direct result of the point spread function of the transducer. In addition, panel d), shows that Loupas’ estimator underestimated large displacements. This is consistent with the theory underlying a phase-based estimator as well as simulation data in Figure 4. Large displacements beyond the phase-wrapping threshold were confined to the lower portion of the target (Figure 8a). This is because the thermal strain is the derivative of the apparent displacement. As such, constant thermal strain yields a linear displacement ramp which serves to localize small and large displacements to the top and bottom of the target, respectively. NXcorr and the adaptive algorithm did not suffer from phase-wrapping and the displacement estimates near the bottom of the target in Figure 8b and Figure 8c have less error than the corresponding region in the target tracked by Loupas’ estimator (Figure 8d).
Figure 8: Displacement and TSI images for one set of computer simulations. TSI was simulated using Field II to image a cylindrical inclusion with $\beta = -0.4$ %°C$^{-1}$ and where a 1°C uniform temperature change was assumed. The 2nd, 3rd, and 4th columns show results from adaptive algorithm, NXcorr, and Loupas respectively. The true displacement and strain are overlaid on the B-mode image in panels a) and e) respectively. The strain and displacement within the inclusion were cropped and overlaid on the B-mode image.

This result is more apparent in Figure 9a, Figure 9b, and Figure 9c which show the mean displacement error across 25 speckle realizations. Figure 8h shows that strain calculated from Loupas’ estimator results in underestimation of the lesion only near the bottom of the lesion. As expected, Figure 8f and Figure 8g show that the strain calculated from the adaptive and NXcorr displacement estimates does not suffer from this error.

In the top row of images in Figure 9, the average percent displacement error is shown for each algorithm. The average percent displacement error is shown for the filtered displacement estimates in the second row of images. Strain was calculated as described in section 2.2.4 for both the unfiltered and filtered displacement estimates. The calculated target size is shown for unfiltered and filtered versions of each algorithm in Figure 9g. All possible pairs are significantly different ($p < 0.001$) in Figure 9g. Similarly, the strain SNR for each algorithm is shown in Fig. 9h. The strain SNR is significantly different for all possible pairs ($p < 0.001$) except...
between the A-NXF and L-LF pairs.

Figure 9: Displacement error and strain results from 25 simulated speckle realizations. The first row of images is the average displacement error calculated from the unfiltered displacement estimates. The second row of images is the average displacement error calculated from median filtered displacement estimates. Stain was calculated from the displacement estimates. Plots g) and h) are box and whisker plots of the target size and strain SNR. Error bars represent the interquartile range and ‘+’ indicate outliers. A, NX, and L are where the original displacements were calculated from the adaptive, Nxcorr, and Loupas’ estimator respectively. An ‘F’ indicates the filtered version of that algorithm. The true target size was 28.3 mm². All possible pairs in g) and significantly different (p < 0.001). In h), all pairs are significantly different except the A-AF, NX-NXF, and L-LF pairs (p < 0.001).
Figure 9c shows that, on average, the error in Loupas’ estimator was localized to a thin rim near the top of the target and a larger region near the bottom of the target. This trend agrees with the data that was presented in Figure 4 in which the bias in Loupas is highest when the displacement is less than one micron or greater than the phase wrapping threshold. Figure 9b demonstrates that the error in NXcorr is localized to regions near the top of the target with small displacements. This effect was masked in Figure 8b due to the choice of the dynamic range, but follows the same trend as the data shown in Figure 4. Furthermore, Figure 9a shows that the overall error from the adaptive algorithm is the minimum combination of error from NXcorr and Loupas’ estimator.

The second row of images in Figure 9 demonstrates that median filtering can be used to further decrease the displacement error. Figure 9g and Figure 9h demonstrate that strain calculated from the filtered, adaptive algorithm (AF) provided a 1.2 – 23.0% improvement in spatial accuracy and a 43.7 – 350% improvement in strain SNR as compared to the strain calculated from the filtered and unfiltered NXcorr (NXF, NX) and Loupas estimates (LF, L). The filtered version of the adaptive algorithm (AF) provided the best spatial accuracy and strain SNR (Figure 9g and Figure 9h). In most cases, as might be expected, the median filtered versions of the displacement estimates provided significantly better results than the unfiltered versions. The difference in the strain SNR between the filtered and unfiltered version of Loupas’ estimator was not significant at the p < 0.001 level but was significant if this threshold was relaxed to p < 0.05. It is important to note that although the adaptive algorithm was shown to perform better than Loupas’ estimator or NXcorr individually, we expect that the exact degree of improvement will depend on the range of displacement being tracked as well as the eSNR and sSNR.
Figure 10: B-mode, TSI-B-mode overlay, and Oil red O histology for an ex vivo amputation sample in panels a), b), and c) respectively. In c), bright red staining indicates regions with lipids. A gross image of the specimen is shown in d). Thermal strain was calculated from displacement estimated using Loupas, 2D XCorr, and the adaptive algorithm in panels e), f), and g) respectively. The dynamic range for the strain images is ±1.0% strain. The heated region corresponds to the entire region being shown. The strain in regions where the B-mode intensity was <50 dB was masked in b), e), f), and g). The black arrows indicate a layer of adventitial fat at the top of the tissue.

Figure 10 shows thermal strain images of an ex-vivo arterial specimen embedded in gelatin, corresponding Oil red O histology, and a gross image of the specimen. Approximately the entire region that is displayed was insonified with the heating transducer. In the B-mode image in Figure 10a, there is a hyperechoic layer that is surrounded by a hypoechoic interior. Oil red O staining in Figure 10c shows that this layer corresponds to a layer of bright red staining that is consistent with adventitial fat that surrounding the femoral artery. These observations are further supported by gross images of the vessel in Figure 10f where the artery is buried in a sheath of pale, yellow, adventital fat. All of the thermal strain images confirm that the hyperechoic layer was fatty and surrounded a core of water-based tissue. The black arrows point to deposits of fat that were identified in thermal strain reconstructions from all three algorithms. The strain SNR in the region indicated by the solid arrow was 1.77, 1.11, 2.03 for Loupas’
estimator, NXcorr, and adaptive estimator respectively. The strain SNR in the region indicated by the dashed arrow was 3.04, 2.12, 3.25 for Loupas’ estimator, NXcorr, and adaptive estimator respectively.

The simulation results in Figure 8 and Figure 9 are consistent with the \textit{ex-vivo} data presented in Figure 10. Figure 10e, Figure 10f, and Figure 10g, show that the adaptive algorithm provided the best strain SNR within the adventitial layer. A comparison of Figure 10e, Figure 10f, and Figure 10g shows that the lower edge of the fatty deposit indicated by the solid black arrow is missing from Figure 10e. This region was near the bottom of the adventitial layer and experienced large displacements close to or beyond the phase-wrapping threshold. As a result, Loupas’ estimator underestimated the displacement in this region which resulted in an incorrect strain estimate. The strain reconstruction from the adaptive algorithm (Figure 10f) appeared to provide the best reconstruction of this region.

The CRLB is the smallest possible variance that an unbiased estimator can achieve and it predicts that the variance in the estimate should increase with increasing displacement magnitude due to signal decorrelation [67]. We quantified the variance in the estimate using the COV which was found to decrease as a function of increasing displacement magnitude. However, the \textit{absolute} magnitude of the variance (data not shown) increased with increasing displacement magnitude which was consistent with the prediction from the CRLB and [67]. In this study, we presented bias and variance as quantities normalized to the displacement magnitude because, the relative error in the estimate is more important than the absolute error for strain estimation.

Previous studies have examined the performance of Loupas’ estimator and NXcorr in response to a number of different variables including, eSNR and displacement magnitude [53]. Pinton \textit{et al.}’s simulations applied a constant displacement and imaged with a center frequency
of 5 MHz. Pinton *et al.*, found that when the true displacement was small (~λ/12) and the eSNR was extremely low (6 dB), Loupas’ estimator was less biased than NXcorr. However, this result was not generalized to other eSNR. In addition, the effects of sSNR on the respective algorithms were not studied. The simulations presented in this study were designed to mimic TSI in which strain is more likely to be constant within a given tissue type. Furthermore, our study used a center frequency of 21 MHz which corresponded to the center frequency for the ultrasound transducer used in *ex-vivo* experiments (MS250). These factors might account for some of the differences in results seen between this study and previous studies.

One limitation of this study was that the simulation experiments used to derive the displacement thresholds for the adaptive algorithm assumed a simplistic 1-D model for ultrasonic tracking. Palmeri *et al.* investigated ultrasonic tracking of acoustic radiation force induced displacements [70]. They showed that a number of parameters including tracking frequency, transducer bandwidth, and elevational focusing could affect the bias and variance of displacement estimates. A 1-D simulation experiment does not account for transducer focusing in the lateral and elevational directions. Despite neglecting these factors, the results presented showed that the adaptive algorithm performed better than Loupas’ estimator and NXcorr.

The adaptive estimation algorithm presented does not rely solely on changes in signal processing. It also requires the acquisition of a series of reference frames in order to calculate image statistics. In this implementation, 30 reference frames were used to calculate these statistics. Assuming a typical clinical imaging depth of 50 mm and an ultrasound array transducer with 128 beams, this corresponds to an imaging time of 265 ms.

Another key concern is related to the safety of actively heating tissue. AIUM standards state that a 2°C temperature change can be sustained for more than 50 hours without significant,
adverse, biological effects [71]. However, it is still desirable to limit the total energy being delivered due to the difficulty of accurately predicting the temperature change in-vivo. The adaptive displacement estimation algorithm presented might serve as one means of addressing this concern because it is able to exploit the sensitivity of Loupas’ estimator in detecting small displacements while side-stepping the issue of phase-wrapping that becomes an even greater issue at higher frequencies. Maximizing the sensitivity and accuracy of estimation algorithms is one means of minimizing the amount of energy that needs to be delivered to tissue.

The adaptive estimation algorithm presented here is unique in that it selects the appropriate estimator based on the properties of the estimators and the image statistics. It exploits the fact that the performance of displacement estimators depends on the conditions under which they operate and that no single estimator is likely to achieve good performance over the full range of conditions typically encountered. It is able to compensate for errors in one estimator by switching to the alternate estimator. For example, if the displacement is larger than the phase-wrapping threshold, then the NXcorr estimate is used in place of the erroneous Loupas estimate. Since the estimator properties that govern this switching are pre-calculated and stored, the overall added computation time for steps specific to the adaptive algorithm is minimal. For the adaptive algorithm, the total computation time was found to be 2.2 hours for a data set containing 1528 axial points and 512 lines. It was found that approximately 98.6% of the total computation time was spent calculating the NXcorr estimate, less than 0.1% of the time was spent calculating Loupas’ estimate, and 1.4% of the time was spent on steps specific to the adaptive algorithm.

Although the adaptive estimator is able to circumvent errors in one estimator by using another estimator, it is still possible that both Loupas’ estimator and NXcorr might
simultaneously provide incorrect estimates. This situation might occur most often when the displacement is larger than the phase-wrapping threshold and NXcorr experiences a peak-hopping error. If this occurred it would be difficult to recover a good estimate of the true displacement using the current adaptive approach. In this case, however, the adaptive algorithm should have the same performance as either Loupas’ estimator or NXcorr individually. In this situation, previous studies have shown that it might still be possible to achieve a good estimate of the strain by applying techniques like Kalman filtering [72].

2.4 CONCLUSIONS

We showed that when the displacement magnitude induced by thermal strain imaging was >\(\lambda/8\) and the electronic system SNR was >25.5 dB, the displacement estimate obtained from normalized cross-correlation was less biased than the estimate found using Loupas’ estimator. On the other hand, when the displacement magnitude was \(\leq \lambda/4\) and the electronic system SNR was \(\leq 25.5\) dB, Loupas’ estimator had less variance than normalized cross-correlation. We also demonstrated the feasibility of applying these results to create an adaptive displacement estimation algorithm and showed using Field II simulations that this algorithm resulted in strain reconstructions with improved strain SNR and spatial accuracy. The adaptive algorithm was also applied to thermal strain imaging of an \textit{ex-vivo} human amputation sample with comparable results.
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3.0 MULTI-FOCI BEAMFORMING FOR SIMULTANEOUS ACOUSTIC RADIATION FORCE IMPULSE AND THERMAL STRAIN IMAGING

3.1 INTRODUCTION

Data in Chapter 2.0 were acquired using a high efficiency heating array coupled with a high frequency imaging probe [36], [73]. Although signal processing changes improved TSI image quality for this system, there were a number of fundamental challenges that hampered clinical translation using this system configuration. First, the system used a series of geometrically focused heating elements to deliver energy to a small, fixed target region. Because this target region is relatively small and there is wide range of variation in human anatomy, it is quite likely that the target plaque might fall outside the chosen heating region. Second, separate heating elements would require dedicated system electronics and hardware that would require the development of entirely new ultrasound platforms and probes, resulting in a huge cost to companies as well as end-users. Additionally, the imaging center frequency was 21 MHz. At this frequency, ultrasound is highly attenuated by tissue and cannot achieve reasonable penetration in human subjects. Finally, separate heating elements would likely result in a larger, bulkier transducer that would interfere with ease of use and lead to increased risk for musculoskeletal pain and injury in sonographers [74]. For these reasons, a clinically viable TSI system would
need to utilize existing ultrasound hardware such that heating and imaging could be performed with the same ultrasound array.

Delay-and-sum (DAS) beamforming for ultrasound imaging was introduced as a means of image formation with the coming of the first multi-channel array transducers in the late 1960’s and early 1970’s [75]. Since then, DAS beamforming has become the staple for modern ultrasound systems. DAS beamforming is diagrammed in Figure 11 and is mathematically described by Equation 14.

Figure 11: Diagram of delay-and-sum beamforming. Ultrasound waves from different elements need to travel different distances to reach the focal point. Delays, based on the focal point and element geometry are introduced so that the waves sum coherently at the focal point and focusing is achieved.
Δ𝑡_𝑖 = \frac{1}{c} \left( \sqrt{(x_N - x_0)^2 + (z_N - z_f)^2} - \sqrt{(x_i - x_0)^2 + (z_i - z_f)^2} \right)

Equation 14: Delay-and-sum beamformer. Time delay on the \( i \)th element, \( \Delta t_i \); Speed of sound, \( c \); Lateral position of element \( i \), \( x_i \); Lateral focal position, \( x_0 \); Axial position of element \( i \), \( z_i \); Axial focal depth, \( z_f \). The \( N \)th element is the element that is furthest away from the focal point.

In clinical ultrasound imaging, the DAS beamformer is applied to both transmission of the ultrasound wave and reception of the backscattered echoes. During transmission, the user specifies a focal depth of interest. During reception, \( z_f \) is typically allowed to vary with depth and, as a result, the received echoes are dynamically focused across the entire image.

Overall, DAS generates an electronic lens that is analogous to focusing achieved in optics using a physical lens. DAS beamforming brings the far field into the focal plane and achieves diffraction limited focusing at the chosen focal depth. As a result, it can be shown with Fraunhofer diffraction theory that lateral beam profile in the focal plane is approximately equal to the Fourier transform of the aperture. For linear arrays, the lateral beamwidth and depth of field can be approximated using Equation 15 and Equation 16.

\[ BW = \lambda \frac{z_f}{D} = \lambda \cdot (F/\#) \]

Equation 15: The lateral beamwidth (\( BW \)) for a DAS focused beam. Wavelength, \( \lambda \); Axial focal depth, \( z_f \); Aperture width, \( D \); F-number, \( F/\# \).
\[ DOF = 7\lambda \left( \frac{z_f}{D} \right)^2 = 7\lambda \cdot (F/\#)^2 \]

**Equation 16**: The depth of field (DOF) for a DAS focused beam. Wavelength, \( \lambda \); Axial focal depth, \( z_f \); Aperture width, \( D \); F-number, \( F/\# \).

The mathematical simplicity and theoretical elegance of DAS beamforming has likely been a key factor in the widespread dissemination of DAS beamformers in modern ultrasound. One recently popularized variant of this traditional imaging scheme is known as plane wave imaging (PWI). PWI utilizes an unfocused transmit beam. The backscattered echoes are beamformed using traditional DAS beamforming. This approach dramatically increases the frame rate at the cost of imaging resolution and contrast [76], [77]. Unfortunately, DAS beamforming is poorly suited for TSI heating because the goal of DAS beamforming is to concentrate the majority of the ultrasound energy into a diffraction limited spot. This would effectively limit the field of view of the TSI image to a single spot. The PWI transmit is also unsuitable because the unfocused beam is rapidly attenuated in tissue and cannot achieve heating at reasonable depths.

A heating field for TSI would be broad both laterally and axially, concentrate ultrasound energy within the target region, and have a homogeneous pressure distribution within the target region. Several authors have investigated alternative beamforming approaches in order to generate heating beams or arbitrarily shaped beams [78]–[80]. These methods have typically relied on solving the inverse problem for a target beam profile. Ultrasound arrays typically have between 64 and 256 elements. The user can control the delay and amplitude for each element. However, a target beam profile can have more than 1E5 field points. Because there are only 128 to 512 independent variables it is easy for the user to specify impossible target fields. Alternatively, sacrificing the resolution of the target field can lead to ill-posed problems or the generation of inhomogeneous heating beams.
ARFI imaging has been similarly limited by DAS beamforming. Traditionally, ARFI imaging push beams have utilized DAS beamforming to push a small volume of tissue. The mechanical response of this volume is tracked using traditional DAS beamforming methods. This process is repeated at each lateral position in order to build a full ARFI image. However, because the mechanical response must be tracked for several milliseconds at each lateral location, the overall ARFI imaging frame rate is slow (1-10 Hz). A broad pushing beam could be used to push a large volume. The mechanical response of this overall volume could then be monitored using PWI which would increase the frame rate by more than an order of magnitude.

An alternative beamforming approach that our lab has pioneered is the use of two temporally interleaved multi-foci beams for TSI heating [81], [82]. Both the tissue heating for TSI and the generation of acoustic radiation force (ARF) depend on tissue absorption of ultrasound. Thus, the same beam could be used for both ARFI pushes and TSI heating. Furthermore, the ARFI mechanical response decays over a period of 1-10 ms whereas tissue heating develops over the course of several hundreds of milliseconds and decays over the course of seconds. Because of this difference in temporal responses, the ARFI and the TSI response to a series of multi-foci pushes could both be monitored simultaneously. In this chapter, we explore a means of improving this multi-foci beamforming approach using simulation. Additionally, we demonstrate the feasibility of using these beams for both TSI and ARFI imaging using phantoms and excised tissue samples.
3.2 MATERIALS AND METHODS

3.2.1 Improved Temporally Interleaved Multi-foci Beamforming

Previously, we described a method using two temporally interleaved, multi-foci beams to generate a homogeneous beam field over a large region using a single linear array transducer [81]. This approach is illustrated in Figure 12.

The first multi-foci beam divides the transducer aperture into three sub-apertures. Each sub-aperture has a unique lateral focus which is achieved using DAS beamforming. The second multi-foci beam divides the transducer aperture into four sub-apertures with four distinct lateral foci. Because DAS beamforming is used to generate the sub-beams within each multi-foci beam, the user is able to reliably control the sub-beam positioning by adjusting the delay profile. Thermal and mechanical perturbations in tissue propagate on a time scale that is orders of magnitude slower than ultrasound propagation [70], [83]. Thus, the two multi-foci beams can be
rapidly interleaved in time in order to generate heating and pushing beams whose shape is equal to the summation of the two individual multi-foci beams.

In order to improve the homogeneity and efficiency of the beam, we modified this approach so that the sub-apertures had unique lateral and axial foci. The original beam generated peak heating deep to the region of interest. Additionally, even though the main lobe of each sub-beam had a predictable shape, constructive and destructive interference of the side-lobes of a sub-beam interfered with the main lobes of adjacent sub-beams. As a result, each multi-foci beam was not simply the sum of the individual sub-beams.

In order to optimize the position of the foci for each sub-beam, we iteratively simulated the beam pattern of individual sub-beams using different foci positions. This process is shown graphically in Figure 13. First, the focus of the central sub-beam in the three foci beam was fixed to correspond to the middle of the target region. We then designated the central two sub-beams in the four foci beam as the “test beams.” We used Field II to simulate the beam pattern of the test beams for a range of axial and lateral foci within the target region. For each simulated test beam, the overall beam generated from the sum of the test beams and the fixed sub-beam was calculated. The best overall beam was chosen using quantitative metrics and subjective impressions of the amplitude, homogeneity, and area of the overall beam. Then, the axial and lateral foci for the test beams corresponding to best overall beam were also fixed. At this point, three of the seven sub-beams were fixed. Next, the remaining two sub-beams in the three foci beam were chosen to be the test beams. The search and assessment of the overall beam was repeated for these test beams to yield the next set of fixed beams. The final two remaining sub-beams in the four foci beam were chosen to be the test beams and the process was repeated to yield the complete delay profiles.
Figure 13: Iterative optimization for multi-foci beamforming. The 1\textsuperscript{st} column of images are the beams generated from the 3 foci beam. The 2\textsuperscript{nd} column are the beams generated from the 4 foci beam. The 3\textsuperscript{rd} column is the overall beam generated from the sum of the two multi-foci beams. The rows show successive iterations after new beams are added. The fixed beams are outlined in green in a), e), and g). The test beams are outlined in red in b), d) and h).

The Field II sampling rate was set at 200 MHz and the attenuation coefficient, $\alpha$, was set to 0.5 dB/cm/MHz. Multi-foci beams were simulated using three different transducers: 1) L22-14v (Verasonics Inc., Kirkland, WA), 2) ATL L7-4 (Philips Healthcare, Amsterdam, Netherlands), and the 3) ATL C4-2 (Philips Healthcare, Amsterdam, Netherlands). The parameters for these probes are shown in Table 1.
Table 1: Probe Parameters for the Field II Simulation

<table>
<thead>
<tr>
<th>Probe Name</th>
<th>L22-14v</th>
<th>L7-4</th>
<th>C4-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch (mm)</td>
<td>0.100</td>
<td>0.298</td>
<td>0.421</td>
</tr>
<tr>
<td>Kerf (mm)</td>
<td>0.002</td>
<td>0.048</td>
<td>0.05</td>
</tr>
<tr>
<td>Height (mm)</td>
<td>16.0</td>
<td>7.0</td>
<td>13.0</td>
</tr>
<tr>
<td>Convex radius (mm)</td>
<td>-</td>
<td>-</td>
<td>41.219</td>
</tr>
<tr>
<td>Elevation Focus (mm)</td>
<td>8.0</td>
<td>25.0</td>
<td>70.0</td>
</tr>
<tr>
<td>Transmit Frequency (MHz)</td>
<td>15.0</td>
<td>4.20</td>
<td>2.71</td>
</tr>
<tr>
<td># of elements (total)</td>
<td>128</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td># of elements (3 foci beam)</td>
<td>34-30-34</td>
<td>33-30-33</td>
<td>42-44-42</td>
</tr>
<tr>
<td># of elements (4 foci beam)</td>
<td>32-32-32-32</td>
<td>31-33-33-31</td>
<td>20-44-44-20</td>
</tr>
</tbody>
</table>

3.2.2 Combined ARFI-TSI Imaging Sequence

The multi-foci beams designed for the L7-4 transducer were implemented onto a Verasonics Vantage (Kirkland, WA) system which drove an ATL L7-4 trasnducer. A combined ARFI-TSI pulse sequence utilizing the multi-foci beams is shown in Figure 14.
First, a standard B-mode image with 79 lines spaced 0.298 mm apart was acquired for TSI. An F/2 configuration was used for transmit with a 30 mm focus and a F/1.5 configuration was used for dynamic receive. A transmit frequency of 6.25 MHz and a pulse length of two cycles was used for all imaging pulses. During ARFI acquisition the tissue response to the multi-foci push was tracked for 5 ms using PWI with a pulse repetition frequency of 10 kHz and a F/1 dynamic receive configuration. The multi-foci push had 1200 total cycles transmitted at 4.31 MHz. The three and four foci beams were interleaved in 100 cycle bursts. This ARFI sequence was repeated 132 times in 0.96 sec. The overall duty cycle during the heating or ARFI phase was ~4.5%. At the end of the ARFI frames, another standard B-mode frame was acquired for TSI tracking. The probe was driven at 20 V for all transmit events in the sequence. Backscattered radiofrequency data were sampled at 41.67 MHz and saved for offline processing.

For TSI, the displacement from the reference frame to the post-heating frame was tracked using Loupas’ estimator with a 2.2\(\lambda\) tracking kernel [51]. After displacement estimation, the displacement data were filtered with a 0.46 X 1.19 mm (axial X lateral) median filter and a 2 kHz axial low pass filter. A 4 mm 2° Savitzky-Golay filter was applied in the axial direction to calculate the thermal strain from the displacement estimate. For ARFI imaging, Loupas’
estimator with a $3\lambda$ kernel was used to track the displacement. After displacement estimation, the ARFI displacement data were filtered with a 0.46 X 0.89 mm (axial X lateral) median filter and a 2 kHz temporal low pass filter.

### 3.2.3 Homogeneous Phantom

A homogeneous gelatin phantom was fabricated in order to demonstrate successful implementation of the multi-foci beamforming as well as simultaneous TSI-ARFI imaging. In order to fabricate the phantom, 35 g (7% g/mL) of gelatin from porcine skin (Sigma Aldrich Co., MO, USA) was added to 500 mL of cold water and allowed to mix homogeneously. The solution was heated until it reached approximately 65°C or became clear. Then, 35 g (7% g/mL) of cellulose (Sigma Aldrich Co., MO, USA) was added and allowed to thoroughly mix. The mixture was poured into a pre-chilled mold in a -20°C freezer. The phantom was allowed to cure at this temperature for an additional hour. Afterwards, it was allowed to come to room temperature and imaged using the aforementioned system. The ultrasound probe was held with a clamp and coupled to the phantom using degassed water. The combined ARFI-TSI sequence was used to image five distinct locations in the phantom corresponding to unique speckle realizations.

### 3.2.4 Adipose Phantom

A gelatin phantom with an embedded layer of subcutaneous fat was fabricated. The fat was obtained with University of Pittsburgh Internal Review Board (IRB) exemption because it met the criteria for medical waste. In order to fabricate the phantom, a layer of gelatin was first mixed and poured using a variation of the recipe in 3.2.3. The phantom was constructed with 7%
gelatin (g/mL) and 7% cellulose (g/mL). After the first layer of gelatin had almost set, the excised subcutaneous fat was layered over the gelatin so that it was approximately 5 – 10 mm thick. Then, the remainder of the gelatin was poured on top of the fat to form a layer that was approximately 20 mm thick and allowed to set. The ultrasound probe was held with a clamp and coupled to the phantom using degassed water.

3.3 RESULTS & DISCUSSION

A set of multi-foci beams was generated for the L7-4 transducer using the iterative optimization approach detailed in 3.2.1. In Figure 15, the focusing configuration and the resultant beam fields for the new approach are compared to the multi-foci approach from [81]. With the original approach, only the lateral foci of the sub-beams were allowed to vary. This produced a broad and relatively homogeneous beam in the target region (20-30 mm). However, this configuration also generated geometric alignment of the sub-beams which resulted in an undesirable focusing effect deep to the target region. Inadvertent deposition of energy in this region is primarily undesirable because it means that energy which could have been used to heat or push tissue is instead concentrated in an undesired region. Also, depending on the transmitted pressure, it might represent a safety concern. In comparison, the multi-foci beam generated with variable axial and lateral foci had a more homogeneous pressure distribution due to the arrangement of the foci. When the beams were compared quantitatively, the original multi-foci beam had an area of 29.1 mm$^2$ within 6 dB of the peak pressure. The new beam had an area of 102.1 mm$^2$ within 6 dB of the peak pressure.
Given the success of the novel multi-foci approach, we sought to investigate how broadly applicable this approach was for different target depths as well as different transducer geometries. We found that the most important factor for achieving the desired target depth was the transmit frequency of the beam (data not shown). This is likely because the multi-foci approach is, in many ways, analogous to a weakly focused or unfocused transducer. For unfocused transducers, the focal region is determined by the aperture size as well as the frequency of the transducer [84]. Additionally, the peak pressure for these beams will depend on the attenuation of the medium.

We sought to apply the multi-foci beamforming approach to generate beams targeting shallow (1-10 mm) and deep regions (>30 mm). Because ultrasound transducers typically have a
limited bandwidth, we used the L22-14v for the shallow target region and the C4-2 for the deep target region. The results of the novel multi-foci approach for these two target regions are show in Figure 16.

Figure 16: A comparison of multi-foci beamforming using the L22-14v and C4-2 transducers. Panels a), b), c), and d) show the delay profile, simulated lateral pressure profiles (dB), focal positions, and simulated pressure fields (dB) For the L22-14v. Panels e), f), g), and h) show the same data for the C4-2. Note that the axial and lateral scales are different in panels d) and h).

These data show that the multi-foci approach is able to produce broad, homogeneous beams at both shallow and deep depths. The L22-14v produces a beam that is centered on 6 mm and ranges from 2-10 mm whereas the C4-2 produces a beam that is centered on approximately 60 mm and ranges from 30 – 90 mm. Additionally, it demonstrates that the multi-foci approach can be used with curvilinear arrays as well as linear arrays. These data also show that the width of the beam depends on the aperture size. The L22-14v has a small aperture size and produces a
narrower beam relative to the beam produced by the C4-2. While this approach could theoretically be applied to cardiac phased arrays, it would likely have a limited width due to the narrow aperture sizes for most cardiac phased arrays. However, beam steering, which was not explored in this study, might be able to be combined with our multi-foci approach to provide swept multi-foci beams for these phased arrays.

The multi-foci beams for the L22-14v and C4-2 are qualitatively more homogeneous compared to the beam for the L7-4. This is likely due to a number of a reasons. First, as was noted in 3.2.1, this optimization approach is greedy and requires manual, subjective evaluation of the beams. These two factors mean that is unlikely that optimization will achieve a global maximum. In other words, there could be more optimal beams that exist. The multi-foci beam for the L7-4 was designed first, so it was unclear whether it was possible to achieve a more homogeneous beam or what steps in the optimization could be modified to achieve a more homogeneous beam.
Figure 17: Combined TSI-ARFI imaging in a homogenous gelatin phantom. a) – e) show TSI at 5 different locations within the phantom. f) is the average thermal strain across those 5 positions. g) – k) show ARFI imaging at 5 different locations within the phantom. l) is the average displacement across those 5 positions.

ARFI and TSI data in Figure 17 were collected simultaneously using the sequence described in 3.2.2 at 5 different locations in the phantom. It demonstrates that the multi-foci beam can be used for both ARFI pushing and TSI heating. The figure shows that the majority of the observed inhomogeneities are due to variations in the speckle pattern. The average strain and displacement are homogeneous and do not contain the high frequency spatial variation that is present in the pushing/heating beam. For TSI, this is likely due to the effects of heat conduction smoothing out the heating profile. For ARFI imaging, it is likely due to a combination of the viscosity of the phantom as well as degraded tracking from PWI.
Figure 18 shows the combined sequence applied to the liposuction phantom from 3.2.4. The beam is shown with the TSI and ARFI images to show that the heating and pushing pattern clearly reflect the overall shape of the beam. In the TSI image, it can be seen that the gelatin has negative strain and that the layer of adipose tissue has positive strain. Additionally, the heating pattern within the adipose layer appears to be slightly larger than the width of the beam. This is likely due to the high thermal conductivity of the adipose which promotes conduction of heat. In this case, the gradient in signal at the edge of the beam in the fat layer is not due to differing concentrations of fat, but rather a gradient in heat.

For the ARFI image, there is also good contrast between the stiff gelatin and the soft adipose layer. Interestingly, a thin vertical layer in the middle of the adipose layer has low displacement. This vertical layer was not present in any of the images taken in homogeneous phantom suggesting that it is the result of the structure of the layer as opposed to error in the tracking. This low displacing inclusion could be the result of either a locally non-absorbing region or a stiff inclusion. However, the TSI image shows relatively homogeneous, positive
strain in this same region which increases the likelihood that the inclusion is stiff. This demonstrates the utility of combined compositional and mechanical imaging. Atherosclerotic plaque is typically quite heterogeneous in composition and both imaging modalities add unique information about the plaque status.

3.4 CONCLUSIONS

In this chapter, we demonstrated that an iterative semi-manual optimization approach could be used to develop improved temporally interleaved multi-foci beams. These novel beams have improved homogeneity as compared to the previous iteration of multi-foci beams. This is the result of allowing the sub-beams to have variable axial as well as lateral foci. We showed that this approach could be used to develop beams with target regions at different depths and for different transducers. Additionally, we showed that the multi-foci beams could be used for simultaneous TSI and high frame rate ARFI imaging. We demonstrated that the beams produced homogeneous pushing and heating profiles in a homogenous phantom. Additionally, we showed that they provided good mechanical and compositional contrast in a layered gelatin and adipose phantom.
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4.0 IMPROVED ESTIMATION OF THERMAL STRAIN USING PULSE INVERSION HARMONIC IMAGING

The work presented in this chapter was published in Ultrasound in Medicine and Biology, vol. 42, no. 5, pp. 1182–1192, May 2016.

4.1 INTRODUCTION

Ultrasound thermal strain imaging (TSI), which has also been referred to as temporal strain imaging, is a non-invasive imaging technology that relies on the temperature dependence of the speed of sound as a means of differentiating fatty tissue from water-based tissue. In water-based tissues, the speed of sound increases with increasing temperature and in lipid-based tissues, the speed of sound decreases with increasing temperature. This relationship is quantified with the material constant $\beta$, which has units of %/°C and is a measure of the percentage change in sound speed per unit change in temperature [43]. For water-based tissues like normal liver or muscle, $\beta$ has been found to be between 0.06 and 0.13 %/°C. For lipid-based tissues like abdominal fat, $\beta$ is typically between -0.13 and -0.20 %/°C [29]. Clinically, TSI development is focused on non-invasive detection of fatty liver disease and identification of lipids in atherosclerotic plaques [69], [85].
In TSI, a reference ultrasound image is acquired. Next, custom beamforming and pulse sequences are used to generate a high intensity ultrasound beam that will homogeneously increase the temperature in the target region by <2°C. The temperature rise is the result of absorption of the propagating ultrasound wave. After the heating sequence is completed, a post-heating ultrasound image is acquired. As a result of the change in the sound speed, there is an apparent displacement (time-shift), \( u \), between received echoes in the reference and post-heating images. The derivative of this displacement in the ultrasound wave propagation (axial) direction is the “thermal (temporal) strain,” \( \frac{du}{dz} \), and is proportional to the change in sound speed. In water-based tissue, this strain is negative and the tissue appears to undergo relative compression. In lipid-based tissue, the strain is positive and the tissue appears to undergo relative expansion. For the small temperature changes utilized in TSI, the temperature induced mechanical strain resulting from volumetric tissue expansion is approximately an order of magnitude smaller than the apparent strain resulting from the change in sound speed and can typically be ignored [43].

Equation 1 is the governing equation for TSI where \( \Delta T \) is the temperature change. In TSI, \( u \) is tracked by comparing the reference and post-heating images and \( \frac{du}{dz} \) is calculated from the measured displacement.

Ultrasound non-invasive thermometry (NIT) is based on the same underlying physics as TSI but incorporates three major differences. First, NIT is typically used to assess temperature changes during high intensity focused ultrasound (HIFU) or radiofrequency (RF) ablation procedures which result in temperature changes on the range of 2°C to >20°C [86], [87]. In this temperature range, it is no longer acceptable to ignore thermally induced mechanical strains.
\[ \frac{du}{dz} = (\alpha - \beta)\Delta T \]

Equation 17: Governing equation for TSI including thermal expansion. “Thermal” or “temporal” strain (derivative of displacement), \( \frac{du}{dz} \); Coefficient of thermal expansion (%/°C), \( \alpha \); Sound speed coefficient (%/°C), \( \beta \); Temperature change, \( \Delta T \).

As a result, the governing equation is modified to Equation 17. Finally, in NIT, the material constants are assumed to be known parameters. The temperature change is found by dividing the measured strain by the material constants.

Both TSI and NIT have been tested using in vivo animal models and ex vivo tissue preparations [34], [73], [85], [88]–[90]. For TSI, these studies have aimed at identifying the lipid rich core of atherosclerotic plaques or quantifying hepatic steatosis. The clinical applications of NIT are focused on monitoring of thermal ablation as well as theranostic approaches utilizing temperature-sensitive drug delivery vehicles. However, a number of challenges are present in human patients that are absent or less flagrant in small animal models. One major challenge is clutter-based degradation of image quality [91]. Clutter is a general term for noise that serves to decrease image contrast. One prominent source of clutter in patients is near-field reverberation. Near-field reverberation occurs because the propagating ultrasonic wave is reflected multiple times within superficial tissue layers (e.g. skin, subcutaneous fat). These multiple reflections corrupt echoes arriving from deeper tissue structures and appear as a haze in the ultrasound image [92]. One well-established method commonly used in clinics to reduce clutter is harmonic imaging. Harmonic imaging exploits the non-linear propagation of the fundamental wave and images the resulting second harmonic signal. The second harmonic signal is typically weak in the near-field and reaches its peak intensity in the focal zone which helps to mitigate near-field clutter artifacts [93].
Recently, groups have shown that harmonic imaging can not only be used to improve traditional B-mode images, but can also be used to improve ultrasound-based displacement tracking which serves as the basis for acoustic radiation force and shear wave imaging [94], [95]. Doherty et al found that pulse inversion harmonic imaging (PIHI) provided the greatest improvement to ultrasonically tracked displacements. In the pulse inversion technique, two 180° phase-shifted (inverted) fundamental pulses are transmitted sequentially. Summation of the received signals from these pulses results in cancellation of the fundamental signal and amplification of the harmonic. Because TSI measures strain calculated from ultrasonically tracked apparent displacements, we hypothesized that PIHI could also be applied to improve estimation of apparent strains produced as result of temperature-induced changes in the speed of sound. In this study, we experimentally show that PIHI can be used to improve the quality of thermal (temporal) strain images using a variety of relevant imaging phantoms and ex vivo human tissue samples. Conventionally, NIT uses the same ultrasound tracking scheme as TSI. As such, we point out potential applications and parallels of this work to NIT when they are relevant.

4.2 MATERIALS AND METHODS

4.2.1 Ultrasound TSI Pulse Sequence

The pulse sequence and timing for the TSI sequence is diagrammed in Figure 19a. PIHI was incorporated into the imaging portions of the TSI pulse sequence using a research ultrasound platform with an external HIFU power supply (Vantage, Verasonics Inc, Kirkland, WA) using an
ATL L7-4 transducer (Philips Healthcare, Amsterdam, Netherlands) [93]. The -6 dB bandwidth of this transducer was measured to be 3.3 – 6.6 MHz. The overall sequence consists of imaging, followed by a heating phase, and ends with a post-heating imaging phase. There was a 35 ms pause between the first imaging phase and the beginning of the heating phase and a 500 μs pause between the end of the heating and the beginning of the final imaging phase. These pauses were inserted to allow time for data transfer and power supply switching.

Figure 19: Schematic for TSI pulse sequence using PIHI. B-mode image showing thermocouple positioning, and a photographic image of the copper mesh. The overall TSI sequence, as well as individual pulse sequences for imaging and heating are shown in a). The duration of the heating portion of the sequence is fixed at 2 seconds and a variable length “wait period” is used to control the heating duty cycle. For temperature measurements, the tip of the thermocouple was placed at 25 mm axially and 0 mm laterally as shown in b). The red dashed lines designate the region used to calculate the SNR. A single layer of copper mesh is shown in c).
During imaging, the transducer was first excited with a 3.3 MHz pulse. RF backscattered echoes were received on 128 parallel channels at a sampling frequency of 41.7 MHz and saved for offline processing. This process was repeated for a 180° phase-shifted (inverted) 3.3 MHz excitation, and again for two 6.9 MHz excitations with the same phase. All excitations were 2.5 cycles long. It was found that by using excitations at 3.3 MHz and 6.9 MHz, the center frequency ($f_c$) of the received echoes was approximately 3.3 MHz and 6.6 MHz. This was likely due to the convolution of the excitation pulses with the impulse response of the transducer. This transmit/receive sequence was repeated at each of the 83 imaging lines and corresponded to an imaging time of approximately 30 ms. The spacing between lines was 0.298 mm. The f-number for both transmit and receive focusing was set to 1.97 in order to minimize beamforming errors due to changes in sound speed.

We previously described specialized beamforming utilizing two temporally interleaved beams with multiple lateral foci that could be used to achieve homogeneous heating in a trapezoidal region from 20 – 30 mm axially (Figure 19b) [81]. In this study, the heating sequence has been modified slightly in order to improve the overall efficiency. The excitation frequency was shifted to 4.6 MHz as a compromise between attenuation and transducer bandwidth. The first beam utilizes four lateral foci and is transmitted for 32 cycles. Immediately afterwards, a second beam utilizing three lateral foci is transmitted for 32 more cycles. The seven foci are spaced to provide a broad, homogeneous heating region. Finally, a variable length waiting period with no transmits is utilized. These three events repeat until the total heating duration is equal to two seconds (Figure 19a, “Heating”). Because the duration of the heating sequence is fixed at two seconds, the length of the waiting period determines the overall duty cycle during the heating period. Unless otherwise specified, the duty cycle was fixed at 5% and corresponded to a
wait time of 264 μs. The excitation amplitude used for heating was 15 V and corresponds to a peak negative pressure of approximately 2.3 MPa in degassed water which was measured using an ONDA HGL0200 bullet type hydrophone at the heating focus of 25 mm axially.

4.2.2 Offline Ultrasound TSI Signal Processing

3.3 MHz fundamental data was generated by subtracting the RF data from the first pair of phase-inverted 3.3 MHz transmits. PIHI data was generated by summing the RF data from the first pair of phase-inverted 3.3 MHz transmits. 6.6 MHz fundamental data was generated by summing the RF data from the pair of in-phase 6.6 MHz transmits. RF data were beamformed using delay-and-sum beamforming and Hilbert transformed in order to obtain IQ data. Apparent axial displacements between the reference and post-heating frame were calculated using Loupas’ estimator with a kernel size equal to 1.5 wavelengths [51]. For all quantitative calculations, displacement data were median filtered with a 0.10 X 0.89 mm (axial X lateral) median filter and the apparent axial strain was calculated using a 2 mm 1st order Savitzky-Golay filter. For display purposes, the strain was calculated using a 3 mm 1st order Savitzky-Golay filter. In this study, TSI acquisition refers to both the ultrasound pulse sequence and these offline signal processing steps.

4.2.3 In vitro Gelatin-Castor Oil Phantom Experiments

Mixed gelatin-castor oil phantoms were fabricated in order to mimic fat-water mixtures that might be found in hepatic steatosis of heterogeneous atherosclerotic plaques. The phantom fabrication technique was modified from a recipe previously reported in the literature [96]. The
respective volumes of water and sulphonated castor oil (Spectrum Chemical, CA, USA) were first calculated in order to obtain a castor oil percentage ranging from 0 – 50% (vol/vol). Then, based off of the total volume, 5% (wt/vol) gelatin from porcine skin (Sigma Aldrich Co., MO, USA) and 2% (wt/vol) cellulose (Sigma Aldrich Co., MO, USA) were weighed. The percentages of gelatin and cellulose, which provide underlying structure and ultrasound scatterers respectively, were fixed for all phantoms in this study. The gelatin was added to cold water, allowed to mix, and then heated to approximately 65°C or until the solution became clear. Then, the cellulose was added to the solution and allowed to thoroughly mix. Finally, castor oil was slowly added to the mixture in order to ensure homogeneous mixing. The mixture was allowed to cool while maintaining constant stirring. When the mixture approached approximately 35°C, the mixture was poured into a pre-chilled plastic mold in a -20°C freezer. The phantom was allowed to cure at this temperature for an additional hour. After the phantom cured, it was carefully removed from the plastic mold and placed on sound attenuating rubber for imaging. In this study, the sound speed of the phantoms were not modulated using n-propanol. The scatterer concentration used produced fully developed speckle in all phantoms. Throughout this study, degassed ultrasound gel was used to couple the transducer to the phantom and the transducer was held using a clamp.

A gelatin (0% castor oil) phantom was allowed to come to room temperature and TSI was performed with heating duty cycles ranging from 0.1 – 10% (11 total duty cycles). At each duty cycle, TSI was performed at 5 different locations within the phantom resulting in a total of 55 TSI measurements for the 0% castor oil phantom. Following imaging, one temperature measurement was obtained for each duty cycle using a Type T needle sheathed thermocouple (MT-23/5, Thermoworks, UT, USA) connected to a data logger (Quadtemp, Thermoworks, UT,
USA). The thermocouple was accurate to within ±0.1 °C and had a time constant of 25 ms. For all temperature measurements in this study, the tip of the thermocouple was placed at an axial depth of 25 mm and a lateral position of 0 mm (centered). The thermocouple was aligned as shown in Figure 19b in order to reduce temperature underestimation.

TSI was also performed on 6 more homogeneous gelatin-castor oil phantoms with castor oil concentrations from 0 – 50%. Imaging occurred immediately after the phantoms were removed from the freezer because phantoms with high castor oil concentrations were mechanically unstable at room temperature. TSI was performed at 5 different spatial locations in each phantom with and without clutter. Clutter was introduced by placing layers of copper wire mesh (Fly-Bye Bird Control Products, WA, USA) between the transducer face and the phantom [91]. A single layer of mesh has pore sizes of approximately 0.5 X 0.5 cm (Fig. 1c). The level of noise generated by the copper mesh was measured relative to an anechoic background and found to be 27.5 dB, 28.9 dB, and 31.6 dB for 2, 3, and 4 layers of mesh respectively. For the gelatin-castor oil phantoms, two layers of clutter were used. A total of 60 TSI measurements were made across 6 phantoms. The theoretical elevational beamwidth of the ultrasound heating beam was 1.01 mm at 4.6 MHz which made thermocouple measurements across different phantoms sensitive to elevational misalignment errors. In order to obtain a better temperature estimate, 5 temperature measurements with and without clutter were obtained for each castor oil concentration. Between temperature measurements, the ultrasound probe was raised, lowered, and re-aligned with the thermocouple. As a result, the variation in the temperature measurements incorporate error inherent to the thermocouple (<0.1°C) as well as errors relating to the alignment of the ultrasound probe and thermocouple. A total of 60 temperature measurements were taken across 6 phantoms.
4.2.4 **Liposuction Phantom**

Liposuction fat was collected from a patient undergoing body contouring surgery for massive weight loss. University of Pittsburgh IRB exemption was obtained for the use of human tissues because they met criteria for medical waste. Following liposuction, fat was centrifuged at 1286g for 3 minutes in order to remove aqueous and oil layers from intact adipose tissue. A two layered phantom was constructed. Both layers were approximately 25 mm thick. The top layer was a gelatin layer and the bottom layer was fresh liposuction fat.

TSI was performed with 0, 2, and 4 layers of copper mesh. A motor-controlled translation stage was used to raise and lower the transducer so that clutter could be introduced without disturbing the imaging plane. In this manner, paired, cluttered and clutter-free images were obtained. An independent set of paired clutter-free images were obtained for 2 and 4 layers of clutter. This process was repeated at 5 spatial locations corresponding to a total of 20 TSI acquisitions.

4.2.5 **Ex vivo Carotid Endarterectomy (CEA)**

Informed consent to obtain a surgical specimen was granted by a 73 year old female asymptomatic patient with >70% carotid stenosis previously scheduled to undergo CEA surgery. During surgery, the atherosclerotic plaque, intimal, and some medial portions of the carotid artery were removed. This sample was retrieved and frozen at -80°C with University of Pittsburgh IRB approval. At a later date, the sample was defrosted and embedded in a gelatin phantom.
TSI was performed and images were acquired every 0.5 – 1 mm along the short axis of the artery using the translation stage. Spatially matched imaging with and without clutter was performed using 0 and 3 layers of clutter. Following imaging, the CEA sample was carefully extracted from the gelatin and immersed in formalin. The sample was sectioned every 1 mm along the short axis and stained using Oil red O staining. B-mode ultrasound was compared to histology to find matching sections.

4.2.6 TSI Quality Metrics and Statistical Analysis

Three metrics were used to evaluate the quality of TSI images in this study. First, the experimentally measured value for $\beta$ was calculated using Equation 18. When multiple temperature measurements were available, this error was propagated into the final calculated value of $\beta_{exp}$.

$$\beta_{exp} = \frac{1}{\Delta T} \frac{du}{dz}$$

Equation 18: Experimental calculation for sound speed coefficient. Experimentally calculated “thermal” or “temporal” strain (derivative of displacement), $\frac{du}{dz}$; Temperature change, $\Delta T$.

When multiple temperature measurements were not available, the error was assumed to be 27% which is experimentally measured variation for a gelatin (0% castor oil) phantom heated using a 5% duty cycle. This metric provides a temperature-normalized measure of the relative biases of each TSI tracking mode. In addition, it is an important parameter for NIT measurements because it must to be known in order to calculate the absolute temperature change.
Homogeneous regions, were evaluated using signal-to-noise ratio (SNR) which was defined using Equation 19. For inhomogeneous regions, the contrast-to-noise ratio (CNR) was used to measure image contrast and overall image quality and is defined in Equation 20.

\[
SNR = \frac{|\mu|}{\sigma}
\]

Equation 19: Signal-to-noise ratio for a homogeneous region. Mean strain, \( \mu \), and standard deviation of strain \( \sigma \) within the red dashed area in Figure 19b.

\[
CNR = \frac{\mu_{\text{lipid}} - \mu_{\text{water}}}{\sqrt{\sigma_{\text{lipid}}^2 + \sigma_{\text{water}}^2}}
\]

Equation 20: Contrast-to-noise ratio. Mean apparent strain within the lipid, \( \mu_{\text{lipid}} \), and water-based regions, \( \mu_{\text{water}} \); The standard deviation of the apparent strain within the lipid, \( \sigma_{\text{lipid}} \), and water-based regions, \( \sigma_{\text{water}} \).

The percent true and false positive areas were also measured. The percent true positive area was the percentage area with positive strain greater than 0.1% strain within a known lipid region. Conversely, the percent false positive area was the percentage area with positive strain greater than 0.1% strain within a known water-based (gelatin) region. The 0.1% threshold was chosen in order to prevent small, unreliable strains from influencing the calculation.

A one-tailed, paired t-test was used to evaluate statistical differences. The difference between PIHI and 6.6 MHz tracking and between PIHI and 3.3 MHz tracking was evaluated. For the liposuction phantom, differences in the strain estimates before and after addition of clutter were also evaluated. Thus, a maximum of three comparisons were used in order to minimize the probability of type I error. A paired t-test was used because all three tracking methods were
implemented within a single pulse sequence such that the temporal and spatial variation in the targets was negligible. In the case of the liposuction phantom, a mechanical translation stage was used to ensure spatially matched images before and after the addition of clutter. A one-tailed test was used because the goal was only to test the hypothesis of whether PIHI tracking improved strain estimates as compared to 6.6 MHz and 3.3 MHz tracking. In all cases, when \( p < 0.05 \), differences were considered significant. MATLAB R2014a (MathWorks Inc., MA, USA) was used for all statistical analyses.

4.3 RESULTS & DISCUSSION

4.3.1 Homogeneous Gelatin Phantom Experiment

Figure 20 shows the results for the homogeneous gelatin (0% castor oil) phantom imaged using TSI. The heating duty cycle was varied from 0.1 – 10% which produced monotonically increasing \( \Delta T \) on the range of \(<0.10 – 0.78 \circ C \). A single temperature measurement was taken for each duty cycle in order to avoid potential damage to the transducer at higher duty cycles. Figure 20a shows \( \beta \) as a function of \( \Delta T \). We observe that \( \beta \) converges to a value of approximately 0.13 \( \%/\circ C \) for \( \Delta T > 0.26 \circ C \) (4% duty cycle). Although \( \beta \) converged to a smaller value for fundamental as compared to PIHI tracking, the difference was not statistically different. Prior studies using ultrasound tracking simulations have shown that a 5-10% bias in displacement can be expected in the presence of stationary clutter or lower tracking transmit frequencies [53], [70]. The reason statistically significant bias was not reproduced in this study was likely the result of uncertainty in the thermocouple measurements. In the context of the literature, these data suggest
that if a large enough region is chosen, a wide range of tracking frequencies will provide estimates of the apparent strain that agree within 5-10% of each other.

Figure 20: Results for the homogeneous gelatin (0% castor oil) phantom. In a), $\beta_{exp}$ as a function of the measured temperature change is shown for three different TSI tracking modes. In b), the SNR in the heated region as a function of measured temperature changes is calculated. The “*” designates the temperatures over which PIHI tracking provides better SNR than either 6.6 MHz or 3.3 MHz tracking (p < 0.05).

Figure 20b shows SNR as a function of $\Delta T$. The region over which the SNR was calculated is shown in Figure 19b and has an area equal to 125 mm$^2$. We observe that the trend in SNR parallels the trend in $\beta_{eff}$. In other words, for $\Delta T > 0.26^\circ\text{C}$, the measured SNR appears to converge to a fixed value for all imaging modes. In addition, PIHI tracking improves the SNR by an average of 21% and 124% as compared to the 6.6 MHz and 3.3 MHz tracking respectively for $\Delta T > 0.10^\circ\text{C}$ (Fig. 2b, p < 0.05). This improvement is largely due to decreased spatial variation in the PIHI tracked thermal strain image. The decreased spatial variation is likely due to two factors which have improved the variance in the original displacement estimate. First, the PIHI tracking beam has a $f_c$ close to 6.6 MHz. Doubling the $f_c$ relative to the 3.3 MHz tracking pulse will
decrease the variance in the displacement tracking [70]. In addition, because the pulse inversion signal is proportional to the square of the fundamental signal, the PIHI tracking beam will have side lobes that are 6 dB lower than the side lobes for the 6.6 MHz tracking beam and will reduce off-axis scattering and further decrease variance in the displacement estimate. For $\Delta T < 0.10^\circ$C, the apparent strain has a very small magnitude such that there is effectively no signal which likely reflects a lower temperature limit for reliable TSI and NIT measurements.

Additionally, for NIT applications, the data in Figure 20 suggest that if a large region of interest (>100 mm$^2$) is chosen, temperature estimation will agree within 5-10% over a range of tracking frequencies. However, if the goal is to estimate the temperature rise in a small region of interest (≤10 mm$^2$), higher tracking frequencies and PIHI will provide more precise estimates of the temperature change. These tradeoffs might be important to consider in the case of monitoring of HIFU liver ablation where the penetration achieved with a lower frequency might need to be balanced against accurate temperature estimation within a pre-defined treatment area.

4.3.2 Gelatin-Castor Oil Phantom Experiment

Figure 21a shows $\beta_{exp}$ as a function of castor oil percentage. Similar to Figure 20a, the value of $\beta_{exp}$ is not statistically different for fundamental and PIHI tracking. This is true both with and without clutter. As previously noted, simulations have shown that a small degree of bias is introduced in the presence of stationary echoes or lower tracking frequencies [53], [70]. In spite of these simulations, Doherty et al also experimentally found that clutter corrupts displacement tracking primarily by introducing variance to the estimate [94]. Our findings are consistent with those findings because the derivative of an unbiased or minimally biased estimate should also be unbiased or minimally biased.
Figure 21: Results for the mixed gelatin-castor oil phantoms. In a), $\beta_{exp}$ as a function of % castor oil is shown for three different TSI tracking modes with zero layers of clutter. The same data are shown with two layers of clutter in b). In c), the SNR in the heated region as a function of % castor oil is calculated. The "**" designates the temperatures over which PIHI tracking provides better SNR than either 6.6 MHz or 3.3 MHz tracking with no clutter (solid line) and with two layers of clutter (dotted line).

The literature reports that for pure castor oil, $\beta$ is approximately -0.13 %/°C at room temperature [31]. We found that small percentages of castor oil initially resulted in an increase in sound speed as compared to pure gelatin. This means that the speed of sound further increases with increasing temperatures. Above 10% castor oil, $\beta_{exp}$ decreases monotonically for increasing castor oil concentrations. While this finding was unexpected, Nguyen et al reported a similar trend between absolute sound speed and castor oil concentration suggesting that our measurement might be a consistent physical phenomena resulting from low concentrations of oil in gelatin [96].

Miller et al previously used a mixture model to simulate the effects of mixtures of materials on sound speed properties [90]. Our data suggests that for low percentage mixtures, Miller et al’s model might not be valid because their model only produced monotonic changes in sound speed properties. These are empirical findings and, to the best of the authors’ knowledge, no thorough investigations of the physics underlying the relationship between $\beta$ and material...
composition have been completed [29]. Additionally, our data suggest that for NIT applications where ablation is being performed in the presence of fatty liver disease, temperature underestimation is likely if $\beta$ is not appropriately adjusted. Further studies are required in order to fully understand the properties of tissue mixtures that might be found in fatty liver disease or atherosclerotic plaques.

Figure 21b shows the SNR as a function of castor oil percentage. Like Figure 20b, it shows that, in the absence of clutter, PIHI tracking results in a better SNR than fundamental tracking. With the introduction of clutter, all tracking schemes suffer a decrease in SNR. However, PIHI tracking still provides a SNR which is the same or better than 6.6 MHz fundamental tracking without clutter. In the absence of clutter, PIHI tracking improves the SNR by an average of 36.4% and 145% as compared to 6.6 MHz and 3.3 MHz tracking respectively (Figure 19b, $p < 0.05$). In the presence of this clutter, the advantage of PIHI tracking grows to an average SNR improvement of 52.1% and 213% as compared to 6.6 MHz and 3.3 MHz tracking respectively (Figure 21b, $p < 0.05$). For the 50% castor oil phantom, the apparent strain and, as a result, the SNR are very small for all tracking modes. Although the trend is consistent when compared with the other phantoms, a larger number of independent images would be required to detect a significant difference.

The data from Figure 20 and Figure 21, when taken together, show that for $\Delta T > 0.26^\circ C$, the SNR is correlated with $\beta_{exp}$ but not further increases in $\Delta T$. Interestingly, these data suggest that only a small temperature increase well below American Institute of Ultrasound in Medicine thermal safety limits of $1.5^\circ C$ is necessary to achieve an optimal SNR. This is not only important from a safety standpoint, but also because it is expected that attenuation and phase aberration and will decrease the maximum acoustic pressure of the heating beam in vivo resulting in a smaller
maximum temperature rise. These data show that, for TSI, acceptable SNR might be achieved in vivo even with lower than expected temperature increases. This might be important for the feasibility of TSI in hepatic steatosis due to the depth of the liver and attenuation of the ultrasound beam from thick, superficial, abdominal fat. In addition to temperature rise generated, the inherent material properties, specific tracking configuration, and signal processing steps will determine the absolute SNR level.

4.3.3 Liposuction Phantom

Data for the liposuction phantom are presented in Figure 22, Figure 23, and Table 2. In Figure 22, the B-mode and TSI images are shown for a single spatial location with no clutter and two layers of clutter. Black dashed lines indicate the -6 dB beamwidth for the heating beam. The processed liposuction fat is expected to be even more homogeneous than native adipose tissue and PIHI tracking provides a qualitatively smoother TSI estimate than fundamental tracking. This is true in the absence of clutter and with two layers of clutter. It can be seen that the magnitude of the apparent strain in the images with clutter is smaller than in the images without clutter. This is because the copper mesh attenuates the heating beam resulting in a smaller temperature increase. In gelatin phantom experiments, the temperature difference with and without clutter was found to be 0.030 – 0.13°C. Figure 23 and Table 2 show quantitative analyses for the liposuction data. Examples of lipid and water-based (gelatin) regions chosen for these calculations are shown in Figure 22b. The interface between the liposuction fat and gelatin was not perfectly flat. As a result, the exact regions chosen varied slightly depending on the spatial location imaged. In Figure 23, CNR, percent true positive area, and percent false positive
area are presented for 0, 2, and 4 layers of clutter. The statistical analyses of the magnitude of differences between the different TSI tracking modes are shown in Table 2.

Clutter degrades the performance of all TSI tracking modes in the liposuction phantom in a manner consistent with what was seen previously for the gelatin-castor oil phantoms. Furthermore, as might be expected, the degree of performance degradation is correlated to the number of layers of clutter used. PIHI tracked TSI has suffers the smallest degradation to performance. It maintains the highest CNR, the highest true positive area, and the smallest false positive area. This advantage grows when more layers of clutter are used. CNR is a useful metric to evaluate image contrast when the imaging target is inhomogeneous. This is relevant to TSI applications in which the goal is to differentiate a lipid rich core from the surrounding atherosclerotic plaque. The percent true and false positive areas are relevant metrics for atherosclerotic plaques, but are also relevant to imaging relatively homogeneous structures like livers with suspected fatty liver disease.
Figure 22: A set of spatially matched images of TSI using 3.3 MHz, 6.6 MHz, and PIHI tracking with zero and with two layers of clutter in the liposuction phantom. a), b), and c) show the B-mode reference images used for tracking. The dynamic range is in dB. Gelatin and liposuction layers are labeled in b). TSI images with no clutter are shown in d), e), and f). TSI images with 2 layers of clutter are shown in g), h), and i). In d) – i), the scale bar indicates % strain. Black dashed lines designate the -6 dB width of the heating beam.

Figure 23: The CNR, true positive area, and false positive area for liposuction phantom for varying degrees of clutter. In a), the CNR for 3.3 MHz, 6.6 MHz, and PIHI TSI tracking modes are calculated for zero, two, and four layers of clutter. In b), the true and false positive percent area within the lipid and gelatin regions, respectively, are shown for the same conditions.
Table 2: Differences in TSI Tracking Mode Performance for Liposuction Phantom

<table>
<thead>
<tr>
<th>Pair Compared</th>
<th>ΔCNR (%)</th>
<th>Δ True Positive (%)</th>
<th>Δ False Positive (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PIHI</td>
<td>6.6 MHz</td>
<td>NS</td>
<td>2.78*</td>
</tr>
<tr>
<td>PIHI</td>
<td>3.3 MHz</td>
<td>63.9**</td>
<td>NS</td>
</tr>
<tr>
<td>6.6 MHz</td>
<td>3.3 MHz</td>
<td>52.2*</td>
<td>2.76*</td>
</tr>
<tr>
<td>PIHI (0X)</td>
<td>PIHI (2X)</td>
<td>NS</td>
<td>3.84*</td>
</tr>
<tr>
<td>6.6 MHz (0X)</td>
<td>6.6 MHz (2X)</td>
<td>NS</td>
<td>4.63**</td>
</tr>
<tr>
<td>3.3 MHz (0X)</td>
<td>3.3 MHz (2X)</td>
<td>NS</td>
<td>4.28*</td>
</tr>
<tr>
<td>PIHI (0X)</td>
<td>PIHI (4X)</td>
<td>35.1*</td>
<td>13.0*</td>
</tr>
<tr>
<td>6.6 MHz (0X)</td>
<td>6.6 MHz (4X)</td>
<td>43.7**</td>
<td>16.6*</td>
</tr>
<tr>
<td>3.3 MHz (0X)</td>
<td>3.3 MHz (4X)</td>
<td>62.4*</td>
<td>15.3***</td>
</tr>
</tbody>
</table>

Tracking modes are compared against each other in the absence of clutter. They are also compared against themselves in the presence of two and four layers of clutter. For CNR, the percent difference is tabulated. For true and false positives, the absolute difference expressed as the percent area is tabulated. * p < 0.05, ** p < 0.01, *** p <0.001, NS = Not significant

B-mode, TSI, and Oil red O histology images of the *ex vivo* CEA sample are shown in Figure 24. In Oil red O staining, lipid rich regions appear red. Based on the histology, red and blue dashed boxes were drawn to mark lipid rich and lipid poor regions, respectively. Matching regions are marked in the TSI imaging. The 3.3 MHz tracking overestimates the extent of the lipid region within the artery and produces a large number of false positive lipid regions in the surrounding gelatin. In 6.6 MHz tracking, the number of false positive lipid regions is drastically reduced and it produces an accurate representation of the lipid deposits within the artery. The images in the third row are spatially matched to the second row, but were taken in the presence of three layers of clutter. After the introduction of clutter, 3.3 MHz tracking produces false positives within the artery in the blue dashed box. The homogeneity within the surrounding gelatin region is also degraded. In the 6.6 MHz tracked image, the lipid rich region marked by
the red dashed box is lost. After the introduction of clutter, the PIHI tracked image is the most spatially comparable with the histology image and qualitatively provides best CNR between lipid and water-based regions within the artery.

Figure 24: A set of spatially matched images of a CEA sample with TSI using 3.3 MHz, 6.6 MHz, and PIHI tracking with no clutter and with three layers of clutter. a), b), and c) show the B-mode reference images used for tracking. The scale bar indicates the dynamic range in dB. The heated region for TSI is overlaid on the reference B-mode image in e), f), and g). The scale bar indicates the dynamic range in % strain. Spatially matched images tracked in the presence of three layers of clutter are shown in i), j), and k). The scale bar is the dynamic range in % strain. A gross image of the matching Oil red O histology is shown in d) and red staining indicates the presence of lipids. Red and blue dashed boxes designate lipid rich and lipid-poor regions and are magnified in h) and l) respectively.

Overall, the CEA data show that the findings previously demonstrated using simplified phantom setups are applicable to real, complex tissues. PIHI-based tracking has potential to improve TSI and NIT estimates across a range clinical applications where clutter might affect image quality.

This study is subject to several limitations resulting from practical constraints in the experimental design. The first limitation was the bandwidth (3.3 – 6.6 MHz) of the ATL L7-4
transducer used in this study. Ideally, this transducer would have had a bandwidth that extended beyond 6.6 MHz. This is because the harmonic signal has a finite bandwidth which should be captured within the passband of the transducer. Although the ATL L7-4 was able to receive harmonic signals satisfactorily, a transducer with a broader bandwidth would be expected to provide further improved harmonic signal transduction which might further improve strain estimation.

Another limitation of this study is that experiments were conducted at ≤25°C in order to prevent the gelatin from melting. The absolute value of β is known to change with temperature [32]. Nevertheless, we found that for the gelatin (0% castor oil) phantom between approximately 5.0 – 20°C, β was within ±10% of the mean value. For pure castor oil, β was approximately constant between 25 – 40°C. These finding suggest that the data in Figure 21a and Figure 22a are likely to be internally consistent. However, it still possible that these values are different than the actual values of β for in vivo water-based tissues. This concern is somewhat alleviated because data in Figure 21b, show that PIHI tracking consistently improves performance for a wide range of β. Nevertheless, reference values for β should be carefully measured for NIT applications which deviate significantly from the temperature ranges provided for this study in order to obtain accurate estimates of ΔT.

4.4 CONCLUSIONS

Pulse inversion harmonic tracking is combined with thermal (temporal) strain imaging in order to improve estimates of apparent strains. The improvement is quantified by comparing the strains calculated using PIHI tracking against the strains calculated from both 6.6 MHz and 3.3
MHz fundamental tracking. For large homogeneous targets >100 mm², precise measurements can be made independently of tracking frequency; however, for small homogeneous targets, the SNR will play a role in determining the precision of the estimate. In homogeneous oil-gelatin phantoms with clutter, PIHI tracking provides an average SNR improvement of 52.1% and 213% as compared to 6.6 MHz and 3.3 MHz tracking. In liposuction phantoms with clutter, the contrast-to-noise ratio is degraded by 35.1% for PIHI as compared to 43.7%, and 62.4% for 6.6 MHz and 3.3 MHz tracking respectively. This degradation in CNR is accompanied by an increase in false positives and decrease in true positives that parallels the trend in CNR. These changes to image quality were reflected in ex vivo CEA data which showed that PIHI tracking reduces false positives, identifies true positive lipid regions, and maintains the CNR between lipid rich regions and the background. Pulse inversion-based tracking can be used to improve thermal (temporal) strain estimates with applications in identification of the lipid rich cores of atherosclerotic plaques as well as quantifying hepatic steatosis.
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5.0 IMAGING CHARACTERISTICS OF HIGH FRAME RATE ACOUSTIC RADIATION FORCE IMPULSE IMAGING

5.1 INTRODUCTION

ARFI imaging has been described as “remote palpation” and uses the tissue mechanical properties as the basis for image contrast. It has been investigated for a number of clinical applications including the assessment of vulnerable plaques, tumor characterization in breast and prostate tissue, and improved needle guidance [27], [39], [40], [97]–[99]. Additionally, the mechanical contrast provided by ARFI imaging is oftentimes superior to traditional B-mode acoustic contrast [41], [42]. However, the ability to provide unique, mechanical contrast in heterogeneous tissues has traditionally been counterbalanced by several weaknesses which include the inability to measure absolute elastic moduli and a low imaging frame rate [37], [38]. The rising popularity of shear wave elasticity imaging can be seen as a direct response to the first weakness [100].

Traditionally, ARFI imaging has been performed with a track-push-track configuration at each imaging line. The first track is a reference line to establish the baseline position of the tissue. The push is several hundred cycles long and mechanically perturbs the tissue. The second tracking series is 3-10 ms in duration and measures the tissue mechanical response to the push. This sequence is then repeated across all imaging lines in order to build a full image. Depending
on the number of total imaging lines, this results in an overall imaging frame rate of 1–5 Hz. In this case, there is a direct correlation between the size of the image field of view and the overall image frame rate. Efforts have been made to address the low frame rate using parallel tracking methods or novel pushing and tracking schemes [38], [101]. The most commonly used scheme is a 4:1 (track:push) scheme. In this realization of ARFI imaging, the mechanical response to the push is allowed to propagate laterally as a shear wave over a very small spatial region (<1 mm) and then tracked using four simultaneous tracking beams [102]. Thus, the total number of pushes required is reduced by a factor of four and, as a result, the overall imaging frame rate is increased by a factor of four.

One of the primary advantages of ultrasound imaging as compared to computed tomography or magnetic resonance imaging, other common non-invasive medical imaging modalities, is the ability to provide real-time imaging. This not only critical for visualizing dynamic structures like peripheral vessels or the heart, but it also compensates for ultrasound’s relatively narrow field of view by enabling “scanning” and acquisition of targets. In other words, the narrow field of view of ultrasound imaging means that searching for and identifying a target using real-time imaging is an important step prior to the acquisition of images of the target organ. Because ARFI imaging is typically unable to achieve real-time frame rates, it is must rely on traditional, real-time B-mode imaging to first identify the target. If the target has poor or no acoustic contrast, the operator will be unable to locate the target for subsequent ARFI interrogation. Additionally, traditional ARFI imaging will struggle to image dynamic structures and cannot practically be used to assist in image-guided procedures.

Utilizing the multi-foci push beam and PWI approach detailed in Chapter 3.0, we were able to achieve frame rates of more than 100 frames per second. Because one push corresponded
to a full image, it reduced the acoustic dose required to generate a single ARFI image. In this high frame rate (HFR) scheme, the limiting factor for the frame rate was the time required for the mechanical response to return to baseline. However, these advantages were enabled by the use of the multi-foci push beam as well as PWI. The multi-foci push beam provides a different stress distribution as compared to the traditional DAS push. Additionally, PWI has decreased resolution and contrast as compared to traditional DAS tracking. The aim of this chapter is to explore how these factors affect ARFI image quality.

5.2 MATERIALS AND METHODS

5.2.1 Bias and Jitter from PWI and Multi-foci Pushing

All sequences in this chapter were implemented on a Vantage (Verasonics Inc., Kirkland, WA) system with the external HIFU power supply option driving an ATL L7-4 linear array (Philips Healthcare, Amsterdam, Netherlands). We implemented two kinds of tracking modes (DAS and PWI) and two kinds of push beams (DAS and multi-foci). We designed four pulse sequences for each possible tracking and push beam combination. In order to measure the bias and jitter (standard deviation) of PWI relative to DAS tracking, we centered the push at 0 mm laterally and tracked a single A-line at 0 mm laterally. RF data were saved and dynamic receive beamforming was performed offline. Loupas’ estimator was used to calculate displacement between the A-lines before and after the push using a 2.2λ kernel. The displacement data were median filtered using a 10 pixel kernel and then filtered with a 2 kHz temporal low pass filter. Each of the four sequences was applied at 10 different locations within a homogeneous phantom.
for a total of 40 acquisitions. Bias and jitter were calculated in a 1 mm region centered about 25 mm axially using Equation 21 and Equation 22, respectively. During all imaging sequences in this chapter, the transducer was held with a clamp and coupled to the phantoms with degassed water.

\[
Bias = E[u_{PW1} - u_{DAS}]
\]

Equation 21: Bias introduced by plane wave tracking. The bias is the expected value of the difference in the displacement found with PWI tracking, \(u_{PW1}\), and the displacement found with DAS tracking, \(u_{DAS}\).

\[
Jitter = \sigma_u
\]

Equation 22: Equation to calculate jitter. The jitter or standard deviation is the sample standard deviation across the ten independent datasets.

### 5.2.2 Full frame ARFI Acquisition

We implemented two pulse sequences to acquire full ARFI images. The first sequence is a “standard” 1:1 push-track ARFI sequence using DAS beamforming. In this sequence, the tracking parameters are shown in Table 3. The push was 500 cycles in duration transmitted at 4.46 MHz with an F/1.3 configuration focused at 25 mm axially. The second sequence was the HFR ARFI sequence utilizing multi-foci pushing and PWI. The PWI tracking parameters are also shown in Table 3. The multi-foci push is also transmitted at 4.46 MHz in 100 cycle bursts that alternated between the three and four foci beams. A total of 500 three foci beams and 500 four foci beams were transmitted (1000 cycles overall).
Table 3: Tracking Parameters for Full Frame ARFI Acquisition

<table>
<thead>
<tr>
<th></th>
<th>Delay-and-sum</th>
<th>Plane Wave</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>5.21 MHz</td>
<td>5.21 MHz</td>
</tr>
<tr>
<td>F/# (Transmit</td>
<td>Receive)</td>
<td>F/1</td>
</tr>
<tr>
<td>Transmit Focus</td>
<td>25 mm, no apodization</td>
<td>N/A</td>
</tr>
<tr>
<td>Pulse repetition frequency</td>
<td>10 kHz</td>
<td>10 kHz</td>
</tr>
<tr>
<td># lines (full image)</td>
<td>45</td>
<td>256</td>
</tr>
<tr>
<td>Line spacing</td>
<td>0.298 mm</td>
<td>0.148 mm</td>
</tr>
</tbody>
</table>

The signal processing was the same as in 5.2.1 except that a 2-D median filter with a 10 X 3 pixel kernel was used. The contrast and contrast-to-noise ratio (CNR) were calculated using Equation 23 and Equation 24, respectively.

\[
\text{Contrast} = \frac{u_{bg}}{u_t}
\]

Equation 23: Equation for mechanical contrast. The mean displacement in the background, \(u_{bg}\), is divided by the mean displacement in the target region, \(u_t\).

\[
\text{CNR} = \frac{(u_{bg} - u_t)}{\sqrt{\sigma_{bg}^2 + \sigma_t^2}}
\]

Equation 24: Equation for CNR. Mean displacement in the background, \(u_{bg}\); Mean displacement in the target, \(u_t\); Standard deviation of the displacement in the background, \(\sigma_{bg}\); Standard deviation of the displacement in the target, \(\sigma_t\).
5.2.3 Homogeneous Phantom

A homogeneous gelatin phantom was fabricated to assess the bias, jitter, and the ARFI imaging field of view. The phantom was made with water, 4% (g/mL) gelatin from porcine skin (Sigma Aldrich Co., MO, USA), and 10% (g/mL) cellulose (Sigma Aldrich Co., MO, USA). The gelatin and water were mixed thoroughly and then heated until the solution reached approximately 65°C or became clear. Then, cellulose was added and allowed to thoroughly mix. The mixture was allowed to cool to room temperature and then poured into a pre-chilled mold in a -20°C freezer. The phantom was allowed to cure at this temperature for an additional hour. Afterwards, it was allowed to come to room temperature and imaged using the aforementioned system. The ultrasound probe was held with a clamp and coupled to the phantom using degassed water. The Young’s modulus of a representative phantom sample was measured to be 8.6 ± 0.4 kPa using a compression test machine (Insight, MTS Systems, Eden Prairie, MN, USA).

5.2.4 Layered Contrast Phantom

A layered phantom was constructed in order to assess the image contrast. The phantom was constructed in two steps. The first step was the construction of a rectangular, stiff gelatin phantom. The phantom was 7% gelatin (g/mL) and 5% cellulose (g/mL). The phantom was otherwise fabricated using the same procedure as 5.2.2 and had a Young’s modulus of 16.8 kPa ± 4.4 kPa. After this phantom had set, it was removed from the original mold and placed in a larger, rectangular mold. The phantom and container were held at room temperature. A second phantom using the recipe from 5.2.2 was fabricated. It was allowed to cool to approximately 45°C and then poured into the rectangular mold containing the first phantom. This was allowed
to set in a -20°C freezer for one hour. The layered phantom was imaged with the interface orthogonal to the transducer face and positioned at 0 mm laterally. In this manner, the left half of the field of view was used to image the stiff gelatin layer and the right half was used to image the soft layer.

5.3 RESULTS & DISCUSSION

The effects of multi-foci pushing and plane wave tracking on the calculated displacement are shown in Table 4. Multi-foci pushing generates a smaller peak displacement and smaller jitter. The decrease in the peak displacement is likely the result of the nature of the multi-foci push beam. Because it is temporally interleaved, the time averaged intensity is reduced at locations where the two multi-foci beams do not completely overlap. This reduction in intensity reduces the magnitude of the impulsive force (Equation 2) and results in a smaller peak displacement. Jitter is known to scale with displacement magnitude and the percentage jitter is slightly smaller, but very similar between both the multi-foci and DAS pushes [70]. Decreased shearing due to the broader multi-foci pushing beam might also contribute to the slightly smaller percentage jitter in the case of the multi-foci push.

Plane wave tracking of both pushing modes resulted in an increase in the measured jitter. Because PWI only utilizes one-way beamforming, there is a loss in resolution as well as a degradation of contrast. Both of these factors have been shown to affect the jitter in the estimate [70], [94]. Interestingly, the relative increase in jitter is smaller when the multi-foci push is tracked. This is likely because the push beam is broad which reduces shearing under the tracking point spread function. Additionally, PWI results in a 15% bias relative to DAS tracking. Overall,
when “standard” (DAS push/DAS tracking) and HFR ARFI (Multi-foci push/plane wave tracking) are compared, the percentage jitter for HFR ARFI is slightly greater than the percentage jitter for standard ARFI. HFR ARFI also results in a small increase in bias relative to DAS tracking.

<table>
<thead>
<tr>
<th>Push Type</th>
<th>DAS focus Tracking</th>
<th>Plane Wave Tracking</th>
<th>ΔJitter (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Peak Disp. (μm)</td>
<td>Bias (μm, %)</td>
<td>Jitter (μm, %)</td>
</tr>
<tr>
<td>Multi-foci</td>
<td>4.6</td>
<td>n/a</td>
<td>0.68 (15%)</td>
</tr>
<tr>
<td>DAS focus</td>
<td>5.4</td>
<td>n/a</td>
<td>1.05 (19%)</td>
</tr>
</tbody>
</table>

The temporal response of the mechanical perturbations generated by standard ARFI and HFR ARFI were also compared in a homogeneous phantom. The tracked displacement profiles are shown in Figure 25. As expected, the magnitude of jitter is greatest at the point of peak displacement. The HFR ARFI response has a slower temporal response than traditional ARFI imaging. This is likely because the multi-foci push contains lower spatial frequencies than the DAS push beam. The spatial frequencies in the push beam are known to affect the frequency content of the mechanical perturbation [103], [104]. Shear wave dispersion imaging is related to ARFI imaging and aims to measure the dispersive characteristics of tissue. Because of the unique frequency content in the multi-foci beam, it might also be useful for shear wave dispersion imaging.
Figure 25: Displacement vs. time for HFR and standard ARFI imaging. The displacement is calculated in a 1 mm region about 25 mm for both imaging modes. The error bars represent the jitter across the 10 acquisitions.

Full frame standard and HFR ARFI imaging are compared in Figure 26. In panels a) and b), the mean displacement and jitter are shown for standard ARFI imaging. It can be seen that displacement is generated in a narrow axial region centered about 25 mm corresponding to the depth of field of the DAS push beam. The jitter is also greatest in the region of peak displacement. The mean displacement and jitter for HFR ARFI imaging are shown in panels c) and d). The displacement pattern closely resembles the simulated pressure profile for the multi-foci beam. This displacement profile has a long depth of field. However, the lateral width of the push beam narrows with depth. Additionally, it should be noted that the images in panels a) and b) were generated using 45 push pulses and that the overall acquisition time is 45 times longer than the data shown in panels c) and d). The overall displacement magnitude in panel c) is lower.
than the displacement found using standard ARFI imaging and is consistent with the data presented in Table 4. The jitter in HFR imaging is of similar magnitude to the jitter in standard ARFI imaging.

Figure 26: Full frame standard ARFI imaging compared to HFR ARFI imaging. In a) and b), the mean displacement and jitter for standard ARFI imaging are shown. In c) and d), the mean displacement and jitter are shown for HFR ARFI imaging. Panels a), b), c), and d), correspond to data at t = 0.3 ms. In e), the area (>2 µm displacement) of the push beams are compared.

However, given the decreased displacement magnitude, this results in a smaller displacement SNR. In panel e), the effective field of view (>2 µm displacement) of the ARFI imaging modes are compared. Typically, the peak displacement occurs around approximately 0.3 ms. The exact time of the peak will depend on the configuration of the push beam as well as the tissue elasticity. ARFI displacement images are displayed near the peak displacement because the resolution of the images becomes degraded at later time steps [105]. Thus, the most relevant times to consider in panel e) are those early time steps. During those time steps, it is evident that HFR imaging provides a comparable or greater effective field of view as compared to standard ARFI imaging.
The CNR and contrast are compared for standard and HFR imaging in Figure 27. In order to calculate the CNR and contrast, the beam shape was obtained from the mean displacement data in Figure 26. The displacement within the beam inside the stiff and soft gelatin were used to calculate values for the target and background regions respectively. The CNR is shown as a function of depth for both HFR and standard ARFI for three different times after the push. It can be seen that in standard ARFI imaging, good CNR is achieved within the depth of field of the push beam. The peak CNR occurs near the axial focus and continues to grow in magnitude at later time steps. These findings are consistent with similar studies in the literature [105]. As was noted previously, later time steps after the peak displacement demonstrate blurring of the lesion boundaries and degradation in the spatial resolution. For HFR ARFI imaging, the magnitude of the CNR is greatest near 20 mm axially and is relatively stable over the entire axial range. Overall, the peak CNR for HFR ARFI imaging is smaller in magnitude than the peak CNR for standard ARFI imaging. Despite the degradation in CNR for HFR ARFI imaging, the stiff layer is visible in panel h) of Figure 27. However, these data do suggest that, especially for small or low contrast inclusions, HFR ARFI imaging will likely provide poorer image quality than standard ARFI imaging.

The contrast for standard and HFR ARFI imaging show similar trends to the CNR. However, the contrast for standard and HFR ARFI have similar magnitudes. This is likely because the CNR accounts for the variability in the displacement estimate in the target and background. Data in Table 4 show that the variation (jitter) is greater when plane wave tracking is compared to DAS tracking. The increased jitter can be appreciated in panels g) and h) which show a single acquisition of standard and HFR ARFI respectively.
These data suggest that plane wave tracking has the largest impact on HFR ARFI imaging quality. Data from Table 4, Figure 26, and Figure 27 suggest that PWI results in increased jitter and bias as well as decreased CNR. These image quality tradeoffs come with a 45-fold increase in the overall imaging frame rate. Even with degraded image contrast relative to standard ARFI, HFR ARFI was able to demonstrate sufficient contrast to differentiate between two layers with a 2:1 contrast ratio.

![Figure 27: Contrast and CNR for standard and HFR ARFI with a layered phantom. In panels a), b), and c), the CNR is plotted as a function of depth for different times. Similarly, d), e), and f) show the contrast versus depth. Representative ARFI images are show in g) and h).](image)

If indeed, the decreased image quality is due to plane wave tracking, there exist several techniques that might help to improve the image quality. Several groups have shown that harmonic tracking can be used to improve displacement estimation [82], [94], [95]. Additionally,
it is possible that the multi-foci push beam could be further optimized in order to improve either the push area or the mechanical contrast that is generated. In addition to changes in the pulse sequence, several groups have explored more sophisticated displacement tracking algorithms. One particularly promising algorithm utilizes a form of Bayesian estimation which has been shown to dramatically reduce the jitter in ARFI images [55], [56]. These approaches were not implemented in this chapter because the goal was to establish a baseline for the two imaging modes.

In addition to the image acquisition time, another barrier to real-time ARFI imaging is real-time signal processing. In this chapter, all signal processing was performed offline. However, several groups have already shown that GPU-based algorithms can be used to accelerate these computationally expensive techniques to real-time speeds [106], [107]. Both real-time image acquisition and signal processing are critical for potential point-of-care or ARFI-guided imaging applications. To date, these applications have been hindered by long image acquisition times. However, the HFR ARFI imaging approach presented in this chapter enables further exploration of these applications.

5.4 CONCLUSIONS

Temporally interleaved multi-foci beamforming was combined with plane wave imaging in order to create an ultrasound pulse sequence for high frame rate acoustic radiation force impulse imaging. In our implementation a single multi-foci push is able to produce a full ARFI image. This image has a field of view that is comparable or larger than standard ARFI imaging sequences which require 45 pushes. In our realization, this corresponded to a 45-fold increase in
the effective frame rate. The use of plane wave imaging to track the mechanical response to the
ARFI push degrades the image quality. It increases the jitter by 6%, increases the relative bias by
15%, and decreases the peak contrast-to-noise ratio from approximately 3.5 ± 0.6 to 2.0 ± 0.4.
Interestingly, despite the decrease in CNR, the standard and HFR ARFI approaches have similar
contrast suggesting that more advanced tracking techniques could be used to improve the overall
image quality in HFR ARFI. HFR ARFI could be coupled with existing GPU-based
displacement tracking algorithms to produce real-time ARFI imaging which would have
numerous applications including imaging dynamic structures like the heart or vasculature, needle
guidance, and point-of-care assessment.
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6.0 CONCLUSIONS AND FUTURE WORK

6.1 CONCLUSIONS

Thermal strain and acoustic radiation force impulse imaging are promising ultrasound technologies that might have applications for non-invasive assessment of vulnerable atherosclerotic plaques. Initial efforts in the development of TSI were based on a system that utilized separate heating and imaging arrays. Signal processing was developed to improve estimates of thermal strain from data acquired using this system. This work showed that utilizing two different displacement estimators was a means of improving the final estimate of thermal strain.

However, fundamental limitations in the system ranging from the center frequency for imaging as well as the impractical nature of separate heating and imaging arrays motivated the development of a new approach. Temporally interleaved multi-foci beamforming is an approach to beamforming that permits the formation of broad, homogeneous beams that are suitable for both TSI heating and ARFI pushing. We demonstrated that when this approach was modified to allow for variable lateral and axial foci, highly homogeneous beams with broad areas could be achieved for a number of transducer geometries and frequencies. This beamforming approach was used as the basis for a combined TSI and high frame rate ARFI imaging sequence that provided information about both the compositional and mechanical properties of tissue.
In order to better understand the imaging properties of TSI with multi-foci beamforming, we performed a series of phantom and ex vivo studies to explore the effects of the heating duty cycle and percentage lipid on the estimated thermal strain signal. These studies showed that under ideal conditions, a temperature rise as small as 0.25°C could be detected and that TSI was sensitive to mixtures of lipid and water-based tissues. We further went on to show that pulse inversion harmonic tracking could be combined with the multi-foci heating approach to generate an improved estimate of the thermal strain signal in all of these cases.

In order to explore the tradeoffs of HFR ARFI imaging, we conducted a series of phantom studies to understand the consequences of multi-foci pushing and plane wave imaging on jitter, bias, and image contrast. In our implementation, we showed that HFR AFRI imaging improved the imaging frame rate by 45-fold at the cost of increased jitter, bias, and degradations in image contrast. It appeared that these decreases in image quality were due, in large part, to plane wave imaging. Despite these degradations, we showed that HFR ARFI imaging was able to provide enough contrast to differentiate two layers with a 2:1 stiffness ratio.

Overall, there is large potential utility for simultaneous TSI and HFR ARFI imaging. TSI provides compositional contrast and HFR ARFI provides mechanical contrast. While the contrast might be similar in many circumstances, there are key, potential exceptions which give insight into the utility of these complementary imaging modalities. For example, in ARFI imaging, the tissue displacement is measured and tissue with low, relative displacement is generally assumed to have a higher Young’s modulus. However, the displacement actually depends on the intensity of the push beam as well as the acoustic absorption coefficient of the tissue. Thus, phase aberration and varying acoustic properties within a heterogeneous plaque can complicate interpretation of ARFI images. On the other hand, TSI generates differential contrast between
water and lipid-based tissues. Thus, positive thermal strain, independent of magnitude, is an unambiguous indicator of lipid-based tissue.

However, TSI also suffers from certain limitations. In TSI, the strain is calculated from the derivative of the displacement. In general, calculating a numerical derivative is a noise amplifying step. In order to minimize amplification of noise, the derivative was calculated using a Savitzky-Golay filter that was several millimeters in length. While this helps to suppress the noise, it also degrades the spatial resolution of the subsequent thermal strain image. As a result, clearly measuring the thickness of the fibrous cap is challenging from thermal strain images. However, ARFI image contrast is directly derived from the displacement estimates and groups have recently shown that measurements of fibrous cap thickness from ARFI images correlate well with cap thickness measurements from histology [97].

Overall, HFR ARFI and TSI provide mechanical and compositional imaging contrast with complementary applications in interrogation of carotid atherosclerotic plaques. The work in this dissertation provides a foundation for further development of these technologies and future studies involving human subjects.

6.2 FUTURE WORK

6.2.1 Temporally Interleaved Multi-foci Beamforming

The multi-foci beamforming approach presented in 3.0 utilized variable axial and lateral foci to produce a broad, homogeneous beam. In order to choose the foci, a semi-manual, greedy, iterative, optimization approach was used. This approach was utilized primarily to simplify a
computationally expensive optimization. Thus, although the beams that were achieved met the minimum design criteria, the final result is unlikely to be truly optimal.

One of the primary deficiencies that forced this approach was the absence of a well-defined cost function. A good cost function would reflect the desire to achieve a broad, homogeneous beam meaning that it should account for both the amplitude of the pressure distribution as well as the effective area of the pressure distribution. Designing a good cost function would open the approach to a number of well-studied optimization algorithms that were developed to address problems associated with large, complex search spaces. Furthermore, a well-designed cost-function would give the user much more control over the final properties of the beam. Better control of the beam properties could lead to improved heating or pushing beams.

6.2.2 Thermal Strain Imaging Motion Correction

One of the primary remaining challenges before large scale studies of TSI can proceed is the issue of motion correction. TSI measures a signal that is typically on the order of microns. However, operator motion, patient motion, and cardiac motion are all orders of magnitude larger and will completely corrupt even the most robust TSI signal. ARFI and shear wave imaging have also been faced with this problem. Those imaging modalities have successfully addressed this issue by exploiting the fact that the imaging occurs within milliseconds and that the ARFI tissue mechanical response should return to a zero baseline [108]–[110]. Using these assumptions, a polynomial motion filter can be used to extract a micron level signal even in the presence of large motion artifacts.
However, unlike ARFI, the TSI sequence occurs over seconds and the measured signal does not return to a zero baseline within a reasonable time frame. Dutta et al. utilized a time-series analysis approach to separate TSI motion from cardiac motion. However, this approach required acquisition of data over several cardiac cycles [111]. Additionally, it does not account for the stochastic nature of operator and bulk patient motion. In reality, it is unlikely that a single approach will be sufficient to adequately address this issue. Below, I outline four potential approaches that could be explored to address this issue.

1. The physics of ultrasonic heat transfer in biological tissues is well understood and can be accurately modeled [83]. It follows that the thermal strain generated from ultrasound heating should also follow a predictable course which is in direct contrast to the stochastic nature of operator or patient motion. This relationship can be exploited to assist in correction of operator or patient motion. The problem is slightly complicated by the presence of convective cooling from large arteries [111]. Although initial simulations suggest that this cooling is minimal, experiments should be conducted to confirm this result.

2. Cardiac motion is highly periodic. Dutta et al. have already shown that it is possible to separate the thermal strain signal from mechanical cardiac motion over several cardiac cycles [111]. A sequence could be designed to separate acquire several cycles worth of representative cardiac motion. Then, TSI could be performed within a single cardiac cycle. The representative cardiac motion could be used to correct the TSI signal generated over a single cardiac cycle.

3. We showed in 3.0 that adequate heating for TSI could be achieved within 1 second. This corresponds to approximately one cardiac cycle for normal heart rates. However,
the duration could be further shortened. We showed in 4.0 that, in the absence of motion artifacts, robust TSI signal could be detected even for temperature rises <1°C. Further improvements in multi-foci beamforming or updated safety guidelines might also make this option feasible [112], [113]. Additionally, advanced displacement estimation techniques can be used to increase the accuracy of detecting of small signals [55], [56].

4. In order to compensate for motion, a reasonable requirement is to first be able to track the motion. This can be easily achieved by interleaving imaging frames within the heating pulse. To some degree, this was already achieved using the sequence described in 3.0. However, this could be further improved by updating these images in real-time so that the operator can use this feedback to minimize motion.

6.2.3 High Frame Rate Acoustic Radiation Force Imaging

As was noted in 5.1 and 5.3, there are several interesting future directions for HFR ARFI imaging. ARFI is already a relatively well-established imaging modality relative to TSI. Siemens Medical Solutions and GE Healthcare have received United States Food and Drug Administration 510K approval for devices that utilize ARF for diagnostic imaging. To date, however, ARFI imaging has suffered from the aforementioned limitations. Real-time ARFI imaging has a number of potential applications for a broad range medical specialties including emergency medicine, anesthesiology, orthopedic medicine, cardiovascular medicine, hepatology, and radiology. The success of many of these potential applications will depend on maintaining and improving current image quality. A number of approaches to address these concerns were presented in 5.3 and should be explored.
One future application that was only briefly mentioned was the application of the multi-foci push beam to shear wave elastography imaging. Shear wave elastography imaging relies on the propagation of the “push” as a shear wave. The propagation speed of this wave is proportional to the shear modulus of the tissue. Recently groups have been investigating the use of shear wave imaging to measure the dispersive characteristics of tissue [114]. However, the push beams used to conduct these investigations have been limited to DAS generated push beams. Multi-foci beamforming might provide a wider range of push beams which might have applications for shear wave dispersion imaging.

6.2.4 Future Human Studies

In future human studies, there are two critical goals. First, studies should be conducted to establish the accuracy and reproducibility of TSI and ARFI imaging in a representative population of human subjects. These factors are of critical importance and will strongly influence the potential clinical impact of TSI and ARFI imaging. Aside from the technical issues with the imaging modalities that have already been discussed, one important choice that must be determined for such a study is the gold standard against which TSI and ARFI imaging will be compared. Histology has long been the benchmark against which non-invasive imaging modalities were graded. However, comparisons between histology and imaging data are rife with complicating factors including, but not limited to, different slice thicknesses, deformation of tissue during the embedding and cutting process, and challenging image co-registration. For these reasons, multi-contrast MRI might be a suitable alternative to histology. In MRI, there is some control over the slice thickness and the in vivo shape of the artery is preserved.
Additionally, MRI is able to obtain isotropic 3-D volumes, which might more accurate and easy co-registration of images.

Depending on the results of this first study, subsequent studies should be directed towards identifying the clinical utility of combined TSI and ARFI imaging. As was previously mentioned, the concept of the vulnerable plaque is well-established, but there is little high quality evidence to support clinical intervention based off of this concept. A randomized, double-blind study is the gold standard for clinical evidence and could be used to establish protocols for the manner in which TSI and ARFI imaging findings would influence CEA intervention. Specifically, this study would be structured to randomize asymptomatic patients with high-grade stenosis and clinically worrisome findings on TSI and ARFI imaging into either a surgical or medical arm. Such a study would help to definitively establish whether a soft, lipid rich necrotic core or a thin fibrous cap were predictors of future, adverse cerebrovascular outcomes. Additional studies to establish the efficacy of longitudinal monitoring and the effects of medical therapies on plaque stabilization could also be pursued. Overall, if the remaining technical challenges facing TSI and ARFI imaging are addressed, there are a number of clinically significant studies that could be pursued that could have an important impact on clinical practice.
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