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This thesis discusses research focused on the analysis and characterization of nanoscale systems. These studies are organized into three sections based on the research topic and methodology: Part I describes research using scanning probe microscopy, Part II describes research using photonic crystals and Part III describes research using spectroscopy. A brief description of the studies contained in each part follows. Part I discusses our work using scanning probe microscopy. In Chapter 3, we present our work using apertureless scanning near-field optical microscopy to study the optical properties of an isolated subwavelength slit in a gold film, while in chapter 4 atomic force microscopy and a three point bending model are used to explore the mechanical properties of individual multiwall boron nitride nanotubes. Part II includes our studies of photonic crystals. In Chapter 6 we discuss the fabrication and characterization of a photonic crystal material that utilizes electrostatic colloidal crystal array self assembly to form a highly ordered, non closed packed template; and in Chapter 7 we discuss the fabrication and characterization of a novel, simple and efficient approach to rapidly fabricate large-area 2D particle arrays on water surfaces. Finally, in Part III we present our spectroscopic studies. In Chapter 9 we use fluorescence quenching and fluorescence lifetime measurements to study electron transfer in aggregates of cadmium selenide and cadmium telluride nanoparticles assemblies. Chapter 10 features our work using the electronic structure of zinc sulfide
semiconductor nanoparticles to sensitize the luminescence of Tb$^{3+}$ and Eu$^{3+}$ lanthanide cations, and Chapter 11 presents our recent work studying photo-induced electron transfer between donor and acceptor moieties attached to a cleft-forming bridge.
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1.0 INTRODUCTION

This thesis discusses research focused on the analysis and characterization of nanoscale systems. These studies are organized into three sections based on the research topic and methodology: Part I describes research using scanning probe microscopy, Part II describes research using photonic crystals and Part III describes research using spectroscopy. A brief description of the studies contained in each part follows.

Scope of Part I: Scanning Probe Microscopy:

Chapter 3 discusses our work using apertureless scanning near-field optical microscopy to study the optical properties of an isolated subwavelength slit in a gold film. Due to the highly scattering nature of the probe and the sample, near-field images contained significant interference fringe artifacts. A model was developed to explain the origin of this imaging artifact.

In Chapter 4 atomic force microscopy and a three point bending model are used to explore the mechanical properties of individual multiwall boron nitride nanotubes. A force mapping technique is used to collect force curves from various locations along the length of the nanotube. A discussion of the relationship between tube diameter and bending moduli is included.
Scope of Part II: Studies of Photonic Crystals

Chapter 6 describes the fabrication and characterization of a photonic crystal material that utilizes electrostatic colloidal crystal array self assembly to form a highly ordered, non closed packed template. This template is then filled with a hydrogel, which is then cross-linked to form a soft photonic crystal. Silica is then condensed within this soft crystal matrix and after thermal treatment an inverse silica photonic crystal material is created.

In Chapter 7 we have developed a novel, simple and efficient approach to rapidly fabricate large-area 2D particle arrays on water surfaces. These arrays can easily be transferred onto various substrates and functionalized for chemical sensing applications. The degree of ordering of 2D arrays decreases with the particle size. This may be due to the fact that arrays created with the smaller particles are less mechanically stable and may have been disturbed during handling.

Scope of Part III: Spectroscopy Studies.

In Chapter 9 we use fluorescence quenching and fluorescence lifetime measurements to study electron transfer in aggregates of cadmium selenide and cadmium telluride nanoparticles. Electron transfer-induced fluorescence quenching was found to depend on interparticle distance, the energetic alignment of the nanoparticle valence and conduction bands, and the direction of the electric field between the nanoparticles created by their surface charges.

Chapter 10 features our work using the electronic structure of zinc sulfide semiconductor nanoparticles to sensitize the luminescence of Tb$^{3+}$ and Eu$^{3+}$ lanthanide cations. A semiempirical model is used to discuss lanthanide ion sensitization in terms of an energy and charge transfer between trap sites.
Chapter 11 presents our recent work studying photo-induced electron transfer between donor and acceptor moieties attached to a cleft-forming bridge. Here, two different bis-peptide scaffold molecules were used as molecular bridges, which control the spatial position of the electron donor and acceptor groups. Both of these scaffolds form solvent-accessible clefts, allowing us to investigate solvent mediated electron tunneling through non-bonded contacts.
2.0 SCANNING PROBE MICROSCOPY

INTRODUCTION

2.1 PAST, PRESENT, AND FUTURE OF NANOSCOPY.

After Abbe's treatment of the diffraction limit was published, we have taken up the challenge to develop robust and easy to use super-resolution imaging techniques. These efforts have lead to the development of several mature high spatial resolution techniques such as electron microscopy and atomic force microscopies. In recent decades researchers have developed methods for subwavelength spatial resolution in optical microscopy. Below I provide a brief review of the history of microscopy development with enhanced detail on the proximal probe methods, force microscopy and near-field scanning microscopy, that are used in Chapters 3 and 4.
2.2 OPTICAL MICROSCOPY

The first optical microscope was developed in 1595 by Hans Janssen, a Dutch eyeglasses polisher. It extended optical observation to the world of micrometer scaled materials. Then, microscopy development stagnated for nearly a hundred years until 1675, when Antonij van Leeuwenhoek discovered how to construct high power simple lenses and began developing microscopy systems commercially. In the late seventeenth century Jan Swammerdam and Robert Hooke built the first multilens microscopes capable of producing optical magnification of several hundred times. This advance allowed exploration of micron-scale details and observation of the “invisible worlds” of bacteria and cells.

By the late nineteenth century, advancements in the fields of photonic and material science facilitated the design and construction of aberration-corrected, compound-lens systems and microscope instrumentation capable of sub-micron resolution.[1] In 1872, with the support of Carl Zeiss, Ernst Abbe commenced research into the mass production of compound objective lenses. These efforts revealed the fundamental relationship between wavelength and diffraction limited resolution.

2.3 ELECTRON MICROSCOPY

At the end of the nineteenth century and early twentieth century the discovery of the electron and the development of quantum mechanics provided the fundamental insights needed to develop the “electron microscope”. In 1933 Ernst Ruska developed an electron microscope capable of 50 nm...
resolution. In the 1950s lattice scale resolutions of ~ 1 nm were achieved, and in the 1970s atomic resolution was demonstrated for heavy atoms such as thorium or gold. There development coincided with the rise in solid state materials research. Maturation of electron microscopy continued in the 1980s and 1990s, and commercial instrumentation capable of sub-nanometer resolution proliferated. Advancements in aberration correction of electron optics has further extended the resolution limit to sub-angstrom length scales. [5]

### 2.4 SCANNING PROBE MICROSCOPY

In 1980, adaptations of SEM technologies stimulated the development of probe based microscopy techniques. [7] In probe based microscopies, a probe or detector is moved from point to point scanning a grid along the surface of a sample. Typically, the probe is regulated to maintain a near surface distance separation between the probe and surface. The family of techniques which use this scanning mechanism are called scanning probe microscopies (SPM). The first kind of SPM, the scanning tunneling microscope (STM) was developed in 1981/1982. In STM the probe/surface distance is regulated by measurement of the electron tunneling current between an atomically sharp metal probe and a conductive surface. In atomic force microscopy (AFM) a mechanical probe is used to measure the force between a nanoscale tip and the surface. In scanning near-field optical microscopy (SNOM) an optical detector and nanoscale sized aperture can be used to image an optical near-field with a lateral resolution approaching 20 nm. In all of these methods a near surface interaction mechanism results in a detectable signal which is processed to produce an image of a display interface.
Using the cellphone as an example, it is readily apparent that with each successive product generation feature sizes are trending smaller and smaller. Consequently the critical dimensions of the intrinsic design in silicon based structures have become smaller than the wavelengths of visible light. Additionally, with each generation, the number density and architectural complexity of the fundamental elements used to construct higher-level systems has increased. As the critical dimensions of individual components of an emerging technology continue to shrink, characterization at subwavelength length scales becomes an increasingly desired capability, and non-conventional microscopy technology will continue to grow in the coming decades.

Classically, microscopy was used for morphological inspections; however today the challenge of characterizing nanoscale materials and devices has imposed significantly larger demands. Due to its flexibility and broadly ranging contrast motifs, optical microscopy is ubiquitous in nearly every branch of science and applied technology. The critical dimension of biological cells, large biological molecules and many engineered nanostructured materials occurs on length scales ranging from 1 nanometer to 1 micron. The major challenge of optical instrumentation when applied to nano-scale systems stems from the diffraction limit. The characteristics of a microscope suited to nanoscale characterization include sub-100 nm resolution, high chemical specificity, operation in ambient conditions, and possible fluid based observations. Additionally, microscope technology capable of observing the temporal dynamics of scientifically interesting processes is desirable.
Advancements in the fields of photonics and opto-electronics have relied on the ability to observe and characterize electromagnetic fields on nanometer length scales. In many applications it is necessary to conduct quantitative topographical analysis while simultaneously performing electrical, thermal, or optical characterization. Material properties, doping profiles, electrostatic potentials, static electric dipoles, thermal conductivity, stress, forces and light fields must be detected on micro and nanometer length scales.

The resolution of optical microscopy is limited by the wavelength dependent resolution limit. In SPM, resolution is limited primarily by the probe size and signal to noise ratio. A fundamental requirement for all high resolution SPM techniques is the localized nature of the interaction mechanism between the probe and surface; the probe must interrogate the surface under near-field conditions. The requirements of near-field control can be explained by exploring the classical diffraction limited resolution.

2.6 SUPER-RESOLUTION FRAMEWORK

2.6.1 Limitations of Optics

Light is unable to be confined by a conventional optical system to a linear dimension significantly smaller than \( \lambda/2 \); referred to as the diffraction limit. This is commonly explained as an extension of Heisenberg's uncertainty principle to the positional uncertainty of a photon with a known momentum; \([4]\) which in one dimension is
Here, $\Delta x$, and $p$ refer to any of the three Cartesian components of the photon displacement and momentum vectors, respectively. In a medium $i$, the three components of the wavevector $k$ must satisfy $k_i^2 = k_x^2 + k_y^2 + k_z^2$. Where $k_i = \frac{2 \pi}{\lambda_i} = n_i |k_0|$ with $k_0$, the wavevector in vacuum, $n_i$, the index of refraction and, $\lambda_i$, the wavelength in medium $i$.

Classic or conventional optical systems can be defined as the interaction between a material and freely propagating photons. A photon is considered freely propagating when all components of its wavevector are real. Consequently, no wavevector component can be larger than $k_i$. Therefore, the positional uncertainty of a freely propagating photon is greater than or equal to

$$\Delta x_{\text{class}} \geq \frac{1}{|k_i|} = \frac{\lambda_i}{2\pi}$$

Equation 2.2
When a freely propagating photon is confined or focused using a classical objective, the smallest resolvable distance, or critical dimension (CD), is defined as \( CD = \frac{\kappa_1 \lambda}{NA} \) where \( \lambda \) is the wavelength. NA is the numerical aperture, \( NA = n_r \sin \theta \), where \( \theta \) is the maximal half angle of the cone light that can enter the objective. The constant factor \( \kappa_1 \) depends on the intensity distribution of the incident light and ranges from 0.61 to 0.36. For a typical objective uniformly illuminated with near-UV light, \( NA = 0.9, \kappa_1 = 0.61, \) and \( \lambda = 400 \text{ nm} \) \( CD \approx 140 \text{ nm} \). Thus a classical optic is capable of borderline nanometer size resolution.

### 2.6.2 Near-field Optics

Super-resolution can be achieved when a highly confined non-propagating electromagnetic field, a so-called evanescent wave, interacts with a material. The amplitude of an evanescent wave decays rapidly in at least one spatial coordinate, and the wavevector of an evanescent wave is complex. If one wavevector component, typically denoted \( k_x \), has a significant imaginary component then residual components can be larger than \( |k_n| \). Consequently the larger wavevector component reduces the spatial extent, \( \Delta x \).

An evanescent wave can be excited at a boundary between two different media; for example, the total internal reflection at a glass-air interface or the field around a radiating molecular dipole. The amplitude of these fields decays rapidly along the interface normal and the vast majority of the field strength is located near the interface. Consequently, these types of fields are called near-fields. Two defining characteristics of near-fields are that \( k_x \geq |k_n| \) and
\[ \varepsilon > \left( \frac{8\pi}{c} \right) |S| \] . The first relation is the previously described wavevector equality, and the
second relation shows that the energy density, \( \varepsilon \), is greater than the time-averaged flow of
radiation through a volume element determined by the Poynting vector, \( S \). The latter expression
is an equality for freely propagating waves.

### 2.7 SPECIFIC SPM TECHNIQUES.

Centuries of research has produced rich insights into the fundamental principles which govern
the interaction between electromagnetic fields and matter. Application of this knowledge has
allowed the development of a diverse range of spectroscopic techniques, and highly selective
techniques have emerged which are capable of interrogating a sample to provide information on
the elemental composition, chemical and molecular organization, and higher level structural
information. In the fields of localized probe-based microscopy, a wide array of techniques have
been developed.

### 2.8 FORCE-DISTANCE CURVES

Static or contact mode atomic force microscopy (AFM) is used to measure the mechanical
properties of a sample and is a well-developed branch of AFM. In contact mode AFM, a
mechanical cantilever probe is scanned above a sample while a detector sensitive to probe
deflection is used to measure the tip-sample force. This method can probe both attractive and
repulsive forces. Contact mode AFM is typically operated in the repulsive regime, i.e., the cantilever is in contact with the surface and is deflected away from the surface. However, static mode AFM can be operated in both the repulsive and attractive regimes. Static mode is in reference to the fact that the cantilever is not undergoing dynamic oscillating motion.

The standard application of contact AFM is imaging of surface topography using a constant force imaging modality. The tip is in direct contact with surface and the tip-surface interaction is principally a strongly repulsive interaction. Detection of cantilever deflection and a tip-sample interaction force setpoint are used to parameterize an electronic feedback loop used to maintain a constant force between the tip and sample. If the spring constant of the probe is significantly lower than the effective spring constant of the sample atomic bonds, direct determination of the height of the surface is possible. The contact zone between tip and sample is typically understood to consist of many atoms; a contact diameter in the range of 1-10 nm is typical. Long-range attractive tip-sample forces can be imaged using a constant height scanning motif. For example, if a ferromagnetic probe is used, then magnetic forces domain can be sensed from the cantilever deflection observed in constant height mode imaging. Friction Force microscopy is another static mode AFM technique. By scanning the cantilever sidewise with respect to the cantilever length in constant-force contact mode, the lateral forces caused by torsional bending of the cantilever can be detected. Using this signal, local variations in surface friction can be resolved with nanometer resolution.

Force-distance curves are measured by monotonically decreasing the probe-sample separation while the cantilever deflection is monitored. It is desirable to obtain the tip-sample force, $F_{ts}(d)$, as a function of tip-sample distance, d. What is principally measured during the
collection of a force distance curve is the deflection of the cantilever tip, $z_{\text{tip}}$, as a function of the z-position of the sample. Although the $z_{\text{tip}}$ is proportional to $F_{\alpha}(d)$, the z-position of the sample is a convolution of the z-motion and the cantilever deflection.

Mechanical properties, such as sample elasticity or maximum tip-sample adhesion force are readily measured using force-distance curves. Additionally, when imaging samples that are sensitive to the applied tip-sample force, such as soft biological samples, a force-distance curve conducted at pre-selected points enables selection of a force setpoint that does not unnecessarily wear and degrade sample integrity.

### 2.9 APERTURELESS NEAR-FIELD OPTICAL MICROSCOPY

In the original scanning near-field optical microscope (SNOM), the aperture-based SNOM, the optical diffraction limit is surpassed by forcing light through the metallic aperture of an optical fiber-like probe under near-field conditions. By definition, near-field conditions require the probe to be positioned in close proximity to the surface where near-fields, optical or otherwise, have significant amplitude. As has been stated previously, the resolution of the optical near-field scanning probe techniques is limited by the diameter of the probe. Unfortunately, the probe diameter also limits signal-to-noise as the aperture size shrinks and ultimately reduces the light throughput. In aperture-based NSOM, the metalized, tapered glass geometry of the probe must balance miniaturization of the probe dimensions against the photon throughput limitations imposed by the waveguide cutoff effect.
Apetureless near-field scanning optical microscopy (ANSOM) circumvent the aperture-size paradox by leveraging well-known mechanisms of optical field enhancement. Typically, a strongly scattering sharp probe, such as an AFM tip, is placed in the focus of a laser beam allowing field confinement effects to act as the basis of the ultra resolution mechanism. The nano-optical field in the near-field region of the probe apex can be strongly enhanced due to localized surface plasmon resonances or to geometric considerations such as lightning rod and antenna effects.

In general, two classes of ANSOM have emerged. One type is scatter type microscopy (s-SNOM), in which a strongly scattering tip is either polarized by a surface near-field or polarizes a surface near-field. In this method the tip scatters the optical near-field, converting it into a propagating optical signal which can be detected by traditional optical schemes. The second type is tip enhanced microscopy, where a tip enhanced field is used to locally excite a material by a variety of optical mechanisms. Mechanisms include: tip enhanced Raman scattering, tip-enhanced harmonic generation, and tip-enhanced fluorescence. More recently, s-SNOM probes in which single metal particles are attached to dielectric tips have emerged. This probe morphology is both significantly more robust and mechanically superior than the high aspect ratio tip previously used in s-SNOM.

The ANSOM technique used in the studies contained in this thesis are based on sharp tip light scattering. Again, this technique has no wavelength based resolution limit; resolution is nearly entirely determined by the probe radius. Probes with 20 nm radii are common and 10 nm lateral resolutions have been demonstrated.
2.10 FUTURE OF SCANNING PROBE MICROSCOPY (SPM)

Central to all SPM techniques is the use of a mechanical tip. A probe located in the near-field of a sample can sense a diverse spectrum of interaction mechanisms. Simultaneous high resolution measurement of near-field interaction mechanisms and topography is a major advantage of SPM. However, SPM techniques have not been fully developed into user-friendly and robust systems, and are typically limited in scan speed and field of view. Consequently significant efforts need to be made in:

• The use of multi-probe systems. Multi-probe techniques will increase sample acquisition speed and interaction volumes. By using an array of tips, it would be possible to sense different sample properties simultaneously.

• The development of probes which join both sensor and actuator functionality. Possible examples would include nanoscalpels or nanopipettes. Nanoscale detector arrays will allow a diverse range of surface properties to be assessed.

• The integration of SPM into complementary microscopy techniques, such as classical optical microscopes. Integration of SPM, focused ion beam and SEM in a single system would provide characterization and fabrication possibilities relevant to a wide range of fields.
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3.0 OBSERVATION AND ANALYSIS OF LOCALIZED OPTICAL SCATTERING WITH NON-PASSIVE PROBES
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3.1 INTRODUCTION

Nanophotonics have demonstrated promise in a range of applications from integrated optical circuits to medical diagnostics.[12; 13; 19; 55; 72; 77; 79; 84] Often, only a small set of simple, subwavelength structural elements such as concentric circles, slit apertures, and two dimensional aperture arrays are utilized to construct complex nanophotonic devices.[12; 13; 17; 19; 24; 46; 47; 56] The increasing sophistication of nanophotonics depends on an acute understanding of the interaction between electromagnetic radiation and these subwavelength optical elements. Direct observation of this interaction is possible with the use of a near-field scanning microscope. Near-field scanning microscopy is capable of resolving electromagnetic phenomenon at length scales below the diffraction limit.[3; 5; 23; 27; 29; 31; 32; 35-38; 42; 43; 58; 66; 68; 78; 81; 86] However, several
well documented experimental challenges, convolute the signal response of near-field microscopes.[8; 23; 29; 35; 42; 54; 58; 66] In this work, transmission mode apertureless near-field scanning optical microscopy is employed to study localized optical scattering above a subwavelength aperture. This document will address complexities arising from the interaction of propagating radiation with a polarizable probe-sample interface.

The term scanning near-field optical microscope (NSOM) is used to describe members of a family of instruments capable of resolving electromagnetic field distributions at length scales significantly smaller than the diffraction limit. The maximum resolution of traditional optical microscopes utilizing diffraction limited optics approaches λ/2, where λ is the wavelength of illumination.[67] NSOM studies regularly demonstrate resolutions of λ/10 and λ/60 resolution has been reported.[61]

The NSOM was first proposed in 1928 by E.H. Synge.[74] In a brief series of papers and private correspondences exploring the feasibility of sub-wavelength resolution, Synge proposed a mechanism of image formation using an optical probe consisting of a sub-wavelength circular aperture in an opaque screen or a quartz cone with a metal coating everywhere except the apex. Illumination of these sub-wavelength apertures generates an electromagnetic near-field containing high spatial frequency components. Placing a sample surface into the generated near-field facilitates scattering of high spatial frequency fields by sub-wavelength size surface elements. Scanning the aperture in a plane parallel to the sample surface and collecting scattered light with diffractive optics generates a super-resolved image. Spatial resolution is due to the localized nature of the electromagnetic near-field. Efficient near-field to far-field conversion is possible only when the separation between aperture and sample is less than the wavelength of the incident field. When optical frequency illumination sources are used, nanometer scale resolution
may be obtained; however, distance regulation on the order of several 10s of angstroms is required. The significant technological challenges imposed by nanometer scale scanning resulted in a significant delay before Synge’s hypothesis was verified at optical frequencies. By 1984, rapid development of piezoelectric crystal fabrication and scanning probe microscopy (SPM) techniques such as scanning tunneling microscopy and atomic force microscopy (AFM) facilitated experimental verification of NSOM in the visible spectrum.[61] More recently, several research groups have obtained sub-wavelength resolved images by scattering high spatial frequency fields with a subwavelength spherical probe.[7; 32; 86] Near-field scanning techniques based on this approach are generally referred to as apertureless NSOM or ANSOM. Several review articles focusing on aperture based NSOM [10; 16], ANSOM [31; 33; 58], and optical near-field theories [21; 60] demonstrate the development this field.

ANSOM overcomes several significant experimental limitations of aperture based NSOM such as:

• Skin depth limited resolution
  • In visible spectrum NSOM, maximum resolution approaches 20 nm due to the skin depth of metals used to define the aperture boundary.

• Low signal sensitivity
  • Small signal levels are due to inherently small light throughput of the aperture.

• Low incident power
  • Near-field illumination intensity is limited by thermal damage mechanisms present at probe apertures

• Waveguide cut off
NSOM probes are typically constructed by from elongated optical waveguides. Consequently, the utility of aperture NSOM is limited to wavelengths below the cut-off frequency.[3; 9; 23; 25-29; 32-34; 54; 65; 85]

In ANSOM, near-field resolution is proportional to the spatial profile of the probe. The radius of curvature at the apex of commercially available SPM probes commonly approach 5 nm. ANSOM signal sensitivity can be enhanced by utilizing probe materials with large scattering or absorption cross section. Metal coated probes have radius of curvature approaching 25nm. A single ANSOM system may be utilized across broad spectral range.[29] The widespread availability of commercial probes and probe positioning equipment significantly enhances the accessibility of ANSOM as a common laboratory instrument.

As with all scanning probe technologies, the key physical principles involved are localized in the region surrounding the probe. Of primary importance is the physics of probe-sample optical coupling. In ANSOM experiments, sensitivity and resolution critically depend on the ability of the probe-sample systems to localize and scatter electromagnetic fields with large spatial wavevectors, \( k_{sp} \). Typically, an ANSOM probe is placed between one and several hundred nanometers above the sample surface. At this length scale, theoretical calculations predict enhancement of incident electromagnetic fields at optical frequencies for many materials. Additional field enhancement is expected for systems which support surface active electromagnetic resonance modes such as plasmons or phonons.[4; 30; 40; 63] Also, the “lightning rod effect,” present in all geometrically constrained conductive systems, plays a role in localized field enhancement.[11; 18; 50; 62]
Theoretical probe-sample coupling studies have been reported using a multitude of techniques. These techniques include the multiple-multipole method [11; 53; 56; 63], the Green dyadic technique [21; 22; 40; 59], the Finite Difference Time Domain [51], and rigorous electromagnetic treatments [6; 15; 62; 78].

A primary challenge of ANSOM experiments arises from the need to isolate true optical near-field signals, which contributes a small fraction to the total collected signal. Background contributions from light reflected, scattered, or diffracted by nearby sample structures often masks the localized probe-sample coupling and diminishes resolution. Two techniques, Lock-in amplification [43; 78] and high harmonic demodulation [29; 39; 42; 70] are often used to overcome this issue. These techniques may be implemented via harmonic modulation of the probe sample separation. In ANSOM experiments, probe-sample distances are frequently regulated by an AFM controller capable of performing non-contact or “tapping mode” (TM) imaging [10; 64].

This work reports the characterization of near-field optical properties of elementary structures. Apertureless scanning near-field optical microscopy (ANSOM) enables observation of optical properties below the diffraction limit; however, data collected by this technique may contain more than near-field contributions. In this work, transmission mode ANSOM is used to study optical properties of an isolated subwavelength slit. Constant-height mode ANSOM images reveal fringe patterns on both sides of a slit aperture. Fringe patterns are sensitive to the relative positions of the ANSOM detection optics and the slit. Fringes result from a superposition of probe scattered fields and the average wavevector of collected light. Analysis confirms the existence of two families of scattered fields which are directed parallel to the sample plane and
propagate in opposite directions away from the slit. Data collected using different probe geometries reveal the existence of a homodyning field comprised of fields transmitted through the slit and scattered by the ANSOM probe body.

3.2 EXPERIMENTAL DETAILS

3.2.1 Deposition of Metal Film

An Electron-beam evaporation system (Thermionics model VE 180) was used to evaporate a 200nm thick Au film over a 5 nm layer of Ti on a quartz substrate. Prior to metal film deposition, the substrate was cleaned in argon plasma.

3.2.2 Fabrication of Nanoslits

A focused ion/electron dual beam system (JEOL model SMI-3050SE) was used to mill apertures into the metal film. An ion beam with 100 pA current was used. The minimum ion dose required to completely mill through the metal film was determined by milling and cross-sectioning several test structures in a manner similar to that recently reported. [57]
3.2.3 Near-field Microscopy

In order to study sub-wavelength resolved optical fields localized near the surface of isolated apertures, an ANSOM was designed and constructed. The ANSOM was constructed by integrating a sample illumination pathway and a homebuilt optical microscope into a commercial SPM platform (Veeco Instruments, Dimension 3100). A brief description of the experimental apparatus follows.

Direct backside illumination of sample structures was achieved with a sample excitation pathway and a custom SPM sample stage (Figure 3.1). A single mode, polarization maintaining optical fiber coupled 532 nm light from frequency doubled Nd:YVO4 laser into the excitation pathway. Fiber optic output was collimated by an aspherical lens and passed through a linear polarizer. Incident field polarization angle was set by rotating the major axes of the fiber and the polarizer. The electric component of the incident field was polarized perpendicular to the long axis of the slit. A reversed telescope expanded the collimated beam diameter to match the input iris of a condenser lens. A 45 degree mirror directed the focused Gaussian beam onto the backside of the patterned metal film. A portion of the fields transmitted and diffracted by the slit aperture were scattered by an oscillating probe and collected using 10x long working distance objective lens, NA = .23, elevated approximately 15 degrees above the x-y sample plane. The objective was focused onto the SPM probe/nanoaperture interaction zone. A dielectric filter separated incident illumination and 670 nm wavelength SPM feedback illumination. An adjustable aperture placed in a confocal plane helped limit collected scattering to a region several microns wide centered near the probe apex. Light passing through the aperture impinged onto a photon multiplier tube (Hamamatsu 1P28). PMT signals were passed to an impedance matched
input of a lock-in amplifier (Stanford Research SR844). Cantilever-probe oscillation frequencies, obtained from the SPM controller electronics, provided the lock-in reference signal. Demodulated optical signals were routed to the SPM controller, synchronized to SPM topography and stored.
The elements of excitation pathway are: single mode fiber, SMF, fiber collimation lens, FC, linear polarizer, P, beam expander, BX, positive lens, L, and mirror, M. The elements of the collection pathway: objective lens, OL, tube lens, TL, beam splitter, BS, dielectric filter, DF, aperture, AP, eye-piece lens, EL, and photon multiplier tube, PMT.

Figure 3.1: Instrument schematic
ANSOM images were collected by laterally scanning a SPM probe regulated by TM feedback. In order to minimize optical-topographical coupling, ANSOM data was collected at a constant height above the average sample plane. [42] PtIr5 coated conductive SPM probes with an approximate force constant between 42-45 N/m, were used in all studies. Peak to center probe oscillation amplitude was set to approximately 85nm. Two different apertureless probe geometries were utilized in this study. Scaled drawings of the traditional geometry (Nanosensors PPP-NCHPt) and extended geometry (Nanosensors ATEC-NPt) probes used in this study are depicted in (Figure 3.2).
Figure 3.2: ANSOM probe drawings

Scaled drawings of ANSOM probes Extended Geometry: (Nanosensors ATEC-NPt) Traditional Geometry: (Nanosensors PPP-NCHPt)
3.3 RESULTS AND DISCUSSION

3.3.1 Lateral ANSOM Images of a Single Metallic Nanoslit

We present three cases where changes in the relative orientations of the detector and probe-cantilever system with respect to a slit aperture affect fringe patterns observed in ANSOM images. In (Figure 3.3), panels A, C, and E display topography of an isolated slit aperture in opaque gold film. Panels B, D, and F display constant height \( n_f \) demodulated optical signals. Approximate slit locations are marked by a dashed line. On the left hand side of this figure, relative orientations of the SPM cantilever and detector with respect to the long slit axis are represented schematically. In the schematics, the smaller rectangle represents the free end of the cantilever.

In the first case, (Figure 3.3 A, B) the detector is parallel to the slit, looking down the long slit axis, and tilted 15 degrees above the sample plane. The fringe pattern observed in the 2f demodulated optical signal makes angles of +/- 45 degrees from the long slit axis, with the fringes on either side of the slit being perpendicular to each other. The demodulated optical image shows a clear asymmetry in the field amplitudes on each side of the slit, with the fringes on the left side being far more pronounced than those on the right. Preliminary results, discussed in a subsequent section, suggest that this asymmetry arises from the cantilever’s orientation with respect to the slit.
In the second case, (Figure 3.3 C, D) the slit remains in roughly the same orientation as the first case, but the detector is now rotated clockwise by 45 degrees. The fringe pattern observed in the 1f demodulated signal also appears to rotate clockwise relative to the first case, with the fringes on either side remaining mutually orthogonal. Again, asymmetric intensity distribution on either side of the slit is observed. However in this case, the gain on the detector was increased making the fringes on the right hand side more apparent and in turn causing detector saturation in higher intensity regions.

In the third case, (Figure 3.3 E, F), the sample and SPM scan angle are rotated 90 degrees in the laboratory frame. These rotations produce qualitatively similar topography as compared to the previous cases, but the key difference here being the slit is now oriented perpendicular to the detector. Fringing is exclusively observed on one side of the slit.
Figure 3.3: Lateral ANSOM imaging with extended probe


Left hand side: Schematic representation of relative orientations of SPM cantilever and detector with respect to the long slit axis. In the schematics, the smaller rectangle represents the free end of the cantilever.
3.3.2 Model: Superposition of Background and Probe Scattered Fields

In this section a model based on the approach of Aubert [5] is expanded and utilized to explain interference patterns observed in lateral ANSOM images. This model accurately predicts observed fringe periodicity and two-dimensional interference profiles.

Illumination of a stationary nanoslit milled in an optically thick metal screen leads to diffraction causing a static background field. When losses due to specular scattering by the metal film and material absorption are neglected this field can be expressed as

\[
\vec{E}_{\text{diff}} = |E_{\text{diff}}| \exp(i \varphi_{\text{diff}})
\]

Equation 3.1

where \( \varphi_{\text{diff}} \) is the phase of the diffracted reference field. A conductive spherical probe scanned a distance \( z \) above the x-y sample plane scatters a portion of the diffracted field. The field scattered by a harmonically oscillating probe is given by

\[
\vec{E}_i = |E_i| \exp(i \varphi_i(x, y, t))
\]

Equation 3.2
where $\phi_t$ is the position-sensitive phase of the scattered field. Field perturbations due to probe motion along the z-axis may be neglected if the probe is smaller than the incident wavelength and the distance between the sample and probe is constant [42]. Setting the reference signal of a lock-in amplifier to the probe oscillation frequency facilitates detection of probe modulated fields. Elimination of non-modulated intensity products of $(\vec{E}_t + \vec{E}_{diff})^2$ allows the intensity to be expressed as

$$I(x, y, t) = |E_t|^2 + 2|E_{diff}|E_t\cos(\phi_t(x, y) + \phi_{diff})$$

Equation 3.3

Theoretical [2; 14; 20; 41; 42; 44; 45; 48; 49; 52; 69; 75; 76; 80; 82] and experimental [1; 2; 20; 73; 80; 83] studies have suggested that the edges of a sub-wavelength slit transform incident fields into transmitted fields containing wavevector components parallel to the metal film output surface. In this case, transmitted fields propagate away from the center of the slit, and the plane containing the long slit axis and the z-axis forms a plane of symmetry. $\phi_t$ may be expressed as

$$\phi_t(x, y) = k_{diff} \cdot (x \hat{X} + y \hat{Y}) - k_{det} \cdot (x \hat{X} + y \hat{Y})$$

Equation 3.4
where \( k_{\text{diff}} \) is the wavevector of the diffracted portion of the transmitted field, and \( k_{\text{det}} \) is the average wavevector admitted by the objective lens. \( \hat{X} \) and \( \hat{Y} \) are Cartesian unit vectors which describe the sample plane. Only the components of the \( k_{\text{diff}} \) and \( k_{\text{det}} \) parallel to the sample surface are included in Equation 3.4. In order to account for the proposed diffraction symmetry, Equation 3.4 is re-expressed as

\[
\phi_t(x, y) = (-1)^\zeta k_{\text{diff}} \left[ x \cos (\theta_s - \frac{\pi}{2}) + y \sin (\theta_s - \frac{\pi}{2}) \right] - k_{\text{det}} \cdot (x \hat{X} + y \hat{Y})
\]

Equation 3.5

with

\[
\zeta = \begin{cases} 
0 & \text{if } \text{angle}(x, y) < \theta_s \\
1 & \text{if } \text{angle}(x, y) > \theta_s
\end{cases}
\]

Equation 3.6

The function “angle(x,y)” returns the angle from the \( x \)-axis to a line containing the origin and the probe location. Probe coordinates directly overlapping the slit aperture are neglected. Inserting Equation 3.5 into Equation 3.3 permits calculation of two dimensional, probe-position dependent interference plots.

This model predicts that the direction of the fringe pattern can be controlled by either rotating the detector relative to the diffracted field, or vice versa. Namely, it is the direction of the average detected wavevector, \( k_{\text{det}} \), relative to the diffracted wavevector, \( k_{\text{diff}} \), that determines
the angle of the fringes through Equation 3.5. In order for the fringes on the left and right to remain orthogonal to each other during rotation of the detector, they must result from the superposition of wavevectors with identical magnitudes.

Simulated phases corresponding to the three case geometries discussed were calculated and are presented in (Figure 3.4 B, D, F). The directions of $k_{det}$ and $k_{diff}$ used in these simulations are indicated by white vectors. Simulated interference patterns are consistent with the collected demodulated optical scattering images shown in (Figure 3.4 A, C, E). Simulated fringe patterns were calculated by assuming diffracted wavevectors possess significant projections along plane of the metal film and, on each side of the aperture, diffracted fields propagate in opposite directions. In the first two cases, panels A-B and C-D, fringes on either side of the slit are perpendicular to each other. In the third case (Figure 3.4 E, F), where the slit is perpendicular to the detector, the model predicts the absence of fringes, right hand side of panel F, due to antiparallel alignment of detected wavevectors.
Figure 3.4: Simulated phase calculation.

Panels A, C, and E: nf demodulated optical signal. Approximate slit locations are marked by a dashed line. Panels B, D, and F: simulated phases. The directions of k\text{det} and k\text{diff} used during calculation are indicated by white vectors.
This model fails to address origins of the asymmetry observed in the measured field intensities on the two sides of the slit. This is because the interference model only accounts for probe position and does not consider complex probe shape. A comparison of ANSOM images collected with different styles of SPM probe geometries sheds light upon the origin of asymmetric intensity.

ANSOM images presented in (Figure 3.5) were collected with traditional geometry probes whereas the images contained in (Figure 3.4) were collected using extended geometry probes. When a traditional probe is scanned on the right side of the slit, propagating light transmitted directly through the apertures is reflected off of the base of the probe and the end of the cantilever, creating a strong self-homodyning field [71]. In panel B of (Figure 3.5), this constructive interference results in the high intensity vertical band located to the right of the slit. On the other hand, when the probe is scanned over the left side of the slit, the transmitted field is reflected weakly off of the base of the cantilever resulting in a smaller homodyned field. Increasing detector gain allows observation of scattered field on the left side (data not shown) at the expense of detector saturation. A comparison of the adjacent scattering surfaces available when a probe is located on left and right hand sides of the slit is illustrated in (Figure 3.6).
Figure 3.5: ANSOM imaging with traditional probe

Panel A: topography signal  
Panel B: 1f demodulated optical signal  
Panel C: 2f demodulated optical signal  

In these images, the relative orientation of SPM cantilever and detector with respect to the long slit axis is comparable to the experimental geometry depicted in (Figure 8 A,B).
Figure 3.6: Scattering surfaces
Replacement of a traditional geometry probe with an extended geometry probe requires an increase in the detector gain. In the images collected with the extended probe, (Figure 3.4), fringes are predominantly observed left of the slit. Additional increases in detector gain allow observation of fringes on the right side while saturating the detector elsewhere. When the extended probe is on the left side, reflection of transmitted fields is qualitatively similar to the situation in which the traditional probe is located left of the slit. Compared to traditional probes, extended probes posses smaller surface area which may explain the increased detector gain. Extended probe bodies weakly scatter the transmitted fields and produce a relatively weak self-homodyning field.

When the extended probe is located right the slit, there is a low probability that the cantilever body or tip base can scatter transmitted light, and detector gain must be significantly increased to observe fringing right of the slit. For traditional tips located right of the aperture, portions of tip base and cantilever body protrude towards the slit. This may be the cause of the high intensity strip observed right of the slit in (Figure 3.5 B).

At 2f demodulation, (Figure 3.5 C), fringe patterns were diminished and intensity more localized near slit edges than in the 1f demodulation image (Figure 3.5 B). 2f demodulated signals are more sensitive to surface bound fields [29]; this suggests a majority of the light exiting the slit apertures is weakly bound to the sample surface.

The experimentally observed interference originates from variations in optical path length between the probe and detector. The existence of fringes in regions several wavelengths away from the aperture edges suggests the presence of freely propagating background fields. The ratio of scattered far-fields to scattered near-fields, e.g. fields localized along the edges of the slit, is large. Consequently, resolution of near-fields launched and scattered by the subwavelength
dimensionality of this aperture requires a higher degree of far-field discrimination than was achieved in this study. Improvements in near-field to far-field scattering ratio can be obtained several ways. Demodulation at frequencies greater than $2f$ would result in images containing higher concentration of localized fields; however, advantages of higher harmonic demodulation are partially offset by decreases in overall signal intensity. Because the slit aperture utilized in this study was not strictly sub-wavelength, a non-negligible portion of incident field was able to propagate through the aperture. Fabrication of apertures with larger depth to width aspect ratios, possible with lower ion beam currents, or illumination with longer wavelength incident fields would significantly decrease contributions of this field to the total signal. Additionally, with the probe’s apex near the surface, a large number of scattering centers along the base of the tip and cantilever body exist outside of the near-field intensity region. The scattering contributions of these centers likely originate in the far-field and do not enhance image resolution. The surface of an ideally suited probe would be optically passive at every except at the apex. Selective etching or deposition of conductive SPM probes may provide additional signal to noise enhancement.

3.4 SUMMARY AND CONCLUSIONS

We demonstrated ANSOM images of a nanoslit aperture contain interference fringes which result from superposition of the average detected wavevector and components of the field scattered by the nanoslit. Analysis confirms that such a slit generates two scattered orders launched perpendicular to the slit. Furthermore, fringe patterns can be controlled by changing the orientation of the slit, and thus the direction of the two scattered orders, with respect to the
detector or vice versa. The model originally developed by Aubert et al. was extended to account for the two scattered orders present in our system. The resulting calculated fields agreed well with the ANSOM data in several different detector/slit orientations.

Additionally, probe geometry and probe position relative to the slit strongly affect the magnitude of self-homodyning fields exhibited in ANSOM images. For a single slit aperture, sources of homodyning fields include a propagating field transmitted through the slit and reflected by the probe base and/or cantilever body. Sensitivity of self-homodyne amplification to probe geometry suggests that portions of the probe base and cantilever body scatter significant transmitted optical fields.
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4.1 INTRODUCTION

Boron nitride nanotubes (BNNTs), first predicted in 1994 [5; 51] and synthesized in 1995, [12] have attracted increasing attention in recent years due to their unusual properties. Although structurally similar to carbon nanotubes (CNTs), BNNTs have significantly different optical and electronic properties. BNNTs are much more insulating than CNTs, with a band gap of 5–6 eV which is largely independent of tube chirality or diameter. [5] Theoretical studies
have indicated that the axial Young’s modulus of single wall BNNTs (SWBNNTs) is of the same order as that of carbon nanotubes (∼1 TPa). BNNTs’ mechanical properties, together with their high aspect ratio, high thermal conductivity, optical transparency, electrically insulating character, and high resistance to oxidation (up to 1100 °C), make them ideal fillers for technologically relevant composite materials such as seals and encapsulants and biomaterials. In addition, BNNTs show promise for a diverse range of other applications, including hydrogen storage, targeted drug delivery, and optoelectronic devices such as lasers and light emitting diodes.

For BNNTs to be successfully employed in the aforementioned applications, a better understanding of their mechanical properties is required. This is particularly important for applications which rely on the mechanical properties of individual tubes, such as resonators and sensors, and microtubule mimics. In contrast to CNTs, only a handful of experimental studies have been conducted on BNNTs to determine their Young’s modulus. Chopra and Zettl used the resonance technique of Treacy et al. to determine that an arc-discharge multiwall BNNT (MWBNNT) (3.5 nm outer diameter) had a modulus of ∼1.22 TPa. Electric-field-induced resonance experiments by Suryavanshi et al. yielded moduli of 505–1031 GPa for a set of 18 tubes, with outer diameters ranging from 34 to 94 nm. Golberg et al. determined moduli of 0.5–0.6 TPa (40 and 100 nm outer diameter tubes) via in situ bending experiments using an atomic force microscope (AFM) setup within a transmission electron microscope (TEM). Using a similar setup, Ghassemi et al. measured five MWBNNTs with outer diameters of 38–51 nm, and found that the average modulus was ∼0.5 TPa. Depending on the choice of shell thickness, the Young’s modulus of a 1.9 nm diameter
SWBNNT was found to range from 0.87 to 1.11 TPa.\[^1\] The wide range of moduli observed indicates a need for further study in order to elucidate the influence of factors such as the synthesis technique, nanotube structure, and morphology on the Young’s modulus.

Three-point bending tests conducted with AFM have been used to characterize the modulus of a variety of high aspect ratio structures, including CNTs,\[^38; 52; 54\] nanowires,\[^45; 67\] and electrospun polymers.\[^59\] Typically, the nanotubes or wires are deposited onto a stiff substrate with a topographical pattern, such as polished porous Al\(_2\)O\(_3\) membranes or Si gratings patterned with trenches. The tubes occasionally lie over pores or trenches, and the midpoint of the suspended portion is subjected to a downward force applied by the AFM tip. Force–displacement curves are obtained, and the bending modulus can be calculated directly from the slope of the force curve together with the geometrical parameters of the tube’s diameter and suspended length. In most studies, the supported beam ends are assumed to have clamped boundary conditions due to the adhesion between the nanomaterial and the substrate. However, this assumption can be unfounded and can be a source of systematic error in the determination of the bending modulus. Other beam end boundary conditions include simply supported and mixed support in which one end is clamped and the other end is simply supported. Depending on the support conditions, the solution of the Euler–Bernoulli beam equation takes on different forms, yielding different expressions for the bending modulus. The appropriate boundary conditions for an individual tube can be determined if multiple locations along the length of the suspended tube are probed. This allows for a more accurate determination of the modulus value, as demonstrated by Shanmugham et al.,\[^57\] Chen et al.,\[^9\] Kluge et al.,\[^35\] and Gangadean et al.\[^20\]
In this study, we use AFM to measure the bending modulus $E_B$ of MWBNNTs synthesized by a growth-vapor-trapping chemical vapor deposition (GVT-CVD) technique.\cite{37} A force mapping technique is used in order to collect force curves from various locations along the length of the suspended tube. We show that for our sample the majority of tubes possess simply supported ends instead of clamped ends. On the basis of these boundary conditions, we calculate the bending moduli for tubes of various diameters, and we present a discussion about the diameter dependence that is observed.

4.2 EXPERIMENTAL METHODS

MWBNNTs were synthesized via the growth-vapor-trapping chemical vapor deposition technique previously described by Lee and co-workers.\cite{37} The MWBNNTs were collected on Si substrates and sonicated in ethanol to form a MWBNNT suspension.

The MWBNNTs were characterized with scanning electron microscopy (SEM), low and high resolution transmission electron microscopy (TEM, HR-TEM), and Fourier transform infrared spectroscopy (FTIR). The morphology of the as-synthesized MWBNNTs was characterized with SEM (S-4700, Hitachi, Japan). For the TEM measurements, the MWBNNT suspension was dropped onto a holey carbon TEM grid and allowed to dry. Bright-field low resolution TEM images were acquired at 30 kV, 17.5 μA emission current (S-5200, Hitachi, Japan). Bright-field HR-TEM images were acquired at 200 kV, 39 μA emission current (HD-2000, Hitachi, Japan). FTIR spectra were taken using an attenuated total internal reflection (ATR) setup. The MWBNNT suspension was dropped onto a ZnSe ATR crystal and allowed to
dry. For comparison purposes, hexagonal boron nitride (h-BN) nanoparticles (MK-hBN-N70, MK Impex Canada, Mississauga, Ontario) were also characterized by FTIR. Spectra were recorded on a FTIR spectrometer (Spectrum BX, Perkin-Elmer, Waltham, MA) at a resolution of 1 cm⁻¹.

For the AFM sample preparation, the MWBNNT suspension was dropped onto clean Si substrates patterned with trenches 400 nm wide and 200 nm deep (LightSmyth Technologies, Eugene OR) and was allowed to dry. AFM height images of the tubes on the patterned substrate were acquired in air under ambient conditions using AC (intermittent contact) mode (MFP-3D, Asylum Research, Santa Barbara CA). Si probes (NCH, Nano World, Neuchâtel Switzerland) with tip radii of ~20 nm were used. The optical lever sensitivity of the cantilevers was calibrated by acquiring force curves in contact mode on a clean Si substrate. The spring constant of each cantilever used was determined by the thermal method and found to range from 33 to 46 N/m. [30] A discussion of the applicability of the thermal method for high spring constant cantilevers is presented in the Supporting Information. AFM force maps (typically 2 μm × 0.5 μm with 32 × 16 points) were obtained of MWBNNTs spanning trenches. A force curve (applied force F versus tip–sample separation) was collected at each point on the map. The force curves corresponding to the points along the suspended portion of the tube (as determined from the height map and the force curves themselves) were analyzed to extract the effective tube stiffness, $k_{\text{eff}}$, by a linear fit to the slope of the force curve. A more detailed description of the force mapping method is given in the Supporting Information.
The suspended length $L$ for a given tube was determined from the AFM height map as well as from higher-resolution AFM height images acquired in tapping mode. The lateral dimension of the pixels making up the force map was used to estimate the errors associated with the values of position $(a, b)$ and suspended length. The tube diameter was determined by the height of the tube on the substrate from the tapping mode height images.

### 4.3 RESULTS AND DISCUSSION

#### 4.3.1 Characterization of MWBNNTs

Electron microscopy images of the MWBNNTs produced by the GVT-CVD method are shown in Figure 4.1. The scanning electron microscope (SEM) image in Figure 4.1a shows straight fibers with diameters ranging from $\sim$15 to 60 nm. Figure 4.1b depicts a low resolution bright field TEM image of the as-synthesized MWBNNTs, and confirms the hollow tubular nature of the fibers. A high resolution TEM image of a dark region in a tube wall is shown in Figure 4.1c. The layers appear crystalline with an interlayer spacing of $\sim$0.34 nm, as determined from the (002) diffraction spots in the fast Fourier transform for this region (not shown). This spacing is consistent with the crystal structure of hexagonal boron nitride and BNNTs. [22; 37]
Figure 4.1: SEM image of MWBNNTs

(a) SEM image of MWBNNTs. Inset: Higher magnification SEM image showing straight, slender fibers 15–60 nm in diameter. (b) Low resolution TEM image of MWBNNTs. (c) High resolution TEM image of a MWBNNT wall near a typical dark spot shown in part b.
The FTIR spectrum of the MWBNNTs is shown in Figure 4.2. For comparison, the spectrum for commercially available hexagonal BN (h-BN) nanoparticles is also given. The broadness of the h-BN peaks is likely due to both size distribution as well as defects within the crystal structure, predominantly on the edges of the nanoparticles. The MWBNNT spectrum exhibits peaks at $\sim 1368$ and $\sim 1510$ cm$^{-1}$, which correspond to the in-plane transverse optical (TO) and longitudinal optical (LO) $E_{1u}$ modes of h-BN. The TO $E_{1u}$ mode is a stretching mode along the tube axis, while the LO $E_{1u}$ mode is a stretching mode along the tube circumference. A weak feature at around 800 cm$^{-1}$ is shown enlarged in the inset of Figure 4.2. A shoulder is visible at $\sim 819$ cm$^{-1}$ and a peak at $\sim 806$ cm$^{-1}$. These spectral features correspond to the out-of-plane TO and LO $A_{2u}$ modes of h-BN. [22; 68]
Figure 4.2: FTIR spectrum of MWBNNTs

FTIR spectrum of MWBNNTs (blue line). The FTIR spectrum of h-BN nanoparticles (red line) is also shown for comparison.
4.3.2 AFM Three-Point Bending

In three-point bending experiments, slender wires can be modeled as an elastic string (pure stretching), a stiff beam (pure bending), or a combination of the two. Heidelberg et al. [27] presented a generalized approximation for these behaviors, in which a force $F$ is applied to the midpoint of the suspended wire and the wire ends are assumed to be clamped:

$$F_{\text{center}} = \frac{192 E_B I}{L^2} \delta_{\text{center}} \left( 1 + \frac{A}{24 I} \delta_{\text{center}}^2 \right)$$

Equation 4.1

In the above expression, $\delta$ is the deflection of the wire, $E_B$ is the bending modulus, $A$ is the cross-sectional area of the wire, and $I$ is the second moment of area. At small displacements, the wire undergoes pure bending which is described by the first linear term. At large displacements, axial tensile stresses are induced as the wire stretches which are described by the cubic second term ($F \propto \delta^3$). In this study, only pure bending is considered because the experiments are conducted within the small deflection regime, in which the maximum deflection does not exceed the radius of the wire.

To model the MWBNNTs in this study as stiff beams undergoing pure bending, Euler–Bernoulli beam theory was employed. It should be noted that this theory assumes a homogeneous isotropic material, which is not the case for multiwall nanotubes. Nevertheless,
simulations indicate that this approximation offers an adequate description of nanotube bending mechanics prior to buckling.[31] As a result, this approach has been widely used in AFM bending experiments on nanowires and nanotubes.[38; 45; 52; 54; 59] Unique solutions to the beam equation depend on the boundary conditions of the beam ends, which can be considered to be clamped (no deflection or slope at beam end) or simply supported (no deflection or bending moment at beam end). Beam schematics are presented in Figure 4.3, which summarize the three models considered in this work: simply supported beam model (a, SSBM), double clamped beam model (b, DCBM), and mixed support beam model (c, MSBM).[29]
Figure 4.3: Beam schematics

Beam schematics describing beam bending boundary conditions.
The corresponding equations are as follows:

**SSBM:**  \[ F = \frac{3L E_B I}{a^2 b^2} \delta \]

Equation 4.2

**DCBM:**  \[ F = \frac{3L^3 E_B I}{a^3 b^3} \delta \]

Equation 4.3

**MSBM:**  \[ F = \frac{12L^3 E_B I}{a^2 b^3 (3L+a)} \delta \]

Equation 4.4

In these equations, \( L \) is the suspended length of the beam and \( a \) and \( b \) are the suspended lengths on both sides of the applied force \( F \), where \( a + b = L \). \( I \), the second moment of area, is taken to be \( I = \pi D^4/64 \) which is defined for a solid cylindrical wire with a circular cross section, where \( D \) is the diameter. Hence, in this approximation of the multiwall nanotube beam, only the outer diameter is taken into account and not the inner diameter. In order to determine the appropriate boundary conditions for each tube, the AFM tip is used to apply a force at different positions.
along the suspended tube, not just at the midpoint. Therefore, AFM force curves (plots of $F$ versus the tip–sample separation (=beam deflection, $\delta$)) are collected at multiple locations along the tube. The linear slope of a force curve directly yields the effective tube stiffness, $k_{\text{eff}} = F/\delta$.

The boundary conditions for the tube are determined by plotting $k_{\text{eff}}$ versus the position along the tube ($a/L$) and performing fits to the various beam models (Equations 4.2-4.4). The bending modulus $E_B$ is then determined using the appropriate beam model.

Figure 4.4 shows SEM (a) and AFM images (b–d) of suspended MWBNNTs on patterned Si trenches (400 nm wide and 200 nm deep). An AFM height image of a typical MWBNNT spanning a trench is shown in Figure 4.4b. The height image is subsequently divided up into pixels (typically $32 \times 16$ or $64 \times 32$) by the AFM software, and force curves are collected at each point (pixel) during the force mapping procedure. The corresponding AFM height map image illustrating the spatial location ($x$, $y$) of each of the force measurements is shown in Figure 4.4c. The height in each pixel is determined from the $Z$ range distance at which the tip first engages the sample during the extend portion of the force curve. Figure 4.4d shows the AFM height image of the MWBNNT after the force map was performed, and its similarity to Figure 4.4b indicates that the tube did not shift or deform as a result of the force measurements. Typical force curves collected from different locations on a MWBNNT are shown in Figure 4.5. The red dotted line corresponds to a force curve obtained from a location where the tube is supported by the Si substrate (red “x” in Figure 4.4c, illustrative purpose only), while the blue solid line corresponds to a force curve obtained from a position where the tube is suspended over a trench (blue “x” in Figure 4.4c, illustrative purpose only). The slope of the blue solid line in Figure 4.5 is equivalent to $k_{\text{eff}}$, as shown
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Figure 4.4: SEM image of MWBNNTs

(a) SEM image of MWBNNTs on patterned Si substrate. (b) AFM height image before force mapping was performed. (c) Height map image corresponding to a force map acquired at a deflection trigger of 1 nm. (d) AFM height image after a force map was acquired.
Figure 4.5: Force curve

(Red dotted line) Force curve obtained from a point on a tube supported by substrate. (Blue solid line) Force curve obtained from a point on a tube suspended over a trench.
Plots of the effective tube stiffness ($k_{\text{eff}}$) versus position along the suspended tube ($a/L$) fitted with Equations 4.2-4.4 corresponding to SSBM, DCBM, and MSBM are given in Figure 4.6. The values of $k_{\text{eff}}$ located near the ends ($a/L < 0.2$, $a/L > 0.8$) of the suspended tubes were not included in the fits, because of the large error associated with fitting force curves with large slopes (theoretically, at the ends, $k_{\text{eff}}$ approaches infinity). Figure 4.6a shows that SSBM fits the data better than DCBM, signifying that the MWBNNT is an example of a simply supported tube. On the other hand, the data in Figure 4.6b fits the MSBM model well and is therefore an example of a tube which is fixed on one end (its left side) and simply supported on the opposite end (its right side). Despite the fact that all of the tubes examined were on the same sample, various support conditions were observed which demonstrate the importance of determining the boundary conditions for each individual tube.
Figure 4.6: Tube effective stiffness ($k_{\text{eff}}$) vs position

Tube effective stiffness ($k_{\text{eff}}$) vs position along suspended tube ($a/L$). (a) A simply supported tube.

(b) A mixed support tube, with the left side fixed and the right side simply supported.
4.3.3 Elastic Properties

The bending moduli $E_B$ determined for 20 tubes with diameters ranging from 18 to 55 nm are shown in Figure 4.7. $E_B$ ranged from $100 \pm 20$ to $1800 \pm 300$ GPa, with an average of $760 \pm 30$ GPa. The error in $E_B$ was determined via error propagation, using an error of 10% for the tube outer diameter $D$, half the lateral pixel width in the force map for the tube length $L$ and lengths on each side of the loading position $(a, b)$, and an error of 20% for the effective spring constant of the tube $k_{eff}$.

It is worth noting that there is the possibility that the calculated bending moduli may be underestimated due to inaccurate assumptions about the cross-sectional geometry. The nanotubes were approximated to be solid wires, with a solid circular cross section. This model was chosen because it was not possible for us to determine the inner diameter of the nanotubes we probed with AFM, given that we deposited the tubes on a substrate that is not amenable to TEM analysis. A more accurate model would be a hollow cylinder, with an inner diameter $D_i$ and an outer diameter $D_o$, which results in a second moment of area expression of $I = \frac{\pi}{64}(D_o^4 - D_i^4)$. Modeling the tube as a solid wire as opposed to a hollow cylinder underestimates the modulus; however, in the most extreme case (i.e., very large diameter tube with only a few walls), the underestimation is on the order of 30%. On the basis of the range of $D_i/D_o$ ratios observed in TEM data for 24 tubes in the same MWBNNT production batch as the tubes used in the bending experiments (presented in the Supporting Information), the underestimation is closer to 10% for our particular sample.
The Young’s modulus of nanotubes and nanowires made of homogeneous isotropic materials such as B and B$_4$C are typically comparable to the Young’s modulus of the bulk material.[18; 40; 62] However, for highly anisotropic nanomaterials including CNTs and BNNTs, the Young’s modulus should theoretically approach an upper limit defined by the in-plane elastic constant of graphite and h-BN, respectively, which exceeds the Young’s moduli of the bulk materials by 2 orders of magnitude.[28; 56] For h-BN single crystals, this constant was measured to be $c_{11} = 811$ GPa,[6] while, for single crystal graphite, $c_{11} = 1109$ GPa.[28; 56] These measurements correlate well with various theoretical calculations.[24; 46] This limit is expected to apply to MWBNNTs as well, because the modulus depends mainly on intrawall bonds. Simulations suggest that the Young’s modulus of a MWCNT is slightly higher than that of a SWCNT, for the same outer diameter, due to the effect of interwall van der Waals forces in MWCNTs.[42]

From the plot of $E_B$ versus tube outer diameter shown in Figure 4.7, it is evident that there is a decreasing trend for the bending modulus with increasing tube diameter. The average $E_B$ of the MWBNNTs studied in the present investigation matches the $c_{11}$ elastic constant of h-BN quite closely; however, the origin of the wide range of bending moduli and the diameter dependence requires further analysis.
Figure 4.7: Bending modulus vs tube outer diameter.

Bending modulus vs tube outer diameter. The beam model used for calculating $E_B$ is denoted by black (SSBM), blue (MSBM), and red (DCBM).
In experimental studies of multiwall nanotubes, a wide range of modulus values has been measured. For MWCNTs, Treacy et al.\cite{64} were first to show that CNTs have Young’s moduli in the TPa range, using a thermal excitation method. They found that arc-discharge MWCNTs with outer diameters ranging from 5.4 to 24.8 nm had Young’s moduli of 0.4 to 4.15 TPa. A number of other studies have also produced Young’s moduli in the TPa range, for arc-discharge MWCNTs.\cite{48; 52; 54; 69} Within these studies, despite the focus on the ~1 TPa measurements as validation of the superior mechanical properties of CNTs, there are many instances of tubes with lower moduli, on the order of tens to hundreds of GPa. In the work of Salvetat et al.,\cite{54} catalytic CVD MWCNTs were also studied and found to have an average modulus of 27 GPa, which is dramatically lower than the average modulus of 810 GPa measured for arc-discharge MWCNTs. Additional studies also observe lower moduli for catalytic CVD and pyrolytic MWCNTs, in certain cases as low as tens of GPa.\cite{19; 21; 43} Typically, catalytic CVD and pyrolysis synthesis methods produce tubes with defective structures compared with the highly crystalline tubes synthesized by arc-discharge. While point defects do not affect the modulus by more than a few percent,\cite{55} extended defects can cause the modulus to drop by as much as 2 orders of magnitude.\cite{21; 54}

In some studies, within sample sets of nanotubes produced under the same conditions, the modulus is observed to drop with increasing tube diameter. This diameter dependence can be attributed to three possibilities, namely, the probing of an elastic rippling mode in bending experiments,\cite{48} the presence of defects,\cite{38; 43} or shear effects. Because of the highly anisotropic nature of the BNNTs, we do not consider surface stress effects which are known to give rise to diameter dependent moduli in relatively isotropic nanowires and nanotubes.\cite{16} Due to the linearity of the force curves obtained in the present study, it is unlikely that rippling
modes are the cause of the low moduli measurements observed for larger tubes. Although it was not rare to acquire force curves which exhibited kinks, potentially due to tube buckling or tip slipping events, fits were only made to the initial linear portion of the force curves (for deflections less than 10 nm) after contact. In terms of defects, the low resolution TEM image (Figure 4.1b) shows long, straight nanotubes with uniform diameters. The high resolution TEM image (Figure 4.1c) shows that the dark spots present in the tube walls in Figure 4.1b are crystalline. The MWBNNTs do not appear to exhibit the type of pronounced structural defects that were found to affect the modulus of catalytic or pyrolytic MWCNTs, as discussed above. In beam bending experiments, shear must always be considered for short, stocky beams—those which have a length-to-diameter ratio of $L/D < 10$. The length-to-diameter ratio $L/D$ was measured to be greater than 10 for all tubes in this study, which indicates that, if shear effects are present, they are not a result of the experimental geometry. Rather, they can be an indication of a material’s anisotropy.\[33; 38\]

If shear effects are present, then the bending modulus is not equivalent to the Young’s modulus. In order to determine whether the Young’s modulus of the MWBNNTs is diameter dependent, the contribution of shear deflection to the total deflection in the bending experiment must be quantified. This approach follows Salvetat and co-workers’ bending and shear analysis of single-wall CNT ropes.\[53\]

The bending modulus is related to the Young’s modulus $E_Y$ and the shear modulus $G$ using the following relationship, determined by Timoshenko beam theory:\[34; 38; 53; 63\]
$$\frac{1}{E_B} = \frac{1}{E_y} + \gamma \frac{f_s}{G} \left( \frac{D^2}{L^2} \right)$$

Equation 4.5

In this expression, $f_s$ is a shape factor which has a value of 10/9 for a cylindrical beam and $\gamma$ is a shear term coefficient with values of 3, 1.715, and 0.75 for DCBM, MSBM, and SSBM, respectively. The Timoshenko beam theory converges to the Euler–Bernoulli beam theory when the beam is rigid in shear ($G \to \infty$). In this case, the bending modulus is equal to the Young modulus and is not diameter dependent (which is not the case here). $E_y$ and $G$ in our case can be estimated by plotting $1/E_B$ against $(D^2/L^2)$, as shown in Figure 4.8. A linear fit weight by the error in $1/E_B$ was obtained for a trimmed data set of 16 tubes. The shear coefficient was taken as $\gamma = 1.152$, determined by the number of tubes exhibiting each type of boundary condition (16 tubes total $= 12$ simply supported tubes + 2 mixed support tubes + 2 doubly clamped tubes). $E_y$ and $G$ were determined to be $1800 \pm 300$ and $7 \pm 1$ GPa, respectively. The expected shear modulus for a MWBNNT should be on the order of several hundred GPa, based on the calculations for MWCNTs\cite{42, 58} which find that $G_{\text{MWCNT}} \sim 500$ GPa. This value is on the order of the intralayer shear modulus. However, the value of $G$ that we determined for MWBNNTs is much lower than this, and is close to the value of the $c_{44}$ elastic constant of h-BN, $c_{44} = 7.7 \pm 5$, measured by Bosak et al.\cite{6}. This elastic constant is equivalent to the interlayer shear modulus.
of $h$-BN, and describes the shear between basal planes. In the case of the MWBNNT structure, this corresponds to shearing between tube walls, which can only occur if there are discontinuities due to the presence of extended defects within the tube walls.
Determination of the Young’s modulus and shear modulus via a fit to a plot of $1/E_B$ vs $(D/L)^2$.

The beam model used for calculating $1/E_B$ is denoted by black (SSBM), blue (MSBM), and red (DCBM). The equation used for the fit is $1/E_B = 1/E_Y + 1.139f_s/G(D^2/L^2)$. 
Although no extensive defects are apparent from the TEM characterization of the MWBNNTs, as discussed above, the dark spots within the tube walls in the low resolution TEM image (Figure 4.1b) and their somewhat regular pattern within a given tube warrant additional consideration. A detailed electron diffraction study by Celik-Aktas et al.\textsuperscript{[7]} determined that the dark spots can be attributed to a helical nanotube structure in which the tube is comprised of two or more helices (each comprised of multiple walls) which wrap to form the entire nanotube. In this structure, the dark spots correspond to a strongly diffracting helix, which is locally highly crystalline. The highly crystalline regions are joined together by line defects which result in a faceted helix. The lighter regions of the tube wall form the other helix, which possesses the conventional nested coaxial cylindrical structure expected for multiwall nanotubes. On the basis of this multihelix nanotube structure, it is conceivable that the line defects within the faceted helix as well as the interface between faceted and cylindrical helices make interwall shearing a possibility. Therefore, as our analysis of the bending data suggests, shear cannot be ignored in the calculation of the elastic modulus, and shear effects arise from nanotube anisotropy ($G \ll E_Y$) and the presence of defects within the nanotubes, and not from the experimental geometry.

Our finding that the shear modulus of MWBNNTs is orders of magnitude smaller than the Young’s modulus indicates that the existing theoretical models are not sufficient in predicting the mechanical properties of such extremely anisotropic structures, particularly when structural defects are present.\textsuperscript{[42]} Experiments performed on MWCNTs support this assertion. Guhados et al.\textsuperscript{[25]} determined that $E_Y = 350 \pm 110$ GPa and $G = 1.4 \pm 0.3$ GPa for 13 MWCNTs grown by a CVD method, while Wei et al.\textsuperscript{[66]} found that $E_Y$ ranged from 300 to 900 GPa while $G$ ranged from 30 to 800 MPa, for a sample of eight tubes. Both studies attribute the low shear modulus to defects in the structure of the nanotubes. There are several possible benefits of
having a low shear modulus: (1) Taking advantage of its high melting temperature, the shear modulus of MWBNNTs cast within metals or ceramics would enable damping of vibrations. This could result in quieter, more durable materials.[2; 17; 60] (2) Local distortions allowed due to the low shear modulus could enable MWBNNTs to adapt to local structure variations while maintaining rigidity on long length scales (longitudinal distortions), imparting toughness to otherwise brittle composite materials.[69] (3) The mutual compensation of shear modulus and Young’s modulus, whereby tubes of different diameters have similar bending stiffness, could allow for lower purity BNNT materials in BNNT coated interfaces for release applications.[26; 41] (4) With a shear modulus on the order of the value for h-BN, MWBNNTs can be used as a high-temperature solid lubricant additive in industrially relevant composites.[8] The nanotube structures would have the added advantages of enabling more efficient heat transport on longitudinal length scales,[4] and increasing the wear resistance of the composite due to reinforcement of the matrix.[71]

4.4 CONCLUSIONS

The bending modulus of individual multiwall boron nitride nanotubes (MWBNNTs) was measured via AFM bending experiments. Boundary conditions for the beam bending model were determined by using a force mapping technique. MWBNNTs were found to have excellent mechanical properties, with an average bending modulus of 760 ± 30 GPa, which is consistent with the theoretically predicted value for BNNTs. Shear effects were found to be non-negligible, and the Young’s modulus and shear modulus were determined to be 1800 ± 300 and 7 ± 1 GPa,
respectively. The experimental geometry and the dimensions of the nanotubes were not major contributors to the shear effects; rather, it is likely that interwall shearing occurred between crystalline and faceted cylindrical helices in these MWBNNTs.
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5.0 PHOTONIC CRYSTALS INTRODUCTION

Advances in imaging, communication, sensing and other applications have been driven over the past fifty years through advances in laser technology, non-linear optics and imaging optics. However, advances in nanoscale optics and nanophotonics have yet to have their full impact on society. The foundational science underling nanophotonics in particular, plasmonics and photonic crystals, has been laid in the past few decades. [3; 5; 6]

Photonic crystals, which are discussed in this section, are commonly defined as a class of materials which possess significantly strong periodic modulation of refractive index on the order of the optical wavelength, typically 100 to 1000 nm. These materials exhibit wavelength selective light reflection and other diffraction related phenomena arising from a photonic band gap. A photon band gap is the range of photon energies for which light cannot propagate in a material. Photonic crystals have been designed with photonic band gaps that prohibit photon propagation in one or more wavelength bands.

The origin of a photonic crystal’s properties can be understood by consideration of the light wave’s interference in the material. In analogy to the interference of electron waves and electron band gap theory explaining many of the electrical properties of semiconductors, periodicity is responsible for the photonic band gap effect. Below I explain how this effect arises for a one-dimensional photonic band gap. The two and three dimensional photonic band gap
materials, which are described in Chapters 6 and 7, can be understood by extending the one-dimensional Bragg refraction framework to include Bragg diffraction of waves propagating in any direction.
Figure 5.1: Schematic of 1D photonic crystal

(see text for details)
5.1 THE PHOTONIC BAND GAP

Consider a system composed of an infinite number of planar layers of thickness \( d \); assume that the layers are oriented perpendicular to the \( z \) direction, and that the dielectric constant of the layers alternates between the values \( \varepsilon_1 \) and \( \varepsilon_2 \) (see Figure 5.1). The optical wavevector inside the material is given by \( \mathbf{k} = (k_x, k_y, k_z) \). In addition, consider the system non-magnetic, \( \mu_1 = \mu_2 = 1 \) and lossless. In this approximation, two classes of electronic field modes can be defined, TE modes, where the electric field vector is parallel to the layer boundaries, and TM modes, where the magnetic field vector is parallel to the layer boundaries. Using the typical separation of variables method allows the TE and TM modes to be expressed by,

\[
TE: \quad E(r) = E(z)e^{i(k_x x + k_y y)} n_x
\]

Equation 5.1

\[
TM: \quad H(r) = H(z)e^{i(k_x x + k_y y)} n_x
\]

Equation 5.2
In each layer \( n \), the \( z \) dependent component of the \( \mathbf{E}(\mathbf{r}) \) and \( \mathbf{H}(\mathbf{r}) \) may be expressed as a superposition of a forward and a backward propagating wave with the form,

\[
\textbf{TE}: \quad E_{n,j}(z) = a_{n,j} e^{ik_{||}(z-nd)} + b_{n,j} e^{-ik_{||}(z-nd)}
\]

Equation 5.3

\[
\textbf{TM}: \quad H_{n,j}(z) = a_{n,j} e^{ik_{||}(z-nd)} + b_{n,j} e^{-ik_{||}(z-nd)}
\]

Equation 5.4

where \( a_{n,j} \) and \( b_{n,j} \) are constants which depend on the layer number, \( n \), and the medium dielectric constant, \( \varepsilon_j \). In the exponential terms, the longitudinal wavenumber \( k_{||} \) is given by,

\[
k_{||} = \sqrt{\frac{\omega^2}{c^2} \varepsilon_j - k^2_{\perp}}
\]

in which \( k_{\perp} = \sqrt{k_x^2 + k_y^2} \) is the wavevector component parallel to the material interfaces.

Constraining the solutions with the boundary condition, \( z = z_n = nd \) between the \( n^{th} \) and the \((n+1)^{th}\) layers, and utilizing Maxwell’s equations,

\[
\nabla \times \mathbf{E} = i \omega \mu_0 \mathbf{H} \quad \text{and} \quad \nabla \times \mathbf{H} = -i \omega \varepsilon_0 \varepsilon \mathbf{H}
\]

allows the pre-exponential constants to be determined as follows,
\textbf{TM}: 

\[ H_{n,1}(z_n) = H_{n+1,2}(z_n), \]
\[ \frac{1}{\varepsilon_1} \frac{d}{dz} H_{n,1}(z_n) = \frac{1}{\varepsilon_2} \frac{d}{dz} E_{n+1,2}(z_n) \]

Equation 5.5

\textbf{TM}: 

\[ H_{n,1}(z_n) = H_{n+1,2}(z_n), \]
\[ \frac{1}{\varepsilon_1} \frac{d}{dz} H_{n,1}(z_n) = \frac{1}{\varepsilon_2} \frac{d}{dz} H_{n+1,2}(z_n) \]

Equation 5.6

Substitution of the superposition wave forms of Equations 5.3 and 5.4 into Equations 5.5 and 5.6 gives,

\[ a_{n,1} + b_{n,1} = a_{n+1,2} e^{-ik_2 d} + b_{n+1,2} e^{ik_2 d} \]
\[ a_{n,1} - b_{n,1} = p_m [a_{n+1,2} e^{-ik_2 d} - b_{n+1,2} e^{ik_2 d}] \]

where \( p_m \in \{ p_{TE}, p_{TM} \} \) is a polarization dependent factor which is defined for TE modes as

\[ p_{TE} = \frac{k_{z2}}{k_{z1}} \] and for TM modes as \[ p_{TM} = \frac{k_{z2}}{k_{z1}} \frac{\varepsilon_1}{\varepsilon_2} \]. As developed, this model has two equations and four unknowns, \( a_{n,1}, b_{n,1}, a_{n+1,2}, b_{n+1,2} \) for each mode type. Evaluating the boundary conditions at the interface \( z = z_{n-1} = (n-1)d \), located between the \((n-1)^{th}\) and \(n^{th}\) layers lead to,
\[ a_{n-1,2} + b_{n-1,2} = a_{n,1} e^{-ik_1 d} + b_{n,1} e^{ik_1 d}, \]
\[ a_{n-1,2} - b_{n-1,2} = \frac{1}{p_m} [a_{n,1} e^{-ik_1 d} - b_{n,1} e^{ik_1 d}] \]

which results in each mode type having four equations with a total of six unknown constants.

Utilizing the Floquet-Bloch theorem, which states that if \( E \) is a field located in a periodic medium with periodicity \( 2d \), the equality \( E(z+2d) = e^{ik_{1}2d} E(z) \) must be true. The wavevector \( k_{B1} \) is the Bloch wavevector, and a complementary expression exists for the magnetic field component. Application of the Floquet-Bloch theorem results in,

\[
[a_{n+1,2} + b_{n+1,2} e^{-2ik_{2}[z-(n-1)d]}] = e^{ik_{1}2d} [a_{n-1,2} + b_{n-1,2} e^{-2ik_{1}[z-(n-1)d]}]
\]

This equality must hold for any position \( z \); therefore it is required that,

\[
a_{n+1,2} = a_{n-1,2} e^{ik_{1}2d},
\]
\[
b_{n+1,2} = b_{n-1,2} e^{ik_{1}2d},
\]

reducing the number of unknowns from six to four, and allowing the homogeneous system of equations to be solved. Using standard methods to solve this system of equations returns the following characteristic equation,

\[
\cos(2k_{B1}d) = \cos(k_{z1}d) \cos(k_{z2}d) - \frac{1}{2} \left[ \frac{1}{p_m} + \frac{1}{p_m} \right] \sin(k_{z1}d) \sin(k_{z2}d).
\]

Because the left-hand side of the above equation must be in the range \([-1 \ldots 1]\), the absolute value of right-hand side cannot be larger than unity. This conclusion gives rise to the formation of band gaps. For example, at normal incidence,

\[
k_{z1} = \sqrt{\epsilon_1 \frac{\omega}{c}}, \quad k_{z2} = \sqrt{\epsilon_2 \frac{\omega}{c}}
\]
\[
\epsilon_1 = 2.25, \quad \epsilon_2 = 9
\]

a wave with \( \lambda = 12d \) can propagate, but a wave with \( \lambda = 9d \) cannot.
5.2  DEFECTS AND DISORDER IN PHOTONIC CRYSTALS

When defects or disorder interrupt the dielectric periodicity of photonic crystals the photonic band gap can be affected, and even destroyed. Photons with energies within the photonic band gap cannot propagate through photonic crystals. Research efforts have been conducted on photonic crystal waveguide structures created by the introduction of line defects into a two dimensional photonic crystal.[1; 2; 4; 6] When a line of defects are introduced, photons with frequencies within the band gap can propagate through the crystal using the line defect as a waveguide. This approach has been used to create waveguide structures capable of guiding light around sharp bends via narrow channels with minimal losses. Photonic crystal-based waveguides provide a basis for the construction of photonic circuitry components. Tactical introduction of defects in photonic crystals can be used to localize or guide light; i.e., selective destruction of photonic crystal order is often desirable. Thus understanding and quantifying defects and disorder in a photonic band gap material is important.

Disorder in photonic crystals degrades the magnitude and increases the width of Bragg diffraction peaks. Fabrication of photonic crystals with well-defined band gaps requires highly ordered and long-range crystal structures. The optical properties of photonic crystals are most often characterized using UV-Vis spectroscopy and refractometry. Angle-resolved, UV-Vis measurements of photonic crystals enable comparison to theoretically predicted Bragg diffraction. Electron microscopies are typically used to assess crystal morphology and allow quantification of crystal ordering.
The pair correlation function $g(r)$ can be used to quantify the probability of finding the center of a particle at a given distance from the center of another particle relative to that of a completely homogeneous distribution. The function $g(r)$ is defined as:

$$g(r) = \frac{1}{\langle p \rangle} \frac{dn(r, r+dr)}{da(r, r+dr)}$$

Here the pair correlation function is normalized by the average particle number density $\langle p \rangle$. In two dimensional space, $n(r, r+dr)$ is the number of particles located within a circular ring with a radius of $r$ and a width of $dr$. As $r$ increases, $g(r)$ probes the long-range particle ordering. Pair correlation functions of highly ordered systems are characterized by a series of peaks. The average nearest neighbor distance is given by the location of the first peak, while peak widths can be used to describe the deviation from an ideal lattice. Comparing the pair correlations of disordered photonic crystals to idealized models can reveal underlying lattice structures.

Chapters 6 and 7 include a discussion of a method used to calculate and quantify the pair correlations of self-assembled photonic crystals. In these works, a custom image analysis toolbox was used to pre-process SEM micrographs prior to calculating pair correlation.

Photonic band gap materials facilitate the control of photons on nanometer length scales. Waveguides and optical cavities can be engineered with nanoscale dimensions. Photonic crystals have already found applications in integrated photonic circuits; and current research trends suggest increasing integration of photonic circuits featuring photonic crystals. Characterization of photonic crystals is a prerequisite to further development of integrated photonic circuits. Consequently, in band gap dependent applications, material order must be controlled and quantified.
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6.1 INTRODUCTION

The last two decades has seen the emergence of the important field of photonic crystals. The name photonic crystals was coined to describe materials which control light propagation through periodic variations in their optical dielectric constants.[29; 31; 72]
Photonic crystal materials are of major technological significance in areas such as optical computing and communications where photonic devices are being developed to replace electronic devices. Photonic crystal materials also offer the possibility to fabricate complete 3-D photonic bandgap materials which exclude electromagnetic radiation (including the vacuum field) within its finite spectral bandgap. Phenomena such as spontaneous emission are suppressed in these materials.

Lithography is the most straightforward method to fabricate two and three dimensional photonic crystal materials for photonic applications. This top down fabrication methodology is highly successful in fabricating complex photonic crystal materials. These fabricated structures are extremely useful in demonstrating proof of concept for photonic crystal devices. However, lithographic processes are expensive, and this cost is likely to prevent commercialization of many photonic crystal devices.

Thus, much of the recent work in photonic crystal fabrication has utilized colloidal particle self assembly. The utility of colloidal particle self assembly is evident from the photonic crystal materials found in nature. For example, earth mined opals are photonic crystals formed from the close packed self assembly of silica colloidal particles. The first work fabricating artificial opals used gravity sedimentation to obtain photonic crystal periodic structures. Much of the recent colloidal particle self assembly work has emphasized methods that form close packed photonic crystal materials. These methods utilize variances of vertical colloidal particle deposition methods. Surprisingly, many of these close packed assembly methods claim formation of fcc crystals which require that the self assembly select for the fcc crystal form, rather than the random stacked
crystal forms, which would normally result from simple hard sphere interparticle interactions; the fcc crystal assembly process requires long range interparticle interactions that select for fcc ABCABC layer packing.

A major limitation of close packed photonic crystal systems is that their ordering, and therefore their photonic crystal properties depend upon the colloidal particle size polydispersity. Clearly, increasing size polydispersity will degrade ordering.[55] Further, charge polydispersity will degrade ordering to the extent that electrostatic interactions are involved in the close packing mechanism. Disorder in the photonic crystals degrade the magnitude and increase the widths of the Bragg diffraction peaks.[39; 55; 62]

Fabrication of a complete 3-D photonic bandgap material requires specific crystal structures and a very large periodic variation in its optical dielectric constant. The most straightforward approach to forming a complete 3-D photonic bandgap crystal would utilize an inverse opal fcc crystal structure that requires a minimum refractive index ratio of 2.8.[12] The inverse opal structure is formed within an fcc photonic crystal by infiltrating an fcc photonic crystal structure with a high refractive index material, and then removing the original fcc spheres, leaving an inverse fcc lattice of air holes with a refractive index of n=1.

Optimization of the inverse opal crystal structure would permit decreasing the required refractive index modulation. For example, it was recently found that an inverted non close packed fcc lattice shows a wider photonic band gap (10 %) than does a close packed inverted fcc crystal structure with the same lattice constant.[20; 23]
The recent work which has attempted to generate non close packed photonic crystals has utilized thermal sintering and etching of close packed colloidal crystals.\textsuperscript{[21; 42; 43]} This work has also employed conformally backfilling\textsuperscript{[23; 35; 45]} these close packed colloidal crystals. It should be noted that the resulting photonic crystal materials retain the disorder present in the original close packed crystals.

In the work here we demonstrate a straightforward method to form non close-packed highly ordered fcc direct and inverse opal silica photonic crystals materials. We show that size and charge polydispersity has surprisingly little impact on ordering for colloidal particle systems that are formed through electrostatic self assembly. Our group has utilized the high ordering of electrostatically self assembled crystalline colloidal array (CCA) photonic crystal materials since the mid-1980’s. \textsuperscript{[4; 5; 7; 13; 22]}

More recently we polymerized a hydrogel around electrostatically self assembled CCA to form a polymerized CCA (PCCA). This PCCA is a responsive photonic crystal material\textsuperscript{[8]} which proved useful for chemical sensing \textsuperscript{[24; 34; 52; 58; 65; 70]}, as well as for sensing temperature.\textsuperscript{[54; 66]} We also developed magnetically responsive superparamagnetic and ferrimagnetic photonic crystal materials \textsuperscript{[68; 69; 71]}, as well as, photonic crystals that respond to light as optical switching materials.\textsuperscript{[6; 32; 33; 41; 51]}

Electrostatic CCA self assembly relies on the electrostatic repulsions between colloidal particles of like charge. For the systems used here the colloidal particle surface groups are strong acid sulfonic acids which ionize in aqueous environments. For low ionic strength aqueous solutions the electrostatic interactions are large and occur over long distances (~1 µm) which enable formation of macroscopic fcc CCA crystals. The ordering appears superior to that which
can occur for close packed crystals because the soft electrostatic potentials avoid glass formation, they allow crystal annealing and they should ameliorate the disorder penalty for particle size and charge polydispersity.

Here we describe the fabrication of new highly ordered photonic crystal materials that utilize electrostatic CCA self assembly to form a highly ordered template. We then form a soft photonic crystal material where we lightly crosslink a hydrogel around the CCA template. We then condense solid silica within the PCCA hydrogel. This allows us to control the photonic crystal periodicity independently from the diameter of the colloidal particles making up the fcc crystal. This also allows us to tune the form of the dielectric constant modulation of the photonic crystal separate from its periodicity. We also demonstrate that we can remove the organic polymer and form an inverse opal structure. Thus, we can independently vary the periodicity and the silica wall thickness.

We show that our simple, electrostatic self assembly process gives rise to a photonic crystal with higher ordering compared to typical close-packed photonic crystal structure. We use DLVO theory to model interparticle interactions to gain insight into why electrostatic self assembly results in high order.
6.2 EXPERIMENTAL METHODS

6.2.1 Materials

2, 2-diethoxyacetophenone (DEAP, 98%, Acros Organics), polyethylene glycol dimethacrylate 200 (Polysciences Inc.), 2-hydroxyethyl acrylate (98%, Polysciences Inc.), diethylene glycol (Sigma), anhydrous ethyl alcohol (Pharmco Inc.) and tetraethyl ortho silicate (TEOS, Fluka) were used as received. Figure 6.1 shows our synthetic scheme for fabricating an inverted photonic crystal (IPC) structure by using a CCA template.
Figure 6.1: Synthetic scheme for fabricating an inverted photonic crystal.

Charged polystyrene colloidal particles are dialyzed. Non ionic monomers are added. The system electrostatically self assembles into an fcc CCA which is UV-photopolymerized to fabricate a PCCA. A TEOS precursor is infiltrated into the hydrogel network and silica is condensed within the PCCA. The newly formed siPCCA is then heat treated to remove solvent and organic polymer forming the inverted structure.
6.2.2 Preparation of PCCA

The highly-charged, non-cross-linked, monodisperse polystyrene colloids (Figure 6.1) used to fabricate the siPCCA were prepared by emulsion polymerization.[53] The colloidal particle size as measured by TEM is 180 nm ± 4nm. The colloidal particles were cleaned by dialysis against deionized water followed by shaking with mixed bed ion-exchange resin (Bio-Rad AG501-X8 (D)). In a typical PCCA recipe 2,2-hydroxyethyl methacrylate (6 g, 4.6×10⁻² mol, Polysciences) and polyethylene glycol dimethacrylate (0.174 g, 5.3×10⁻⁴ mol, Polysciences) were mixed together in a 2 dram vial. Aluminum oxide was added to remove the inhibitor contained in the monomer solutions. The solutions were centrifuged for 5 min to remove the aluminum oxide. 0.5 g of the deinhibited monomer solution supernatant was added to 2 g of the cleaned, highly charged colloidal particle dispersion.

The resulting mixture was shaken for 30 sec. 10% diethoxyacetophenone (DEAP; 10 µL, 3.84 µmol; Aldrich) was added to the mixture which was then vortexed for 30 sec. The mixture was injected between two quartz plates separated by a 125 µm Parafilm spacer. UV-photopolymerization was performed by using two UV mercury lamps (Black Ray) for 13 min. The PCCA film was removed from the quartz cell and equilibrated in a deionized water bath.
6.2.3 Infiltration of Sol-gel Precursor

A silica sol-gel precursor solution was prepared using a 1:1:3 molar ratio of TEOS/EtOH/water adjusted to a pH of 2 with concentrated HCl. The fabricated PCCA film template was immersed into two ml of the precursor solution.

Polymerization and condensation of the TEOS occurred around and within the PCCA hydrogel matrix over the course of 5 days, generating an alcogel within the PCCA template. The silica network was allowed to age and strengthen for an additional five days before further processing.

6.2.4 Solvent Removal

The silica sol-gel infiltrated PCCA was solvent-exchanged for one week in ethanol. This ethanol-containing, silica-infiltrated PCCA (siPCCA) was then heated at 85 °C for 1 day, followed by heating to 150 °C for 5 hrs to remove all solvent.

6.2.5 Polymer Removal

After solvent removal, the temperature was increased to 250 °C and held for 6 hours to melt the polystyrene colloidal particles as shown in Figure 6.2. Higher temperature treatment at 450 °C removed all organic polymer materials, leaving behind only the infiltrated silica.[57] Upon firing the sample cracked into small fragments consisting of monoliths approximately 2 mm on a side.
6.2.6 Physical Measurements

Transmission electron microscopy was used to measure particle size. We used a Phillips FEG XL-30 FESEM operating in the ranges of 10–50 KeV to image the inverted structures. Diffraction spectra were obtained at room temperature using an Ocean Optics USB2000 spectrophotometer with a six-around-one reflectance probe. Solvent refractive indices were measured by using a Bausch & Lomb refractometer.
Figure 6.2: Melting polystyrene colloidal particles.

SEM images of a room temperature cleaved siPCCA showing its evolution through the heat treatment process. a. At 85 °C the colloidal particle lattice remains intact. b. After 150 °C heat treatment little deformation of polystyrene colloidal particles is evident. c. 250 °C heat treatment melts the colloidal particles leaving some polymer behind. d. The 450 °C heat treatment removes all of the organic polymer material leaving behind a highly ordered inverted opal of pure silica.
6.3 RESULTS AND DISCUSSION

6.3.1 Photonic Crystal Structure

Figure 6.2 shows four positions on a cleaved (111) surface of a silica filled PCCA (siPCCA) sample at room temperature after heat treatments at 85 °C, 150 °C, 250 °C, and 450 °C. This siPCCA was formed as shown in Figure 6.1 by polymerizing a hydrogel around a CCA, which self-assembled due to the electrostatic repulsions between colloidal particles. The CCA generally forms as a face centered cubic (fcc) lattice with a spacing determined by the particle number density.

The hydrogel polymerizes around the fcc lattice without altering the CCA order. TEOS was then infiltrated and condensed into the PCCA. Figure 6.2 a and b show that the PCCA colloidal lattice remains intact upon condensation of silica within the PCCA hydrogel matrix. Some polystyrene particles have fallen out of the surface which proves that the PCCA hydrogel embeds the CCA lattice and does not covalently attach to the colloidal particles.

Figure 6.2c shows the siPCCA after heat treatment at 250 °C, which exceeds the 240 °C melting point of the non-cross-linked polystyrene.\textsuperscript{[74]} The colloidal particles appear to have significantly melted, leaving holes in the surface. The siPCCA at this stage turned brown indicating that polymer degradation occurred. Energy dispersive x-ray analysis of the wall space shows both silicon and carbon peaks indicating the presence of both organic material and the infused silica.
Heat treatment at 450 °C (Figure 6.2d) removed the brown color of the siPCCA. Energy dispersive x-ray analysis shows the absence of a carbon peak in the wall space. The organic polymer material has burnt out during this heat treatment, leaving a pristine non-close-packed silica inverted opal structure. Thermogravimetric analysis shows a decreasing mass as the structure is heated from 150 °C to 450 °C. However, it was impossible to measure the relative organic polymer loss because of a pure silica coat of unknown thickness formed around the siPCCA during the condensation of the TEOS precursor solution within the PCCA.

Figure 6.3 shows the SEM image of a different siPCCA sample, where a razor blade was used to abrade the (111) surface. We used these SEM images to determine the siPCCA in-plane spacing of the 85 °C, 150 °C, 250 °C and 450 °C heat-treated samples. These in plane spacings were used to calculate the fcc (111) lattice plane spacing, $d_{111}$:

$$d_{hkl} = \frac{\sqrt{2}D}{\sqrt{h^2 + k^2 + l^2}}$$

Equation 6.1

where D is the nearest neighbor spacing observed in the Figure 6.2 SEM, and h, k, and l are the Miller indices of the presumed face-centered-cubic crystal.
Figure 6.3: Heat treatment of the siPCCA

SEM images of the (111) plane obtained by abraiding the surface of the siPCCA. The 450 °C sample needed to be reabraided because the palladium sputter coating had fallen off. Insets:

Fourier transforms show the high ordering within the (111) plane.
Abrasion of the siPCCA sample removes the silica coat as well as latex spheres. The SEM derived (111) lattice plane spacing for the 85 °C and 150 °C heated samples were essentially identical at 245±4 nm and 245±4 nm (mean ± SD) which indicates no decrease in lattice constant upon heating. A slight decrease was calculated for the (111) lattice plane spacing for the 250 °C (238±4 nm) and 450 °C (224±5 nm) heat treated samples. The ordering and interparticle spacing which originated from the electrostatic formation of the original CCA lattice, which was rigidified by formation of the PCCA and was set by the silica condensation, is maintained throughout the heat treatment process.

Figure 6.4 shows the room temperature spectrum of the 180° back diffracted light for light incident normal to the (111) surface of the heat treated siPCCA sample. The diffraction of the siPCCA blue-shifts as the treatment temperature increases above 150 °C. Bragg’s law (Equation 6.2) indicates that at a constant incident glancing angle a decrease in diffraction wavelength requires a decrease in the average material refractive index, \( n_{avg} \), or the \( d_{111} \) lattice plane spacing, or both

\[
m \lambda = 2 d_{111} n_{avg} \sin \theta
\]

Equation 6.2

where \( m \) is the order of diffraction, \( \lambda \) is the diffracted wavelength in air and \( \theta \) is the glancing angle of incidence. The average refractive index, \( n_{avg} \), is approximately equal to the refractive indices of the components, \( n_p \), weighted by their volume fractions, \( \phi_i \).
Substituting the SEM calculated $d_{111}$ and the diffracted wavelength in Bragg’s law we can calculate $n_{avg}$ for each treated sample (Table 1). Clearly, the average refractive index decreases at heat treatments of greater than 150 °C, indicating removal of the organic material.

$$n_{avg} = \sum n_i \varphi_i$$

Equation 6.3
Figure 6.4: Diffraction spectra of siPCCA

Room temperature diffraction spectra for light incident normal to the (111) planes of the siPCCA measured after heat treatments of 85, 150, 250 °C, and 450 °C. As discussed in the text, the blue-shift in diffraction is due to the refractive index decrease which results from the loss of polymeric material during the heat-treatment.
At 450 °C the inverted photonic crystal contains only silica and void space so that the relative volume fractions of each, $\varphi_{\text{silica}}$ and $\varphi_{\text{void}}$, can be calculated from the values of $n_{\text{avg}}$ and $n_{\text{silica}}$

$$n_{\text{avg} \ 450^\circ C} = \varphi_{\text{silica}} n_{\text{silica}} + \varphi_{\text{void}} n_{\text{void}}$$

Equation 6.4

Table 1: Polymer heat treatment

<table>
<thead>
<tr>
<th>Temp</th>
<th>$N_{\text{avg}}$</th>
<th>$D_{\text{H1}}$</th>
<th>$\varphi_{\text{silica}}$</th>
<th>$\Phi_{\text{void}}$</th>
<th>$\Phi_{\text{organic}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>85 °C</td>
<td>1.42</td>
<td>245</td>
<td>0.2</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>150 °C</td>
<td>1.42</td>
<td>245</td>
<td>0.2</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>250 °C</td>
<td>1.27</td>
<td>236</td>
<td>0.22</td>
<td>0.47</td>
<td>0.31</td>
</tr>
<tr>
<td>450 °C</td>
<td>1.12</td>
<td>224</td>
<td>0.26</td>
<td>0.74</td>
<td>0</td>
</tr>
</tbody>
</table>

Increasing heat treatment temperatures vaporize the polymer decreasing $n_{\text{avg}}$ and slightly decreasing the nearest neighbor spacing. Removal of the organic material increases the void space.

At 450 °C the inverted photonic crystal contains only silica and void space so that the relative volume fractions of each, $\varphi_{\text{silica}}$ and $\varphi_{\text{void}}$, can be calculated from the values of $n_{\text{avg}}$ and $n_{\text{silica}}$
The refractive index of silica in the inverted photonic crystal was determined by infusing solvents\(^{[11]}\) into the 450 °C pure silica sample in order to refractive index match the silica which causes the diffraction to disappear (Figure 6.5a). For this experiment, an inverted siPCCA was heat treated to 450 °C and the diffraction from a single region was monitored. We infused the solvents for 24 hrs to achieve equilibrium. The diffraction disappears upon infiltration of chloroform indicating that \(n_{\text{silica}} \approx 1.45\), the refractive index of CHCl\(_3\). Thus, using Equation 6.4, we calculate \(\varphi_{\text{silica}} = 26\%\) for the 450 °C heat treated sample, giving a void volume fraction of \(\varphi_{\text{void}} = 0.74\).

Table 1 shows that \(n_{\text{avg}}\) decreases for the 250 °C sample, indicating loss of organic polymer. Given a constant \(\varphi_{\text{silica}}\) we can calculate the polymer and void volume fraction for all of the samples by using Equation 6.5.

\[
n_{\text{avg}} = \varphi_{\text{silica}} n_{\text{silica}} + \varphi_{\text{void}} n_{\text{void}} + \varphi_{\text{polymer}} n_{\text{polymer}}
\]

Equation 6.5
Figure 6.5: Void volume of siPCCA

Study of void volume of siPCCA.  

(a) Diffraction spectra obtained from the 450 °C heat treated siPCCA in air and with solvent infiltrations of methanol, ethanol, chloroform, and toluene.  

(b) Linear best fit of the diffraction maxima of the 450 °C solvent infiltration data of (a) versus solvent refractive index.  

(c) SEM image showing wall porosity of siPCCA after 450 °C heat treatment.  

(d) Diffraction dependence on solvent refractive index for 250 °C heat treated sample.
By assuming that the remaining polymer composition is identical to that of the original PCCA we can estimate a volume average polymer refractive index, $n_{\text{polymer}} \sim 1.55$. Table 1 shows that the 85 °C heat treated siPCCA has a $\phi_{\text{polymer}} = 0.6$, which is ~50% greater than that of the originally prepared PCCA. This occurs because, although the original PCCA swells after exposure to the silica precursor solution, it then dramatically shrinks as the silica condenses within the PCCA.

Table 1 shows that there is no loss of polymer for the 150 °C heat treated sample, but almost half of the polymer is lost for the 250 °C heat treated sample. We calculate that the void volume fraction of 20% of the 85 and 150 °C heat treated samples almost doubles for the 250 °C heat treated sample. The void volume fraction maximizes at 74% for the 250 °C heat treated sample. It should be noted that we find a 20% void volume fraction for the 85 °C heat treated sample that results from evaporation of the solvent in the original silica condensed siPCCA. The increased silica volume fraction for the 250 °C heat treated sample results from the volume decrease of the siPCCA evident from the observed SEM decreased in-plane spacing as discussed above. Our calculations of the volume fractions at the lower heat treatment temperatures took cognizance of the calculated decrease in the (111) lattice plane spacing calculated from the SEM data. We account for the change in silica volume fraction through the proportionality $\phi_{\text{silica}}V = \phi^{'}_{\text{silica}}V^{'}$, where $V$ is the original siPCCA volume and $\phi^{'}_{\text{silica}}$ and $V^{'}$ are the silica volume fraction and unit cell volume after heat treatment.
We can independently determine $\phi_{\text{silica}}$ at 450 °C from a plot of the dependence of the diffraction wavelength for normal incidence upon the refractive index of the infiltrated solvent (Figure 6.5b). The slope of Equation 6.6 can be used to calculate $\phi_{\text{void}}$ and the intercept to calculate $\phi_{\text{silica}}$.

$$\lambda = 2d_{111}n_{\text{silica}}\varphi_{\text{silica}} + 2d_{111}n_{\text{solvent}}\varphi_{\text{void}}$$

Equation 6.6

Utilizing the derived (111) lattice plane spacing and the slope we determined a silica filling fraction of $\varphi_{\text{silica}} = 17\%$, indicating a lower $\varphi_{\text{silica}}$ than calculated from the excellent assumption that the diffraction wavelength in air can be simply related to the average siPCCA refractive index given the SEM determined lattice spacing.

We conclude that the decreased slope calculated from Equation 6.6 results from sealed voids which are inaccessible to the solvent. The SEM in Figure 6.5c shows the complex morphology of the walls of the siPCCA. Obviously, the silica has condensed as particles which are closely packed. It would not be surprising that part of the voids would be sealed off from solvent infiltration.

To calculate the void volume inaccessible to solvent we can rewrite
\[ \lambda = 2d_{111} n_{\text{silica}} \phi_{\text{silica}} + 2d_{111} n_{\text{solvent}} \phi_{\text{accvoid}} + 2d_{111} n_{\text{air}} \phi_{\text{inaccvoid}} \]

Equation 6.7

where the total void volume is partitioned into inaccessible and accessible voids. From this expression we calculate a 9% unfillable void space located in the silica wall space giving the silica wall a ~35% porosity.

Figure 6.5d shows the results of solvent infiltrations into the 250 °C heat treated siPCCA where some, but not all, of the polymer was removed. The diffraction spectrum in air is broad and not symmetric and shows shoulders on both sides indicating a relatively inhomogeneous siPCCA, in contrast to that of the Figure 6.5a 450 °C heat treated siPCCA. Infiltration of methanol results in a very complex bandshape indicating a variable accessibility into this siPCCA. In contrast, the bandshapes of the ethanol, isopropanol and water infiltrations are more symmetric which indicates a chemical selectivity for solvent accessibility in the presence of organic polymers. Peculiarly, the largest red-shift in diffraction results from methanol (shoulder), which has the lowest refractive index. Obviously, there is some interesting interfacial chemical selectivity present.
6.3.2 Wall Spacing and Periodicity of siPCCA, Surface Morphology

The use of CCA electrostatic self-assembly enables the fabrication of fcc photonic crystal materials where the nearest neighbor spacing can be defined independently of the interparticle spacing. For inverse opal fcc crystals this allows us to independently control the fcc sphere void spacing and the wall thickness as shown in Figure 6.6a and b which show two different siPCCA's made from identical colloidal particles, but where the lattice constant is varied by changing the CCA particle number density. The decreased particle number density increases the wall thickness and the silica wall volume fraction.
Figure 6.6: 450 °C heat treated siPCCA

a. SEM of 450 °C heat treated siPCCA prepared from 186 nm diameter 18 wt% CCA (1.5×10^{14} particles/cm^3) and b. 12 wt% CCA (9.9×10^{13} particles/cm^3) CCA A smaller particle number density increases the nearest-neighbor spacing. c. Linear correlation between CCA diffraction and diffraction of 450 °C heat treated siPCCA.
Figure 6.7: siPCCA plateau regions

SEM measured at a 50° angle to a 450 °C heat treated cleaved siPCCA formed with a. $1.5 \times 10^{14}$ particles/cm$^3$ and b. $9.9 \times 10^{13}$ particles/cm$^3$ particle number densities. The high particle number density siPCCA wall morphology shows clear ridges between nearest neighbors. The siPCCA made with low particle number density show smooth plateau regions between sphere holes.
Figure 6.6c, which demonstrates proportionality between the CCA diffraction and that of the 450 °C heat treated siPCCA demonstrates that the original template CCA determines the inverted siPCCA structure and spacing. In summary, the results above demonstrate that we have developed a simple scalable, inexpensive process to create highly ordered photonic crystal materials. We use electrostatically stabilized CCA as a template to form highly ordered siPCCA and inverse opal silica photonic crystals, where the spacing and wall thickness can be independently varied.

The Figure 6.7 SEM of inverted siPCCA inverse opal samples at high and low particle density show clear differences in morphology of the cleaved surfaces. In contrast to the low particle density surface which has plateaus between holes, the high particle number density surface shows ridges between the originally close packed particles giving a hexagonal array of bowl shaped cavities which may prove useful for future applications.

6.3.3 Ordering

As shown in the SEM photographs above and in Figure 6.8 the siPCCA and the inverse opal photonic crystal materials are highly ordered over long ranges. Figure 6.8 shows an siPCCA cleaved mainly along the 100 plane surfaces. The ordering of the SEM visually suggests high order, possibly higher than that of the more typically studied close packed photonic crystal materials made from colloidal particles with similar particle size monodispersities. The presumed increased ordering of the siPCCA compared to close packed photonic crystals is expected from the superior ordering of the original CCA template. The ordering of the CCA derives from soft electrostatic repulsions between colloidal particles. Because of the soft repulsive interactions,
colloidal particle polydispersity should have less impact on the ordering of electrostatically stabilized CCA than would occur for hard sphere-interacting close packed systems, as shown below.

This phenomenon is evident from Figure 6.9 which shows the disorder induced by the inclusions of ~4-fold and ~2-fold larger particles in the original CCA template. The deformation in the crystal lattice anneals out within approximately two particle layers, due to the CCA soft electrostatic interparticle potential.

To quantitatively analyze the Figure 6.9a ordering of our inverse opal siPCCA we calculated the two dimensional pair correlation function (PCF), g(r) of the area enclosed by the white circle

\[
g(r) = \frac{1}{\langle \rho \rangle} \frac{dn(r, r+dr)}{da(r, r+dr)}
\]

Equation 6.8

We calculated the number of spheres, \(dn\), which lie at a radius of \(r\) from the defined origin within a circular ring of width \(dr\). As \(r\) increases \(g(r)\) probes the long range particle ordering within the (111) plane. We repeated this calculation for multiple origins within the lattice (white colored centers). The average of the \(g(r)\) values was normalized by the average particle number density and the area of the circular ring \(da=2\pi r dr\).
For well ordered crystals $g(r)$ will be large for $r$ values corresponding to multiples of the in-plane (111) lattice constants. In contrast, $g(r)$ will be small for intermediate $r$ values. Colvin et al recently showed highly ordered photonic crystal lattices generate $g(r)$ showing many peaks over large values of $r$ which clearly indicate good long range ordering. [55]
Figure 6.8: siPCCA 100 planes

SEM of cleaved cross-section of low particle density siPCCA showing exposed 100 planes.
Figure 6.9: siPCCA 111 planes

a. SEM image showing the (111) plane surface of a silica inverse opal photonic crystal which was heat treated to 450 °C. The white circle encloses the area used to calculate the pair correlation function (PCF). The small white circles at the center of the image shows the different origins used for the PCF. b. Expanded images showing impact of a 4-fold and c. 2-fold larger colloidal particles on the ordering. The strains in the periodic order of the lattice anneal over approximately two particles layers.
Figure 6.10: Pair correlation function

Calculated pair correlation function (PCF) from sample shown in Figure 6.9a and PCF for a perfect lattice (vertical dashed lines) as a function of $r/r_0$, where $r_0$ is the mean near neighbor center to center spacing. The inset shows the Fourier Transforms (FT) of both PCF where the dotted lines show the FT of the perfect lattice.
Figure 6.10 compares g(r) for the Figure 6.9a area within the white circle to g(r) of a perfect (111) plane with the same average in-plane spacing and area. g(r) shows peaks out to \( r/r_o > 20 \) that coincide with those calculated for a perfect lattice, however, the g(r) siPCCA peak amplitudes are smaller indicating a decreased ordering compared to the perfect lattice. The Figure 6.10 inset shows the FT of g(r)-1 for the Figure 6.9 image. We calculate that \( \kappa/\kappa_o = 1.52 \) demonstrating that our siPCCA is highly ordered. This high order occurs in spite of the presence of multiple point defects. This ordering which results from simple CCA self assembly favorably compares very favorably to the ordering found for convective self-assembled close-packed photonic crystals.[55] Rengarajan et al [55] samples formed by convective self assembly of 3 to 4 % colloidal size distributions have average \( \kappa/\kappa_o \sim 1.5 \), a value essentially identical to what we obtained through electrostatic self assembly of the template.

We can qualitatively understand the decreased impact of particle polydispersity on CCA ordering compared to that of close-packed particles by examining the interparticle repulsive interactions. At present the electrostatic interaction between charged particles is modeled by using DLVO theory.[9] We are aware that this is only a rough approximation since it is well known that DLVO theory fails to describe particle repulsion for particles with high charge.[46] Further the effective particle charge must be renormalized to significantly decrease the charge density so that DLVO theory can successfully model electrostatic interactions for real colloidal dispersions.[2]

The DLVO interaction potential, \( U_{DLVO}(r) \) between particles with different sizes and charges is:
\[ U_{DLVO}(r) = \frac{Z_1^* Z_2^* e^2}{\epsilon} \left[ e^{\frac{k a_1}{1+\kappa a_1}} e^{\frac{k a_2}{1+\kappa a_2}} \right] e^{-\kappa r} \]

Equation 6.9

where \( Z_1^* \) and \( Z_2^* \) are the renormalized charges on two particles of radius \( a_1 \) and \( a_2 \). \( e \) is the fundamental electronic charge, \( \epsilon \) is the static dielectric constant of the medium and \( r \) is the interparticle separation distance. [18] The Debye length, \( 1/\kappa \), is given by

\[ 1/\kappa = \sqrt{\frac{4\pi e^2}{\epsilon k_B T} \left[ n_p Z^* + n_i \right]} \]

Equation 6.10

where \( k_B \) is Boltzmann’s constant, \( n_p \) is the particle number density and \( n_i \) is the ionic impurity concentration. We presume that the system contains no added impurities, so that \( n_i = 0 \). For the discussion below we assume that a 10% variation in a single particle diameter and/or single particle charge results in a negligible change in the Debye length of the system.
The discussion below assumes a nominal colloidal particle diameter of 130 nm and a renormalized charge of $Z=1000$. This charge renormalization corrects for extra charge screening not included in DLVO theory. We choose for discussion a CCA nearest neighbor distance of 250 nm between particles, giving a particle number density of $1.613 \times 10^{14}$ particles/cm$^3$. We calculate $1/\kappa$ for our system to be 10.4 nm.

Figure 6.11 shows that for this distance separation there is a negligible difference in the DLVO potential in response to a 10 % increase in particle charge. Thus, changes in particle charge must negligibly impact the CCA ordering at these nearest-neighbor distances.
Dependence of $U_{DLVO}(r)$ upon interparticle distance between (■) two identical particles of 130 nm diameter with a renormalized charge of 1000; (○) between two identical particles of diameter 130 nm, where one particle has a renormalized charge of 1000 and the other 1100; (△) between a particle of diameter 130 nm and one 10% larger, both with a renormalized charge of 1000.

Figure 6.11: Dependence of $U_{DLVO}(r)$ upon interparticle distance
In contrast, Figure 6.11 shows that DLVO theory predicts a ~10% increase in repulsive interactions with a 10% increase in the particle diameter. However, the potential energy difference at the same interparticle spacing of 250nm is quite small, ~2 x 10^{-3} k_BT per particle.

This soft electrostatic repulsive potential prevents defect particles from significantly impacting CCA ordering. We can roughly model the change which occurs in the interparticle spacing brought on by a single defect particle with a 10% increased particle diameter by modeling the forces in a one dimensional array of particles that spans the characteristic photonic crystal macroscopic size (Figure 6.12). We calculate the forces between particles, neglecting all but nearest neighbor interactions, from the derivative of the DLVO potential with respect to interparticle distance, r.

\[
F(r) = \frac{0Z_1eZ_2e}{\epsilon} \left[ \frac{e^{\kappa\alpha_1}}{1+\kappa a_1} \right] \left[ \frac{e^{\kappa\alpha_2}}{1+\kappa a_2} \right] \left[ \frac{1+\kappa r}{r^2} \right] e^{-\kappa r}
\]

Equation 6.11

We assume a linear array of N particles. We compare the distance between particles for an array of N identical particles which is x= L/ (N+1). When a single particle is replaced with a defect particle having a 10% increase in diameter the particles expand around the defect particle and contract around the other particles until the forces balance. This would result in a negligible average particle spacing decrease for the other particles since this spacing difference would be distributed over the other particles in the array.
Figure 6.12: Model for response of one dimensional array of $N$ particles to a single defect particle

Model for response of one dimensional array of $N$ particles to a single defect particle of increased diameter. The $N$ particles are arrayed along a cell of length $L$. In the top array the particle diameters are identical and the system self assembles such that the spacings between particles are identical at $x = L / (N + 1)$. In the bottom array one particle is replaced with a particle of larger diameter. The distance between the larger diameter particle and the adjacent particle is $x_1 = x + \delta$, while the distance between the other identical particles is $x_2 = L - 2x_1 / (N-1)$. $\delta$ is determined by the equilibrium between forces.
We can look at this issue more quantitatively by equilibrating the forces between particles. Equation 6.12 and Equation 6.13 show that \(F(x_1)\) defines the force between the defect particle and its nearest neighbor while \(F(x_2)\) defines the force between the remaining identical particles. We assume that the length of the particle array is constant at 250 µm.

\[
F(x_1) = -\frac{(Z_1 \cdot e)^2}{\epsilon} \left[ e^{k_1 a_1} \cdot \frac{e^{k_2 a_2}}{1+k_1 a_1} \cdot \frac{1+k_2 x_1}{x_1^2} \right] e^{-k x_1}
\]

Equation 6.12

\[
F(x_2) = -\frac{(Z_1 \cdot e)^2}{\epsilon} \left[ e^{k_1 a_1} \cdot \frac{e^{k_2 a_2}}{1+k_1 a_1} \cdot \frac{1+k_2 x_2}{x_2^2} \right] e^{-k x_2}
\]

Equation 6.13

which represents the smallest dimension common to our CCA films. The nearest neighbor spacing of this system before the addition of a particle defect is \(x = 250\) nm. Therefore \(N = 999\) particles.

Addition of a 10% increased particle diameter to the array changes the spacing between the defect and its nearest neighbor to \(x_1 = x + \delta\), where \(\delta\) is the added spacing gained by the equilibration of force between the defect and its nearest neighbor, \(x_2 = (L-2(x+\delta)) / (N-1)\)
By equilibrating the forces in Equation 6.12 and Equation 6.13 we calculate \( \delta = 5.7 \) nm for a 10% increased particle size. The separation between all other particles is very small:

\[
x_2 = \frac{L - 2(x + \delta)}{N - 1} = x \left( \frac{N + 1}{N - 1} \right) - 2x - 2\delta = x \left( \frac{N - 1}{N - 1} \right) - 2\delta = x - 2\delta
\]

Equation 6.14

For the typical large values of \( N \) there is negligible change in the interparticle spacings \( x_2 \) except exactly around the defect particle. In contrast for a close-packed system, a 10% change in particle size generates a 10% change in local spacing which disorders the system locally over the distance that dislocations continue to disorder the system macroscopically.

### 6.4 CONCLUSIONS

We developed a simple, straightforward method to form non close-packed ultra-highly ordered fcc direct and inverse opal silica photonic crystals. We utilize a self assembled electrostatically stabilized crystalline colloidal array (CCA) template prepared from monodisperse, highly charged polystyrene colloidal particles. We then polymerize a hydrogel around the CCA (PCCA) and then condense silica within the PCCA to form a highly ordered siPCCA photonic crystal. Heating at 450 °C removes the organic polymer leaving the inverse opal structure.
This approach allows us to independently control the photonic crystal periodicity and size of the basis of the fcc unit cell. We select the fcc lattice constant by defining the particle number density of this electrostatically self assembled structure. Thus, we independently control the spacing between particles. The particle diameter used determines the wall spacing of the inverse opal photonic crystal and determines the shape of the photonic crystal dielectric constant modulation. This allows us to optimize the diffraction of our photonic crystal structures.

These fcc photonic crystals simply and spontaneously self assemble due to their soft electrostatic repulsion potentials. They show ordering as good or possibly better than close-packed photonic crystals formed by convective assembly. We show that colloidal particle size polydispersity has less impact on photonic crystal electrostatic ordering than occurs for ordering of close-packed crystals. Point defect induced crystal strains in electrostatically stabilized CCA anneal within ~two particle layers. We also show that charge polydispersity has only a small impact on crystal ordering and that the strains due to defect particles of different charge also anneal out over ~two particle layers.
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7.1 INTRODUCTION

Two-dimensional crystalline colloidal arrays (CCAs) have numerous applications, such as photonic crystal materials and sensors [11-13; 22; 23; 26; 28; 29]. Recently, numerous methods have been developed to prepare well-ordered 2D assemblies [4; 6-8; 10; 24; 25]. These methods include spin coating [6] dip coating [7] and electrophoretic deposition [24] of colloidal particles on planar substrates to form 2D nanoparticle arrays. Particle assembly at interfaces can also be used to form 2D CCA
monolayers.\cite{4, 8, 10, 25} 2D particle arrays have previously been prepared on water surfaces.\cite{9, 14, 17, 19, 27} For example, Giersig and co-workers reported on the self-assembly of polystyrene (PS) latex particles on a water surface by applying a particle suspension to a clean silicon wafer, immersing the silicon wafer in water, and then consolidating the particle array by addition of surfactant. Through this method a few square centimeter 2D arrays were obtained.\cite{19} Retsch et al. used a similar approach to prepare close-packed 2D colloidal crystals by floating and re-depositing colloidal monolayers at the air/water interface.\cite{17} Qi and co-workers modified this approach by dropping an aqueous ethanol particle suspension onto a solid substrate that was surrounded by water. \cite{9} The dispersion spread on the water surface, resulting in monolayer 2D films up to about 16 cm$^2$ in the area.\cite{9} Pan et al. developed a method to fabricate close-packed monolayer arrays of latex particles on a stirred water surface. Then they transferred the arrays onto a substrate.\cite{14} The maximum sizes of the 2D array developed by the above methods appear limited to tens of square centimeters. There is a need to develop methods to prepare 2D arrays of larger sizes.

For example, Jeong et al. reported a method to form large-area 2D arrays based on a wire-wound rod coating method.\cite{5} Recently, Vogel et al. presented a method to produce close-packed monolayers by using a glass slide to add colloid suspensions to the air–water interface. Close-packed monolayer patches crystallize upon spreading of an ethanolic PS colloid dispersion. Upon further addition of colloid, the patches eventually assemble into a monolayer covering the complete water surface.\cite{21} Our group fabricated large 2D arrays by spreading alcohol/water solutions of colloidal particles on top of mercury surfaces.\cite{30, 31} We obtained well-ordered 2D arrays by self-assembly of colloidal particles on mercury as the solvent.
evaporated. These 2D arrays could easily be attached to hydrogel films.\[30; 31\] Although this method was very successful in preparing large-area 2D arrays, the use of mercury as a substrate is undesirable because of its toxicity.

Here, we report on fast fabrication of large 2D arrays of colloidal particles at the air/water interface by a needle tip flow method. The preparation of the 2D monolayer CCAs by this approach is illustrated in Figure 7.1a. The tip of a sharpened injection needle was positioned to be just in contact with the water surface. The suspension was slowly and smoothly layered onto the top of the water surface to form monolayer particle arrays. The spreading force of the suspension drives the freshly formed particle array radially away from the needle tip to the outer edge of the dish. A beautiful continuous 2D array monolayer filled the entire water surface (>280 cm\(^2\) in the current study, Equation 7.1b) in 2 min. The area of the resulting 2D arrays was as large as the area of the water surface used. Many 2D array applications will benefit from the ability to prepare large-area 2D arrays.
Figure 7.1: Fabrication of a 2D PS particle array by the needle tip flow technique

a) Fabrication of a 2D PS particle array by the needle tip flow technique. The transfer of the 2D arrays onto a substrate is shown by draining out the water or by lifting the array on a substrate.

b) Photograph of 580 nm PS 2D array on the water surface in a glass dish 19 cm in diameter.

580 nm diameter PS 2D crystal arrays transferred onto c) flat glass, d) a plastic sheet, and e) a curved glass. SEM images of 2D arrays of f) 580 nm, g) 235 nm, h) 1 μm, and i) 2 μm PS particles.
7.2 RESULTS AND DISCUSSION

The spreading of the particle suspension uses the Marangoni effect in which a surface tension gradient causes the liquid surface to be pushed away from the regions of low surface tension. In the present case the Marangoni flow induced by adding the alcohol-containing colloidal dispersion onto the water surface causes the colloidal particle dispersion to rapidly spread outwards, thus covering the surface with particles.[3; 20]

The position of the needle tip is critically important for the formation of a 2D array on the water surface. The contact of the needle tip with the water surface forms a meniscus structure along the needle tip wall (Figure 7.1a). This meniscus damps the vertical flow forces to prevent breaking of the water surface to enable the layering of the colloid dispersion on the water surface.

As shown in Figure 7.1a we can transfer the floating 2D array onto a substrate by either draining the water and settling the 2D array on the substrate, or by lifting the substrate and depositing the 2D array on the substrate. Figure 7.1c-e show examples of 580 nm diameter PS 2D crystal arrays transferred onto a flat glass slide, a flat plastic sheet, and curved glass substrates. Scanning electron microscopy (SEM) images show that the 2D arrays are hexagonally close-packed. The arrays form hexagonal multi-domains of areas larger than 20 μm² (Figure 7.1f). Figure 7.1g, h, and i shows SEM images of 2D PS arrays with particle sizes ranging from 235 nm to 2 μm.
We conducted a quantitative analysis of the ordering of the 2D arrays shown in the SEM images (Figure 7.1) by calculating the 2D pair correlation function, $g(r)$ [1; 2; 16], given in Equation 7.1,

$$g(r) = \frac{1}{\langle p \rangle} \frac{dn(r,r+dr)}{da(r,r+dr)}$$

Equation 7.1

where $a$ is the shell area and $n(r,r+dr)$ is the number of particles that lie within the shell considered. A SEM micrograph was first converted into a binary image, and then the MATLAB image processing toolbox was used to locate the centroid of each particle. The bulk particle density was calculated by dividing the total number of particles by the area of the polygon formed by the particles inside the edges of the image boundaries. The curves of $g(r)$ were calculated between $r=0.05R_0$ to $r=30R_0$ using shell thicknesses of $0.016R_0$, where $R_0$ is the particle radius and $r$ is the distance from the origin of the radial distribution function and $g(r)$ is the calculated distance. To properly accommodate particles near the boundaries, a sub-routine was used to determine the fraction of each $g(r)$ integration shell within the image boundaries.

As previously reported, [2; 16], a quantitative measure of ordering is obtained from the ratio of the full width at half maximum (FWHM), $\kappa$, of the first peak in the Fourier transform of the function $g(r)-1$ to that of a perfectly ordered array, $\kappa_0$. The ratio of $\kappa/\kappa_0=1$ indicates a 2D colloidal crystal that is essentially perfect in 2D structural ordering, whereas $\kappa/\kappa_0 \leq 1.5$ suggests a
very highly ordered 2D structure; $\kappa/\kappa_0 > 1.5$ indicates significant disordering. [16] Each SEM image was measured against a perfect array with comparable period, image resolution, and number of particles.

As shown in Figure 7.2a, $g(r)$ shows a series of broad peaks that coincide with those calculated for a perfect array. The peak intensities of $g(r)$ decrease with the shell radius, $r/2R_0$, which indicates that the 2D ordering decreases over long distances. The 2 and 1 μm PS arrays exhibit significant correlation beyond the tenth normalized distance, $r/2R_0$. For the 235 nm PS array, the correlation is not evident for $r/2R_0 > 5$. The $\kappa/\kappa_0$ values, calculated for 2 μm, 1 μm, 580 nm and 235 nm PS arrays, are 1.01, 1.32, 1.70, and 2.59, respectively (Figure 7.2b), which indicates that the 2 μm PS array is nearly perfectly ordered, and the 1 μm array is highly ordered.

The ordering of 2D arrays decreases with the particle size. This is probably due to the fact that the thinner particle arrays are less robust. The ordering of the small size particle 2D arrays may have been disturbed by sample handling.
Figure 7.2: Pair correlation function.

a) Curves of $g(r)$ calculated for 235 nm, 580 nm, 1 μm, and 2 μm PS particle arrays shown in Figure 7.1. Horizontal black lines indicate $g(r)=1$. b) Single-sided power spectra Fourier transforms (FT) of $g(r)$ compared to FT of the corresponding perfectly ordered arrays. The power spectra were scaled to have identical maxima at $f/f_0=1$. 
We modified our method to form 2D arrays on thin water films with the needle tip flow technique (Figure 7.3a). After removing the water layer between the 2D array and the substrate, the 2D array can be easily transferred onto a substrate. Figure 7.3 b and c shows photographs of the 580 nm PS 2D arrays prepared on top of a glass and a plastic sheet. SEM images show that the arrangement of 2D particles was also hexagonally close-packed and consisted of multi-domains (Figure 7.3 d and e), which are similar to the morphology of the 2D arrays prepared on bulk water and then transferred onto substrates (Figure 7.1f).

**Figure 7.3: Fabrication with substrate transfer**

a) Fabrication of a 2D array on a flat substrate coated with a thin layer of water. Photographs of thus prepared 2D 580 nm PS arrays on b) a glass and c) a plastic sheet. SEM images of 580 nm PS 2D arrays on d) a glass and e) a plastic sheet.
Using this approach, we fabricated 2D array patterns that contained patches of particles of different sizes (Figure 7.4). We prepared a 490 nm PS 2D array patch first through the needle tip flow method (Figure 7.4a) and then we used a dispersion of larger PS particles of 580 nm in diameter to form a patch with a larger spacing in the middle (Figure 7.4b). These two particle arrays display different diffraction colors (Figure 7.4d). We can imagine writing patterns of 2D arrays for particular applications in displays, for chemical separations, and sensing.

Figure 7.4: Fabrication with two particle diameters.

Fabrication of a 2D array pattern formed with patches of two different particle diameters. a) Spreading of a first particle array on water. b) Spreading of a second particle array. c) Resulting 2D array patterns on water. d) Visually observed diffraction of transferred 2D array pattern on a glass substrate.
Our 2D particle arrays on substrates can be further functionalized and used for sensing applications to visually detect analytes. As shown in Figure 7.5a we fabricated a thin hydrogel film of 2D particles for pH sensing by depositing chitosan (CS, 2 wt %) that is dissolved in a 1 wt % acetic acid aqueous solution on a 2D particle array on a glass slide. We then evaporated the solvents, washed the CS film with a 0.4 M aqueous NaOH solution to neutralize the acid, and cross-linked the hydrogel in 0.5 wt % glutaraldehyde solution for 10 s. After washing with water, we obtained a pH-sensitive 2D PS array hydrogel film (Figure 7.5b). Figure 7.5c shows the SEM image of the 2D particles embedded in the dried CS hydrogel film.

We measured the diffraction in the Littrow configuration by using a six around one reflection probe where we excite with white light the surrounding six fibers and collect the diffracted light with the central fiber. The angle between the probe and the normal to the 2D array sensor was about 32°. Figure 7.5d shows the diffraction spectrum of the 2D array CS films at pH 7 (in pure water) and at pH 5 (in 2-(N-morpholino)ethanesulfonic acid, MES buffer solution). At pH 7 diffraction is observed at 535 nm, whereas at pH 5 diffraction occurs at 645 nm. The CS hydrogel swells because of the protonation of its NH$_2$ groups at pH 5.\[18\] The CS hydrogel film swelling increases the particle lattice spacing of the 2D array, which red-shifts the diffracted light. Figure 7.5e shows a photograph of the 2D array CS hydrogel film sensors on a mirror surface that reflects the diffracted light.\[31\] The photograph clearly shows the green and red colors of the diffracted light.
Figure 7.5: pH sensing

a) Preparation of a 2D array CS hydrogel film for pH sensing. The CS solution was poured on the 2D array on a glass slide, followed by drying in air. The 2D array CS hydrogel was peeled off the glass slide, washed with 0.4 M NaOH and water, and then cross-linked. The 2D array hydrogel sensed pH values by swelling and shifting the diffracted light wavelength. b) Photograph of a 2D array CS hydrogel in water. c) SEM image of a 2D array CS hydrogel film. d) Diffraction of a 2D array CS hydrogel film at pH 7 and 5. The measurement was carried out in a Littrow configuration with a measurement angle of about 32° between the probe and the normal to the 2D array. e) Photograph taken at an angle of 32° to the 2D array normal showing the 2D PS array CS hydrogel colors at pH 7 and 5. The 2D array hydrogels were placed on an Al mirror.
In conclusion, we have developed a novel, simple, and efficient approach to rapidly fabricate large-area 2D particle arrays on water surfaces. These arrays can easily be transferred onto various substrates and functionalized for chemical sensing applications.

7.3 EXPERIMENTAL SECTION

Polystyrene (PS) particles with diameters of 490 and 580 nm were synthesized according to a previously reported method.[15] The concentrations of 490 nm PS and 580 nm PS are 15 and 20 wt %, respectively, in water. The PS dispersion and propanol were mixed at a ratio of 2:1 in volume and the mixture was vortexed for 1 min. Then the PS suspension was layered onto a water surface using a syringe pump (Razel A99-FM, Razel Scientific Instruments, Inc.). To transfer the 2D array onto a substrate, we lifted up the pre-placed substrate or drained the water in the container.

The arrangement and morphology of the array was observed by using a scanning electron microscope (SEM, Joel JSM6390LV) after sputter coating a thin layer of Au. Diffraction measurements were conducted at a fixed angle using an Ocean Optics USB2000-UV-VIS spectrometer, a LS-1 Tungsten Halogen Light Source and an R-series Fiber Optic Reflection Probe. The hydrogels were equilibrated in water (pH 7) or in MES buffer solution (pH 5) and then were put onto an Al glass mirror for diffraction measurements. The measurement was carried out in the Littrow configuration with a measurement angle of about 32° between the probe and the normal to the 2D array.
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8.0 SPECTROSCOPY INTRODUCTION

8.1 INTRODUCTION

Fluorescence spectroscopy and related techniques are pervasive in many branches of science and are applicable to many different types of chemical systems. Fluorescence measurements can provide a wide range of information and insight into molecular processes, including solvent-solute interaction, and the energetics of donor-acceptor systems. Steady-state and time-resolved spectroscopy play a principle role in the investigations included in Chapters 9, 10 and 11. This chapter presents a brief framework of the fundamental principles of fluorescence spectroscopy.
Fluorescence measurements can be classified into a steady-state and time-resolved dichotomy. In steady-state techniques a sample is illuminated with a constant illumination source and emission intensity as a function of wavelength or spectrum, is detected. In time-resolved measurements a pulsed light source allows the decay of fluorescence intensity to be recorded. Because fluorescence processes typically occur on the nanosecond time scale, high-speed detection systems and timing electronics are required in time-resolved measurements.

As noted by Lakowicz [2], steady-state observation records an average of the time-resolved phenomena over the intensity decay of a sample, and much of the molecular information is lost during this averaging process. However, many characteristics of a fluorophore can be deduced from features in the steady-state fluorescence. For example, the sensitivity of a fluorophore to solvent polarity can be determined from the Stoke shifts, which are more pronounced in polar solvents.

Time-resolved measurements provide many types of molecular information. For example, macromolecules can exist in more than a single conformation, and the decay time of a bound probe may depend on conformation, with different decay times indicating different conformations. When energy transfer is possible, the relative orientations of energy donors and acceptors can be inferred.
8.3 FLUORESCENCE LIFETIMES AND QUANTUM YIELDS

The fluorescence lifetime and quantum yield are arguably the two most important characteristic parameters for any type of fluorophore. The quantum yield is defined as the number of photons emitted versus the number of photons absorbed; consequently, the brightest fluorophores have quantum yields that approach unity. The fluorescence lifetime is a measure of the amount of time a molecule spends in an excited state before returning to a ground state. Generally, fluorescence lifetimes are on the order of 10 ns. Fluorescence emission is a stochastic process and can be characterized by a radiative rate constant, $\Gamma$. The quantum yield and lifetime can be modified by nonradiative processes, $k_{nr}$, that affect the overall lifetime and quantum yield.

In fluorescence experiments the number of excited molecules, $n(t)$, is not directly measured, but rather fluorescence intensity, which is proportional to $n(t)$, is recorded. Assuming the most elementary case, in which excited state decay processes are first order in the population of the excited state, the decay of the excited state population is given by

$$\frac{dn(t)}{dt} = (\Gamma + k_{nr})n(t)$$

Assuming that $\Gamma$ and $k_{nr}$ are time independent rate constants, the population of excited state molecules, $n(t)$, decays as $n(t) = \exp(-t/\tau)$ where $\tau$ is the fluorescent lifetime and is given by $\tau = (\Gamma + k_{nr})^{-1}$. Because the excited state decay is proportional to the intensity, we can write $I(t) = I_0 \exp(-t/\tau)$, where $I_0$ is the intensity at time 0. For a single exponential decay, the
lifetime can be directly related to the average time a fluorophore spends in the excited state; however, decays with complex or multi-exponential decay characteristics can be significantly more difficult to interpret.

### 8.4 Fluorescence Quenching

Any process that causes a decrease in fluorescent intensity can be considered a type of quenching. Intensity of fluorescence can be decreased by a variety of mechanisms. One type of quenching is collisional quenching. In this quenching mode, an excited-state fluorophore returns to a ground state during a diffusive encounter with a quenching moiety; however, the fluorophore is not chemically altered during this process. The decrease in fluorescent intensity due to collisional quenching is describe using the Stern-Volmer equation:

\[
\frac{F}{F_0} = 1 + K [Q] = 1 + k_q \tau_0 [Q]
\]

where \( K \) is the Stern-Volmer quenching constant, \( k_q \) is the biomolecular quenching constant, \( \tau_0 \) is the unquenched lifetime, and \([Q]\) is the quencher concentration.

In addition to collisional quenching, a variety of other processes can reduce fluorescence intensity. In static quenching fluorophores may form nonfluorescent complexes with quencher molecules. Quenching can also be due to the attenuation of incident light either by excessive
fluorophore concentration or the presence of an additional absorbing moiety. Additionally, excited state reaction, molecular rearrangements and energy transfer are other mechanisms that produce quenching.

Static and dynamic quenching require the fluorophore and quencher to be in direct physical contact. In collisional quenching, contact between a quencher and a fluorophore in an excited state returns the fluorophore to the ground state via a non-radiative process. In static quenching a nonfluorescent complex is formed between a quencher and fluorophore. Excited state stabilization due to the formation of charge-transfer complexes has been studied extensively. Nonpolar solvents can enhance fluorescent emission intensity from excited charge-transfer complexes called an exciplexs. In a polar solvent, exciplex emission is quenched due to stabilization of the exciplex, which lowers the excited state energy. Model systems in which an electron donor and electron acceptor are connected by a molecular bridge have been particularly useful in understanding the dynamics of charge transfer. In Chapter 11 synthetic control of stereo-centers allows modification of the donor-acceptor geometry in order to explore the role solvents play in an electron transfer reaction.

8.5 RESONANCE ENERGY TRANSFER

In contrast to dynamic quenching and complex formation, which require close proximity between a fluorophore and a quenching moiety, resonance energy transfer (RET) is a through-space interaction that can occur over longer distances. RET mechanisms decrease intensity of a “donor” chromophore by transferring excited state energy to an “acceptor” moiety, which would then undergo its own excited state relaxation processes. This process intrinsically involves an
excited state. A prerequisite of RET is some degree of spectral overlap between the emission spectrum of an energy donor and the absorption spectrum of an energy acceptor. There is no intermediate photon in RET. Donor photons do not participate in RET, as this process is not dependent on the absorption of donor photons by the acceptor. The rate of energy transfer, \( k_t \), between donor and acceptor is determined by the donor-acceptor spectral overlap and distance. The rate is described by

\[
    k_t = \frac{1}{\tau_d} \left( \frac{R_0}{r} \right)^6
\]

where \( r \) is the donor to acceptor distance, \( R_0 \) is the Förster distance, and \( \tau_d \) is the lifetime of the donor in the absence of energy transfer. Förster distances typically range from 15 to 60 Å and are determined, in part, by the spectral overlap. The extent of donor quenching can be used to determine donor to acceptor distance.

**8.6 TIME-RESOLVED LIFETIME MEASUREMENTS**

Time-resolved measurements frequently provide information that is not available in steady-state measurements. An often cited example is RET between a donor-accept system in which the donor emission is observed to be quenched 50%. It is impossible to tell from the steady-state spectra if this level of quenching is due to half of the donor being completely quenched, all of the donor being quenched 50%, or some combination of these two extremes. These cases are easily distinguished by measurement of the donor lifetime. The time-resolved measurements presented
in the following works (Chapters 9, 10 and 11) are based on the time-domain method. In this method a short pulse of light, significantly shorter than the fluorescent lifetimes to be measured, is used to excite a sample. The time-dependent intensity profile is measured using fast photon counting electronics, which are synchronized to the excitation pulse. Fluorophores emit at random times during the intensity decay. Some fluorophores emit quickly following the excitation pulse while others emit after a significantly longer time delay. The intensity decay is formed by collecting a statistical average of many photon emissions. Fitting the intensity decay to an exponential allows determination of the excited state lifetime. However, care must be taken when interpreting intensity decays that exhibit multi-exponential decay, as the amplitude and lifetime fitting parameters are interconnected with many possible solutions capable of satisfactorily fitting experimental data.

When conducting time-resolved fluorescence measurements, significant effort must be made in the fitting of intensity decay to lifetime models. Elucidation of this point is facilitated by examining the nature of the time-resolved intensity signal.

8.6.1 Intensity Decay Laws

Since the 1970s, maturation of time-resolved fluorescence techniques has included numerous methods of data analysis. An early analysis method that is still widely used today is the nonlinear least squares procedure (NLLS). In NLLS the level of consistency of a model function, typically composed of 1-3 exponentially decaying components, to experimental data is quantified. If the model function is found to be satisfactorily consistent with the experimental data, best estimates
for parameter values are assigned. More recently algorithms using method-of-moments (MEM) analysis have been deployed, which allow complex decay profiles to be fit to distributions of lifetimes.[1; 3-5]

8.6.2 Multi-Exponential Decay

By far the most common model used in fitting simple to moderately complex fluorescence decays is the multi-exponential model. This model has the form

\[ I(t) = \sum_{i=1}^{n} \alpha_i \exp(-t/\tau_i) \]

where \( \tau_i \) and \( \alpha_i \) represent the decay times and amplitude components respectively. The physical meaning of the model parameters depends on the system. In Chapter 11 an \( n = 2 \) model can be used to relate this equation to the forward and backward charge transfer rate constants. When applied to a mixture of single lifetime fluorophores each \( \tau_i \) corresponds to the lifetime of an individual component.

8.6.3 Lifetime Distributions

For some systems, the intensity decay profile observed is the result of a distribution of lifetime components, not a combination of discrete lifetimes. For example, fluorophores in a mixed solvent system may be exposed to a range of solvent environments. Variability in the number of polar solvent molecules in the immediate fluorophore environment may result in different decay
intensities. Additionally, due to the uncertainty in estimated parameter values, NLLS is not suited to the analysis of multi-exponential decays containing closely spaced decay times. As is demonstrated in Chapter 11, lifetime distribution fitting procedures can be used to partially recover these closely spaced lifetimes.

8.7 APPLICATION OF FLUORESCENCE

Lanthanide metal ions display well-defined spectral emission lines that have long emission lifetimes in aqueous solutions. The lanthanide emission results from nominally forbidden transitions from the 4f orbitals; consequently, the emissive rate is very low, resulting in long emission lifetimes typically in the range of 0.5 to 3 ms, and absorption coefficients are very low, less than 10 M$^{-1}$cm$^{-1}$. Despite these limitations lanthanides are attractive fluorophores for detection applications because the lanthanide emission has an extremely narrow line spectral profile. In most applications, the low absorption cross-section requires lanthanides to be complexed with some type of sensitizer. In Chapter 10 we show that ZnS nanoparticles can act as an excitation antenna for a variety of different lanthanides that can be doped into the material.

Inorganic semiconductor nanoparticles (NP) exhibit a range of interesting material characteristics. The bandgap can be tuned by varying the NP size. The net charge and solubility can be modified by exchanging the surface capping ligands used to stabilize the inorganic core of the NP. In Chapter 9, by studying the fluorescence quenching, we show that the direction of the electric field created by electrostatic assemblies of oppositely charged cadmium selenide and cadmium telluride nanoparticles can significantly alter the rate of photo-induced charge transfer between the donor and acceptor nanoparticles.
In Chapter 11, photo-induced electron transfer is studied using bis-peptide molecules as semi-rigid donor-bridge-acceptor scaffolds. Here, the importance of electron tunneling through non-bonded contact is examined using steady-state fluorescence and lifetime distribution analysis.
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9.1 INTRODUCTION

Motivated by the increasing worldwide demand for clean energy resources, an effort is being made to develop relatively cheap and highly efficient solar cells.[7; 33] Bulk heterojunction (BHJ) solar cells, which are formed by the nanoscale phase separation of organic materials, are one promising new platform for the development of low-cost photovoltaic (PV) technology;[25; 51; 77] however, the power conversion efficiency of BHJ solar cells is low compared to that of silicon-based p–n junction solar cells. The highest certified efficiency for BHJ solar cells is now in the range of 6–7%, whereas the suggested maximum efficiency is in the range of 10–12%.[22; 61] Improved efficiencies should be realized by better optimizing
energy levels of the donor and acceptor materials, improving the charge transport in the donor–acceptor blend, improving charge separation yields at the phase boundaries, and better limiting recombination losses.[61] The formation of composites of organic conductors with inorganic nanoparticles (NPs) is one possible solution to this challenge. Because of their size-dependent electronic and optical properties,[3; 11] inorganic semiconductor NPs have shown great promise for many applications such as photovoltaic cells,[43; 44; 59; 66] bioimaging,[1; 10; 14; 48] sensing/detection,[20; 28] light-emitting diodes (LEDs), [62; 65] lasers,[6; 35] etc. The worldwide scientific research in this area has grown exponentially because the chemical synthesis of nanometer-sized crystals with controlled size and shape is relatively simple and inexpensive,[53; 57; 76] and the NPs are amenable to further synthetic modification. Thus, they can serve as building blocks to prepare larger and more complex architectures, e.g., NP molecules, two-dimensional arrays, and three-dimensional assemblies. The properties of these nanoscale and larger assemblies depend on the properties of the individual NPs and on the chemical, electronic, and magnetic coupling between them.[49; 63; 69; 71; 78]

Controlling the charge transfer between semiconductor NPs in assemblies[16; 26] is essential for improving the performance of photovoltaic cells[46] and LEDs.[27] For example, CdS,[36] CdSe,[56] and PbS[54] NPs, among others, have been used as light-absorbing sensitizers for large band gap metal oxide materials (TiO$_2$, SnO$_2$). These semiconductor NPs have been shown to enhance the metal oxide’s photoelectrochemical and photocatalytic activities by absorbing visible photons and injecting electrons (or holes) into the metal oxide. Recent reports of multiple exciton generation (MEG) by one absorbed photon, in some NPs, is one exciting new phenomenon that is unique to these nanomaterials and offers a
mechanism for dramatically improving the efficiency of NP-based solar cells.[18; 60] Efficient charge transfer requires strong electronic coupling between the semiconductor NPs and the metal oxide, and efficient charge separation requires favorable energetics (band alignment) to inhibit back electron transfer.[21; 47; 50; 70; 74] Generally, closely packed assemblies of NPs may be obtained in different ways, covalently or noncovalently, including drop-casting,[5; 49] Langmuir methods,[24] cross-linking precipitation,[12; 38] and stepwise self-assembly.[9; 41] The exploitation of electrostatic interactions has proved to be a simple, effective approach for generating organized assemblies of charged NPs,[23; 31] and this latter approach is used here.

Interfacial photoinduced charge transfer to metal NPs[32; 80] or dye/chromophore molecules to semiconductor NPs has been extensively investigated.[26; 58; 64] Except for the previously mentioned sensitization of TiO$_2$ by NPs,[36; 54; 56] core–shell materials,[34] and nanorod heterostructure materials,[17; 42] the charge transfer between semiconductor NPs has drawn little attention, especially CdSe and CdTe, which are otherwise extensively studied. Recently, Gross et al. studied the charge separation between thioglycolic acid (TGA) capped CdTe and CdSe NP aggregates, achieved by the incorporation of divalent Ca$^{2+}$ ions between them.[23] Like that work, this study investigates charge transfer between CdSe and CdTe NPs that have a type II band alignment. Instead of inducing association of similarly charged NPs with divalent Ca$^{2+}$ ions, the charge transfer assembly is formed by the spontaneous self-assembly of the two oppositely charged NPs and can be manipulated by variation of their surface charge. The NP compositions and sizes are chosen so that energy transfer quenching is minimized and the charge transfer can be followed by the
photoluminescence (PL) quenching and lifetime shortening of the CdTe NPs by the CdSe NPs. The magnitude of the PL quenching and lifetime shortening was found to depend on the interparticle distance, relative NP sizes, and direction of the electric field created by the surface charges.

9.2 EXPERIMENTAL DETAILS

9.2.1 Materials and Methods

Selenium powder (99.999%), tellurium powder (99.999%), cadmium chloride (CdCl$_2$; 99%), sodium borohydride (NaBH$_4$; 98%), hexadecylamine (HDA; 99%), trioctylphosphine (TOP; 97%), trioctylphosphine oxide (TOPO; 90%), CdO (99.999%), 3-mercaptopropionic acid (MPA; 97%), $N,N$-dimethyl-2-aminoethanethiol hydrochloride (DEA; 95%), $N,N,N$-trimethyl-1-dodecylammonium chloride (TDA; 99%), and $N,N,N$-trimethyl-2-aminoethane chloride (CEA; 99%) were purchased from Aldrich. $N,N,N$-trimethyl(11-mercaptopoundecyl)ammonium chloride (TMA; 98%) was purchased from ProChimia Surfaces (www.prochimia.com). See Figure 9.1 for the structures of these compounds. All reagents and solvents were used as received. Water used in all experiments was purified by a Barnstead Nanopure system, and its resistance was 18.2 MΩ-cm at 25 °C.
9.2.2 CdSe NP Synthesis and Ligand Exchange

TOPO-capped CdSe nanoparticles were prepared in a manner similar to a previously published procedure.[53; 55] For a typical synthesis of CdSe nanoparticles, 0.0514 g (0.40 mmol) of CdO, 0.1929 g (0.80 mmol) of HDA, and 3.8668 g (10.0 mmol) of TOPO were loaded into a 25 mL three-neck round-bottom flask. The mixture was heated to 300 °C under an Ar flow until CdO was dissolved. A selenium stock solution (0.0787 g/1.0 mmol of selenium powder dissolved in 4 mL of TOP) was then swiftly injected into the reaction flask. After the injection, nanocrystals were allowed to grow at 280 °C until they reached the desired size. Highly luminescent TOPO-capped CdSe NPs in a nonaqueous medium can be readily transferred to water by the following procedure.[52; 68] About 20 mg of freshly prepared CdSe nanocrystals was precipitated from toluene solution by adding methanol and then isolated by centrifugation. The collected NPs were redissolved in chloroform. For preparing TMA-CdSe

Figure 9.1: Abbreviations, definitions, and structures

MPA: 3-Mercaptopropionic acid

TOPO: triocetylphosphine oxide

TMA: N,N,N-trimethyl(11-mercaptopoundecyl)ammonium chloride

DEA: N,N-dimethyl-2- aminoethanethiol hydrochloride

TDA: N,N,N-trimethyl-1-dodecylammonium chloride

CEA: N,N,N-trimethyl-2-aminoethanecloride chloride
NPs, 2 mg of TMA was dissolved in 3 mL of chloroform and then added to the TOPO-CdSe solution and the resulting solution stirred at room temperature in the dark for 1 h. The TMA-CdSe NPs were gradually precipitated out of solution and then redispersed in water, providing a clear homogeneous dispersion of NPs. The dispersion was purified by using three cycles of concentration/dilution with an Ultrafree centrifugal filtration device (Millipore, MWCO 10,000). These procedures should eliminate soluble organics and excess free ligands from the solution and provide homogeneous aggregate-free NP dispersions that are ready for further use. To obtain DEA-CdSe NPs, 50 mg of DEA was dissolved in 50 μL of water and added into the TOPO-CdSe chloroform solution and the resulting solution stirred at room temperature in the dark for 1 h. The surface-modified CdSe NPs were transferred into water and subsequently purified in a manner similar to that used for the TMA-CdSe NPs. For preparing MPA-CdSe NPs, 20 mg of TOPO-CdSe NPs and 100 μL of MPA were added into 3 mL of DMF. The mixture was heated to ~60 °C in an oil bath for 2 h under an inert atmosphere to get a clear solution. Potassium tert-butoxide (~2 wt %) in DMF was added into the mixture to precipitate MPA-CdSe NPs. The obtained CdSe NPs were collected by centrifugation and purified by ultrafiltration.

9.2.3 CdTe NP Synthesis

CdTe NPs were synthesized in aqueous solution, as described in a previously published procedure.[57; 75] The surface charges were controlled to be either negative, by using MPA as the capping ligand, or positive, by using DEA as the capping ligand. For example, MPA-CdTe NPs, typically, were prepared as follows. First, 50.8 mg (0.4 mmol) of tellurium powder and 37.8 mg (1 mmol) of NaBH₄ were loaded into a 25 mL two-necked flask and connected to a Schlenk
line. Air was pumped off and replaced with Ar. A 10 mL volume of distilled water was added through a syringe, and the reaction mixture was heated at 80 °C for 30 min to get a deep red clear NaHTe solution. Then an aqueous solution containing 0.2 mmol of CdCl$_2$ and 0.34 mmol of MPA was adjusted to pH 11.9 by adding 0.1 M NaOH solution dropwise. This solution was put into a three-neck flask with a condenser attached and connected to the Schlenk line. Air was pumped off and replaced with Ar, and freshly prepared NaHTe solution (0.01 mmol) was injected through a syringe at room temperature. The reaction mixture was heated to reflux (100 °C), and the timing was started when the temperature reached 100 °C. Both types of modified NPs were purified by ultrafiltration in a manner similar to that used for the CdSe Nps.

The spectroscopic information for the CdTe and CdSe NPs used in this study is summarized in Table 2.

Table 2: First excitonic Peak and PL Peak of NPs

<table>
<thead>
<tr>
<th>Sample</th>
<th>1st excitonic peak in UV-vis (nm)</th>
<th>PL peak (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPA-CdTe-1</td>
<td>579</td>
<td>638</td>
</tr>
<tr>
<td>DEA-CdSe-1</td>
<td>519</td>
<td>Quenched</td>
</tr>
<tr>
<td>TMA-CdSe</td>
<td>524</td>
<td>Quenched</td>
</tr>
<tr>
<td>MPA-CdTe-2</td>
<td>660</td>
<td>732</td>
</tr>
<tr>
<td>DEA-CdSe-2</td>
<td>456</td>
<td>Quenched</td>
</tr>
<tr>
<td>DEA-CdTe</td>
<td>575</td>
<td>610</td>
</tr>
<tr>
<td>MPA-CdSe</td>
<td>520</td>
<td>Quenched</td>
</tr>
</tbody>
</table>

Note that the postfix numbers 1 and 2 in the first column of table 1 are used to distinguish NPs of the same composition but different sizes.
9.2.4 Steady-State Spectroscopy

Steady-state absorption spectra were measured on an Agilent 8453 spectrometer, and the steady-state emission spectra were measured on a Horiba J-Y Fluoromax 3 fluorescence spectrophotometer.

9.2.5 Time-Dependent Fluorescence Spectroscopy

The time-resolved fluorescence data were collected using the time-correlated single photon counting (TCSPC) method. [39] The instrument response function was measured using a sample of colloidal BaSO$_4$. The samples were excited at 440 nm using a diode laser (PIL043, ALS GmbH) and/or a 585 nm synchronously pumped dye laser at a 1 MHz repetition rate, and 6000 counts in the peak channel were collected for each sample. Experiments were also performed with a 300 kHz repetition rate. Lifetime values were found to be nearly identical to those collected at a 1 MHz repetition rate in all the systems studied. The fluorescence decay curves were fit to a sum of exponentials by a convolution and compare method using IBH-DAS6 analysis software. [40]
9.2.6 Dynamic Light Scattering (DLS) and ζ Potential Measurements

DLS measurements were performed at room temperature in a 90° geometry and analyzed by using particle sizing software with a 532 nm laser (Brookhaven Instrument Co.). The electrophoretic mobility measurements were performed on the same instrument at room temperature with an electrical field strength of 10 V/cm by using a Zeta Plus ζ potential analyzer.

9.3 RESULTS AND DISCUSSION

9.3.1 Formation of Aggregates Through Electrostatic Interaction

As shown in Figure 9.2, MPA-capped CdTe NPs in water show a first excitonic peak at 579 nm (implying a size of about 3.5 nm in diameter[12] and the corresponding PL peak occurs at 638 nm (excitation wavelength at 400 nm). TOPO-capped CdSe NPs, which do not dissolve in water, show a first excitonic peak at 518 nm in toluene (implying a size of about 2.5 nm in diameter) and a corresponding photoluminescence peak at 531 nm.[12] After ligand exchange with TMA or DEA, the CdSe NPs can be completely transferred into water and the absorbance maximum shifts from 518 to 524 nm for TMA and from 518 to 519 nm for DEA. Other than this shift, the spectra do not change significantly. The photoluminescence of the TMA-CdSe and the DEA-CdSe NPs in water is strongly quenched, as compared to that for the TOPO-capped NPs in toluene. The quenching is attributed to trapping states created during the ligand exchange process.
of CdSe NPs with thiol molecules, as has been reported previously.\cite{2} The absorption spectrum of CdSe shows a very small overlap with the photoluminescence spectrum of the CdTe, so that electronic energy transfer from the CdTe NPs to the CdSe NPs is negligible (see the Supporting Information \cite{75}).
Figure 9.2: Absorption and PL spectra of MPA-capped CdTe and TMA-capped CdSe NPs

Representative absorption and PL spectra of MPA-capped CdTe and TMA-capped CdSe NPs used in this work: from left to right, CdSe absorbance in water after ligand exchange with TMA (−−−), CdTe absorption in water (---), CdTe fluorescence in water (—). The quenched CdSe PL is not shown.
Because of mutual electrostatic attraction, the negatively charged MPA-CdTe NPs and positively charged TMA-CdSe NPs are expected to form aggregates under the appropriate electrolyte solution conditions. The $pK_a$ value of DEA is about 10.5, so that the DEA-capped CdSe is expected to be positively charged in aerated water (pH 6.6), and it can electrostatically interact with the negatively charged MPA-CdTe. The aggregation was quantified by titrating the positively charged TMA- or DEA-capped CdSe NPs into aqueous solutions of negatively charged MPA-capped CdTe NPs, for which the CdTe final concentration was fixed at $0.9 \times 10^{-6}$ M. Absorption spectra of these solutions show excitonic peaks of both CdSe and CdTe NPs and are a superposition of the individual nanoparticle spectra, indicating that the electronic transitions of the NPs remain isolated on the individual particles after mixing. DLS experiments confirmed the presence of aggregates upon addition of TMA-CdSe (or DEA-CdSe) NPs to the CdTe NP solutions. With increasing concentration of CdSe, the average diameters of the aggregates grew from below 10 nm to on the order of 100 nm and reached a size on the order of 1–2 μm as the molar ratio of CdSe to CdTe approached 0.5 for the larger TMA-CdSe NPs and 1 for the smaller DEA-CdSe NPs. With a further increase in the concentration of positively charged CdSe NPs, the aggregate size decreases to about 100 nm. See the Supporting Information [75] for these data in tabular form.

ζ potential measurements (Figure 9.3) corroborate the DLS results. The initial ζ potential for a solution of negatively charged MPA-CdTe NPs was about −21 mV. As the concentration of TMA-CdSe NPs increased the ζ potential increased to about +1.1 mV at a CdSe/CdTe molar ratio of 0.5 and then to about +28 mV at a molar ratio of 3. The addition of DEA-CdSe NPs to CdTe NP solutions causes a similar trend but has a less sharp transition and asymptotes toward a smaller positive potential.
Figure 9.3: ζ potential measurements of assemblies of CdSe/CdTe

ζ potential measurements of assemblies of CdSe/CdTe with increasing concentration of positively charged TMA-CdSe (red ▲) or DEA-CdSe (blue ◆). The dotted line indicates 0 mV. The concentration of the MPA-CdTe NP is fixed at 0.9 μM.
These data indicate that as the proportion of positively charged TMA-CdSe NPs to negatively charged MPA-CdTe NPs increases, aggregates form in the solution and the ζ potential approaches zero. The concentration at which the aggregates are close to being neutral corresponds to the concentration at which DLS gave the largest sizes. As the CdSe NP concentration increases beyond this “isoelectric” point, the size decreases again because the aggregates again have a net charge (albeit of opposite sign) that acts to inhibit the stability of large aggregates. At a molar ratio of 3, the DLS results give an effective diameter of $\sim 130\ \text{nm}$ for the TMA-CdSe aggregates and $\sim 80\ \text{nm}$ for the DEA-CdSe aggregates. The sharper ζ potential change that is observed for TMA-CdSe may occur because more TMA ligands can be loaded onto the CdSe NP surface as compared to DEA (because the longer TMA ligands reduce electrostatic repulsion between neighboring ligands). This explanation can be rationalized from the ζ potential values of pure TMA-CdSe NP solutions, +27 mV, and pure DEA-CdSe NP solutions, about +13 mV.

9.3.2 Aggregation-Induced Self-Quenching Due to Interparticle Interaction

Although the poor spectral overlap inhibits energy transfer quenching of CdTe NPs by CdSe NPs, self-quenching of CdTe NPs can occur. Self-quenching is well-known for NP systems where assembly in solution or the formation of a solid NP film from solution takes place, and it can be attributed to electronic energy transfer from the smaller NPs to the larger NPs in the NP size distribution.[15; 30; 37; 67] For a self-quenching NP solution, a red shift and quenching of the photoluminescence can be observed as the NPs aggregate. To test for the
importance of self-quenching, the surfactant TDA, which has a positive headgroup and a length similar to that of the TMA coating on the CdSe NPs, was titrated with a solution of the negatively charged MPA-CdTe NPs. A $0.9 \times 10^{-6}$ M solution of MPA-CdTe NPs in water exhibits a strong photoluminescence peak around 638 nm; as TDA surfactant is added to the solution, the emission peak red shifts to 672 nm. Furthermore, the photoluminescence intensity quenches by a factor of 2 as the TDA/CdTe molar ratio increases from 0 to about 1 (assuming there are about 350 MPA ligands per CdTe NP) and is saturated at this value for higher molar ratios (see Figure 9.4b).\[45\] See the Supporting Information \[75\] for PL spectra. A similar phenomenon is observed if the CdTe NP solution is titrated with TMA-capped CdSe NPs; the emission’s peak wavelength red shifts and saturates at a value of 665 nm at high molar ratios (see Figure 9.4a). We note that the red shift first appears to reach 671 nm at an intermediate mole ratio (1:3 and 1:2 CdSe/CdTe) and then blue shifts back to 665 nm for a CdSe/CdTe molar ratio of 3. Figure 9.4b shows that the final photoluminescence intensity quenches by a factor of about 2. The similarity of the red shift and PL quenching of the CdTe emission by the TMA-CdSe NPs and TDA molecules indicates that the changes observed in the emission spectra arise from the same self-quenching mechanism and is caused by interparticle interactions between CdTe NPs. \[15; 30; 37; 67\] Other than driving the aggregation of CdTe NPs, the presence of TMA-CdSe NPs does not provide a significant new nonradiative pathway for quenching.
Figure 9.4: PL spectra and relative PL intensity of MPA-CdTe assemblies with increasing concentration of TMA-CdSe

(a) PL spectra of assemblies of MPA-CdTe in water with increasing concentration of TMA-CdSe, as compared to the pure MPA-CdTe NP concentration ($0.9 \times 10^{-6}$ M). The traces are pure MPA-CdTe NP solution (—) and TMA-CdSe/MPA-CdTe at molar ratios of 1:4 (−−−), 1:3 (---), 1:2 (+ ++), and 3:1 (○○○). The cases of 1:1 and 2:1 molar ratios are not shown for clarity. (b) Relative photoluminescence intensity of MPA-CdTe NP aggregates as a function of increasing molar ratio of TMA-CdSe/MPA-CdTe and TDA/MPA-CdTe. Error bars are small and not shown.
9.3.3 Charge Transfer Process from CdTe to CdSe NPs

As shown above, the TMA-CdSe NPs, with their 11-methylene-thick surface coating, behave as a surfactant that induces aggregation and self-quenching (a factor of 2) of the MPA-CdTe NPs. Here we explore how the photoluminescence quenching of the MPA-CdTe NPs depends on the thickness of the organic surface coating of the CdSe NPs, the relative energetics of the NPs, and the direction of the interparticle electric field.

9.3.4 Interparticle Distance Dependence

In contrast to the weak (<50%) photoluminescence quenching of the MPA-CdTe NPs by TMA-CdSe NPs, aggregates of MPA-CdTe NPs with DEA-CdSe NPs (containing only two methylenes) give rise to a very significant (>98%) quenching (see Figure 9.5). For a molar ratio of DEA-CdSe to MPA-CdTe that is less than 1, the PL intensity is quenched by about 30–40% and the peak position is only slightly red-shifted. As the molar ratio increases to 2, the PL intensity is quenched by more than 75% and the peak red shifts to 665 nm, and when the molar ratio increases to 3 or larger, the PL intensity is quenched by more than 90% and the peak emission wavelength shifts back to 656 nm.
Figure 9.5: PL spectra of MPA-CdTe NPs in water with increasing DEA-CdSe concentration

(a) Photoluminescence spectra of MPA-CdTe NPs in water with increasing DEA-CdSe/MPA-
CdTe ratio, compared to the pure MPA-CdTe NP solutions (0.9 × 10^{-6} M). From top to bottom,
the traces are pure MPA-CdTe NP solution (——) and DEA-CdSe/MPA-CdTe at molar ratios of 1:2
(-----), 1:1 (---), 2:1 (+++), 3:1 (○○○), and 4:1 (◇◇◇). The intensity of the 3:1 and 4:1 spectra
has been magnified by 5- and 4-fold, respectively, for clarity. (b) Relative photoluminescence
intensity of MPA-CdTe NPs with increasing molar ratio of DEA-CdSe/MPA-CdTe and CEA/MPA-
CdTe. Error bars are small and not shown.
The quenching of MPA-CdTe NP photoluminescence by DEA-CdSe NPs was found to be reversible. If 0.5 M NaCl was added to a solution of MPA-CdTe NPs, the PL peak remained in the same spectral position as the original peak and a small amount of quenching (~30%) was observed (Figure 9.6a). Subsequent addition of DEA-CdSe NPs, to create a molar ratio of 4:1 with MPA-CdTe, did not induce more significant changes. Similarly if a high concentration of NaCl is added into a solution of DEA-CdSe/MPA-CdTe, the emission’s peak wavelength blue shifts back to the original CdTe peak position and the PL intensity recovers to the value found for a NaCl containing solution of MPA-CdTe. These results imply that the NPs do not degrade upon DEA-CdSe addition, nor do they cluster nonspecifically as a result of a high ionic strength of the solution. In addition, this experiment confirms that the close proximity of DEA-CdSe is driven by electrostatic attraction and is required for efficient photoluminescence quenching.
Figure 9.6: PL spectra of MPA-CdTe NP with the addition of quencher NPs

(a) Photoluminescence spectra for a pure MPA-CdTe NP solution ($0.9 \times 10^{-6}$ M) (—) and MPA-CdTe NPs in 0.5 M NaCl solution (—-). (b) Photoluminescence spectra of a pure MPA-CdTe NP solution ($0.9 \times 10^{-6}$M) (—), of DEA-CdSe/MPA-CdTe at a molar ratio of 4:1 in 0.5 M NaCl solution (—-), and of DEA-CdSe/MPA-CdTe aggregates at a molar ratio of 4:1 in water (---).

The intensity of CdSe/CdTe at a molar ratio of 4:1 is magnified by 4-fold for clarity.
As a control experiment MPA-CdTe NPs were titrated by CEA, which has a chain length similar to that of DEA and a positive headgroup like that of DEA. This experiment showed that the photoluminescence spectra of CEA/MPA-CdTe do not change significantly (see the Supporting Information [75]). A plot of the relative PL intensities of DEA-CdSe/MPA-CdTe NPs and CEA/MPA-CdTe NPs (see Figure 9.5b) reveals the dramatic difference in quenching efficiencies. The extent of aggregation and ζ potential changes in CEA/MPA-CdTe NP solutions are very small. Clearly, the DEA-CdSe NPs are necessary to observe significant PL quenching, and CEA molecules do not play a role in either inducing the aggregates or PL quenching.

In another control experiment the dendrimer PAMAM 2G (Dendritech, Inc.), which has no visible chromophore, was used to induce aggregates of MPA-CdTe NPs. PAMAM 2G is 2.9 nm in diameter and has 16 NH₂ surface groups which should be protonated in water at pH 6.6. For a molar ratio of 3:1 (PAMAM 2G/MPA-CdTe), aggregates of several hundreds of nanometers diameter were formed and the accompanying ζ potential changed from −21 to +36 mV. The PL peak red shifts to ~670 nm, and the intensity quenches by 30–40% (see the UV–vis and PL spectra in the Supporting Information [75]).

These experiments indicate that the DEA-CdSe NPs both enhance aggregate formation, as evidenced by a more significant red shift in PL than the case of CEA ligands only, and cause much stronger quenching, as compared to the PAMAM-2G dendrimer systems, which induce aggregates of a size similar to those found for DEA-CdSe. The red shift for the DEA-CdSe/MPA-CdTe NP solution is less than that observed for the TMA-CdSe/MPA-CdTe NP solution (TMA-CdSe/MPA-CdTe red-shifted from 638 to 665 nm, and DEA-CdSe/MPA-CdTe red-shifted from 638 to 656 nm), which indicates less self-quenching of MPA-CdTe NPs even though they may be closer together, on average. Thus, the enhanced quenching of the MPA-CdTe
NP photoluminescence and its weaker spectral shift indicate that a new nonradiative pathway is created by the proximity of DEA-CdSe NPs and that this nonradiative pathway is more rapid than the self-quenching of the MPA-CdTe NPs.

We postulate that electron transfer from the MPA-CdTe to the DEA-CdSe NPs is the new nonradiative relaxation pathway, i.e., quenching mechanism. This mechanism is postulated because of the staggered type II band gap alignment of the CdTe and CdSe NPs, in which both the conduction band and the valence band of CdTe NPs are energetically higher than the corresponding band positions of the CdSe NPs (Figure 9.7 a). In the DEA-CdSe/MPA-CdTe NP assemblies, a lower bound on the interparticle distance is determined by the length of the capping ligand molecules and is close to 1 nm, so that the excited electrons from the conduction band of CdTe can tunnel through the organic ligand barrier to the conduction band of the CdSe. In agreement with the data, this mechanism predicts a much weaker quenching for the TMA-CdSe/MPA-CdTe aggregates than that of DEA-CdSe/MPA-CdTe because of the longer distance (ca. 2 nm) between the NPs in the aggregates (compare Figure 9.4 and Figure 9.5)
Figure 9.7: Drawing of type II and type I staggered band gap alignment

Schematic Drawing of Type II Staggered Band Gap Alignment of Appropriately Sized CdTe and CdSe NPs (a) and Type I Band Gap Alignment of Larger Sized CdTe and Smaller Sized CdSe NPs (b)
### 9.3.5 Surface Charge Dependence

The type II band alignment in Figure 9.7a implies that the electron transfer mechanism places an extra negative charge on the CdSe NP and a consequent extra positive charge on the CdTe NP. Given that the CdSe NP surface is positively charged and the CdTe NP surface is negatively charged, the net charge separation between the two types of NPs is decreased by the electron transfer. In contrast, one might expect that the transfer of an electron to a negatively charged CdSe NP from a positively charged CdTe NP might be less facile because of the increase in electrostatic energy, i.e., more net charge separation. This aspect of the electron transfer quenching mechanism was explored by switching the capping ligands and thereby changing the sign of the NP surface charges. DEA-CdTe NPs were synthesized by using a protocol similar to that for the MPA-CdTe NP preparation, and the size was controlled in a similar manner. The first excitonic peak of the DEA-CdTe NPs occurs near 575 nm, and the photoluminescence peak occurs near 610 nm. The MPA-CdSe NPs were prepared from the same TOPO-CdSe NPs that have their first excitonic peak at 518 nm; upon ligand exchange with MPA it shifted to 520 nm (see Figure 9.8).
Figure 9.8: Absorption and PL spectra of NPs used in surface charge dependence experiments

Representative absorption and photoluminescence spectra of DEA-CdTe and MPA-CdSe NPs used in surface charge dependence experiments: from left to right, MPA-CdSe NP absorbance in water (−−−), DEA-CdTe NP absorbance in water (---), and DEA-CdTe fluorescence in water (—).
A solution of MPA-CdSe and DEA-CdTe at a molar ratio of 3:1 showed both excitonic peaks of CdTe and CdSe NPs in absorption spectra but did not show a significant quenching effect, as compared to a solution of DEA-CdTe (the PL spectrum of the assembly is similar and not shown). DLS experiments gave aggregate sizes of several tens of nanometers, and ζ potential measurements showed that the potential changed from about +14 mV for the original DEA-CdTe to about −8 mV for MPA-CdSe/DEA-CdTe at a molar ratio of 3:1. Thus, the aggregation properties are similar to those for the other aggregate type (negatively charged CdTe and positively charged CdSe). The inefficient self-quenching of DEA-CdTe compared to the MPA-CdTe systems may reflect the narrower size distribution of interaction energies (fwhm = 1652 cm$^{-1}$ for DEA-CdTe as opposed to 2038 cm$^{-1}$ for MPA-CdTe; see the Supporting Information [75]) as well as the shortening of the average fluorescence lifetime (14.1 ns for DEA-CdSe as compared to 39.0 ns for MPA-CdTe). These findings show that the direction of the interparticle electric field changes the photoluminescence quenching efficiency; a finding that is consistent with charge transfer but not with energy transfer.

### 9.3.6 Kinetic Measurements

Time-resolved photoluminescence measurements, using the TCSPC method, were performed to validate the steady-state measurements and quantify the relevant time scales for the quenching. A diode laser at 440 nm and a dye laser at 585 nm were used as excitation sources, and the emission was collected at the PL peak wavelength. None of the samples showed an excitation wavelength dependence; therefore, only lifetime parameters from the 585 nm excitation are presented here (Table 3 and Figure 9.9). Studies were performed for samples with molar ratios at
which the most pronounced difference in steady-state photoluminescence measurements were observed. Table 3 summarizes the findings by presenting the parameters for a best fit of the data to a sum of exponentials; the quantity $\langle \tau \rangle$ is the average lifetime.

The lifetime data corroborate the steady-state emission data. The photoluminescence decay of the pure MPA-CdTe NP solution could be fit by a biexponential decay law with decay times that are tens of nanoseconds, giving an average lifetime of 39.0 ns. This value is consistent with typical thiol-capped CdTe NP emission lifetimes reported in the literature.\[57; 76; 79\] Typically, the shorter lifetime is attributed to the intrinsic recombination of initially populated core states, and the longer lifetime reflects the charge trapping kinetics of surface states via a delayed fluorescence mechanism.\[4; 8; 13; 29; 72; 73\] The amplitude $a_2$ of the longer lifetime component accounts for nearly 80% of the total PL decay and indicates good surface reconstruction with few recombination centers created during the sample growth process.\[72; 79\] The TDA/MPA-CdTe and TMA-CdSe/MPA-CdTe NP solutions showed very similar PL decay characteristics with an average lifetime of 24 ns. As discussed above these solutions show steady-state emission quenching of about a factor of 2, and it is attributed to aggregation-induced self-quenching of the CdTe NPs; the ratio of average lifetimes is consistent with the steady-state PL measurement. The decay parameters show that both time constants decrease but only by 10–20%. In contrast, the DEA-CdSe/MPA-CdTe solution showed a dramatic lifetime shortening for both components with an average lifetime of 3.8 ns. This observation is consistent with the steady-state studies and strongly suggests that interparticle separation in the aggregates changes the relative importance of nonradiative decay pathways.
Lastly, a solution of MPA-CdSe/DEA-CdTe which inverts the NP surface charges, hence the sign of the interparticle electric field, has an average lifetime similar to that of the pure solution of DEA-CdTe. These data corroborate the steady-state measurements and their interpretation.
Figure 9.9: Time-Resolved PL decays of NP assemblies

(a) Representative time-resolved PL decays of MPA-CdTe, TMA-CdSe/MPA-CdTe at a 3:1 molar ratio, and DEA-CdSe/MPA-CdTe at a 3:1 molar ratio in water. (b) Representative time-resolved PL decays of MPA-CdTe, DEA-CdTe, and MPA-CdSe/DEA-CdTe at a 3:1 molar ratio in water.

The MPA-CdTe data were included in both panels for better comparison.
Table 3: Time-resolved PL decay parameters

<table>
<thead>
<tr>
<th>System</th>
<th>$a_1$</th>
<th>$\tau_1$</th>
<th>$a_2$</th>
<th>$\tau_2$</th>
<th>$a_3$</th>
<th>$\tau_3$</th>
<th>&lt;$\tau$&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPA-CdTe</td>
<td>0.21</td>
<td>11.4</td>
<td>0.79</td>
<td>46.3</td>
<td></td>
<td></td>
<td>39.0</td>
</tr>
<tr>
<td>TDA/MPA-CdTe</td>
<td>0.56</td>
<td>10.0</td>
<td>0.44</td>
<td>38.4</td>
<td></td>
<td></td>
<td>22.6</td>
</tr>
<tr>
<td>CEA/MPA-CdTe</td>
<td>0.21</td>
<td>12.1</td>
<td>0.79</td>
<td>47.4</td>
<td></td>
<td></td>
<td>40.0</td>
</tr>
<tr>
<td>TMA-CdSe/MPA-CdTe</td>
<td>0.52</td>
<td>10.4</td>
<td>0.48</td>
<td>38.0</td>
<td></td>
<td></td>
<td>23.6</td>
</tr>
<tr>
<td>DEA-CdSe/MPA-CdTe</td>
<td>0.65</td>
<td>0.66</td>
<td>0.24</td>
<td>4.2</td>
<td>0.11</td>
<td>21.8</td>
<td>3.8</td>
</tr>
<tr>
<td>DEA-CdTe</td>
<td>0.32</td>
<td>1.23</td>
<td>0.41</td>
<td>11.0</td>
<td>0.27</td>
<td>33.5</td>
<td>13.9</td>
</tr>
<tr>
<td>MPA-CdSe/DEA-CdTe</td>
<td>0.35</td>
<td>0.56</td>
<td>0.36</td>
<td>10.3</td>
<td>0.29</td>
<td>33.0</td>
<td>13.5</td>
</tr>
</tbody>
</table>

In Table 2, time-resolved PL was collected with $\lambda_{\text{ex}} = 585$ nm and $\lambda_{\text{em}} \approx$ peak maximum. The average lifetime is given by

$$\langle \tau \rangle = \sum_i a_i \tau_i.$$  

The $\chi^2$ for all fits was less than 1.4.
9.4 SUMMARY AND CONCLUSIONS

An electron transfer quenching mechanism provides a consistent understanding of the photoluminescence quenching of the CdSe/CdTe NP aggregates studied here. When TMA-CdSe NPs are mixed with MPA-CdTe NPs, the interparticle distance in the aggregates is about 2 nm (determined by the length of the capping ligands; see Figure 9.10), and this inhibits electron transfer because the electron tunneling probability through methylene films decays exponentially with the distance, with a typical decay length of 10 per nanometer. Although energy transfer of the CdTe is weak, some self-quenching can be observed in the aggregates.

When DEA-CdSe NPs are mixed with MPA-CdTe NPs, the interparticle distance in the aggregates is only about 1 nm, which is about half that of the TMA-CdSe/MPA-CdTe aggregates. If the tunneling probability through a methylene chain is taken to be proportional to \( \exp(-d) \) (\( d \) in angstroms), then the shorter distance means that the electron tunneling probability is about 20,000 times more probable, making electron transfer a more facile nonradiative decay pathway. Thus, the quenching and lifetime shortening observed in these assemblies are attributed to electron transfer from CdTe to CdSe through the interparticle barrier (see Figure 9.11).
Figure 9.10: Schematic drawing of assemblies formed between TMA-CdSe and MPA-CdTe

Figure 9.11: Schematic drawing of assemblies formed between DEA-CdSe and MPA-CdTe
The assignment of the quenching mechanism to electron transfer was supported by studies that inverted the surface charge on the NPs in the aggregates; in particular, CdTe was capped with positively charged DEA, and CdSe was capped with negatively charged MPA. Thus, the direction of the electric field between the two types of NPs was inverted (see Figure 9.12). Although the optical properties and the aggregation properties of the NPs did not change significantly with this change in surface ligand, the photoluminescence quenching of their aggregates changed dramatically. Whether the change in rate with the field direction is caused by a change in the tunneling probability and/or the relative energetics of the donor and accepting states of the NPs is not yet known.

In conclusion, this study demonstrates that electron transfer and photoluminescence quenching in CdSe/CdTe NP assemblies can be controlled through the interparticle distance, energetics, electric field created by the surface capping group, and particle size. Time-resolved studies indicate that the electron transfer process may involve surface-localized states. The inhibition of electron transfer by the interparticle electric field is significant and may provide an avenue for inhibiting back electron transfer. These findings should be useful for understanding and controlling charge transfer in nanocrystal-based solar cells.
Figure 9.12: Schematic drawing of assemblies formed between MPA-CdSe and DEA-CdTe after inverse charges
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10.1 INTRODUCTION

Historically, luminescent lanthanides have been extensively used as phosphors, and more recently, they have attracted interest as a new class of luminescent probes and sensors for biological applications.[5; 9; 35; 49; 50; 61; 74] Lanthanides have a number of luminescence properties that make them an attractive alternative to organic fluorophores in
bioanalytical applications and biological imaging. Whereas typical organic fluorophores are prone to photobleaching mechanisms, lanthanide luminescence is highly resistant to photobleaching and, hence, allows longer experiment times or their repetition. The sharp atom like lanthanide emission bands and the negligible overlap between the bands of different lanthanide ions makes them promising candidates for multiplex biological assays through spectral discrimination or for barcode types of applications.\textsuperscript{[81]} Moreover, the long lanthanide luminescence lifetimes (millisecond time range for lanthanide emitting in the visible) allows their signal to be distinguished from the background autofluorescence of biological media (nanosecond time range) through temporal discrimination for improved detection sensitivity.

A major requirement for the use of lanthanides as biological imaging agents is the detection sensitivity they can provide, which includes the emission of a sufficient number of photons to obtain good detection sensitivity. The direct excitation of lanthanides is inefficient because most of the interesting f−f transitions are Laporte-forbidden.\textsuperscript{[10; 29]} As a consequence, the molar extinction coefficients of lanthanide ions are very low\textsuperscript{[11]} ($\leq 10 \text{ M}^{-1} \text{ cm}^{-1}$, as opposed to $10^4$–$10^5 \text{ M}^{-1} \text{ cm}^{-1}$ for typical organic fluorophores). The low number of absorbed photons will result in a low number of emitted photons. To overcome this limitation, the concept of sensitization through an antenna effect has been established.\textsuperscript{[2; 4; 7; 17; 41; 42; 50; 53; 63; 64; 83; 84]} In this process, photons from the excitation light are absorbed by a chromophore with high extinction coefficient that transfers the energy to the accepting levels of the lanthanide ions, thus creating a high population of electronically excited lanthanide ions and enhancing the amount of luminescent photons. In addition to efficient energy pumping by this antenna effect, it is also important to prevent the quenching of lanthanide ion
excited states by nonradiative energy transfer to the overtones of high frequency vibrational modes, such as −OH, −NH, and −CH.\[3\] For applications under biological conditions, it is especially important to protect the lanthanide ions from water molecules.

Semiconductor nanoparticles that contain lanthanide ions are advantageous for biological applications over the undoped nanoparticles because the sharp emission signal corresponding to each lanthanide ion has a unique spectroscopic signature for spectral identification and unambiguous identification. Depending on the lanthanide cations, there is a broad choice of emission wavelength throughout the entire visible and near-IR spectral regions. The near-IR luminescence of lanthanide cations is of special benefit for biological applications because (i) there is an absence of native autofluorescence of tissues in the near−IR region; therefore, a good signal-to-noise ratio is obtained for more sensitive detection, and (ii) near-IR photons can cross significant depths of tissues for potential noninvasive investigation.

Recently, Chengelis et al. reported on the incorporation of terbium ions (Tb\(^{3+}\)) in CdSe nanoparticles.\[19\] Although Tb\(^{3+}\) luminescence sensitization was observed for the CdSe/Tb\(^{3+}\) system, its emission was obscured by the more intense CdSe bandgap emission in steady-state mode, and a time-gated method was required to specifically identify the Tb\(^{3+}\) luminescence. From the excitation spectrum, collected upon monitoring the 545 nm centered Tb\(^{3+}\) emission signal, it is evident that part of the excitation energy is transferred from the CdSe nanoparticle states to the accepting energy levels of Tb\(^{3+}\) ions, demonstrating that the electronic structure of the nanoparticle can act as an antenna.
Although the CdSe/Tb\(^{3+}\) system demonstrates the use of the nanoparticles as an antenna, it has intrinsic limitations; namely, the efficiency of CdSe in sensitizing Tb\(^{3+}\) luminescence was low, and the Cd and Se components of the nanoparticles are toxic, thus limiting their applicability for studying biological systems and for diagnostic purposes. To overcome these two drawbacks, we have created a ZnS/Tb\(^{3+}\) nanoparticle system, in which the individual constituents are nontoxic or less toxic and more environmentally friendly. Moreover, because the bulk band gap of ZnS is larger than that of CdSe (3.6 eV as opposed to 1.7 eV), the electronic structure of ZnS is expected to sensitize lanthanides more efficiently than CdSe because it ensures a more favorable match of lanthanide acceptor energy levels with respect to the nanoparticle donating energy levels.

This work reports results on ZnS nanoparticles containing three different lanthanides: two visible-emitting lanthanides, Tb\(^{3+}\) and Eu\(^{3+}\) in ZnS nanoparticles, and corresponding control experiments with Gd\(^{3+}\) (which does not have accepting electronic levels in the relevant energy range). ZnS nanoparticle systems without lanthanides were also studied for comparison. Both steady-state and time-resolved luminescence measurements demonstrate that ZnS acts as an efficient antenna to sensitize Tb\(^{3+}\) and Eu\(^{3+}\) luminescence. A comparison with other II–VI materials (namely, Tb\(^{3+}\) incorporated in CdSe, CdS, and ZnSe) is made to elucidate the energy transfer mechanism between the lanthanide and the nanoparticle host.

Understanding the mechanism of lanthanide luminescence sensitization is of main importance for controlling the performance and properties of novel optical materials. Because lanthanide ions behave as hard acids, they bind strongly to hard bases, following the preference order O > N > S. Various researchers have devoted considerable effort to understanding and
exploiting the mechanisms for the luminescence sensitization of lanthanide ions in semiconductor materials. Some of the discussed mechanisms are based on a defect-related Auger transition model, [1; 31; 86] a resonant energy transfer model, [44] bound exciton models, [53; 79] and shallow donor (or acceptor) models. [34] It is generally believed that exciton recombination plays a key role in the luminescence sensitization of lanthanide cations.

Although a number of researchers have discussed lanthanide luminescence in bulk semiconductors [18; 32; 33; 39; 43; 58; 59; 69-72] and semiconductor nanoparticles, [6; 13; 14; 21; 28; 36; 37; 57; 60; 67; 68; 80; 85] the mechanism of lanthanide luminescence sensitization is still not fully elucidated and does not allow the synthesis of lanthanide-based nanomaterials with predictable properties. The mechanism of Tb$^{3+}$ luminescence sensitization in bulk ZnS has attracted considerable attention. For example, Anderson [2] finds that the process includes (a) a donor level related to Tb$^{3+}$ [6s$^2$5d$^1$] that lies 0.4 eV below the conduction band (the 4f$^8$ levels were assumed to be located somewhere below the valence band), (b) a hole trap that lies 1.02 eV above the valence band (assumed to be a copper-related site), [40; 47] and (c) that the excitation of the 4f$^8$ electronic system occurs during recombination of the electron–hole pair in these traps. Although these efforts provide a useful framework for the current studies, the luminescence sensitization of Tb$^{3+}$ and Eu$^{3+}$ in ZnS nanoparticles is not well understood. Previous studies have been limited by an inability to identify the location of lanthanide ground and excited states with respect to the valence and conduction bands of the semiconductor materials. In this work, the nature of sensitization in the ZnS nanoparticles is discussed in light of the model proposed by Dorenbos, [22-27] for the relative energetics of the lanthanide ions in the host semiconductor.
10.2 MATERIALS AND METHODS

10.2.1 Chemicals

Trioctylphosphine [TOP] (90%), zinc stearate (tech.), octadecene (90% tech.), and tetracosane (99%) were purchased from Sigma-Aldrich-Fluka, St. Louis, MO. Chloroform was purchased from J. T. Baker, Phillipsburg, NJ. Sulfur, toluene, and methanol were purchased from Fisher Scientific, Pittsburgh, PA. Terbium(III) nitrate (99.9%) was purchased from Strem, europium(III) nitrate (99.99%) was purchased from Aldrich, and gadolinium(III) nitrate (99.99%) was purchased from Alfa Aesar, Ward Hill, MA. In all cases, hydrated lanthanide salts were used. 

n-Hexane and 1-octanol were purchased from Acros, and ethyl acetate was purchased from EMD, Gibbstown, NJ. Argon gas was purchased from Valley National, Pittsburgh, PA. All chemicals were used as purchased without purification, except toluene, which was distilled over sodium under nitrogen.

10.2.2 Nanoparticle Synthesis

All ZnS nanoparticle systems were synthesized using a noncoordinating solvent system consisting of octadecene and tetracosane. Zinc stearate and lanthanide nitrate salts were used as cation precursors, and elemental sulfur served as the anion precursor. Tetracosane (4.0 g), octadecene (3.0 mL), and 0.68 mmol of zinc stearate were loaded into a three-neck, round-bottom flask and heated to 350 °C while stirring under nitrogen. The lanthanide stock solution
(0.12 mmol lanthanide nitrate dissolved in a combination of octadecene and trioctylphosphine oxide) was injected after approximately ~2 h of heating and allowed to stir within the reaction mixture for at least 30 min. The sulfur stock solution (sulfur powder dissolved in octadecene) was injected ~1 h after the lanthanide stock solution. The reaction temperature was then decreased to between 270 and 300 °C for the duration of nanocrystal growth. Aliquots of sample were removed at varying growth times. The resulting nanoparticles were then redispersed in an appropriate solvent for spectroscopic analysis.

ZnS nanoparticles without lanthanides incorporated were prepared using the methods described above; however, the zinc stearate precursor was increased to 0.80 mmol, and the lanthanide stock solution preparation was omitted.

10.2.3 Steady-State Optical Measurements

Steady-state absorption spectra were obtained on an Agilent 8453 UV−visible spectrophotometer with 1 nm resolution. Steady-state excitation and emission spectra were recorded using a Jobin Yvon Horiba Fluorolog-322 with a 5 nm bandpass; spectra were corrected for excitation and emission (lamp, detector, and monochromator). A 1 cm path length quartz cuvette was used for the measurements. All measurements were performed at room temperature.

10.2.4 Quantum Yields

Absorption spectra were recorded on either a Perkin-Elmer Lambda 9 Spectrometer coupled to a personal computer using software supplied by Perkin-Elmer or on an Agilent 8453 UV−visible spectrophotometer. Quantum yields were recorded by the relative method using references.
Steady-state luminescence quantum yields were measured using quinine sulfate reference solution (solvent H$_2$SO$_4$ 1 N, $\Phi = 0.546$).\[48\] Time-gated luminescence quantum yields were measured using [Tb(H$_2$2IAM)] reference solution (solvent water, $\Phi = 0.59$).\[55\] Spectra were corrected for the instrumental response.

The quantum yields were calculated using the following Equation 10.1:

$$\frac{\Phi_x}{\Phi_r} = \frac{A_x(\lambda_r)I(\lambda_r)\eta_x^2D_x}{A_x(\lambda_x)I(\lambda_x)\eta_x^2D_r}$$

Equation 10.1

where the subscript r stands for the reference, and x, for the sample; $A$ is the absorbance at the excitation wavelength, $I$ is the intensity of the excitation light at the same wavelength, $\eta$ is the refractive index ($\eta = 1.333$ in water, $\eta = 1.496$ in toluene, $\eta = 1.446$ in chloroform), and $D$ is the measured integrated luminescence intensity. ZnS systems ($\lambda_{ex} = 315, 320, \text{and} 325 \text{ nm}$) were measured in chloroform, whereas ZnSe ($\lambda_{ex} = 315, 320, \text{and} 325 \text{ nm}$) and CdSe ($\lambda_{ex} = 300, 305, \text{and} 310 \text{ nm}$) systems were measured in toluene.

Lanthanide-centered quantum yields for ZnSe/Ln$^{3+}$ and CdSe/Ln$^{3+}$ were collected with the fluorometer in time-gated mode, whereas the contribution from lanthanide-centered emission was discriminated spectrally from the overall quantum yield. For the ZnS/Ln$^{3+}$ systems, calculations were performed by integrating the narrow emission bands arising from the lanthanide cations in steady-state mode.
10.2.5 Time-Gated Measurements

Time-gated excitation and emission spectra were collected with a Varian Cary Eclipse fluorescence spectrophotometer with 10 and 20 nm bandpass for Tb and Eu samples, respectively. The spectra were acquired with a delay time and a gate time of 0.2 and 5 ms, respectively. Using such a delay time, only lanthanide sharp bands are expected to appear in the spectra without any contribution from shorter lived nanoparticle bandgap emission. Both excitation and emission filters were set in auto mode in the software. All measurements were performed at room temperature.

10.2.6 Time-Resolved Measurements

The time-resolved luminescence decay kinetics was measured using the time-correlated single-photon counting (TCSPC) technique. Samples were excited with the frequency-doubled output (centered at ~300 nm) of a synchronously pumped cavity dumped dye laser (Coherent, Santa Clara, CA, model 599) using rhodamine 6G as the gain medium; emission from the sample was collected at different wavelengths using a monochromator. The instrument response function had a full-width-at-half-maximum (fwhm) of ~40 ps. A 1 cm path length quartz cuvette was used for all the time-resolved measurements. All measurements were performed at room temperature. Experiments were performed with a 1 MHz laser repetition rate. Lifetime values were found to be similar, with 125 (for ZnS/Tb) and 300 kHz (for ZnS/Gd and ZnS) repetition rates; these measurements were performed at selected wavelengths. Lifetime decay traces were fitted by an iterative reconvolution method with IBH DAS 6 decay analysis software.
The Tb$^{3+}$ and Eu$^{3+}$ luminescence lifetime measurements were performed by excitation of solutions in 1 mm quartz cells (NSG Precision Cells, Inc., Farmingdale, NY) using either a Xenon flash lamp or a Nd:YAG Continuum Powerlite 8100 laser (354 nm, third harmonic) as the excitation source. Emission was collected at a right angle to the excitation beam, and wavelengths were selected by means of the Spex FL1005 double monochromator or a Spectral Products CM 110 1/8 m monochromator. The signal was monitored by a Hamamatsu R928 photomultiplier tube coupled to a 500 MHz bandpass digital oscilloscope (Tektronix TDS 620B). Signals from >500 flashes were collected and averaged. Luminescence lifetimes were averaged using samples from several different batches. Luminescence decay curves were imported into Origin 7.0 and analyzed using the Advanced Fitting Tool.

10.3 RESULTS AND DISCUSSION

10.3.1 HRTEM Imaging

High-resolution transmission electron microscopy (HRTEM) images were obtained using a JEOL-2100 CF instrument operating between 120 kV and 200 kV. A representative TEM image is shown in Figure 10.1. The size distribution of ZnS:Tb nanoparticles was calculated using Image J software and found to be $3.3 \pm 0.4$ nm in average diameter. Both the stoichiometry (lanthanide-to-zinc ratio) and the location of the lanthanides in the nanoparticles are not yet fully
quantified. These data will be reported in a more comprehensive future study that will address the stoichiometry and the relative importance of the lanthanide locations, on the surface or in the bulk of the nanoparticles.
Figure 10.1: Representative HRTEM image of synthesized ZnS/Tb nanoparticles

Representative HRTEM image of synthesized ZnS/Tb nanoparticles. A 2 nm scale bar is shown on the bottom left of the image
10.3.2 Absorption Spectra

Representative absorption spectra of ZnS nanoparticles dissolved in chloroform are shown in Figure 10.2 for two different growth times. The absorption spectra reveal characteristic bands centered at ∼290 and ∼360 nm. The band with an apparent maximum at ∼290 nm shows a small dependence on growth time and is attributed to the lowest energy exciton band of the nanoparticle. The ∼360 nm band is probably associated with a transition involving a trap state. The assignment of the ∼290 nm band is corroborated by a simple estimation of the nanoparticle band gap using a method proposed by Brus [8] (Equation 10.2), and found to be ∼4.2 eV, corresponding to a ∼290 nm band gap transition. In this model, the change in bandgap with nanoparticle size is given by

\[
E_g(nano) \approx E_g(bulk) + \frac{\hbar^2 \pi^2}{2 R^2} \left[ \frac{1}{m_e} + \frac{1}{m_h} \right] - \frac{1.8 e^2}{\epsilon R}
\]

Equation 10.2

assuming \(E_g(bulk) = 3.6\) eV, \(R = 1.65\) nm (see above), \(m_e = 0.25\) \(m_0\), \(m_h = 0.59\) \(m_0\) and \(\epsilon = 8.3\). The effective mass and dielectric constant values were adopted from the work by Murphy and co-workers.[65] We assign the long wavelength tail to the contribution from various surface states of the nanoparticles (vide infra).
Figure 10.2: Normalized absorption spectra of a ZnS nanoparticle in chloroform

Representative normalized absorption spectra of a ZnS nanoparticle sample dissolved in chloroform obtained with growth times of 1 and 20 min. Spectra were normalized arbitrarily at 295 nm. The band at $\sim$290 nm is associated with the band gap transition (see text).
Figure 10.3 shows steady-state luminescence excitation and emission spectra for the lanthanide incorporated ZnS nanoparticles and for undoped ZnS nanoparticles (NP) without lanthanide ions, in CHCl$_3$. The spectra correspond to $\sim$20 min NP growth time; the spectra corresponding to the analysis of the samples obtained after 1 min growth times are similar.

### 10.3.3 ZnS/Tb Spectra

Figure 10.3B shows emission spectra for ZnS/Tb. For $\lambda_{\text{ex}} = 300$ nm, $\lambda_{\text{em}}$ bands were identified at $\sim$410 (ZnS band), 490, 545, 585, and 620 nm (Tb$^{3+}$ sharp bands); for $\lambda_{\text{ex}} = 375$ nm, $\lambda_{\text{em}}$ bands were assigned at $\sim$455 (ZnS band), 490 (weak Tb$^{3+}$ band), and 545 nm (Tb$^{3+}$ band); and for $\lambda_{\text{ex}} = 440$ nm, a $\lambda_{\text{em}}$ band was assigned at $\sim$510 nm (ZnS band). An excitation wavelength dependence (red edge effect) is observed, that is, with an increase in $\lambda_{\text{ex}}$, the emission band position shifts toward the red.

The excitation spectra (Figure 10.3A) also depend on $\lambda_{\text{em}}$. For $\lambda_{\text{em}} = 410$ nm (ZnS emission), the $\lambda_{\text{ex}}$ bands were identified at $\sim$260 and 350 nm; for $\lambda_{\text{em}} = 450$ nm (ZnS emission), the $\lambda_{\text{ex}}$ bands were assigned at $\sim$270 and 375 nm; and for $\lambda_{\text{em}} = 545$ nm (Tb$^{3+}$ emission), a broad $\lambda_{\text{ex}}$ feature appeared. To examine whether this wavelength dependence reflects size heterogeneity of the sample, efforts were made to improve the sample’s size distribution. Thus, centrifugation was performed at 20 000 rpm for 2 h, a chemical purification by solvent precipitation method (see Supporting Information [51]) was used, and the nanoparticle samples were dialyzed. None of these three methods yielded any noticeable change in the excitation wavelength-dependent behavior. On the basis of these studies, the excitation wavelength-dependent emission spectra are taken to reflect the energy distribution of surface states on the nanoparticles.
Sensitization of the lanthanide emission is evident in the steady-state emission spectra. Interestingly, the lanthanide emission intensity displays a wavelength dependence; when exciting the sample at 300 nm, terbium (Tb$^{3+}$) bands at ~490 and ~545 nm are clearly identifiable, whereas a 375 nm excitation results only in a weak Tb$^{3+}$ emission. Excitation with 440 nm light results in no observable Tb$^{3+}$ sensitization in the steady-state mode; however, a weak Tb$^{3+}$ sensitization can be observed in time-gated mode. This dependence on excitation energy correlates with the energy level mismatch between the donating excited states of ZnS nanoparticles and the accepting levels of Tb$^{3+}$ ions (vide infra).

The broad excitation spectrum, with an absence of any atomlike band upon monitoring the Tb$^{3+}$ emission, clearly indicates that the electronic structure of ZnS nanoparticles act as an antenna for the Tb$^{3+}$ sensitization (and not from direct excitation of the lanthanide cations). Additional evidence for this interpretation has been obtained from the time-gated spectrum (vide infra).

The broad nature of the nanoparticle emission band indicates that the spectrum consists primarily of surface states or results from the combined emission of core states of variously sized nanoparticles. Peng and co-workers [46] have reported that the bandgap photoluminescence of ZnS nanoparticles is often mixed with a deep trap tail; namely, a bandgap photoluminescence at ~310 nm (fwhm of 10−12 nm) and a broad-band, ~380 nm deep trap emission. A similar broad emission from ZnS nanoparticle surface states was also reported by Chen and co-workers. [16] In addition, Murphy and co-workers [65] reported a broad emission band centered at ~435 nm upon excitation of 5 nm ZnS nanoparticles at 270 nm and have attributed that emission to sulfur vacancies, more generally to shallow electron traps. Although the band maximum is
somewhat shifted, this reported blue emission is qualitatively similar to that observed in this study while exciting the sample at \( \sim 300 \text{ nm} \). Although the chemical nature of the surface states remains unclear, it seems evident that they play a significant role in broadening the emission spectrum. The observation that 1 and 20 min growth time samples have identical emission spectra indicates that the surface state distribution does not change with the growth time for the synthetic parameters that were utilized here.
Figure 10.3: Excitation and emission spectra of ZnS nanoparticles

(Left panel) Normalized excitation spectra for $\lambda_{em} = 410$ nm (black), 450 nm (red), and 545 nm (blue) (only for ZnS/Tb); and 620 nm (blue) (only for ZnS/Eu). (Right panel) Normalized emission spectra for $\lambda_{ex} = 300$ nm (black), 375 nm (red), and 440 nm (blue). All of the spectra are taken in chloroform.
10.3.4 ZnS/Eu Spectra

Figure 10.3D shows the steady-state emission spectra for ZnS/Eu$^{3+}$. For $\lambda_{\text{ex}} = 300$ nm, a $\lambda_{\text{em}}$ band was assigned at $\sim 460$ nm (ZnS band); for $\lambda_{\text{ex}} = 375$ nm, a $\lambda_{\text{em}}$ band was found at $\sim 455$ nm (ZnS band); and for $\lambda_{\text{ex}} = 440$ nm, a $\lambda_{\text{em}}$ band was found at $\sim 510$ nm (ZnS band). These materials also display a red edge effect. Although this observation is qualitatively similar to the spectral change observed for the ZnS/Tb samples, some differences are evident; in particular, the emission spectrum for $\lambda_{\text{ex}} = 300$ nm has an emission band maximum similar to that for the spectrum with $\lambda_{\text{ex}} = 375$ nm. The absence of broad emission with band maximum centered at $\sim 520$ nm upon exciting the sample at $\sim 300$ nm indicates that the samples under investigation in the present work do not have significant emission from Eu$^{2+}$ (see ref [30] for more details).

Here, we wish to comment on the presence of Eu$^{2+}$ in the ZnS/Eu samples. While working on an extensive tabulation of charge transfer energies to Eu$^{3+}$ in different inorganic materials, Dorenbos could not find any literature information of this data in sulfides. [24] In a previous study, Blasse et al. concluded that for systems in which $E_{\text{CT}}$ (Eu$^{3+}$) $< 2.5$ eV, Eu$^{3+}$ is not the stable valence state (Mater. Chem. Phys. 1987, 16, 237–252). The unavailability of this parameter value was taken to be an indication that Eu$^{2+}$ is the stable valence state for Eu compounds where $E_{\text{CT}} < E_{\text{F}}, E_{\text{F}}$ being the Fermi energy level. [24] However, the possibility of the existence of the Eu$^{3+}$ state in sulfides could not be excluded. [24] The luminescence from
Eu$^{3+}$ ions in sulfide systems is known.\cite{28, 36, 57, 67, 68, 80, 85} The absence of broad emission with band maximum centered at $\sim$520 nm upon exciting the sample at $\sim$300 nm indicates that the samples under investigation in the present work do not display a spectral contribution from Eu$^{2+}$. With $\lambda_{ex} = 260$ nm, Chen and coworkers have reported a broad emission of Eu$^{2+}$ in ZnS/Eu$^{2+}$ nanoparticles with the band maximum located at $\sim$530 nm and assigned it to the allowed 4f$^6$5d$^1$−4f$^7$ transition.\cite{15} A similar broad Eu$^{2+}$ emission was also observed by Shu-Man and co-workers in Eu-doped ZnS nanoparticles with a band maximum located at $\sim$520 nm (Chin. Phys. Lett. 2000, 17, 609–611).

Figure 10.3C shows the excitation spectra for ZnS/Eu$^{3+}$. For $\lambda_{em} = 410$ nm (ZnS emission), $\lambda_{ex}$ bands were identified at $\sim$255, 270, and 350 nm; for $\lambda_{em} = 450$ nm (ZnS emission), $\lambda_{ex}$ bands were assigned at $\sim$260 and 370 nm; and for $\lambda_{em} = 620$ nm (attributed to Eu$^{3+}$ emission), a $\lambda_{ex}$ band appeared at $\sim$360 nm, with a broad excitation band centered at $\sim$510 nm (assigned to a charge transfer transition from anion valence band to Eu$^{3+}$ ions; vide infra).

The luminescence signal from the Eu$^{3+}$ is not clearly evident in the steady-state spectra; however, it becomes prominent in time-gated mode (vide infra). Qualitatively, the less intense Eu$^{3+}$ emission indicates that the ZnS nanoparticles are less efficient in sensitizing Eu$^{3+}$, as compared with the corresponding Tb$^{3+}$ system. The broad band located on the emission spectrum probably reflects the contribution from surface states, as was discussed previously for ZnS/Tb samples. Similar to the observation found in ZnS/Tb system, no shift in band positions was observed in the emission spectra for 1 and 24 min growth time samples, suggesting that the surface states play an important role.
10.3.5 ZnS/Gd Spectra

Figure 10.3E and F shows the excitation and emission spectra of ZnS/Gd. Other than the lack of Tb$^{3+}$ emission bands, the nanoparticle spectra recorded on ZnS/Gd samples (exclusive of the ions 4f emission bands) were found to be very similar to those recorded for the ZnS/Tb samples in terms of band positions, excitation wavelength dependence and broadness of the spectra, indicating that luminescence sensitization of Tb$^{3+}$ has a negligible impact on the nanoparticle emission in ZnS/Tb samples.

10.3.6 ZnS Spectra

Figure 10.3G and H shows the excitation and emission spectra of ZnS. These spectra show an excitation wavelength dependence (red edge effect) that is similar to that observed for the ZnS/Tb and ZnS/Gd samples, indicating that the red edge effect arises from an intrinsic property of the ZnS nanoparticles and is not caused by the lanthanide ion. The broad nature of nanoparticle emission indicates that the spectrum is strongly influenced by the surface states, as are the samples in which lanthanide ions are incorporated in the nanoparticle.
10.3.7 Time-Gated Excitation and Emission Spectra

Representative time-gated excitation and emission spectra of ZnS/Tb (1 min growth time) and ZnS/Eu (24 min growth time) nanoparticle samples in CHCl$_3$ are shown in Figure 10.4. The attempt to collect spectra for the ZnS/Gd and the ZnS nanoparticles under the same conditions showed only the background signal.

These spectra reveal that the electronic levels of ZnS nanoparticles can be used to sensitize the Tb$^{3+}$ and Eu$^{3+}$ emission. Sharp lanthanide emission bands were clearly visible for both the ZnS/Tb and the ZnS/Eu samples. For the ZnS/Tb sample, the bands with apparent maxima at 490, 545, 585, and 620 nm were assigned to transitions from $^5D_4$ to $^7F_6$, $^7F_5$, $^7F_4$, and $^7F_3$, respectively. For the ZnS/Eu sample, the bands at 590, 616, and 696 nm were assigned to transitions from $^5D_0$ to $^7F_1$, $^7F_2$, and $^7F_4$ respectively.

The excitation spectra, recorded upon monitoring the lanthanide emission, reveal a broad excitation spectrum that is similar to the one recorded for the ZnS nanoparticles upon monitoring their emission at either 410 or 450 nm. These results imply that the same energy route is used to sensitize emission of the ZnS and lanthanide emission, proceeding by energy transfer from the electronic states of the ZnS to the accepting levels of Tb$^{3+}$ or Eu$^{3+}$. This conclusion is confirmed by the absence of sharp intraconfigurational f–f bands in the excitation spectra, which would indicate direct excitation of lanthanide ions. It is important to note that the energy transfer from the 4f–5d excitation band of Tb$^{3+}$ and the charge transfer band of Eu$^{3+}$ are broad excitation bands and may contribute to the excitation spectrum. The 4f–5d excitation band in Tb$^{3+}$ arises at...
∼4.8 eV,[23] and for Eu\textsuperscript{3+} (in sulfide compounds), the charge transfer band from the anion valence band to Eu\textsuperscript{3+} occurs at ∼2.2 eV.[26] Although excitation at higher energies cannot rule out the possibility of some partial energy transfer from the Tb\textsuperscript{3+} 4f–5d excitation band, the strongest Tb\textsuperscript{3+} and Eu\textsuperscript{3+} luminescence arises from exciting the sample in the 280–350 nm window and argues in favor of the ZnS bandgap excitation being the dominant excitation pathway. However, the luminescence of Tb\textsuperscript{3+} decreases more sharply with increasing wavelength than does that of Eu\textsuperscript{3+} (vide infra, see Figure 10.7 and Table 4S of the Supporting Information [51]), suggesting that the charge transfer excitation from the anion valence band to Eu\textsuperscript{3+} can also play a role in the Eu\textsuperscript{3+} sensitization. It is important to appreciate that the charge transfer band in Eu\textsuperscript{3+} is weak, and its contribution alone cannot account for the sensitization; in particular, that arising from exciting the sample at higher energies.
Normalized time-gated excitation and emission spectra of ZnS/Tb \[\lambda_{\text{ex}} = 300 \text{ nm (black)}, \lambda_{\text{em}} = 490 \text{ nm (red), } \lambda_{\text{em}} = 545 \text{ nm (blue)}\] (upper panel) and ZnS/Eu \[\lambda_{\text{ex}} = 300 \text{ nm (black)}, \lambda_{\text{em}} = 616 \text{ nm (red), } \lambda_{\text{em}} = 696 \text{ nm (blue)}\] (lower panel) nanoparticle samples in chloroform. Inset shows the electronic transitions associated with the 490 and 545 nm bands for ZnS/Tb, 616 and 696 nm bands for ZnS/Eu.
10.3.8 ZnS Luminescence Lifetime Measurements

Luminescence lifetime parameters for the different systems studied are summarized in Table 1S (see Supporting Information [51]). Table 1S shows values for all parameters in a sum of three exponentials varied in the fitting procedure. To see any obvious trend in the individual lifetime components, the decay data were also fit to a sum of exponentials with lifetime components fixed and varying only the amplitudes (Table 2S; see Supporting Information [51]). This procedure gives rise to somewhat lesser quality fits, as judged by the relative $\chi^2$ value being higher; however, they are adequate and reveal a clear relationship between lifetime components in the different systems. Note that the average lifetime remains relatively unchanged while varying all parameters versus fixing the lifetime components in the fitting procedure. Some representative luminescence decays for 1 min growth time samples are shown in Figure 10.5.

10.3.9 ZnS/Tb Samples

The samples obtained with 1 and 20 min growth time behave similarly in terms of the decay kinetics. The experimental lifetime decays were typically fitted with the sum of three decaying exponentials, with a subnanosecond component that comprises $\sim$60% of the emission; a 2–3 ns component with $\sim$30% contribution; and the longest time component ($\sim$10 ns), with an amplitude of $\leq\sim$10%. The average lifetime increases continuously with increasing $\lambda_{em}$, which indicates that the emission band shifts with time. Attempts were made to monitor the Tb$^{3+}$ emission by lowering the repetition rate to $\sim$100 kHz and increasing the full time window to 5
microseconds; in all cases, only the ZnS emission was significant, and no longer time component, which might be related to the Tb$^{3+}$ emission, was observed. At all wavelengths, only the ZnS emission is important. Long-lived Tb$^{3+}$ emission appears as a baseline, as shown in the left panel in Figure 10.5 at 545 nm.

10.3.10 ZnS/Eu Samples

ZnS/Eu behaves differently compared with all other systems. Namely, the longer lifetimes are more dominant in this sample, and the amplitude of the subnanosecond component is much lower. This result suggests that a different energy transfer mechanism may take place. Balandin and co-workers [20] used a theoretical investigation of ZnO quantum dots to predict an increase in the radiative lifetime for a surface-bound ionized acceptor-exciton complex, as compared with the lifetimes of confined excitons and surface-bound ionized donor-exciton complexes. Such a type of complex would give rise to an increase in quantum yield. A comparison of the overall quantum yield of ZnS/Eu$^{3+}$ ($0.27 \pm 0.02$) to that of ZnS/Tb$^{3+}$ ($0.12 \pm 0.03$) corroborates this conclusion. The lack of a long-lived baseline in the ZnS/Eu sample, as compared with the ZnS/Tb sample, reflects the decreased luminescence of the Eu$^{3+}$ bands in the steady-state spectra (Figure 10.3D).
10.3.11 ZnS/Gd Samples

Because of an energy level mismatch between the donating energy levels of the nanoparticles and the Gd$^{3+}$ accepting levels, no Gd$^{3+}$ luminescence is observed. The fact that the ZnS/Gd$^{3+}$ sample’s nanoparticle emission is very similar to the ZnS emission of the ZnS/Tb$^{3+}$ shows that the ZnS properties are not sensitive to the presence and nature of the lanthanide cations.

10.3.12 ZnS Samples

The average lifetime of the ZnS sample is comparable to that of the corresponding value in the presence of Tb$^{3+}$ and Gd$^{3+}$. The ZnS sample’s emission lifetime depends on $\lambda_{em}$ in a fashion that is similar to that found for the lanthanide-containing nanoparticles. Thus, the emission wavelength dependence appears to be an intrinsic property of the nanoparticles and is not associated with the presence of lanthanide ions (Tb$^{3+}$, Eu$^{3+}$, and Gd$^{3+}$) in the system. The origin of the shift might be caused by decays from different donor–acceptor pairs that vary in distance; that is, close pairs emit with faster lifetime at higher energy, and the distant pairs emit at lower energy. [20]
10.3.13 Lanthanide Ion Luminescence Lifetime Measurements

The luminescence lifetimes of the lanthanide cations were recorded using a low repetition rate Nd:YAG laser-based setup. Experimental luminescence signals were fitted best by a biexponential decay for Tb\(^{3+}\) and Eu\(^{3+}\). For ZnS/Tb\(^{3+}\), the luminescence lifetime values were found to be 0.92 ± 0.01 and 2.50 ± 0.06 ms, whereas, for ZnS/Eu\(^{3+}\), the corresponding values were 2.0 ± 0.01 and 3.6 ± 0.2 ms. The lifetimes for the Tb\(^{3+}\) emission band are similar to those observed for CdSe/Tb\(^{3+}\) in a previous study.[19] Two components could arise from different locations of the lanthanide ions in the nanoparticles; for example, Tb\(^{3+}\) in the core of the ZnS nanoparticles may be better protected and have a longer luminescence lifetime, whereas the shorter lifetime component may originate from the surface-located Tb\(^{3+}\), which experiences more solvent quenching. Examples of lifetime values for molecular complexes with well-protected Tb\(^{3+}\) and Eu\(^{3+}\) cation coordination sites are 1.3 and 0.78 ms, respectively.[56] The longer lifetime values recorded in the nanoparticle samples suggest that the lanthanide ions are better protected from quenching through vibrations located in solvent (and in the organic sensitizer for molecular complexes) when in the nanoparticles, as was reported previously by Chengelis et al. for CdSe/Tb\(^{3+}\).[19]
Representative luminescence decay plots are shown for different nanoparticle systems studied in chloroform. For ZnS/Tb, the black curve is at $\lambda_{em} = 400$ nm (no Tb$^{3+}$ emission), and the red curve is at $\lambda_{em} = 545$ nm. For ZnS/Eu, the black curve is $\lambda_{em} = 500$ nm (no Eu$^{3+}$ emission), and the red curve is $\lambda_{em} = 618$ nm. Luminescence decay parameters are summarized in Tables 1S and 2S of the Supporting Information [51] Supporting Information. The traces have been recorded with a time window that can only give information on nanoparticle electronic structure decay kinetics, as they have shorter emission lifetimes.
10.3.14 A Mechanism for Sensitization of Lanthanide Luminescence

This section considers the possibility of Förster (dipole–dipole interaction) and Dexter (exchange interaction) electronic energy transfer mechanisms in the studied systems, but argues that a different mechanism operates.

The rate of energy transfer under the Förster formulation depends on (a) the spectral overlap of donor and acceptor ($J$), (b) the donor luminescence quantum yield, (c) the donor luminescence lifetime, (d) the relative orientation of donor and acceptor transition dipoles, and (e) the distance between donor and acceptor. Most of the lanthanide transitions (dipolar electric) are formally forbidden and, thus, have a low oscillator strength and a low energy transfer rate by the Förster mechanism. The Förster overlap integral is $J \sim 10^{-19} - 10^{-20}$ M$^{-1}$ cm$^3$ for the systems studied here, whereas the typical value of $J_F$ for organic fluorophores is on the order of $10^{-13} - 10^{-15}$ M$^{-1}$ cm$^3$.\[82\] Assuming a $\Phi_D = 0.2$, one calculates an $R_0$ of $\sim 2.5$ Å for a lanthanide, which should be compared with a value of $R_0 = 25$ Å for a typical organic fluorophore. The ratio of the rate of energy transfer for organic fluorophores in comparison with the ZnS/Tb$^{3+}$ nanoparticle samples is $\sim 10^6$. On the basis of this estimate, we conclude that the Förster mechanism is less likely to play a significant role in the energy transfer process for the systems investigated in the present study. More straightforward evidence against the operation of the Förster energy transfer mechanism can be established from a comparison of $J_F$ and $R_0$ values in the different systems studied (see Table 3S in the Supporting Information[51]). The Förster
model predicts that the Eu\textsuperscript{3+} sensitization should be larger than Tb\textsuperscript{3+} in ZnS nanoparticles for a given distance, by \sim 3 times; in contrast, the experiments show that Tb\textsuperscript{3+} is at least 2-fold more luminescent than Eu\textsuperscript{3+} (vide infra). In addition, a comparison of the host nanoparticles (ZnS, ZnSe, CdS, CdSe) indicates that the rate of energy transfer to Tb\textsuperscript{3+} should be very similar in ZnS and CdS; however, experiments demonstrate that ZnS is more efficient than CdS in sensitizing Tb\textsuperscript{3+} luminescence (Figure 10.6). It has been assumed that both the nanoparticles have similar luminescence lifetime in absence of acceptors and Tb\textsuperscript{3+} resides at almost equal distance from the nanoparticle sensitizing center.

The rate of energy transfer for the Dexter formulation depends on (a) the spectral overlap of donor emission and acceptor absorption ($J_D$) and (b) the electronic coupling factor. The Dexter mechanism can account for energy transfer involving forbidden transitions. The fact that the calculated $J_D$ values are very similar in the different systems indicates that the experimental trend in energy transfer rates among the different nanoparticles can only be explained by a concomitant change in the electronic coupling parameter. Although this possibility cannot be excluded, it seems unlikely. Thus, it seems that both the Förster and Dexter energy transfer mechanisms play a negligible role in the energy transfer mechanism of the studied systems.

A number of other plausible mechanisms for luminescence sensitization in rare earth ions in semiconductors have been proposed. For example, Klik et al., in the context of InP/Yb\textsuperscript{3+}, [42] rationalized Yb\textsuperscript{3+} sensitization in InP by this mechanism: (a) excitation of the semiconductor from the valence band to conduction band; (b) capturing of a free electron at a Yb\textsuperscript{3+} related trap; (c) generation of an electron–hole pair on the trap; and (d) nonradiative
recombination of electron–hole pair to excite the Yb$^{3+}$, thus generating the Yb$^{3+}$ emission. This model was based on earlier studies by Palm et al.,[53] Takahei and co-workers,[73; 82] Thonke et al.,[78] and Needels et al.[52] In molecular systems, Lazarides et al. has discussed a redox-based energy transfer mechanism in the context of molecular d–f complexes.[45] Mechanisms of this type require a detailed knowledge of the dopant energy levels in the host semiconductor.

Although much has been discussed about the lanthanide sensitization in semiconductor materials, considerably less is known about the energy level positions of lanthanide ions in the host material.[54; 62; 75-77] The location of dopant ion energy levels with respect to the valence and conduction bands of the host lattice is of extreme importance because it is useful for predicting the luminescence properties and the charge trapping and detrapping kinetics. Recently, Dorenbos [22-27] addressed the problem of locating lanthanide impurity levels in a host crystal semiempirically and developed a model that relies on three host dependent parameters: (a) the charge transfer energy from the anion valence band to Eu$^{3+}$, (b) the redshift of the first 4f to 5d transition in appropriate lanthanide ions, and (c) the band gap of the semiconductor material. The fundamental assumptions in this method are that the binding energies of the 4f electrons follow a universal trend and that the charge transfer energy between the anion valence band and Eu$^{3+}$ is equal to the energy gap between the valence band of the host material and the ground state of Eu$^{2+}$. Once the Eu$^{2+}$ ground state energy level is assigned, all other energy levels can be predicted according to the trend in binding energies.
Figure 10.6: Emission spectra of different ZnS/LnX systems studied with $\lambda_{ex} \approx 300$ nm

Emission spectra of different systems studied with $\lambda_{ex} \approx 300$ nm. The ZnS/Tb (black), CdS/Tb (red), and ZnSe/Tb (green) spectra are normalized to unity at 410 nm, and the CdSe/Tb spectrum (blue) is normalized to unity at the band position. These spectra clearly put in evidence the difference in Tb$^{3+}$ luminescence sensitization efficiency by different types of nanoparticles. The ZnSe/Tb spectrum is broken at $\sim 600$ nm to eliminate the second order band from the excitation light.
The energy diagram in Figure 10.7 uses this method to predict the energy levels of lanthanide ions in bulk II–VI semiconductor materials. In this diagram, the charge transfer energy was obtained by using Jörgensen’s relationship between the charge transfer energy and the Pauling electronegativity of the anions.\cite{38} For sulfides, selenides, and tellurides, we have assumed the charge transfer energy values of 2.17, 2.06, and 0.34 eV, respectively. The value (2.17 eV) for sulfide compounds is in good agreement with the assignment of the charge transfer band (\textasciitilde 2.43 eV) in the ZnS/Eu system (vide infra). The parameter values in this scheme were obtained from the work of Dorenbos and co-workers,\cite{25} and the ground state energies of lanthanides were placed in accordance with the systematic trend of 4f electron-binding energies of trivalent lanthanide ions in narrower band gap materials. The energy difference between the 4f ground states of Eu\textsuperscript{3+} and Eu\textsuperscript{2+} was assumed to be 5.70 eV.\cite{26} The higher-lying energy levels of Tb\textsuperscript{3+} and Eu\textsuperscript{3+} were placed from the tabulation of Carnall and co-workers for trivalent lanthanide aquo ions.\cite{12}

The values of the energy levels estimated with this calculation approach compare well with existing data. Wen-lian and co-workers\cite{37} have shown that the Tb\textsuperscript{3+} ground and excited energy levels in ZnS nanoparticles are located at 0.9 eV above the valence band and 0.5 eV below the conduction band, respectively. In a separate study, Chen and co-workers \cite{15} have placed the ground state of Eu\textsuperscript{2+} at 1.6 eV above the valence band of bulk ZnS. Although these values do not match exactly with the values reported in this work, they show sufficiently good qualitative agreement. Considering the typical error of \pm 0.5 eV, estimated by Dorenbos, the
agreement with the available literature is reasonable. It has to be noted that as long as any systematic error in assigning these energy level values is relatively constant, it should not change the conclusions discussed here.
Figure 10.7: Energy level diagram of lanthanide (III) ions in different II–VI semiconductor materials

Energy level diagram of lanthanide (III) ions in different II–VI semiconductor materials based on the method proposed by Dorenbos. At each abscissa value, the lower and higher solid circles are the ground state energy of lanthanide (III) and lanthanide (II) ions, respectively. The blue solid horizontal lines at $x = 6$ and $8$ represents the ground and excited states of Eu$^{3+}$ and Tb$^{3+}$ ions. The red dashed lines represent the bulk band gap values; the valence band energy is arbitrarily set at zero. It is worth noting that Tb$^{3+}$ is a potential hole trap in II–VI sulfide and selenide compounds, and Eu$^{3+}$ can potentially act as an electron trap in these compounds.
To determine the charge transfer energy from the anion valence band to Eu$^{3+}$, the excitation spectra of ZnS/Tb and ZnS/Eu were compared (see Figure 10.8). The band at $\sim$510 nm is assigned to a charge transfer band of Eu$^{3+}$ in the ZnS/Eu system. Note that the red-shifted emission spectrum for ZnS/Eu systems with $\lambda_{\text{ex}} = 300$ nm could arise from its charge transfer nature. Circumstantial evidence for this assignment in the ZnS/Eu system comes from a comparison of Tb$^{3+}$ and Eu$^{3+}$ emission intensities with different excitation wavelengths (see Table 4S in the Supporting Information [51]). While the intensity of the Tb$^{3+}$ luminescence decreases sharply when exciting the sample with lower energy than the bandgap of the ZnS nanoparticles, the situation is different for the ZnS/Eu system. Considerable luminescence intensity was observed from Eu$^{3+}$ in ZnS nanoparticles, even while exciting the sample at longer wavelength values. Although this observation does not directly prove the existence of a charge transfer band in the ZnS/Eu system, it strongly suggests that some energy level located lower than the bandgap of ZnS nanoparticles exists, and it is involved in the sensitization of Eu$^{3+}$ in the ZnS doped nanoparticles.
Figure 10.8: Normalized steady-state excitation spectra of ZnS/Tb nanoparticles

Normalized steady-state excitation spectra of ZnS/Tb nanoparticles with $\lambda_{em} = 545$ (black) and 620 nm (red). The green and blue curves are the corresponding spectra for ZnS/Eu nanoparticles. Spectra are normalized arbitrarily to the maximum intensity.
Several features of the energy level diagram in Figure 10.7 are noteworthy:

1. Both the ground and excited states of Tb\(^{3+}\) lie within the band gap of bulk ZnS, an effect that should be more pronounced in nanoparticles because of the quantum confinement and, hence, a higher band gap (∼4.2 eV as opposed to 3.6 eV for bulk material). This indicates that the Tb\(^{3+}\) can potentially act as a hole trap in ZnS. Moreover, it suggests that the excited electron in the \(^5D_4\) level of Tb\(^{3+}\) does not undergo ready autoionization. These two conditions result in the enhancement of the Tb\(^{3+}\) luminescence in ZnS. It is generally believed that the luminescence efficiency of lanthanide ions is increased when their \(^{3+}\) levels act as trap states.[73]

2. The \(^5D_4\) level of Tb\(^{3+}\) lies above the conduction band of CdSe so that autoionization of the Tb\(^{3+}\) should be efficient, thereby decreasing its luminescence efficiency. Experimentally, the ZnS/Tb\(^{3+}\) emission is much stronger than the CdSe/Tb\(^{3+}\) emission, for which the overall quantum yields of ZnS/Tb\(^{3+}\) and CdSe/Tb\(^{3+}\) are 0.12 ± 0.03 and 0.025 ± 0.001, respectively, whereas the Tb\(^{3+}\) contribution to the overall quantum yield were found to be 0.05 ± 0.01 and 0.000 015 ± 0.000 003. It should also be noted that the time-gated mode is required to observe the Tb\(^{3+}\) emission in CdSe/Tb\(^{3+}\),[19] whereas they were readily observable in steady-state mode for ZnS/Tb\(^{3+}\) luminescence.

3. The energy level locations of Eu\(^{3+}\) are qualitatively different from Tb\(^{3+}\) in ZnS, because both the ground and excited states of Eu\(^{3+}\) lie below the valence band of ZnS. It is important to note that the ground state of Eu\(^{2+}\) lies within the band gap of ZnS, which
makes the system a potential electron trap. On the basis of these considerations, Eu\(^{3+}\) can be brought to the excited state by two possible pathways: (1) a bandgap transition of the ZnS host and (2) a ZnS valence band to Eu\(^{2+}\) ground state transition. Our observations are consistent with either of these mechanisms.

4. ZnS should be more efficient than ZnSe in sensitizing Tb\(^{3+}\) luminescence because as the excited energy level of Tb\(^{3+}\) lies close to the conduction band of ZnSe, the excited electrons face a competitive nonradiative path of autoionization. To test this hypothesis, ZnSe/Tb nanoparticles were prepared. The measured Tb\(^{3+}\) lanthanide-centered quantum yield value for ZnSe/Tb is 0.000 18 ± 0.000 07 as compared with 0.05 ± 0.01 for ZnS/Tb system, validating this prediction.

5. On the basis of the energy level diagrams, CdS should be more efficient in sensitizing Tb\(^{3+}\) luminescence than is CdSe, but similar or less efficient than ZnS. To check this prediction, experiments with the CdS/Tb system were undertaken. Results from these experiments are shown in Figure 10.9. Sharp Tb\(^{3+}\) bands are clearly visible at 490 and 545 nm. Interestingly, a band shift in the time-gated excitation spectra with the growth time of nanoparticles is evident and attributed to the effect of quantum confinement. This shift unequivocally points toward the presence of an antenna effect for the Tb\(^{3+}\) sensitization. Moreover, on the basis of the ratio of bandgaps and Tb\(^{3+}\) emission intensities, it is apparent that the ZnS is more efficient than CdS in sensitizing Tb\(^{3+}\) luminescence, which is consistent with the prediction based on the energy level diagrams. The ratio of ZnS bandgap emission to the Tb\(^{3+}\) luminescence at \(~545\) nm in ZnS and CdS was found to be 1:10:1.4.
Figure 10.9: Spectra of CdS nanoparticles in chloroform

Normalized (a) steady-state emission with $\lambda_{\text{ex}} = 300$ nm, (b) time-gated excitation with $\lambda_{\text{em}} = 545$ nm, and (c) time-gated emission with $\lambda_{\text{ex}} = 300$ nm of CdS nanoparticles in chloroform with 1 (black), 2 (red), 5 (green), 10 (blue), and 20 min (cyan) growth times. Intensities of the excitation and emission spectra are normalized to the highest intensity of the respective spectra.

Sharp Tb$^{3+}$ bands are clearly visible in the steady-state mode. We observe a band shift in the excitation spectra monitoring the Tb$^{3+}$ emission band, which undoubtedly confirms the presence of the antennae effect between the electronic structure of the nanoparticle and Tb$^{3+}$. 
An efficient and less toxic luminescent lanthanide system, consisting of ZnS nanoparticles with incorporated lanthanide ions, has been established. Efficient sensitization was observed for both the ZnS/Tb\(^{3+}\) and the ZnS/Eu\(^{3+}\) systems. The ZnS/Tb\(^{3+}\) nanoparticles appear to be more efficient lanthanide-based emitters, with lanthanide-centered quantum yield values for ZnS/Tb\(^{3+}\) and ZnS/Eu\(^{3+}\) being 0.05 ± 0.01 and 0.00013 ± 0.00004, respectively. Excitation spectra, while monitoring the lanthanide emission, clearly reveal that ZnS nanoparticles act as an antenna to sensitize the lanthanide luminescence in these systems. Moreover, the absence of observable sharp bands in the excitation spectra indicate that direct excitation of lanthanides has a negligible contribution to the overall sensitization mechanism. These systems represent a significant improvement over the originally proposed system CdSe/Tb\(^{3+}\) in their efficiency for lanthanide luminescence sensitization.

The mechanism of lanthanide luminescence sensitization in II–VI semiconductor materials can be rationalized by a semiempirical method proposed by Dorenbos and co-workers. Energy level diagrams indicate that in ZnS, Tb\(^{3+}\) can act as a potential hole trap and provide a dramatic increase in sensitization efficiency because its energy levels lie between the nanoparticle band edges. The mechanism of Eu\(^{3+}\) luminescence sensitization, on the other hand, follows a different type of mechanism. In ZnS, Eu\(^{3+}\) can act as a potential electron trap; hence, the sensitization can be achieved either by direct bandgap excitation or by a valence band to
Eu$^{2+}$ transition. Either mechanism can explain the experimental observations in the ZnS/Eu system. A comparison of lanthanide efficiency in ZnS nanoparticles is made with respect to other II–VI materials. Emphasis is given to Tb$^{3+}$-doped ZnSe and CdS nanoparticles, both being less efficient than the ZnS nanoparticles in sensitizing the Tb$^{3+}$ luminescence, which is consistent with the predictions based on the energy level positions.
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11.1 INTRODUCTION

Electron-transfer (ET) reactions are essential to many chemical and biological transformations. A nonzero electronic coupling $|V|$ between an electron donor (D) and acceptor (A) unit is a prerequisite for electron-transfer reactions. As detailed by Marcus and others, [18] the strength of the electronic coupling is generally used to categorize ET reactions into a strong coupling or adiabatic charge-transfer regime for which $|V| > > kT$, an intermediate regime for
which $|V|$ is comparable to $kT$, and a weak coupling/ nonadiabatic regime for which $|V| < kT$; the latter is relevant to the systems discussed herein. In the nonadiabatic limit the ET rate constant may be written as

$$k_{ET} = \frac{2\pi}{\hbar} |V|^2 \cdot FCWDS$$

Equation 11.1

where FCWDS is the Franck-Condon factor, which contains parameters related to molecular structure and environmental variables. The electronic coupling magnitude may be mediated by covalent and/or noncovalent interactions and depends on the electronic features of the medium through which the electron tunnels. Although often weaker than bond-mediated coupling pathways, electron-transfer involving solvent molecules in the electron tunneling pathway is likely to play an important role for intermolecular electron transfer reactions; consequently, the solvent’s electronic structure can play an important role in the ET kinetics.

Over the past three decades the study of well-defined synthetic donor-bridge-acceptor (DBA) systems has led to a better understanding of ET mechanisms and kinetics in nonpolar solvents. Investigations of conformationally restricted linear DBA molecules [12; 16; 32; 34; 43] have demonstrated the distance dependence of bond-mediated coupling. Analogous studies with cleft containing molecules have demonstrated electron tunneling through non-bonded contacts. For C-shaped DBA molecules, in which the D and A units are separated by a solvent-accessible cleft;[8; 30; 35; 45] such coupling appears to be strongest when a single solvent molecule occupies the cleft. The dependence of $|V|$ on the molecular orbital
energetics of the solvent molecule involved in the electron tunneling event has been studied using both C-shaped DBA molecules [30] and U-shaped DBA systems, for which a pendant group is fixed inside the cleft.[6; 31] The U-shaped systems have been used to tune the electronic coupling from the weak (nonadiabatic) limit to the strong (adiabatic) limit and to examine the important role played by solvent dynamics. [7; 25] DBA systems, which demonstrate the influence of macromolecular structural fluctuations on ET rates, have been studied as well.[2; 3; 37] The studies reported here are distinguished from these earlier studies by examining solvent mediated coupling in water and polar solvents.

While early studies examined through solvent coupling in frozen media, conformationally restricted DBA systems provide a way to examine solvent mediated ET in fluid media. The use of rigid C-shaped molecules facilitates the study of solvent-mediated electron transfer by limiting the conformational freedom of the D and A moieties. In many rigid DBA systems, the rate of the DBA systems’ structural fluctuations that might affect |V| is fast compared to k<sub>et</sub>; so that an average value for |V|^2 can be used to describe the electronic coupling. In a previous study,[8] the shape of a DBA bis-amino acid oligomer was tailored to produce a well-defined cleft with a line-of-site donor-acceptor distance that was just large enough to accommodate a single water molecule. The observed electron-transfer rate constant in water was significantly higher than in DMSO and was attributed to water molecule(s) in the cleft between the donor and acceptor to mediate the electronic coupling.

This study explores how the photoinduced ET rates of two rigid C-shaped DBA bis-amino acid oligomers are affected by polar solvents. The two compounds have similar donor and acceptor groups but different topologies caused by chiral inversions of two bridge stereocenters. The DBA system D-SSS-A, 1, forms a molecular cleft with a distance of about 6
Å between the donor and acceptor; whereas the D-RSS-A, 2, molecule has a more open and flexible cleft (see Figure 11.1 for a molecular structure). These two molecules are similar to the DBA systems reported in a previous study [8], but they display different cleft properties and redox energetics by variation of the acceptor unit. The bis-amino acid bridge units and electron donor moiety, dimethylaniline (DMA), are unchanged from the earlier study. The acceptor unit is attached to the bridge, via a carboxamide moiety, however a methylacetamide substitution is made at the C-6 of the pyrene in an attempt to shift the reaction energetics and modulate the properties of the cleft. This feature allows the reaction Gibbs energy to be extracted from the kinetic data directly and to examine how cleft site polarity affects the solvent mediated electron transfer.
Figure 11.1: PL spectra and molecular structures of compound 1, 2, and 3

The figure shows photoluminescence (PL) spectra for aqueous solutions of 1 (A), 2 (B), and 3 (C) at excitation wavelengths of 330 nm (dotted), 375 nm (solid), and 400 nm (dashed). Molecular structures for 1, 2, and 3 are shown in the upper portion of each panel. The spectra have been OD corrected and the emission intensity has been scaled for convenience; note that the relative magnitudes of the emission intensity between the panels are accurately reflected by the intensity scale.
11.2 EXPERIMENTAL

11.2.1 Synthesis

Compounds 1, 2, and 3 were prepared using a solid phase peptide chemistry utilizing a 2-chlorotrityl chloride resin similar to that which is described in Chakrabarti et al. [8]. Due to the hydrophilic nature of the compounds, they were liberated from the resin with all protecting groups intact and purified using HPLC, followed by deprotection and subsequent HPLC purification. The final compounds were assessed for identity and purity using NMR and LCMS techniques. The functional pyrene carboxylic acid used to make compounds 1-4 was synthesized in 5 synthetic steps and isolated from a mixture of regioisomers. The regiochemistry of the isomer was confirmed using 2D-NMR (See section S3 of the Supplemental Information). All other components used to assemble compounds 1-4 were obtained from commercial sources or have been previously described. Compound 4 was prepared using standard solution phase acylation conditions from the same pyrene precursor. See section S1 of the Supplemental Information for more detail on the synthesis and molecule characterization.

Fmoc-Lys(Boc)-OH and Fmoc-Gly-OH were purchased from Novabiochem. O-(7-azabenzo-triazole-1-yl)-N, N,N’N’-tetramethyluronium hexafluorophosphate (HATU) and 2-Chlorotrityl chloride resin were purchased from Genscript. Hexafluoro-2-propanol was purchased from Oakwood. All other reagents were purchased from Sigma Aldrich.
An ISCO CombiFlash Companion was utilized to perform flash chromatography. The cartridges were filled with Bodman 32-63 D grade silica gel. A Waters Xterra MS C18 column (3.5 um packing, 4.6 mm x 100 mm) was utilized with a Hewlett-Packard Series 1200 for HPLC-MS analysis. The solvent system of acetonitrile/water (0.1% formic acid) had a flow rate of 0.8 mL/min. A Waters Xterra column (5um packing, 19 mm X 100 mm) was utilized with the Varian Prostar Prep HPLC system to carry out preparatory scale HPLC purification. The solvent system of acetonitrile/water (0.1% formic acid) had a flow rate of 12 mL/min. A Bruker 500 MHz NMR was utilized to perform NMR experiments. The chemical shifts (δ) reported are relative to the residual solvent peak of the solvent utilized; either DMSO-d₆ or CDCl₃. HRESIQTOFMS (high resolution quadrupole time of flight mass spectrometry) analysis was performed at Ohio State University.

### 11.2.2 Photophysics

Water used in all experiments was purified by a Barnstead Nanopure system, and its resistance was 18.2 MΩ-cm at 25 °C. Dimethyl sulfoxide (99.9+ %), n-methyl-2-pyrrolidone (99.5 %), chloroform (99.8 %), 3-methyl-1-butanol (98+ %), 1-butanol (99.8 %), 1-propanol (99.7 %), ethanol (99.5 %), methanol (99.8 %), citric acid monohydrate (99.0+ %), and sodium phosphate dibasic (99.95 %) were purchased from Aldrich and used without further purification. Samples of 1-3 were readily soluble in DMSO, NMP, methanol, ethanol, and propanol and 4 was readily soluble in chloroform and DMSO. Samples of 1-3 were sonicated and heated to 40 °C for two hours to increase solubility in butanol and 3-methyl-1-butanol.
Samples of 1, 2, 3, and 4 were characterized via absorption and steady-state fluorescence spectroscopy. UV-Vis spectra were collected on a model 8453 Agilent spectrometer and fluorescence spectra were collected on a JY-Horiba Fluoromax-3 spectrofluorometer. Fluorescence spectra were collected at various excitation wavelengths, with 0.34 mm slits and a 0.1 s integration time.

Solutions of 1, 2, 3, and 4 were prepared with an optical density of approximately 0.25 at the absorption peak maximum. All of the solutions, aside from the aqueous solutions, were prepared with molecular sieves in the cuvette. Each solution was freeze-pump-thawed a minimum of three times. The samples were back-filled with argon to reduce evaporation at the higher experimental temperatures and kept moderately above atmosphere by a balloon filled with argon. A temperature cell was constructed from aluminum and controlled using a NESLAB RTE-110 chiller.

Time resolved fluorescence measurements of 1, 2, 3, and 4 were measured using the time correlated single photon counting (TSCPC) technique with a PicoHarp 300 TCSPC module (PicoQuant GmbH).[44] The samples were excited at 375 nm using a picosecond diode laser (PiL037) at a 1 MHz repetition rate. All measurements were made at the magic angle polarization geometry. The data were collected until a maximum count of 20,000 was observed at the peak channel. The instrument response function was measured using colloidal BaSO$_4$, in every case the instrument response function had a full-width-at-half-maximum of ≤96 ps. Emission from the samples was collected on the red side of the emission maximum. The decay curves were fit to a distribution of lifetimes by a convolution and compare method using Edinburgh Instruments fluorescence analysis software technology (FAST).[29]
11.3 RESULTS

11.3.1 Photophysical Model

The donor-bridge-acceptor oligomers in this study form an intramolecular exciplex in polar solvents. The formation of this exciplex is described by a photophysical model that involves a locally excited state and a charge separated state. This model is used to analyze the kinetics and calculate an electron transfer rate.

Figure 11.1 depicts the steady state emission spectra of 1, 2, and 3. Clearly, the spectra of 1 and 2 display a second red-shifted emission that becomes more prominent as the excitation shifts to the red; whereas compound 3 does not. Because 1 and 2 both have the donor (dimethylaniline, DMA) present, but 3 does not, the second red-shifted emission is assigned to the formation of a charge separated state (intramolecular exciplex). While the absorbance spectra of 1-3 appear to be the same on the red edge, the excitation spectra show a weak tail on the red edge of the excitation, when the emission is monitored at 525 nm, as compared to 450 nm. Figure S1 depicts these two excitation spectra for a solution of 1 in pH 7 buffer. When exciting at 375 nm (wavelength used in the kinetic studies) the emission from the ‘red’ species is a small fraction of that observed from the locally excited state; nonetheless both emissions are accounted for in the analysis.

In an effort to confirm exciplex formation, studies were performed to examine the lower energy emission peaks observed in 1 and 2 and rule out excimer formation. Pyrene is known to readily form excimers in solution when the concentration of pyrene is high enough.\cite{17, 36}
Thus, to confirm or exclude excimer formation, 1 and 3 in pH 7 buffer were monitored over a concentration range of $2.3 \times 10^{-5}$ M to $2.2 \times 10^{-6}$ M (see Figure S2). The shape of both the absorbance and emission spectra of 3 did not change with concentration and no red-shifted emission was observed, even in the most concentrated sample of 3. In contrast, sample 1 displayed a red-shifted emission over the entire concentration range. The intensity of this red-shifted emission did not increase in intensity, nor in proportion to that of the blue (pyrene monomer) emission, at higher concentrations. These data indicate that the red-shifted emission arises from an intramolecular process and is not associated with excimer formation or solute aggregation.

In order to explore whether the red-shifted emission is consistent with charge transfer interactions between the pyrene (acceptor) unit’s excited state and the dimethylaniline (DMA) unit (donor), DMA was added to solutions of 3 and to solutions of the N-(6-(pyrrolidine-1-carbonyl)pyren-1-yl)acetamide, denoted 4 (see Figure S3 for the molecular structure). If the charge transfer interaction between the DMA and the pyrene excited state is strong enough, then an intermolecular exciplex can be formed at high enough DMA concentrations.[9; 11; 13; 28] Literature suggests that an exciplex should form when the DMA and pyrene, or similar systems, are in close proximity to one another (approximately between 3 and 8 Å).[4; 24; 33; 41; 42] For deoxygenated solutions of 4 in chloroform ($5.6 \times 10^{-6}$ M) an exciplex emission is clearly evident for DMA concentrations in excess of $2.6 \times 10^{-4}$ M (Figure S4). In contrast, DMSO solutions of 4 yielded no resolvable red emission, presumably because the stabilized exciplex is able to dissociate into a solvent separated ion pair, thus quenching the exciplex emission. Note that the excitation spectra for the monomer emission and the exciplex emission are similar, indicating that any ground state association of the pyrene and DMA (Figure
S1) is weak. These data support the assignment of the red-shifted emission in compounds 1 and 2 to the formation of a charge separated state (or intramolecular exciplex); the red tail observed in the excitation spectrum, monitored at 525 nm, suggests that a small percentage of the solution’s ensemble of DMA/pyrene conformations may exist in an ‘exciplex-like’ geometry.

Another feature that supports the formation of a charge separated state is the red shift of the emission peak position (Figure 11.2A) with solvent polarity. Donor-acceptor systems were studied in a series of alcohols, and Figure 11.2B shows a Lippert-Mataga plot made from these data, namely a plot of the solvatochromic spectral shift, $\Delta \nu$, versus the Pekar factor $\Delta f$. $\Delta f$ provides a measure of the solvent polarity and is defined by Equation 11.2

$$\Delta f = \frac{\epsilon - 1}{2 \epsilon + 1} - \frac{n^2 - 1}{2n^2 + 1}$$

Equation 11.2

where $\epsilon$ is the static dielectric constant and $n$ is the refractive index of the solvent. The plot reveals a roughly linear correlation between the spectral shift and the solvent polarity. The Lippert-Mataga slope can be used to calculate the dipole moment of the donor acceptor system assuming that there is a sphere encompassing the donor and acceptor moieties. If one assumes a 9.2 Å and 8.5 Å radius spherical cavity for 1 and 2 respectively, then the slopes of 19100 cm$^{-1}$ and 37000 cm$^{-1}$ from this plot give an effective dipole moment of 38 D for
1 and 43 D for 2. This approximation is not always accurate; however the differences between the encompassing ellipsoid and sphere are moderate for 1 and 2 (Supplemental Section 7); vide infra.
Figure 11.2: Emission spectra of 1 in different solvents and Lippert-Mataga plot of 1 and 2

Panel A shows emission spectra (optical density corrected) of 1 in a variety of different solvents - 3-methyl-1-butanol (black), butanol (red), propanol (green), ethanol (blue), and pH 7 buffer (cyan). In panel B a Lippert-Mataga plot is shown for 1 and 2 in a series of normal alcohols. An analysis of the correlation between solvent polarity and the emission band red-shift is consistent with a 38 D dipole moment for 1 and a 43 D dipole moment for 2; see text for details.
The red-edge emission from 1 is consistent with the formation of an intramolecular exciplex. The featureless charge transfer band is red-shifted from the pyrene locally excited (LE) state’s emission. The intensity and existence of the charge transfer emission relative to the LE state emission is dependent on the presence and concentration of donor (dimethylaniline) when the donor and acceptor are free in solution. When the donor and acceptor are attached as in 1 or 2, the charge transfer emission is not enhanced relative to the LE state emission by increasing the concentration, which indicates that the charge transfer emission results from intramolecular donor-acceptor interactions. Furthermore, the second emission red-shifts (charge separated state becomes more stable) with solvent polarity.

Interestingly, the charge transfer emission peak of 1 is most prominent in water (Figure 11.2A). In a traditional exciplex reaction scheme, the excited state complex, or contact ion pair, is stabilized as the solvent polarity increases;[14; 21; 22; 27] and it eventually dissociates. For the intramolecular case ion pair dissociation does not occur; rather, the molecule can undergo back electron transfer to the locally excited state or it can relax back to the ground electronic state by either radiative or nonradiative relaxation (Figure 11.3). The charge separated (CS) state is stabilized by solvent polarity (ie., the emission redshifts with increasing solvent polarity). As the CS state energy becomes lower in energy than the locally excited (LE) state, the probability of back electron transfer to the LE state decreases. Thus, stabilization of the CS state relative to the LE state can increase the CS state’s quantum yield of emission because the back electron transfer to the LE state is slower; however, the stabilization of the CS state decreases the energy gap to the ground electronic state and increases the internal conversion rate. The balance of these competing effects determines the polarity at which the CS state’s emission will be the
strongest. The kinetic scheme shown in Figure 11.3 is consistent with the spectral data and can be used to rationalize the excited state photophysics; below it is used to extract rate constants from the excited state decay law.
Figure 11.3: Kinetic scheme for charge separated state formation

The diagram depicts the kinetic scheme for the intramolecular exciplex, charge separated state (CS), formation.
11.3.2 Kinetic Analysis

The time-correlated single photon counting method was used to measure the fluorescence intensity decay of molecules 1, 2, and 3 in aqueous buffer at pH=7, dimethylsulfoxide (DMSO), and N-methylpyrrolidone (NMP). All samples were excited by 375-nm radiation. Fluorescence decay profiles were fit using the discrete component analysis, and the distribution of lifetime algorithms provided by the Edinburgh Instruments FAST™ software package. Fluorescence decay profiles of 1 and 2, which were collected at the steady-state LE fluorescence emission maximum, produced discrete exponential fits of three or more distinct components, and lifetime distributions with complex shape. This behavior has been attributed to interactions arising from the bridge pendant groups that are added for solubility purposes (see Supplemental Information, section 6). When the observed fluorescence emission band was red-shifted from the LE emission maximum towards the CS emission, the lifetime distributions displayed a bimodal character and a discrete component analysis consisting of two exponential terms could be used. In addition, single mode lifetime distributions were observed for the bridge-acceptor only compound, 3. For these reasons the observation window was chosen to be 525 nm.

The kinetic scheme proposed in (Equation 11.3) assumes that the photo-excitation of the modified pyrene carboxamide acceptor populates the LE state, the initial population of the CS state is zero, and the observed fluorescence signal arises from a combination of LE $\rightarrow$ $S_0$ and CS $\rightarrow$ $S_0$ radiative emission. In this scheme $k_{for}$ is the forward electron-transfer rate constant, $k_{back}$ is the backward or reverse electron transfer rate constant, and $k_{rec}$ is the rate constant for recombination from the CS state to the ground electronic state. The difference between the assumptions of this model and of the model reported in previous works, [30; 35; 45], is
the observation of fluorescence originating from two states (see Section S3 of Supplementary Information). Solving the differential equations for this kinetic model, a decay law with a double exponential form is obtained

\[ I(t) = I(0) \left[ a_+ \exp(-k_+ t) + (1 - a_+) \exp(-k_- t) \right] \]

Equation 11.3

where \(a_+\) is the fraction of fluorescence decaying with the fast rate constant \(k_+\), \(k_-\) is the rate constant of the slow fluorescence decay, \(\alpha\) is the fraction of fluorescence arising from LE \(\rightarrow\) \(S_0\) emission, and \(\beta\) is the fraction from the CS \(\rightarrow\) \(S_0\). The parameters in this decay law can be used to obtain the primary rate constants

\[ k_{\text{for}} = a_+ (k_+ - k_) + k_- k_f \left[ \frac{\alpha}{\alpha - \beta} \right] \]

Equation 11.4
The intrinsic fluorescence decay rate $k_f$ is the decay rate given by the control molecule, the bridge-acceptor compound 3, for which the electron transfer pathway is not possible.

In order to relate the predicted decay law to the observed lifetime distributions, a distribution fitting protocol was developed. This protocol splits a bimodal distribution into a short-time distribution and a long-time distribution, and it calculates the distribution statistics used to parametrize the predicted decay law. Two kinds of bimodal distributions were observed for the data (see Figure 11.4). In the first kind, the short-time and long-time distributions are clearly separated. The well separated short-time distributions typically demonstrate a constant positive slope from its onset to 90% of the maximum amplitude value, and a segment of constant negative slope after the maximum amplitude followed by an exponentially decreasing segment. Well separated distributions were observed for molecule 1 at temperatures below 333 K. In the second kind of distribution, the short-time and long-time distribution components overlap with

\[
k_{\text{back}} = \frac{(k_s - k_i)^2 - [2 \cdot (k_{\text{for}} + k_f) - (k_s + k_i)]^2}{4k_{\text{for}}}
\]

Equation 11.5

\[
k_{\text{rec}} = k_s + k_i - k_f - k_{\text{for}} - k_{\text{back}}
\]

Equation 11.6

The intrinsic fluorescence decay rate $k_f$ is the decay rate given by the control molecule, the bridge-acceptor compound 3, for which the electron transfer pathway is not possible.
each other. Here the two segments of constant slope near the amplitude maximum were used to isolate the short-time and long-time distributions. After separation of the two distribution components, normalized distribution amplitudes were used to weight the sampling of each distribution. Short and long time distributions were sampled 1000 times and the 25\textsuperscript{th}, 50\textsuperscript{th}, and 75\textsuperscript{th} percentiles were calculated. The 50\textsuperscript{th} percentile value of the short and long time distributions were used to determine $k_+$ and $k_-$, respectively, see Figure 11.5.
Figure 11.4: Lifetime distributions of 1 and 2 in pH=7 buffer

The top panel shows the lifetime distribution for 1 in pH=7 buffer, and the bottom panel shows the lifetime distribution for 2 in pH=7 buffer. In each case the lifetime distributions could be separated into short-time (solid lines) and long-time (dashed lines) components.
Figure 11.5: Summary of lifetime decay distributions of 1 and 2

This figure shows a box plot representation for separation of the fluorescence decay lifetime distribution into short-time and long-time components. The left panel shows the lifetime distribution for 1, and the right panel shows the lifetime distribution for 2. The central line of each box represents the median value. Edges of the boxes represent the 25th and 75th percentiles.
The temperature dependence of the forward and backward electron transfer rate constants are shown in Equation 11.6. Because of the double exponential character of the excited state decay law, it is possible to determine the reaction Gibbs energy directly from the rate constants as described in Equation 11.7; see Table 4. The free energy of the LE → CS reaction, $\Delta_rG$, is given by

$$
\Delta_rG = -RT \ln \left( \frac{k_{for}}{k_{back}} \right)
$$

Equation 11.7

Figure S5 plots the reaction free energy as a function of temperature and shows that the dependence on temperature is very weak. In fact, the free energies observed over the temperature range in each solvent are smaller than the spread in the $k_+$ and $k_-$ caused by the inherent width of the lifetime distributions. In Table 4 $\Delta_rG$ values for each solvent are reported at $T = 298$ K.
Figure 11.6: Temperature dependence of the forward and back ET rate constants

The temperature dependence of the forward (left panel and back (right panel) electron transfer rate constant of 1, DsssA, (filled symbols) and 2, DsrrA, (open symbols) are shown.

Table 4: Reaction free energy for the DBA oligomers 1 and 2 in different solvents, in eV

<table>
<thead>
<tr>
<th>Solvent</th>
<th>$\varepsilon_s$</th>
<th>$n^2$</th>
<th>$\Delta G$ of 1</th>
<th>$\Delta G$ of 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water (pH7)</td>
<td>80.1</td>
<td>1.77</td>
<td>-0.013</td>
<td>-0.023</td>
</tr>
<tr>
<td>DMSO</td>
<td>46.7</td>
<td>2.19</td>
<td>-0.012</td>
<td>-0.036</td>
</tr>
<tr>
<td>NMP</td>
<td>32.3</td>
<td>2.16</td>
<td>-0.008</td>
<td>-0.021</td>
</tr>
</tbody>
</table>

DMSO is dimethylsulfoxide and NMP is N-methylpropionamide
11.3.3 Electron Transfer Rate Analysis

The electron transfer rate constant analysis used a semi-classical version of the Marcus expression.\cite{1, 15, 18, 40, 45} For a single effective quantum mode, the rate constant $k_{ET}$ can be written as

$$k_{ET} = \frac{2\pi}{\hbar} |V|^2 \frac{1}{\sqrt{4\pi\lambda_s k_B T}} \sum_{n=0}^{\infty} e^{-\frac{S^n}{n!}} \exp \left( -\frac{(\lambda_s + \Delta_r G + nhv)^2}{4\lambda_s k_B T} \right)$$

Equation 11.8

where $k_B$ is the Boltzmann’s constant, $|V|$ is the electronic coupling matrix element, $\Delta_r$ is the reaction free-energy, $\lambda_s$ is the outer-sphere or solvent reorganization energy, $\nu$ is the frequency of the effective quantized vibrational mode, and $S$ is the Huang-Rhys factor given as the ratio of the inner-sphere reorganization energy, $\lambda_v$, to the quantized mode energy spacing, $\lambda_s / h \nu$. The $hv$ term refers to the energy of a single effective quantized mode associated with the electron transfer reaction; it is specific to the solute vibrational manifold and is not very sensitive to solvent and temperature. Thus, $hv$ and $\lambda_v$ are fixed at values appropriate for the donor and acceptor, and they are not changed as the bridge, solvent, and temperature change.

The lines of best fit in Figure 11.6 represent fits to the semi-classical electron-transfer rate equation (Equation 11.8). The data reveal that the forward (and backward) electron transfer rate for 1 in the three solvents are significantly higher than that of 2 in the same three solvents.
Given that 1 and 2 have the same donor and acceptor units and the two bridges are diastereomers of one another, the difference in the electron transfer rate occurs because of the different spatial positioning of the donor and acceptor with respect to each other. In this analysis, 1400 cm\(^{-1}\) was used as the value for the single effective quantized mode and 0.30 eV for the inner-sphere reorganization energy. These values are the same as those used in previous work on donor-bridge-acceptor systems having the same donor and a similar acceptor group; note that this frequency value is typical of that for carbon-carbon stretching frequencies in aromatic ring systems.[1; 8; 20] While roughly the same values for \(h\nu\) and \(\lambda_v\) were assumed as in Chakrabarti, et. al.[8], these values may have some variation because the pyrene moiety was modified in this set of experiments. Although an error in the internal reorganization energy affects the absolute magnitude of the electronic coupling that is extracted from fits to the semiclassical equation (Equation 11.8), the relative values of the coupling for the same solute in different solvents is not sensitive to the choice of internal reorganization energy. [20] Note that the redox potential of the pyrene is changed by the amide modification, and it is expected to decrease the reduction potential of pyrene.[10; 19]
The slopes of the plots in Figure 11.6 are largely determined by the Gibbs reaction energy and the reorganization energy for the electron transfer, whereas the intercepts depend largely on the electronic coupling. If one considers only the first term (n=0) in Equation 11.8, the classical Marcus expression is obtained and the activation Gibbs energy may be obtained directly from the slope of the graph. The solvent reorganization ($\lambda_s$, empirical) and the electronic coupling ($|V|$, empirical) that are obtained from best fits of Equation 11.8 to the data are reported in Table 5, along with the activation Gibbs energy that is extracted from the slope. Note that the electronic coupling values which are obtained by fits of the data to Equation 11.8 are weakly dependent on $\lambda_s$; see Figures S6-S12 in the Supplemental Information.

Table 5: The activation Gibbs energy ($\Delta G^\ddagger$), solvent reorganization energy ($\lambda_s$), and electronic coupling ($|V|$) of 1 and 2 in different solvents at 298 K

| Sample | $\Delta G^\ddagger$ (eV) | $\lambda_s$ (eV) | $\lambda_s$ (eV) | $|V|$ (cm$^{-1}$) | $|V|$ (cm$^{-1}$) |
|--------|-----------------|-----------------|-----------------|-----------------|-----------------|
|        | classical limit | empirical       | ellipsoid model | empirical       | ellipsoid model |
| 1 pH7  | 0.10            | 0.42            | 0.42            | 32±8            | 34              |
| 1 DMSO | 0.05            | 0.23            | 0.23            | 12±2            | 9               |
| 1 NMP  | 0.04            | 0.16            | 0.16            | 7±1             | 5               |
| 2 pH7  | 0.12            | 0.52            | 0.53            | 22±7            | 26              |
| 2 DMSO | 0.09            | 0.40            | 0.40            | 12±3            | 8               |
| 2 NMP  | 0.09            | 0.40            | 0.40            | 13±3            | 8               |

Note that the reaction Gibbs energies are reported in Table 4
To assess better the trends observed in the reorganization energy and electronic coupling parameters, the data were analyzed in the framework of a continuum dielectric model. The reorganization energy $\lambda_S$ was modeled by treating the change in the DBA molecule’s electrostatic charge distribution by a dipole moment within a symmetric ellipsoidal cavity; namely

$$\lambda_S = \frac{\Delta \mu^2}{2 cb^2} \left( \frac{1}{n^2} - \frac{1}{\varepsilon_S} \right) \sum_{n=1}^{\infty} X_n = \frac{\Delta \mu^2}{2 cb^2} \left( \frac{1}{n^2} - \frac{1}{\varepsilon_S} \right) \Sigma$$

Equation 11.9

in which $c$ and $b$ are the ellipsoid’s radii and $\Sigma$ is a shape factor that can be evaluated numerically.\cite{5} In order to parametrize this model, the semiempirical molecular orbital package MOPAC2012 was used to study the molecular structures of 1 and 2. Using the PM7 Hamiltonian, optimized molecular geometries and molecular orbitals were determine for cases in which DBA molecule clefts contained 0, 1, or 2 solvent molecules. The results of these calculations were visualized and analyzed using the three-dimensional chemical structures package Jmol.\cite{26; 38; 46} Prolate spheroids approximately circumscribing the solvent excluded surface of the optimized solvent-DBA systems (see Figures S21 to S27) were used to determine the ellipsoidal radii. Assuming a full charges moves from the donor to the acceptor; the calculated distances between the nitrogen atom of the donor moiety and the carbon atoms of the pyrene ring were used to obtained $\Delta \mu$. 
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The solvent reorganization energy was calculated using the dipole moments given in Table 6, however the ellipsoid’s volume was adjusted to give a good fit with the data; see Figure 11.6. The dipole moments (μ) are calculated using the average distance between the donor ring nitrogen and the acceptor ring carbons, and the μ_{min} were calculated in a similar manner using the minimum distance. The dipole moments calculated using the spheroid model (Table 6) closely mimic the dipole moments that were calculated using the Lippert-Mataga plot (Figure 11.2), which approximate the molecular cleft by an effective sphere of radius r_{sphere} (V_{sphere} = 4/3 \pi r_{sphere}^3). By keeping the ellipsoid shape fixed (namely the shape factor Σ) but adjusting its volume (V_{spheriod} = 4/3 \pi c a^2), to fit the experimental data in Figure 11.6, the solvent reorganization energies reported in Table 5 (as λ_s, ellipsoidal model) were obtained. Using these reorganization energies, one finds the electronic coupling parameters reported as |V|, ellipsoidal model in Table 5. These values are in reasonable agreement with those found by an empirical fit of the data in which the reorganization is varied as a free parameter.

Table 6: Parameters for the CS state dipole moment and solute-solvent complex geometries

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Solute</th>
<th>r_{sphere} (Å)</th>
<th>c (Å)</th>
<th>a (Å)</th>
<th>V_{sphere} (Å³)</th>
<th>V_{spheriod} (Å³)</th>
<th>Σ (scale)</th>
<th>μ (D)</th>
<th>μ_{min} (D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂O</td>
<td>1</td>
<td>9.2</td>
<td>10.0</td>
<td>7.0</td>
<td>3263</td>
<td>2053</td>
<td>0.86</td>
<td>30.9</td>
<td>28.5</td>
</tr>
<tr>
<td>NMP</td>
<td>1</td>
<td>9.0</td>
<td>9.5</td>
<td>7.1</td>
<td>3054</td>
<td>2006</td>
<td>1.20</td>
<td>35.1</td>
<td>31.5</td>
</tr>
<tr>
<td>DMSO</td>
<td>1</td>
<td>9.5</td>
<td>9.5</td>
<td>8.1</td>
<td>3591</td>
<td>2611</td>
<td>1.14</td>
<td>42.1</td>
<td>38.2</td>
</tr>
<tr>
<td>H₂O*</td>
<td>2</td>
<td>8.0</td>
<td>8.7</td>
<td>8.7</td>
<td>2145</td>
<td>1786</td>
<td>0.91</td>
<td>33.5</td>
<td>24.7</td>
</tr>
<tr>
<td>H₂O</td>
<td>2</td>
<td>8.5</td>
<td>9.0</td>
<td>9.0</td>
<td>2572</td>
<td>2235</td>
<td>0.95</td>
<td>39.5</td>
<td>30.5</td>
</tr>
<tr>
<td>NMP</td>
<td>2</td>
<td>8.5</td>
<td>9.5</td>
<td>9.5</td>
<td>2572</td>
<td>2421</td>
<td>0.95</td>
<td>41.1</td>
<td>34.0</td>
</tr>
<tr>
<td>DMSO</td>
<td>2</td>
<td>8.5</td>
<td>9.3</td>
<td>9.5</td>
<td>2572</td>
<td>2619</td>
<td>0.98</td>
<td>43.5</td>
<td>35.8</td>
</tr>
</tbody>
</table>

* indicated the lowest energy configuration of 2 with two H₂O molecules.
Note that the scaling factor $\Sigma$ for 1 in water is quite different from the scaling factor for solute 1 in the other solvents (NMP and DMSO) and the “loose-cleft” forming systems, 2, in all solvents. Water has the most interaction with the cleft, as suggested by the electron transfer data. The solvent water facilitates electron transfer most efficiently in DBA solute 1, as indicated by the large coupling parameter (see Table 5). Because water has the most interaction with the cleft, particularly in 1, the scaling factor is less predictable. In system 2 multiple waters can fit into the cleft, thus an individual water molecule does not have as significant interaction with the cleft.

11.4 DISCUSSION

These studies build on the earlier work of Chakrabarti et. al.,[8] by investigating an amide substituted acceptor unit which can interact favorably with a hydrogen bonding solvent. The donor unit used in both systems is the same. Although amide modification has a small effect on the overall molecular volume, the cleft size changes somewhat with the solvent type, vide infra. In addition, amide modification causes a red-shift in the absorption spectrum, decreases the excited stated lifetime, and alters the energetics of the electron transfer reaction. In particular, the $\Delta_r G$ for the amide modified pyrene system is significantly smaller than that of the unmodified pyrene system. This decrease in the $\Delta_r G$ facilitates the equilibrium between the locally excited state and the charge separated state and allows for a significant charge transfer emission to be observed; in contrast to the unsubstituted case of Chakrabarti et. al. for which no charge transfer emission could be seen.
The time resolved fluorescence of 1 and 2 was collected at the red edge of the emission spectrum because it displayed a double exponential decay law. The decay law at more blue emission wavelengths had a third component, which was traced to a direct interaction between the solubilizing lysine groups on the bridge and the acceptor (see Supplemental Information). The red edge emission arises from both the locally excited state and the charge separated state; however this could be modeled quantitatively in the kinetic scheme for the reaction. This kinetic scheme, shown in Figure 11.3, was used to extract the $\Delta_r G$ for the reaction directly from the kinetic data.

The $\Delta_r G$ values for 1 and 2 are significantly different from the $\Delta_r G$ that were used to model the electron transfer for the corresponding donor-bridge structure and unsubstituted pyrene acceptor, which were reported to be -0.66 eV and -0.54 eV in water.\cite{8} Most of the shift in the $\Delta_r G$ arises from the amide functionality that has been added to the pyrene. This fact was confirmed by performing ultraviolet photoelectron spectra (UPS) of the bridge-acceptor molecules (see Figure S14), and it is supported by literature data on similar systems.\cite{10; 20} The $\Delta_r G$ for 1 and 2 are the same within experimental error; in contrast the ‘tight’ and ‘loose’ cleft molecules reported on by Chakrabarti \cite{8} differed by 0.1 eV. These facts support a view that the amide modification changes both the intrinsic reduction potential of the acceptor and the solvation of the acceptor, as compared to the unsubstituted pyrene system. The amide substitution may open the cleft and reduce the hydrophobic interaction between the donor and acceptor; potentially, allowing it to incorporate multiple solvent molecules.

This view of the cleft is consistent with the difference in solvent reorganization energy found for this system as compared to that reported by Chakrabarti \cite{8} for the unsubstituted case. In the unsubstituted case, the $\pi-\pi$ and hydrophobic interactions control the solvation
environment of the cleft, so that a large solvent reorganization occurs upon formation of the charge separated state. For DBA systems 1 and 2 the cleft environment is already somewhat polar. Note that the reaction Gibbs energy and reorganization parameters in the semi-classical equation are highly coupled, and Chakarabarti [8] was unable to experimentally determine Δ,G in the donor-bridge-acceptor system; hence the absolute difference in the reorganization energies should not be interpreted too strictly.

In order to examine the features of the molecular cleft more quantitatively, quantum chemistry (PM7) simulations of 1 and 2 with solvent were performed. These calculations showed that the cleft in 1 and 2 was able to adapt to the size of the solvent molecules studied (water, DMSO, and NMP). For the case of DMSO and NMP (see SI) only one solvent molecule was able to fit in the cleft of 2, and similarly only one solvent molecule could fit in the cleft of 1. The contact surfaces and the donor to acceptor distances for these cleft/solvent systems were similar, and this finding is compatible with the similar reorganization energies and electronic couplings reported for these systems.
Figure 11.7: HOMO and LUMO molecular orbitals of two DBA molecules

Frontier HOMO(orange/grey) and LUMO(yellow/green) molecular orbitals are shown for the two DBA molecules with water. In panel A the entire DBA structure is displayed. Panel C shows a plot of the distance between the nitrogen atom of the donor and the carbon atoms of the pyrene ring at the optimized geometry. The expanded view in panels (B) and (D) the lysine moieties have been removed to facilitate observation of the DBA cleft region. The interaction surface of the solvent molecules is shown, as well.
Simulations of 1 and 2 with water solvent were performed for both one and two solvent molecules in the cleft (see Figure 11.7 and SI). For both solutes the cleft could accommodate one water molecule; however the loose cleft (2) had a better van der Waals contact with two water molecules present than with one. Panel 7b shows the energy minimum for two water molecules in the cleft of 2 and panel 7d shows the energy minimum for two water molecules in the cleft of 1. The tight cleft does not let the water molecules fill it, whereas the loose cleft does. Panel 7c shows plots of the distance between the donor N atom and the different C atoms of the pyrene acceptor for the tight cleft (1) with one and two water molecules and the loose cleft (2) with two water molecules; note that the loose cleft with one water molecule had no clear energetic minimum. Note that the tight cleft’s distances change only slightly in accommodating more than one water molecule, and that these distances range from 6 to 7 Å depending on ring location. In contrast the loose cleft shows a broader range of distances (5 to 9 Å) and it has some regions of the ring closer to the donor N. These data underscore the different cleft geometries, yet are consistent with the similar electronic couplings that are found for water. Namely, the electron tunneling is controlled by distance and although the loose cleft has a small area of the acceptor placed closer to the donor, most of it is farther from the donor than the distances for the tight cleft. The calculations show that the contact interaction with the solvent controls the donor to acceptor distance. Although 2 has a few 5Å contact interactions, its average contact distance is 7 Å; whereas molecule 1 has an average of 6.4 Å. The net result appears to be a similar coupling for the two cases.
electronic coupling would be higher for the case of water than the other cases, in agreement with the fits to the data; see Table 5. NMP and DMSO both facilitate electron transfer, however the rate constant is smaller because the donor to acceptor distance is larger and hence it has a smaller electronic coupling. Because the cleft spacings are similar for 1 and 2 with DMSO and NMP, the electronic couplings are found to be similar. Thus, the ability of the cleft to accommodate different sizes and numbers of solvent molecules gives rise to a behavior that is more rich than that found for the strictly hydrophobic donor-acceptor system reported by Chakrabarti.[8]

11.5 CONCLUSION

The amide substitution on the pyrene in the donor-bridge-acceptor system changes both the reaction Gibbs energy for the photoinduced electron transfer and the hydrophilicity of the molecular cleft. The less negative ΔrG allows one to observe the charge separated emission, under appropriate solvent conditions as compared to the system reported earlier for the unsubstituted pyrene. The increased hydrophilicity of the cleft impacts its ability to accommodate solvent and change the interaction between the donor (DMA) and acceptor (pyrene). As with the earlier study for the unsubstituted pyrene acceptor, in which water was able to lodge in the cleft and mediate the electron tunneling, the amide substituted pyrene forms a cleft that can accommodate water molecules. In contrast to the earlier study, the cleft for 1 and 2 appears to be able to accommodate larger solvent molecules (and multiple water molecules). This feature suggests that substitution of the pyrene ring might be used to tune the cleft’s solvation characteristics and the size of the tunneling gap.


[23] These radii were calculated using the circumscribed sphere (Figures S21 and S24).


12.0 CONCLUSIONS

A brief description of the conclusions of the studies contained within this thesis are described below.

Conclusions of Part I: Scanning Probe Microscopy:

In Chapter 3, we demonstrated ANSOM images of a nanoslit aperture containing interference fringes, which result from superposition of the average detected wavevector and components of the field scattered by the nanoslit. Analysis confirms that such a slit generates two scattered orders launched perpendicular to the slit. Furthermore, fringe patterns can be controlled by changing the orientation of the slit, and thus, the direction of the two scattered orders with respect to the detector or vice versa. The model originally developed by Aubert et al. was extended to account for the two scattered orders present in our system. The resulting calculated fields agreed well with the ANSOM data in several different detector-slit orientations.

Additionally, probe geometry and probe position relative to the slit strongly affect the magnitude of self-homodyning fields exhibited in ANSOM images. For a single slit aperture, sources of homodyning fields include a propagating field transmitted through the slit and reflected by the probe base and/or cantilever body. Sensitivity of self-homodyne amplification to probe geometry suggests that portions of the probe base and cantilever body scatter significant transmitted optical fields.
In Chapter 4 the bending modulus of individual multiwall boron nitride nanotubes (MWBNNTs) was measured via AFM bending experiments. Boundary conditions for the beam-bending model were determined by using a force mapping technique. MWBNNTs were found to have excellent mechanical properties with an average bending modulus of 760 ± 30 GPa, which is consistent with the theoretically predicted value for BNNTs. Shear effects were found to be non-negligible, and the Young’s modulus and shear modulus were determined to be 1800 ± 300 and 7 ± 1 GPa, respectively. The experimental geometry and the dimensions of the nanotubes were not major contributing factors to the shear effects; rather, it is likely that interwall shearing occurred between crystalline and faceted cylindrical helices in these MWBNNTs.

Conclusions of Part II: Studies of Photonic Crystals

In Chapter 6 we developed a simple, straightforward method to form non close-packed ultra-highly-ordered, face centered cubic (fcc) direct and inverse opal silica photonic crystals, which allowed us to independently control the photonic crystal periodicity and size of the basis of the fcc unit cell. We selected the fcc lattice constant by defining the particle number density of this electrostatically self assembled structure. Thus, we independently control the spacing between particles. The particle diameter used determines the wall spacing of the inverse opal photonic crystal and determines the shape of the photonic crystal dielectric constant modulation. This allows us to optimize the diffraction of our photonic crystal structures.

These fcc photonic crystals simply and spontaneously self assemble due to their soft electrostatic repulsion potentials. They showed ordering as good or possibly better than close-packed photonic crystals formed by convective assembly. We showed that colloidal particle size polydispersity has less impact on photonic crystal electrostatic ordering than occurred for ordering of close-packed crystals. Point defect induced crystal strains in electrostatically
stabilized CCA anneal within approximately two particle layers. We also showed that charge polydispersity has only a small impact on crystal ordering and that the strains due to defect particles of different charge also anneal out over approximately two particle layers.

In Chapter 7 we developed a novel, simple, and efficient approach to rapidly fabricate large-area 2-D particle arrays on water surfaces. These arrays can easily be transferred onto various substrates and functionalized for chemical-sensing applications. We demonstrated that the ordering of 2-D arrays decreases with the particle size.

**Conclusions of Part III: Spectroscopy Studies.**

In Chapter 9 we demonstrated that electron transfer and photoluminescence quenching in cadmium selenide / cadmium telluride NP assemblies can be controlled through the interparticle distance, energetics, electric field created by the surface capping group, and particle size. Time-resolved studies indicated that the electron transfer process may involve surface-localized states. The inhibition of electron transfer by the interparticle electric field was significant and may provide an avenue for inhibiting back electron transfer. These findings should be useful for understanding and controlling charge transfer in nanocrystal-based solar cells.

In Chapter 10 efficient sensitization was observed for both the ZnS/Tb$^{3+}$ and the ZnS/Eu$^{3+}$ systems. The ZnS/Tb$^{3+}$ nanoparticles appear to be more efficient lanthanide-based emitters, with lanthanide-centered quantum yield values for ZnS/Tb$^{3+}$ and ZnS/Eu$^{3+}$ being 0.05 ± 0.01 and 0.000 13 ± 0.000 04, respectively. ZnS nanoparticles acted as an antenna to sensitize the lanthanide luminescence in these systems. Moreover, the absence of observable sharp bands in the excitation spectra indicated that direct excitation of lanthanides has a negligible contribution to the overall sensitization mechanism.
The mechanism of lanthanide luminescence sensitization in II–VI semiconductor materials can be rationalized by a semiempirical method proposed by Dorenbos and colleagues. Energy level diagrams indicate that in ZnS, Tb$^{3+}$ can act as a potential hole trap and provide a dramatic increase in sensitization efficiency because its energy levels lie between the nanoparticle band edges. The mechanism of Eu$^{3+}$ luminescence sensitization on the other hand, follows a different type of mechanism. In ZnS, Eu$^{3+}$ can act as a potential electron trap; hence, the sensitization can be achieved either by direct bandgap excitation or by a valence band to Eu$^{2+}$ transition.

In Chapter 11 the amide substitution on the pyrene in the donor-bridge-acceptor system changed both the reaction Gibbs energy for the photoinduced electron transfer and the hydrophilicity of the molecular cleft. The less negative $\Delta_r G$ allows one to observe the charge separated emission, under appropriate solvent conditions as compared to the system reported earlier for the unsubstituted pyrene. The increased hydrophilicity of the cleft impacts its ability to accommodate solvent and change the interaction between the donor (DMA) and acceptor (pyrene). As with the earlier study for the unsubstituted pyrene acceptor in which water was able to lodge in the cleft and mediate the electron tunneling, the amide substituted pyrene formed a cleft that can accommodate water molecules. In contrast to the earlier study, the molecular clefts appeared to be able to accommodate larger solvent molecules (and multiple water molecules). This feature suggests that substitution of the pyrene ring might be used to tune the cleft’s solvation characteristics and the size of the tunneling gap.