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Since the early 1980s, fast scan cyclic voltammetry (FSCV) has been used to detect changes in dopamine's presence in the brain's extracellular space. The dopamine signals detected result from several simultaneous biophysical processes. Because these processes currently cannot be directly measured, a mathematical model which quantitatively explains FSCV data is necessary to describe their natures and magnitudes. I have created a simple mathematical model which posits that diffusion of dopamine in the brain follows a unidirectional first order kinetic scheme from its source. The model, using just three parameters, produces excellent fits to dopamine responses evoked by short electrical stimuli. These parameters are: $R_p$ (release), $k_U$ (uptake) and $k_T$ (mass transport). When longer stimulations are performed, the addition of a term $k_R$, which modifies $R_p$ by an exponential, is adequate to fit nearly all observed dopamine responses in the anaesthetized rat brain.

To complement this work, I have determined that the ubiquitous failure of dopamine concentration changes as measured by FSCV to return to baseline, called hang-up, is an artifact caused by a form of long duration adsorption to the carbon fiber electrodes commonly used to measure dopamine. I have developed a mathematical correction for this artifact. In addition, I have experimentally determined that the observed first order behavior of the mass transport parameter $k_T$ arises essentially entirely from the brain itself, rather than the adsorption kinetics of dopamine at the electrode.
Finally, having established a sound theoretical framework for understanding the biological and instrumental origins of dopamine signals in the brain, I have used this model to study both anatomical differences in dopamine signaling, as well as the biophysical effects of the drug bupropion, an antidepressant. These studies have found that the density of dopamine signaling is greatest in the dorsolateral striatum, and that this high density of signaling is enabled by high rates of dopamine uptake, which attenuate the spatial range of dopamine signaling. I anticipate that this work is a necessary step towards the comprehensive mechanistic dissection of cellular signaling, and I hope it will prove invaluable to future progress.
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1.0 INTRODUCTION

The study of the function of brains is one of the most important fields of scientific inquiry. One can imagine a full and complete understanding of the operational principles of brains, coupled with advances in molecular biology and hardware engineering, conferring the ability both to repair and enhance the function of existing brains, and to design, build, and operate new brains in biological, electronic, and various other operating media. Such advances should help to drive the efficient conversion of energy into cognition, which has the potential to cause an unsurpassed economic paradigm shift.

While our understanding of how brains operate currently remains incomplete, substantial detail is known. In particular, brains can be understood as networks of cells which engage in electrical and chemical communication with one another, and which can preserve persistent memory. The feeding of informational inputs into this network and the interaction of these inputs with the memory allows for a brain to generate an effective response output to any given input. The exchange of this information within the cellular network is mediated by chemicals known as neurotransmitters, of which there are on the order of $10^2$, and which have several different modes of action. In many cases, neurotransmitters act on a subsecond time scale, and it is therefore important to understand the spatial and temporal dynamics of neurotransmitters to understand how they achieve the transmission of information.
1.1 DOPAMINE IS A NEUROTRANSMITTER

One of the most extensively studied neurotransmitters is dopamine (DA). DA has several characteristics which have contributed to this. DA is critically important for brain functions ranging from the control of movement to reward and learning. It is the substantial societal costs associated with the breakdown of these functions, particularly in the context of drugs of abuse such as cocaine and methamphetamine, and diseases of old age such as Parkinson's, that have made the study of DA a key target of funding agencies. In addition, DA happens to be one of a few neurotransmitters which are amenable to rapid oxidation-reduction cycles. It is its facile oxidation which has made it possible to study DA’s sub-second dynamics at microelectrodes with electrochemical methods such as amperometry and fast scan cyclic voltammetry. The available geometries of microelectrodes mean that it is possible to measure DA at or near the smallest spatial scales of functional relevance, while the relatively fast redox kinetics of DA mean that it is also possible to measure DA at the fastest temporal scales of functional relevance as well. DA also commonly reaches transient concentration changes in the brain microenvironment in the micromolar range; many other neurotransmitter transients are orders of magnitude smaller. The vast majority of neurotransmitters are currently not measurable on a sub-second timescale and to a high spatial resolution, because they lack one or more of the characteristics of dopamine which make it amenable to study.
1.2 HOW DOPAMINE IS MEASURED

Since the early 1980s, DA has been measured in brain tissue at carbon fiber microelectrodes with a technique known as fast scan cyclic voltammetry (FSCV). To perform FSCV, the electrical potential at a microelectrode (versus an Ag/AgCl reference electrode) is scanned in some direction, and the direction of the scan is reversed at least once, in order to finish the scan at the potential at which it started. FSCV is commonly conducted at a scan rate of 400 V/s in order to measure DA. As the potential at the surface of the microelectrode changes, the thermodynamic favorability of redox reactions in the local environment also changes. As a redox reaction becomes thermodynamically favorable, it proceeds at a rate according to the rate law and kinetic constants of the reaction. This reaction is detected as a current flow to the instrumentation. The recorded flow of current is commonly charted against the applied potential to form what is called a cyclic voltammogram (CV). The redox reaction kinetics and thermodynamics are determined by the chemical identity of the redox couple, as well as the composition and dimensions of the electrode, as well as any other species present in the reaction solution which might influence the kinetics or thermodynamics of the reaction, or influence the adsorption of DA to the surface of the electrode. In addition to this, the simple act of rapidly scanning a potential at a microelectrode has the effect of pseudocapacitive charging and discharging. The pseudocapacitive current at a microelectrode is considerably larger than the faradaic current that typically results from measuring physiological concentrations of DA. It is therefore necessary to perform background subtraction of the CVs; that is to say, a CV can be recorded before some independent variable, such as an electrical stimulus of dopaminergic neurons. This CV can then be subtracted from CVs recorded after the electrical stimulus, which
yields the faradaic current that results from the independent variable. This background-subtracted faradaic current can then be converted to a concentration of DA at each timepoint by means of a calibration curve.

**Figure 1.** Fast Scan Cyclic Voltammetry of Dopamine

**Figure 1:** The detection of dopamine (DA) with fast scan cyclic voltammetry (FSCV). Faradaic current, shown in red, increases as the potential is ramped up, and then decreases to zero as all of the DA in the vicinity of the electrode is oxidized. When applied potential becomes sufficiently low, the Faradaic current becomes negative as the newly formed quinone product undergoes a two electron reduction to regenerate DA. The non-Faradaic current has been removed from this data by background subtraction. The concentration of DA present at the electrode during the approximately 8 millisecond scan can be determined by applying an experimentally-determined calibration factor to the peak oxidation current.
2.0 HISTORY OF DOPAMINE FSCV DATA ANALYSIS

This chapter presents a history of major developments of new ideas in the analysis of dopamine FSCV data, which attempt to parse additional information out of the response other than amplitude and duration of the evoked DA overflow. I will discuss only those analysis methods which make claims about the nature of the entire FSCV response and also present a new claim or insight.

2.1 THE ORIGINAL DOPAMINE KINETIC MODEL (1988)

The ability to measure evoked dopamine responses in the brain was developed in the very late 1970s and early 1980s. However, it was not until 1988 that a comprehensive whole curve analysis method for evoked DA responses as measured by FSCV was reported.\(^3\) The math that describes this original model is reproduced below:

\[
\frac{d[D\text{A}]}{dt} = [D\text{A}]_p \cdot f - \frac{V_{max} \cdot [D\text{A}]}{[D\text{A}] + K_M}
\]

\textbf{Equation 1:} The Original DA Model
The original model employs a scaling term, \([\text{DA}]_p\), specifying an increase in concentration of DA caused by each stimulus pulse within the extracellular volume that is sampled by the electrode. This increase is applied at the stimulus frequency \(f\). The other two parameters (\(V_{\text{max}}\) and \(K_M\)) describe uptake of DA from the extracellular space as the initial rate parameters of Michaelis-Menten kinetics. This gives the original DA model three adjustable parameters (since frequency \(f\) is defined by the experiment). However, while this model is able to approximate some evoked DA responses, it is unable by itself to generate responses which increase at an increasing rate over time, or responses which exhibit a signal overshoot. These deficiencies of the original model were remedied by the assumption of the existence of a physical gap between the DA terminals and the recording electrode. It requires at least one additional adjustable parameter to specify the existence of a gap, so the more complex version of the original DA model requires 4 adjustable parameters. In practice, FSCV data were often deconvoluted to account for the hypothesized diffusion gap, as opposed to being modeled with an extra parameter to account for the diffusion gap, but the mathematical complexity of the model is equivalent whichever way the calculation is carried out. In some cases, the deconvolution for a gap was intended to account for a layer of Nafion coating the electrode, the purpose of which was to shield the electrode from interferents. However, in other cases, gap deconvolution was used with no Nafion layer - being intended to represent the hypothesized intrinsic gap dimension present in the experiment. To date, there has been no experimental confirmation of the existence of physical diffusion gaps in the context of the FSCV experiment. The original DA model has seen heavy use in order to extract kinetic parameters describing brain activity from FSCV data.
2.2 FIRST CONSIDERATION OF INSTRUMENTAL EFFECTS (2000)

The original evoked DA model does not account for the response time of the measurement system, in effect assuming that all responses are instantaneous. However, as a series of studies\textsuperscript{11–13} quantifying the adsorption characteristics of the carbon fiber microelectrodes used in FSCV demonstrated, the response time resulting from adsorption is usually fast under most conditions, but not instantaneous. The potentially distorting effects of adsorption offer another possible explanation for responses which increase with time, as well as signal overshoots. The putative effects of adsorption on the kinetics of DA responses were not addressed\textsuperscript{14} until after I had begun the work detailed in this document. Critically, this attempt at accounting for instrumental effects did not use data derived from the FSCV experiment, but from an entirely different kind of experiment called FSCAV. It was not confirmed that these FSCAV-derived parameters could be applied to FSCV to determine the extent to which adsorption distorted the dynamics of the evoked DA overflow. However, the body of work on DA adsorption to carbon fiber microelectrodes suggested that adsorption could be partially or wholly responsible for lag and overshoot distortions of the response features.

2.3 EXTENSION OF THE ORIGINAL MODEL (2003)

One case where the original DA model does not do an especially good job of accounting for the data is cases where the rate of uptake has been slowed, as with an inhibitor of the dopamine transporter (DAT). Since drugs which inhibit this transporter account for many
hundreds of billions of USD in legal and illegal trade annually, it is of paramount importance that the effects be well understood. In 2003, a modification\textsuperscript{15} of the original DA model was published which was capable of fitting the large overshoot present in evoked DA responses collected from rats which had been dosed acutely with cocaine. This modification made the original model more complex, resulting in an extended model which contains at least 7 adjustable parameters in its simplest form. There is of course an ever present tradeoff for any model, whereby adding more parameters allows for the description of more unique processes, and typically causes the model to fit the data better, but also greatly increases the number of sets of parameter values which will fit any given response. This extended, more complex version of the model, did make good fits to post-cocaine evoked DA responses as recorded by FSCV. That so many parameters had to be invoked to fit the DA overshoot illustrate the difficulty that the field has historically experienced in quantitatively explaining this feature. The main idea behind the invocation of so many parameters was that there was more than one diffusion gap. It is relatively easy to imagine a biophysical rationale for this idea. If release is less near the electrode, perhaps due to the effects of the electrode implantation, and release increases with distance from the electrode, then it is easy to imagine a series of diffusion gaps or rather, a radial gradient of DA release extending from the electrode. However, there has been no experimental validation of these plausible ideas.

\section*{2.4 Dynamic Gain Control Dopamine Model (2004)}

Shortly after the extension of the original DA model to explain post-cocaine FSCV data, a
rather different model\textsuperscript{16} was developed to explain complex patterns of plasticity of evoked DA responses, as produced by complex stimulus trains. This model was the first to quantitatively apply the idea of short term plasticity to describe evoked DA responses. The model focuses on drug-naïve data; it does not predict or account for DA signal overshoots.

\section{2.5 PRINCIPAL COMPONENT ANALYSIS (2004)}

By 2004, the original DA model had been substantially expanded\textsuperscript{15}, and additionally called into question the data due to the existence of adsorption which could potentially distort response kinetics. In 2004, the identity of the analyte measured by FSCV, as well as the kinetics, was also called into question with the idea that each cyclic voltammogram measured by FSCV was an additive composite of the voltammograms of the detected chemicals\textsuperscript{17}, with a residual containing noise and minor components. These principal components, then, represented those components of the signal which could be identified by the analysis. This technique has been very popular for accounting for interferents in naturally occurring DA transients\textsuperscript{18–20}, however, it has a fundamental issue\textsuperscript{21,22} which can affect its accuracy. The issue is that any given cyclic voltammogram of a pure chemical generated in an FSCV experiment is a product of both reaction kinetics and thermodynamics. Because DA is so easily oxidized and reduced, the dominant factor that determines the voltammogram is the reaction kinetics. However, the DA redox mechanism is understood as a nine membered box, yielding a total of twenty reaction rate constants, and the geometry and surface chemistry of the electrode's surface can also affect the reaction kinetics. The reaction kinetics therefore can easily have variability over space and time,
which necessitates the careful development of a PCA training set for a very specific set of conditions, or else the analysis will be guaranteed to be incorrect.\textsuperscript{21,22} PCA as a matter of course effectively requires more parameters to describe data than the original assumption that the data is created by just one chemical reaction, but it compensates for this by providing a additional data, using the entire cyclic voltammogram instead of just the peak current versus time to estimate concentration changes over time by means of a calibration curve. In many cases, particularly within the striatum, in isoflurane anaesthsized rats, and with the use of waveforms with a non-negative resting potential, it is uncontroversial that all or essentially all of the FSCV signal results from dopamine. Spontaneous DA transients in the awake animal as studied with the most commonly used waveform in the field (\(-0.4\text{V} \text{ to } 1.3\text{V} \text{ to } -0.4\text{V} \text{ vs. Ag/AgCl @ 400 V/s})\), tend to exhibit more interferents, which prompts the use of PCA.\textsuperscript{18–20} It is important to note that this waveform enjoys a substantial benefit over the waveforms employed in this work, in that it is approximately three times more sensitive to DA. The original work in this document focuses on the study of dopamine kinetics in anaesthsized rats, with waveforms employing non-negative resting potentials, so PCA has not been employed.

\section*{2.6 POST-STIMULATION RELEASE DOPAMINE MODEL (2015)}

Shortly after my work on this topic began to be published, a new model of evoked DA release appeared. While the Original Model and its refinements attributed overshoots primarily to the existence of a diffusion gap in space between the releasing sources, and the RD model that I conceived claimed that diffusion was kinetically slowed from reaching an equilibrium
concentration in space by diffusional barriers of some kind, this new model\textsuperscript{23} made the claim that exocytotic release of dopamine continues well after the end of the stimulation. At this present time there have therefore been four explanations offered for the observation of overshoots in FSCV measurements of evoked DA in the brain.
3.0 A NOVEL, SIMPLE MODEL OF EVOKEK DOPAMINE
Adapted from Walters et al. 2014 and Walters et al. 2015

3.1 INTRODUCTION

3.1.1 The Measurement Of Electrically Evoked Dopamine

Dopamine (DA), a neurotransmitter, is a significant contributor to normal brain function and is implicated in multiple neurological and psychiatric disorders. Although it is known that subsecond signals play a critical role in mediating DA activity in the brain, mechanistic understanding of exactly how DA performs its functions is incomplete. A good mechanistic understanding of how this and other processes in the brain work is important to develop treatments to human diseases and develop future technologies. It is therefore imperative to understand the processes by which DA molecules convey information from DA terminals to pre- and post-synaptic DA receptors, in order to build such a mechanistic understanding. Those processes include DA release, reuptake, metabolism, and mass transport. It is not currently possible to directly measure most of these processes in living brains. Indeed, it has only been possible since the early 1980s to measure subsecond DA signaling in the brain at all. The technique which has enabled this measurement is in vivo fast-scan cyclic voltammetry (FSCV), using implantable, DA-sensitive, DA-selective carbon fiber microelectrodes. Starting in the late 1980s, efforts were made to determine both the biophysical parameters and the values of those parameters that were responsible for the observed
extrasynaptic overflows of DA$^{3,29}$ that FSCV measures. These efforts yielded the Original Dopamine Kinetic Model described in Chapter 2.1.

### 3.1.2 Simple Diffusion Gaps Cannot Explain All DA Overshoots

The Original DA Kinetic Model in its simplest 3 parameter form ($[DA]_p$, $V_{\text{max}}$, $K_M$) is successful at making reasonable fits to many evoked DA responses. However, there are some features of FSCV evoked DA data that the Original Model has no mechanism for explaining. These features are 1. Lag, 2. Overshoot, and 3. Hangup. All three of these features are very commonly observed in FSCV measurements of evoked DA in the brain.$^{34-40}$ The **Lag** feature refers to the observation that, in many cases, the DA response does not immediately rise after the stimulus begins, and that the rate of overflow increases as the stimulus goes on. The **Overshoot** feature refers to the DA overflow continuing to increase after the stimulation has ended. Finally, the **Hangup** feature refers to the failure of evoked DA responses to return to the baseline from which they came, but rather to remain elevated. The Original Model describes DA overflows,

**Equation 2:** The Original DA Model

$$\frac{d[DA]}{dt} = [DA]_p \cdot f \cdot V_{\text{max}} \cdot \frac{[DA]}{[DA] + K_M}$$

where $[DA]$ is the evoked extracellular DA concentration, $[DA]_p$ is the concentration of DA released per electrical stimulus pulse, $f$ is the stimulus frequency, and $V_{\text{max}}$ and $K_M$ are the maximal rate and Michaelis constant, respectively, of DA uptake.$^{17}$ This model has the benefit of being a simple model, as it is cast with just three adjustable parameters. This makes extraction of unique parameter values from curve fitting feasible. However, a full mechanistic
understanding of DA signaling requires the ability to perfectly fit all of the features of the observed data, which the Original Model cannot do. The Original Model was made to incorporate the inferred influence of diffusion by means of a mathematical deconvolution step to explain lags and overshoots\textsuperscript{3,41}, and the complexity of the Original Model was increased\textsuperscript{15} to explain the large DA overshoots that occur after treatment with uptake inhibiting drugs. The Hangup feature was attributed to be caused by non-dopaminergic components of the signal by means of PCA\textsuperscript{17}. Thus, each of the three features that the Original Model failed to capture had been explained. It was suggested that Lag and Overshoot are experimental errors stemming from a poor choice of recording site.\textsuperscript{41} Consequently, optimization of the placement of FSCV electrodes near putative DA ‘hot spots’ has been advocated as a procedure to minimize the perceived errors associated with diffusional distortion.\textsuperscript{41} However, there was an issue with even the most complex physical gap based model. It makes the claim that the administration of nomifensine increases the width of the diffusion gap, due to the decreased rate of DA uptake permitting DA to diffuse farther before reuptake. However, an increased gap width is inconsistent with the observation that nomifensine dramatically decreases the Lag feature.\textsuperscript{42} This paradox led to the re-evaluation of the nature of DA diffusion in the brain, and this re-evaluation led to the conclusion that the diffusion of DA in the brain must be restricted in some way.\textsuperscript{36} It was initially thought that the diffusional restriction might occur for DA over bulk distance scales, being so powerful as to be able to help maintain the recently characterized Fast and Slow DA domains of the dorsal striatum (DS) and nucleus accumbens (NAc). However, I imagined a different kind of restricted diffusion, which could explain the overshoot phenomenon observed in our FSCV data, in lieu of a diffusional gap.\textsuperscript{43} Significant work to characterize
mechanisms of restricted diffusion in and outside the brain has been done, including the trapping of molecules in dead space microdomains,\textsuperscript{44} the obstruction of passageways by macromolecules,\textsuperscript{45,46} and the presence of either specific\textsuperscript{32} or non-specific\textsuperscript{47} binding sites that impede the diffusing molecule. Because so many mechanisms are known which participate in the diffusional restriction of DA as it undergoes bulk diffusional transport from site to site in the brain, it seemed reasonable that restricted diffusion might also occur at a more local level. I thus imagined a new, local kind of restricted diffusion, only affecting DA as it moved from inside the DA terminals to the extracellular space immediately outside the terminals, at which point it was envisioned that standard Fickian diffusion, modified by the previously characterized tortuosity factor for DA, would describe the transport of DA. This new idea of a powerful local diffusional restriction of DA which could explain overshoots prompted me to develop the quantitative theory presented in this chapter.

3.1.3 Introduction Of The Restricted Diffusion Model of Dopamine

To understand how the restricted diffusion of DA could explain the signal overshoots which are so commonly observed in FSCV data\textsuperscript{15,34,35,37,38,40}, it is important to first consider how the earlier explanation\textsuperscript{3} of a diffusion gap explains overshoots. In the Original Model of Evoked DA, DA ceases to be released into the extracellular space immediately as the stimulus ceases. Overshoots are then explained by the idea that there is a concentration gradient of DA, with DA being more concentrated farther away from the electrode, due to the presence of one\textsuperscript{3} or more\textsuperscript{15} diffusion gaps between the releasing source and the electrode. Indeed, provided that the release of DA ceases with the electrical stimulus, the presence of a concentration gradient is an absolute
requirement for the generation of an overshoot. However, a concentration gradient caused by a physical gap would also always create a lag in the response, and this does not always occur. *This dilemma can be solved by placing the DA releasing source immediately adjacent to the electrode, in an inner compartment (IC), with a partial barrier present between this volume and the outer compartment (OC) where the measurement takes place. This causes DA to be transiently retained by the IC, with the IC acting as a kinetic barrier to reaching concentration equilibrium.*

The exact nature of such a kinetic barrier is unknown, although there are many reasonable possibilities. Hypothetically, the synaptic cleft or the perisynaptic space, which is sometimes encased by a sheath of glial processes, might constitute a physical IC. Alternately, the IC might represent the dead spaces, blocked passages, or binding sites identified by Nicholson and coworkers,\textsuperscript{32,44,47} or something else entirely.

The restricted diffusion (RD) model postulates that, within an arbitrary volume of brain tissue, DA 1) is released at an initial amount $R_p$ into the IC, 2) is subsequently transported unidirectionally at a rate determined by rate constant $k_T$ to the outer compartment, 3) is detected by FSCV in the outer compartment, and 4) is cleared from the outer compartment by DA uptake, which can be represented as another first order rate constant $k_U$. (Fig. 2B).

The principal justification for these postulates is that the resulting RD model reproduces the lag, overshoot, and hang-up features of numerous evoked DA responses recorded under a broad range of conditions (vide infra). For relatively short stimulations, excellent fits to *in vivo* DA FSCV data over a wide variety of recording sites and drug states can be achieved with the use of only three adjustable parameters. In addition, the parameter values appear to be
consistent for stimulations of varying length, provided that the stimulus is kept short. The fit quality, parameter consistency, and model parsimony combine to suggest that restricted diffusion is a powerful and plausible explanation for the observed data.

Figure 2. Features of Evoked DA Data and the RD Model Schematic

A. Evoked responses as predicted by the simplest Original Model (red line) rise during the stimulus and decay to zero after the stimulus ends. However, observed responses (green line) exhibit varying degrees of lag (an initial delay in the appearance of the signal), overshoot (the signal continues to rise after the stimulus ends), and hang-up (the signal remains elevated for prolonged periods after the stimulus ends instead of returning to baseline). The open square indicates the start of the stimulus and the closed triangles indicated the end of the stimulus. B: A schematic representation of the RD Model. The extracellular space is divided into inner (IC) and outer (OC) compartments. DA is released from axon terminals (at) to the IC, is subsequently transported to the OC, and is removed from the OC by uptake. The model postulates that FSCV recording takes place in the OC. $R_p$ is release per pulse. $T$ (represented as $k_T$ throughout most of this document) is the first order unidirectional transport.
parameter. $U_{OC}$ (represented in this document both as first order uptake $k_u$ and also by $V_{max} + k_M$) represents uptake of DA from the outer compartment.

### 3.2 METHODS

**Methods**

The **Original Dopamine Model with a Diffusion Gap (DG)**

Compactly stated, the original model with a diffusion gap can be represented as:

**Equation 3:** The Original DA Model with Diffusion Gap

$$\frac{d[DA]}{dt} = D \frac{\partial^2 [DA]}{\partial x^2} + [DA]_p \cdot f - \frac{V_{max} \cdot [DA]}{[DA] + K_M}$$

where the first term on the right is the planar diffusion operator, $x$ and $t$ are the coordinates of space and time, respectively, and the other terms were explained above. From the initial condition of $[DA]_{x,t=0} = 0$, $[DA]_{x,t}$ was determined by a finite element method (see Supplementary Information for additional details and example code), with the diffusion gap (width=$w_g$) interposed between the electrode and a region of active DA release and uptake. The 5 adjustable parameters are the concentration of dopamine released per stimulus pulse ($[DA]_p$), the maximal rate and Michaelis constant of DA uptake ($V_{max}$ and $K_M$, respectively), DA’s diffusion coefficient ($D$), and the width of the gap, $w_g$.

To reduce the number of adjustable parameters to 4 we used a dimensionless gap parameter, $Gap = w_g/\sqrt{D}/60$ (where 60 Hz was chosen as convenient time base for the simulations of interest here). We used this dimensionless parameter as there is no value to retaining $D$ and
w_g as independently adjustable parameters: this is because rapid diffusion across a wide gap is equivalent to slow diffusion across a narrow gap, and vice versa. With the D of DA in the striatum (2.4 \times 10^{-6} \text{ cm}^2/\text{s})^{48}, a \text{Gap} of 1 corresponds to a physical gap of 2 \text{ \mu m}. With the D of DA in Nafion (1 \times 10^{-9} \text{ cm}^2/\text{s}), a \text{Gap} of 5 corresponds to a film thickness of 200 nm. It is important to note that the number of adjustable parameters in this model could easily be reduced to 3 by replacing the \text{V}_{\text{max}} and \text{k}_M in the expression with a \text{k}_U. This is the same number of adjustable parameters the simplest version of the RD model contains.

The Restricted Diffusion (RD) Model

The RD model, in its simplest form, consists of two coupled differential equations:

**Equation 4:** Release and Diffusion from the Inner Compartment

\[
\frac{dDA_{ic}}{dt} = R_p \cdot f - DA_{ic} \cdot k_T
\]

**Equation 5:** First Order Uptake and Diffusion into the Outer Compartment

\[
\frac{d[DA]_{oc}}{dt} = \frac{DA_{ic} \cdot k_T}{V_{oc}} - DA_{oc} \cdot k_U
\]

where DA_{ic} is the amount of DA (moles) present in the inner compartment, V_{oc} is the volume of the outer compartment, and [DA]_{oc} is the concentration of DA in the outer compartment (other terms are defined similarly to the DG model). The new model has 3 adjustable parameters: R_p is the amount of DA (moles) released per stimulus pulse; k_T is a first order reaction rate constant that describes the unidirectional transport of DA from the inner to the outer compartment; and k_U represents first order uptake from the OC. It is possible to formulate the RD model with additional parameters, but this is not necessary to fit short stimulations. However, some of the
fits in this chapter were generated with a 4 parameter version of the RD model which used \( V_{\text{max}} \) and \( k_M \) instead of \( k_U \):

Equation 6: Release and Diffusion from the Inner Compartment

\[
\frac{dDA_{ic}}{dt} = R_p \cdot f - DA_{ic} \cdot k_T
\]

Equation 7: Michaelis-Menten Uptake and Diffusion into the Outer Compartment

\[
\frac{d[DA]_{oc}}{dt} = \frac{DA_{ic} \cdot k_T}{V_{oc}} - \frac{V_{\text{max}} \cdot [DA_{oc}]}{[DA_{oc}] + K_M}
\]

The RD model describes the transport of DA from the inner to the outer compartment as if it were a chemical reaction. This is the same strategy used throughout the DA modeling literature to describe DA uptake, the mass transport of DA through a transmembrane passageway formed by the DAT, as a chemical reaction exhibiting Michaelis-Menten kinetics. Both first order mass transport and first order uptake give excellent fits to FSCV data - for short stimuli, there is little or nothing to be gained in fit quality by using additional parameters, although it took some time to realize this.

The RD simulations were implemented with a finite element method, again starting with the initial condition that the extracellular space contains no evoked DA (see Supplementary Information for additional details and example code). Inspired by the ultrastructure of the striatum,\(^49\) we fixed \( V_{oc} \) to 16 \( \mu \text{m}^3 \): it turns out that any value could be used with a corresponding adjustment of \( R_p \), so there is no purpose to treating \( V_{oc} \) as an adjustable parameter.

Curve fitting

We often encountered local minima in our attempts to use Simplex optimization\(^5\) for curve fitting. So, instead, we used a brute-force algorithm that searched 80 points in the
parameter space, retained the one giving the best fit, and searched again until the sum of squared differentials was minimized.

**In Vivo Recordings**

In this report we compare simulated overflows to previously published overflows recorded in the DS and NAc. The detailed experimental procedures are also previously published.35–38 Briefly, all the recordings were performed with microelectrodes formed with single carbon fibers (diameter = 7 μm, length = 200 μm, T650 fibers, Cytec Carbon Fibers, Piedmont, SC) sealed into pulled borosilicate capillaries with low-viscosity epoxy (Spurr, Polysciences, Warrington, PA). Fast scan cyclic voltammetry employed a triangular potential waveform (0 V to 1V to -.5 V to 0 V at 400 V/s) applied at a repetition rate of 10 Hz. The reference electrode was Ag/AgCl. The microelectrodes were calibrated after the in vivo experiments.

The University of Pittsburgh Institutional Animal Care and Use Committee approved all procedures involving animals. Male Sprague-Dawley rats (250-350g, Hilltop, Scottsdale, PA) were anesthetized with isoflurane (2.5% by volume in O₂), wrapped in a 37°C homeothermic blanket (Harvard Apparatus, Holliston, MA), and placed in a stereotaxic frame (Kopf, Tujunga, CA). A stainless steel, twisted bi-polar stimulating electrode (MS303/a, Plastics One, Roanoke, VA) was placed into the medial forebrain bundle and a carbon fiber microelectrode was placed either into the ipsilateral DS or NAc: detailed stereotaxic coordinates and procedures are published.35–38 The MFB was stimulated with a biphasic, constant-current, square-wave delivered by a stimulus isolator (Neurolog 800, Digitimer, Letchworth Garden City, U.K.). The responses analyzed during this work were all obtained with a stimulus frequency of 60 Hz, a
current intensity of 250 μA, and pulse duration of 2 ms. The stimulus duration was variable and is specified in the Results and Discussion section.

The post-nomifensine evoked responses analyzed during this study were recorded 30 min after rats received a single dose of nomifensine (20 mg/kg i.p.).

3.3 RESULTS AND DISCUSSION

We first present the models and their fits to various data sets (simulated data points are reported at 100 ms intervals to match the FSCV recordings) and subsequently discuss the parameter values. The parameter values are tabulated in two formats in the Supplementary Information section. In the first format, the parameters are indexed to the figures presented below. In the second format, the parameters are listed according to brain region, domain, stimulus duration, and drug treatment.

Response features unique to the DS and NAc

Figure 3. RD & DG Model Fits to Short Stimuli
Figure 3. A: Evoked responses recorded in fast domains of the DS and NAc (stimulus = 200 ms, 60 Hz, 250 μA): the solid lines are the averaged responses and the dotted lines are the SEM intervals. B: DG simulations using the parameter values of (Wu et al. 2001) and gap values of 1 and 5. C: DG simulations of the averaged DS and NAc data points (SEMs omitted for clarity). D: RD simulations of the averaged DS and NAc data points (SEMs omitted for clarity). The open square indicates when the stimulus begins and the closed triangle mark the data point at the end of the stimulus. The parameter values are reported in the Supplementary Information.

Evoked responses recorded in the fast domains of the DS and NAc exhibit marked distinctions in amplitude and profile (Fig 2A: the symbols and solid lines are the averaged evoked responses, the dotted lines show the SEM interval (n = 16 DS, n = 7 NAc); stimulus = 60
Hz, 200 ms, 250 μA; data from\textsuperscript{36,37}). Lag and overshoot are far more pronounced in the NAc and the signal decay after the peak is slower in the NAc. Although these DS-NAc distinctions are well known in the literature,\textsuperscript{37,50,51} we show next that they are not captured well by the Original DA Model with a diffusion gap, or DG model.

We performed DG simulations using the DS and NAc specific kinetic parameters reported by Wu et al,\textsuperscript{5} who attributed the diffusion gap to a Nafion film. Since there is no known reason that the brain region should affect the dimension of a Nafion film, we ran the DS and NAc simulations using the same gap value (Fig 2B reports pairs of simulations with \textit{Gap}=1 and with \textit{Gap}=5: the \textit{Gap} parameters is defined in the Methods section). However, the simulations fail to reproduce the distinct lag and overshoot features of the DS and NAc responses.

The only way to produce different lags and overshoots with the DG model is to use different \textit{Gap} values (Fig 2c). This improves the fit but carries with it the surprising implication that the gap width is a property of the brain region rather the Nafion film, as previously assumed. The use of different gap values improves the fits, although the hang up feature is not captured.

The simulations in Fig. 2C suggest that the gap width is a property of the brain region. We find this highly confusing. The DG model interposes the gap between the electrode and the active tissue zone, but we know of no reason why it should be possible to position a microelectrode closer to DA terminals in the DS than in the NAc. Studies show a difference in the spacing between DA terminals of the DS and NAc,\textsuperscript{50} which might affect \textit{DA}_p and \textit{V}_{\text{max}}. But, according to the DG model, \textit{DA}_p and \textit{V}_{\text{max}} do not affect lag and overshoot: only the gap does that. So, adjusting gap parameter produces better fits to the observed data, but the underlying logic of the adjustment is not obvious.
Surprisingly, the parameters from Fig. 2C indicate that DA release ($DA_p$) and DA clearance ($V_{max}$) are faster in the NAc than in the DS. This is surprising because it has been stated before that DA release and clearance are faster in the DS. Even so, this outcome is logical: higher $DA_p$ and $V_{max}$ values are necessary to offset the NAc’s apparently larger gap.

The RD simulations produce improved overall fits to the observed DS and NAc responses (Fig 2D). The parameters for curve fitting were identified objectively with the search algorithm. At the time of much of the work presented in this chapter, we were uncertain as to the source of the hang-up, so here we only included data points between 0 and 1s in the parameter search as these data points are confirmed to be due to DA by their background subtracted voltammograms. Even so, the RD simulations provide good fits to the rising phase of the evoked responses and an improved fit to the hang-up, especially in the case of the NAc.

The effects of nomifensine, a competitive DAT inhibitor

Prior studies based on DG simulations have concluded that nomifensine acts solely by increasing the $K_M$ of DA uptake. However, in fast domains, nomifensine dramatically increases the duration and amplitude of overshoot even though the responses exhibit no lag (Fig 4A, the symbols at the averaged responses, SEMs omitted for clarity, stimulus = 60 Hz, 200 ms, 250 μA). DG simulations fail to reproduce this feature (Fig. 4A, lines) even when $K_M$ is increased to 20 μM, which produces a maximum effect.

In animals treated with nomifensine, evoked responses with prominent overshoot and no lag are absolutely commonplace. As we explained above and have documented before, DG simulations do not reproduce overshoot without lag, so we conclude that the DG model does
not capture the key features of responses recorded in animals treated with nomifensine. Wightman and co-workers also encountered difficulty fitting the original DG model to post-nomifensine responses, and introduced a revised model. However, the premise of the revised, more complex model, that nomifensine increases the apparent gap width, is inconsistent with nomifensine’s ability to decrease lag (i.e. decrease the gap) in slow domains of the DS and NAc. Thus, the revised model does not offer a comprehensive explanation of nomifensine’s actions.

**Figure 4. RD & DG Model Fits to Short Stimuli After Nomifensine**

A. **DG Model**

B. **RD Model**

The RD model produces excellent fits to post-nomifensine responses from the fast and slow domains of the DS and NAc (Fig 4B, symbols are average responses, SEMs omitted for clarity, stimulus = 60 Hz, 200 ms, 250 µA). Thus, the RD model captures evoked responses with
prominent overshoot but no lag. The RD model produces excellent fits to these post-nomifensine responses out to 10 s, and all these data points are identifiable as DA from their background subtracted cyclic voltammograms. The fit quality was actually slightly higher when the 3 parameter RD model was used (Figure 5) instead of the 4 parameter RD model using $V_{\text{max}}$ and $k_M$ (Figure 4B). Because of this, it appears that it is not possible to obtain information about $V_{\text{max}}$ and $k_M$ from FSCV data.

**Figure 5.** Simplest RD Model Fits to Short Stimuli After Nomifensine

![3 Parameter RD Model](image)

**Figure 5.** 3-parameter RD simulations of post-nomifensine averaged responses to 0.2s 60Hz stimuli recorded in the dorsal striatum and the nucleus accumbens. Parameter values are reported in Table 2.
I considered it extraordinarily promising that such a complex set of DA responses as appears in Figure 5 could be fit so easily by a biophysically-inspired model with just three parameters. However, I thought it was quite important to confirm whether or not the parameter values for this simple model could be consistent for stimulations of different lengths. For longer stimulations (of 180 pulses at 60 Hz stimulation frequency, for example), the model would always make fits (with 4 parameters - $R_p$, $V_{\text{max}}$, $k_M$, $k_T$ used, at least), but the parameter values were often nonsensically large, and they changed as a function of stimulus time. It therefore became important to determine if there was a window of stimulus time in which the simplest, 3 parameter RD model parameters showed consistency regardless of the number of stimulus pulses applied. While the previous data had been collected by Mitch Taylor and Zhan Shu, originally for other purposes, the next set of data would be collected by Elaine Robbins with the very deliberate experimental design aim of testing the model's consistency.

**Validation of the Simplest, 3 Parameter RD Model.**

We identified fast DS sites in $n=10$ rats. Then, we administered nomifensine and recorded responses evoked by 1 to 6 stimulus pulses (Fig. 9). The responses underwent a hang-up correction (see Chapter 4 for an explanation of the hang-up correction, but in this case the effect of the correction was miniscule, and the raw responses are reported in Supplementary Information Figure S4). We modeled each response individually (Fig. 9a: these fits are excellent but the Pearson correlation coefficients are $\sim$0.96 due to the residual noise). The fits in Fig 9a were obtained with the 3-parameter RD model). Thus, Fig. 9a shows that the individual responses can each be fit with 3 adjustable parameters. We then modeled all six responses simultaneously (Fig. 8b: the fit is excellent but the correlation coefficient is also $\sim$0.96 due to
residual noise). Fig. 9b shows that the entire data set can be modeled with a single set of 4 adjustable parameters (see Chapter 5 for a full explanation of this 4 parameter RD model). However, it is really not necessary to use a 4 parameter model for this - the parameter values obtained from the 3 parameter model are essentially identical, and, as is explained in Chapter 7, much of the small amount of variability in the parameter values that is present can be explained by noise present in the signal. Thus, this experiment is evidence of the basic correctness of the simplest, 3 parameter RD model as it is applied to short stimuli - the simplest imaginable theoretical model, in terms of number of parameters, fits the data, and it does so in a way that produces parameter values that are consistent regardless of the number of stimulus pulses (as long as this number is kept relatively small). This builds confidence that the 3 parameter RD model is a basic theoretical-mathematical foundation upon which a further understanding can be built, and solidifies the importance of accounting for effects of the $k_T$ parameter, which we have cast as representing restricted diffusion.

**Figure 6.** Simplest RD Model Fits to Stimuli of 1 to 6 pulses After Nomifensine

![Figure 6](image)

**Figure 6:** Symbols: Responses evoked by 1-6 stimulus pulses in rats (mean of n=10, SEMs omitted for clarity) treated with nomifensine (20 mg/kg i.p.). Lines: Best-fit models. (a) Best-fit models to each evoked
response.  (b) The single best-fit model to all six evoked responses.  The parameters are reported in the Supplementary Information Table S4.

**The Effect of Uptake on Overshoot**

The RD Model is fundamentally focused on explaining overshoots.  It is therefore necessary to consider cases with minimal or no overshoots, and to consider what causes those cases, as a good theory should explain all of the data.  What we find from modeling is that the overshoot is always an inherent feature of the brain, but it can be truncated by a high rate of uptake.  An obvious example of this is found in the transition from a short pre-drug stimulus to a short post-drug stimulus.  While it appears that more parameters than just uptake change upon administration of nomifensine, one thing that can be observed by comparing these responses is that the high rate of uptake found in the pre-drug recording site truncates or eliminates the overshoot, and the low rate of uptake in a nomifensine treated site allows the overshoot to be very prominent (Fig 7)  Evoked responses exhibit overshoot, i.e. a continued increase in the DA signal after the stimulus ends.  The amplitude and duration of overshoot are sensitive to DAT inhibitors including nomifensine.\textsuperscript{53,42,36,38} In the past, overshoot has been attributed to diffusion gaps.\textsuperscript{54}  However, our data and our restricted diffusion model speak against the presence of diffusion gaps.  Next, we show that the restricted diffusion model reproduces the effect of nomifensine on overshoot.

Figure 7 shows the 6-pulse stimulus response from animals treated with nomifensine and the best-fit restricted diffusion model (black dots and line, respectively, re-plotted from Fig. 6a).  Fig. 7 also plots responses calculated with the model using the same best-fit parameters except for $k_U$, which was increased to 2 s$^{-1}$ (blue line) and 4 s$^{-1}$ (purple line).  Qualitatively, adjusting
only the value of $k_U$ reproduces the observed effect of uptake inhibition on the amplitude and duration of overshoot (see also Fig. 4 of Ref. 25).

**Figure 7.** The Effect of Modulating $k_U$ On DA Overshoots For Short Stimuli

Figure 7: The effect of $k_U$ on overshoot. The 6-pulse evoked response from animals treated with nomifensine (black symbols) and its best-fit (black line). Additional responses were modeled by changing only $k_U$ to 2 s$^{-1}$ (blue line) and 4 s$^{-1}$ (purple line). The pre-nomifensine response (red symbols) and best-fit (red line) are included for comparison.

**Equivalent Solutions to Models**

Although it was not immediately obvious to us, it was eventually discovered that each curve has two sets of parameters which produce the exact same curve, whereby the $k_T$ and the $k_U$ are flipped. A table illustrating this can be seen in the supplementary information to this chapter. We are able to report one of these sets of parameters, because one of the parameters, $k_T$, is insensitive to uptake inhibitors, while the $k_U$ is of course extremely sensitive to uptake. This issue of two parameter sets generating the same fit applies equally to both 3 and 4 parameter
formulations of the RD Model. Such issues of nonunique sets of parameters producing fits become worse as the number of parameters in any given model increases, particularly with real data that contains noise.

3.4 CONCLUSION

The RD simulations successfully reproduce the lag, overshoot, and hang-up features of numerous evoked responses recorded in the fast and slow domains of the DS and NAc when stimulus conditions are kept short, both in drug-naïve and uptake inhibited animals. Therefore, the model mathematically supports the hypothesis that DA undergoes restricted diffusion in the extracellular space. The parameter values for the simplest, 3 parameter version of the RD model are stable for stimulations ranging from 1 to 6 pulses, which is an encouraging sign as to the model's correctness. Alternative explanations, such as a physical diffusion gap of some sort of very specific gradient, or a hybrid mechanism, cannot be ruled out solely on the basis of modeling, but they are more mathematically complicated and therefore less compelling. Subsequent chapters of this work rule out some other alternative explanations, but ultimately, an experiment designed to test for the existence of restricted diffusion of DA will be necessary to conclude with certainty that this is the sole operating principle behind the plain mathematical validity of the new $k_T$ parameter.
3.5 SUPPLEMENTARY INFORMATION

Table 1. Simplest RD Model Parameters for Brief, Post-Nomifensine Stimuli

<table>
<thead>
<tr>
<th></th>
<th>$R_F$ (mols x $10^{-21}$)</th>
<th>$k$ (s$^{-1}$)</th>
<th>$T$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS fast, 0.2 s + nomi</td>
<td>25</td>
<td>2.54</td>
<td>0.51</td>
</tr>
<tr>
<td>DS slow, 0.2 s + nomi</td>
<td>3.7</td>
<td>1.30</td>
<td>0.59</td>
</tr>
<tr>
<td>NAc fast, 0.2 s + nomi</td>
<td>24</td>
<td>1.93</td>
<td>0.26</td>
</tr>
<tr>
<td>NAc slow, 0.2 s + nomi</td>
<td>17</td>
<td>1.84</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Table 1 - The set of parameter values initially reported for the fits in Figure 5. Together with table 2, this is one illustration of the $k_U$ and $k_T$ "flipping" effect. Here, $k_U$ is printed as 'k', and $k_T$ is printed as 'T'.

Table 2. Simplest RD Model Parameters for Brief, Post-Nomifensine Stimuli, $k_T \sim 2$

<table>
<thead>
<tr>
<th></th>
<th>$R_P$ (zmol)</th>
<th>$k_U$ (s$^{-1}$)</th>
<th>$k_T$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS fast</td>
<td>5</td>
<td>0.51</td>
<td>2.54</td>
</tr>
<tr>
<td>DS slow</td>
<td>1.7</td>
<td>0.59</td>
<td>1.30</td>
</tr>
<tr>
<td>Nac fast</td>
<td>3.2</td>
<td>0.26</td>
<td>1.93</td>
</tr>
<tr>
<td>Nac slow</td>
<td>1.6</td>
<td>0.17</td>
<td>1.84</td>
</tr>
</tbody>
</table>

Table 2 - The set of parameter values reported for the fits in Figure 5 after it was realized that the $k_T$ term hovered around a value of 2 and, unlike $k_U$, was not affected by nomifensine or other uptake inhibitors.
Table 3. RD Model Parameters for Brief, Post-Nomifensine Stimuli of 1-6 Pulses

<table>
<thead>
<tr>
<th>Figure 9</th>
<th>$R_p$ [zmol]</th>
<th>$k_U$ (s$^{-1}$)</th>
<th>$k_T$ (s$^{-1}$)</th>
<th>$k_R$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9A - 1 pulse</td>
<td>12</td>
<td>0.71</td>
<td>2.8</td>
<td>0</td>
</tr>
<tr>
<td>9A - 2 pulses</td>
<td>11</td>
<td>0.67</td>
<td>2.5</td>
<td>0</td>
</tr>
<tr>
<td>9A - 3 pulses</td>
<td>10</td>
<td>0.67</td>
<td>2.3</td>
<td>0</td>
</tr>
<tr>
<td>9A - 4 pulses</td>
<td>10</td>
<td>0.64</td>
<td>2.4</td>
<td>0</td>
</tr>
<tr>
<td>9A - 5 pulses</td>
<td>11</td>
<td>0.82</td>
<td>2.1</td>
<td>0</td>
</tr>
<tr>
<td>9A - 6 pulses</td>
<td>10</td>
<td>0.77</td>
<td>2.3</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3 - The parameter values obtained by objectively fitting the 3-parameter ($k_R = 0$) restricted diffusion model to the 1-6 pulse stimulus responses (Fig. 6a). As before, in these nomifensine-treated animals $k_U$ is consistently smaller than $k_T$. The parameters are essentially independent of the number of stimulus pulses. The 4-parameter model that invokes short term plasticity (see Chapter 5, $k_R \neq 0$) also provides excellent agreement (Fig. 6b) with all six responses with a single fit.

Figure 8. Raw FSCV Responses to Stimuli of 1 to 6 pulses After Nomifensine
Figure 8 – These are the raw (uncorrected) responses evoked by 1-6 pulse stimuli in rats treated with nomifensine. Corrected versions of these responses are analyzed in Fig. 9 of the main text. Each line is the average of responses recorded at fast sites in n=10 animals. In some cases, a small correction was applied for downward drift in the response. Due to the relatively short exposure time (<1 s) and to the relatively low DA concentrations (<2 μM), the hang-up corrections were minor.

Table 4. Equivalent, Inverted RD Model Parameters

<table>
<thead>
<tr>
<th>$R_p$ (zmol)</th>
<th>$k_U$ (s$^{-1}$)</th>
<th>$k_T$ (s$^{-1}$)</th>
<th>$k_R$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.9</td>
<td>2.02</td>
<td>0.96</td>
<td>0.01</td>
</tr>
<tr>
<td>2.8</td>
<td>0.95</td>
<td>2.06</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 4 - Two sample sets of parameters that produce equivalent best fits to an evoked DA overflow in the brain. The $k_R$ parameter (see Chapter 5) is negligible here, but the issue of $k_T$ and $k_U$ "flipping" is present with or without a $k_R$. The only way to know which is which is to see which one does not change over a large set of data when an uptake inhibitor is administered. This has told us that, under all known conditions, the $k_T$ parameter has a value of approximately 2, plus or minus 1. The parameter values in this table should be taken to have no more than 2 significant digits (see section 7.4 for sources of error).
Table 5. Summary Tables of RD and DG Model Parameters, Figs 3 and 4

<table>
<thead>
<tr>
<th>DG Model Parameters</th>
<th>([\text{DA}]_p) ((\mu\text{M}))</th>
<th>(V_{\text{max}}) ((\mu\text{M}/\text{s}))</th>
<th>(\text{Gap})</th>
<th>(K_M) ((\mu\text{M}))</th>
<th>(k) (s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig 2B, DS Gap 1</td>
<td>0.12</td>
<td>5.18</td>
<td>1.0</td>
<td>0.2</td>
<td>25.9</td>
</tr>
<tr>
<td>Fig 2B, DS Gap 5</td>
<td>0.12</td>
<td>5.18</td>
<td>5.0</td>
<td>0.2</td>
<td>25.9</td>
</tr>
<tr>
<td>Fig 2B, NAc Gap 1</td>
<td>0.08</td>
<td>2.85</td>
<td>1.0</td>
<td>0.2</td>
<td>14.3</td>
</tr>
<tr>
<td>Fig 2B, NAc Gap 5</td>
<td>0.08</td>
<td>2.85</td>
<td>5.0</td>
<td>0.2</td>
<td>14.3</td>
</tr>
<tr>
<td>Fig 2C, DS</td>
<td>0.16</td>
<td>5.40</td>
<td>2.0</td>
<td>0.5</td>
<td>10.8</td>
</tr>
<tr>
<td>Fig 2C, NAc</td>
<td>0.27</td>
<td>9.00</td>
<td>5.0</td>
<td>0.5</td>
<td>18.0</td>
</tr>
<tr>
<td>Fig 2D, DS</td>
<td>0.17</td>
<td>4.40</td>
<td>2.0</td>
<td>0.2</td>
<td>22.0</td>
</tr>
<tr>
<td>Fig 2D, NAc</td>
<td>0.25</td>
<td>6.20</td>
<td>5.0</td>
<td>0.2</td>
<td>31.0</td>
</tr>
<tr>
<td>Fig 3A, predrug</td>
<td>0.17</td>
<td>4.40</td>
<td>2.0</td>
<td>0.2</td>
<td>22.0</td>
</tr>
<tr>
<td>Fig 3A, + nomi</td>
<td>0.17</td>
<td>4.40</td>
<td>2.0</td>
<td>20.0</td>
<td>0.22</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RD Model Parameters</th>
<th>(R_p) (mol)</th>
<th>(V_{\text{max}}) ((\mu\text{M}/\text{s}))</th>
<th>(T) (s(^{-1}))</th>
<th>(K_M) ((\mu\text{M}))</th>
<th>(k) (s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig 2E, NAc Fast 0.2 s</td>
<td>4.5E-20</td>
<td>23.1</td>
<td>0.62</td>
<td>0.25</td>
<td>92.4</td>
</tr>
<tr>
<td>Fig 2E, DS Fast 0.2 s</td>
<td>3.9E-20</td>
<td>106</td>
<td>1.77</td>
<td>1.88</td>
<td>56.4</td>
</tr>
<tr>
<td>Fig 3B, NAc Fast 0.2 s + nomi</td>
<td>2.9E-20</td>
<td>29.6</td>
<td>0.23</td>
<td>12.3</td>
<td>2.4</td>
</tr>
<tr>
<td>Fig 3B, NAc Slow 0.2 s + nomi</td>
<td>1.6E-20</td>
<td>16.5</td>
<td>0.18</td>
<td>8.60</td>
<td>1.9</td>
</tr>
<tr>
<td>Fig 3B, DS Fast 0.2 s + nomi</td>
<td>4.7E-20</td>
<td>20.2</td>
<td>0.34</td>
<td>3.36</td>
<td>6.0</td>
</tr>
<tr>
<td>Fig 3B, DS Slow 0.2 s + nomi</td>
<td>5.6E-21</td>
<td>7.7</td>
<td>0.45</td>
<td>3.67</td>
<td>2.1</td>
</tr>
</tbody>
</table>

Table 5 – DG and RD model parameters for Figures 3 and 4. There are errata in the table: Fig 2X should read Fig 3X, and Fig 3X should read Fig 4X. It is very important to note that, for these short stimuli, the use of this or any other 4 parameter RD model is not required to achieve excellent fits to RD simulations fitting DA overflows evoked by short stimuli, rather, the simpler 3 parameter RD model will produce fits of equivalent quality to DA overflows provided that the stimulus is kept short (12 pulses or fewer at 60 Hz). The 4 parameter \((V_{\text{max}}, k_M)\) RD model fits and parameter values are reported here simply because the material was adapted from published manuscripts that took that approach. The parameter values in this table should be taken to have no more than 2 significant digits (see section 7.4 for sources of error).
4.0 CORRECTING FOR DA ADSORPTION IN KINETIC MODELING
Adapted from Walters et al. 2015 and Walters et al. 2016

4.1 INTRODUCTION

Electrically evoked DA responses are suitable targets for mathematical kinetic modeling,\textsuperscript{3,43} in part because the timing of the stimulus pulses is known. A simple, 3 parameter kinetic model based on the concepts of restricted diffusion reproduces pre and post nomifensine DA responses observed in the DS and NAc, so long as the stimulus is kept relatively short.\textsuperscript{43} However, when the duration of the stimulus is extended, the RD model is not able to account for a feature of the responses known as ‘hangup’ - even if an additional parameter is added. This 'hangup' is a ubiquitously observed tendency for DA responses as measured by FSCV to remain elevated above their baseline long after the stimulus ends, and DA would be expected to have been cleared by uptake. The hangup feature is minimized in the case of short stimuli, as seen in Chapter 3. However, when longer stimuli are conducted, it becomes a more prominent feature. Thus, to extend the usefulness of the RD model to the description of longer stimuli, as well as to understand the relevance of the hangup feature to chemical neurotransmission, it is necessary to understand the cause of this feature.

Herein we show that hang-up is caused by adsorption of DA to the surface of FSCV electrodes. This new hangup mode of adsorption is kinetically slower than the mode of adsorption described by the work\textsuperscript{11} mentioned in Chapter 2. We also introduce a simple means of correction that can be used to subtract the hangup from both in vitro and in vivo DA
responses. The hangup correction dramatically improves the fit of the restricted diffusion model to longer stimuli, permitting a full explanation for the kinetic diversity of evoked DA responses from the DS.

In addition, it has also recently been claimed\textsuperscript{14} that the previously characterized\textsuperscript{11} fast DA adsorption mode distorts the shape of the signal. Indeed, with the appropriate rate constant values assumed for normal mode adsorption, the $k_T$ parameter of restricted diffusion can be disregarded, and adsorption can generate overshoots entirely on its own, without the need to invoke a restricted diffusion mechanism\textsuperscript{43}. It therefore became imperative to fully and quantitatively understand the effects on the DA overflow of both modes of DA adsorption - normal and hangup, and to learn how to correct for each as proved necessary.

If adsorption is distorting the measured FSCV signals in any way, then it is imperative to understand and correct for this, so that instrumental errors do not prompt erroneous assumptions about DA neurobiology which could mislead the community. Previous work from our laboratory shows that DA responses as recorded by FSCV can be objectively classified as belonging to several fast and slow kinetic types,\textsuperscript{42,36,38,34,55,39,37} which reveals a substantial diversity of dopamine kinetics in the dorsal\textsuperscript{42,36,34,55,39} and ventral\textsuperscript{38,37} striatum. If this observed kinetic diversity is an instrumental error caused by adsorption\textsuperscript{14}, then it is critical to understand this so that we are all not led astray, especially in light of the history of in vivo electrochemical techniques being called into question for issues of kinetic fidelity.\textsuperscript{13,14,56–62}

Thus, in addition to demonstrating that the hangup is a kinetically slow adsorptive feature, and providing a mathematical correction for it, this Chapter also evaluates adsorptive distortion in a direct manner by recording DA with an FSCV protocol that eliminates DA
adsorption. This enables us both to account for any distortions caused by "normal mode" adsorption, and to validate our hangup correction procedure. Our results confirm that the slow-type evoked response features are not a product of DA adsorption, and indeed, that adsorption plays no role in explaining kinetic diversity observed in the brain, as adsorption does not appreciably distort the shape of any recorded signal. We emphasize that DA adsorption is highly beneficial in FSCV: it increases the signal-to-noise ratio, sensitivity, and selectivity of FSCV with only minor, and easily managed, effects on the temporal response. This work substantiates that DA’s kinetic diversity with the striatum is not an FSCV artifact, and that adsorption plays essentially no role in the creation of overshoot features in FSCV data. This offers additional support to the assumptions behind the restricted diffusion model.

4.2 METHODS

The in vivo methods employed for this study are similar to those used in prior recent work from our laboratory with the exception of the new FSCV waveform, Waveform B.

**FSCV**

Carbon fiber electrodes (7 μm in diameter and 200 μm in length) were prepared with T650 fibers (Cytec LLC, Piedmont, SC, USA). The electrodes used in the experiments with Waveforms A&B received a mild electrochemical pretreatment in vivo, consisting of 5 minutes of scanning at 60Hz waveform application frequency a 400 V/s waveform beginning at 0.1V, rising to 1.3V, falling to -0.5V, and rising again to the 0.1V resting potential. The electrodes were then allowed to stabilize for 30 minutes under the application of Waveform A prior to any
Waveform A scans the potential from 0 to 1V to -0.5V to 0V. Waveform B scans the potential from 0.333V to 1V to 0V to 0.333V. The voltage sweep rate for both waveforms was 400 V/s and both waveforms were applied at 10 Hz. The Waveform B measurements were repeated up to 3 times at each recording site to partially alleviate the low signal to noise ratio by signal averaging; this was especially helpful for reducing noise in the 12 pulse, 60 Hz stimulus recordings. Where multiple recordings were taken, they were averaged together and treated as a single measurement for the purposes of model fitting and statistical analysis. The in vitro experiments to characterize the hangup feature were performed with waveform A without electrode pretreatment. The in vivo experiments from which the hangup feature was removed were previous data from Taylor et. al 2015. FSCV was performed with a fast-scan potentiostat (EI-400, out of production) and CVTarHeels software (courtesy Prof. Michael Heien, University of Arizona). FSCV calibration was performed in a homemade flow cell using DA (Sigma, St Louis, MO, USA) dissolved in N₂ purged artificial cerebrospinal fluid (142 mM NaCl, 1.2 mM CaCl₂, 2.7 mM KCl, 1.0 mM MgCl₂, 2.0 mM NaH₂PO₄, pH 7.4).

**Subjects and In Vivo Procedures**

All procedures involving animals were approved by the University of Pittsburgh Animal Care and Use Committee. Rats (male, Sprague-Dawley, 250-450g, Charles River Inc., Wilmington, MA) were anesthetized with isoflurane (2.5% by volume O₂), placed in a stereotaxic frame (David Kopf, Tujunga, CA), and connected to an isothermal blanket (Harvard Apparatus, Holliston, MA). Carbon fiber electrodes and stimulating electrodes (MS303/a, Plastics One, Roanoke, VA) were implanted in the dorsal striatum and ipsilateral medial forebrain bundle. The stimulus waveform was a biphasic constant current square wave (2 ms
pulses, 60 Hz, 250 μA, 200 ms or 3 s in duration) delivered with a stimulus isolation unit (Neurolog 800, Digitimer, Letchworth Garden City, UK). Alternating between Waveform A and Waveform B, evoked responses were recorded before and after i.p. administration of a cocktail containing 2 mg/kg raclopride and 20 mg/kg nomifensine.

**Hang-up Correction**

The hang-up correction was explained in detail by Walters et al, 2015. Briefly, the algorithm assumes that DA undergoes first order adsorption and desorption at the surface of the FSCV electrode according to the following rate expression:

**Equation 8:** The Rate of Hang-up

\[
\frac{dH}{dt} = k_{on}C - k_{off} \Gamma_{DA}
\]

which is used to construct a hang-up signal component, \(H(t)\), by curve fitting to the hang-up segment of the measured response. The correction is performed by subtracting the calculated signal component from the measured response.

In performing the hang-up correction, it is important to avoid distorting DA’s apparent kinetics. This could occur, for example, by curve-fitting \(H(t)\) to the measured response before the time where the measured response is caused solely by hang-up. To avoid this outcome, we fit \(H(t)\) to later and later segments of the response until \(H(t)\) stops changing.

**The DA Kinetic Model**

The DA kinetic model has been explained and used in prior recent reports from our laboratory. It is intended to provide a generic description of restricted diffusion in the brain extracellular space. To do so, it treats the extracellular space as if it were divided into an inner and outer compartment. The model postulates that DA is released into the inner compartment
and undergoes restricted diffusion to the outer compartment where it is detected by the FSCV electrode. Uptake then removes DA from the outer compartment. The model is composed of two equations:

**Equation 9:** Release and Diffusion from the Inner Compartment

\[
\frac{dDA_{ic}}{dt} = R_p \cdot f \cdot e^{-k_R t} - DA_{ic} \cdot k_T
\]

**Equation 10:** First Order Uptake and Diffusion Into the Outer Compartment

\[
\frac{d[DA]_{oc}}{dt} = \frac{DA_{ic} \cdot k_T}{V_{oc}} - [DA]_{oc} \cdot k_U
\]

which describe changes in amount of DA in the inner and outer compartments, \(DA_{ic}\) (in moles) and \([DA]_{oc}\) (in concentration), respectively. This version of the RD model, more thoroughly explained in Chapter 5, contains four adjustable parameters; \(R_p\) represents the moles of DA released per stimulus pulse, \(k_R\) is a first order rate constant that modifies DA release, \(k_T\) is a first-order rate constant for transport between the compartments, and \(k_U\) is a first-order rate constant for DA uptake. There are two fixed parameters; \(V_{oc}\) is the volume of the outer compartment (16 \(\mu m^3\), see Walters et al)\(^{43}\) and \(f\) is the stimulus frequency.

**Statistics**

Statistical analysis was performed in Microsoft Excel (t-test) and SPSS (ANOVA). All t-tests performed were two-tailed, independent sample t-tests with an assumption of equal variance. For the two way ANOVA with repeated measures tests performed for Figure 3, the first 99 data points of the stimuli were tested (9.9 seconds of comparison). For the two way ANOVA with repeated measures done for Figure 6, the first 40 data points of the stimuli were tested (4.0 seconds of comparison).
4.3 RESULTS AND DISCUSSION

The In Vitro Hang-Up

As we recently reported, the DS produces 5 statistically distinct evoked DA responses, 4 fast types and 1 slow type. All these responses, however, exhibit a feature called hang-up, which refers to the tendency of the DA signal to remain above the pre-stimulus baseline after the stimulus ends. The hang-up confounds kinetic modeling of the responses. We show here that the hang-up is caused by the tendency of DA to adsorb to FSCV electrodes.

FSCV calibration is routinely performed in a flow system that uses a loop injector to deliver a bolus of DA solution to the FSCV electrode. Neither the sensitivity nor the response time of the FSCV electrode is affected by the fluid flow. When the DA bolus arrives the FSCV signal rapidly rises to a quasi-steady state with a continued but gentle upward slope (Fig 1, blue line). When the DA bolus ends the FSCV signal rapidly falls but not to the baseline: instead, it hangs-up above the baseline and gently slopes downward. The persistence of the signal after the bolus ends shows that DA remains adsorbed to the electrode surface, as has been documented before. The hang-up amplitude is small and may not always be readily distinguished from noise. However, the blue line in Fig 1 is the average of responses from n=7 individual electrodes in a relatively large DA concentration (20 μM), so the hang-up is clearly detected.
Figure 9: In Vitro DA Hangup and Its Correction

Figure 9: Blue line: The in vitro FSCV calibration response to a bolus of 20-µM DA (mean of n=7 electrodes, SEMs omitted for clarity). Green line: The hang-up component calculated with Equation 3 of the Methods section. Red line: The corrected calibration response obtained by subtracting the green line from the blue line.

To further characterize the in vitro hang-up, we exposed n=7 electrodes to 5 consecutive 20-µM DA boluses (Fig. 10a). The hang-up produces a step-wise increase of the signal in the intervals between each bolus. However, the responses to the individual boluses are superimposable (Fig. 10b: the responses are re-zeroed to the signal just before the start of each bolus). Additional in vitro hang-ups are reported in the Supplementary Information of this Chapter.
Figure 10: Hangup is an Slow Adsorptive DA Mode

A.  

B.

Figure 10: (a) The in vitro response to 5 consecutive DA boluses (20 µM) (average response, n=7, SEMs omitted for clarity). (b) The 5 consecutive responses from panel (a) re-zeroed and superimposed.

The Hang-Up Correction

We modeled the hangup (see Methods) using the data measured between t=20s and t=25s for optimization (Fig. 9, green line). We then subtracted the modeled hang-up from the measured response (Fig. 9, red line). The hang-up correction ‘squares-up’ the response by removing the gentle upward slope of the quasi-steady state DA signal during the bolus and ‘pulls’ the response back to baseline after the DA bolus ends.

We applied the same hang-up correction to evoked DA responses measured in vivo (Fig. 11). Fig. 11 shows the type 1 fast response from the DS (blue dots, from Taylor et al 2015), the modeled hang-up (green line, obtained by fitting Equation 3 using the data between t=8s and t=10s for optimization), and the corrected evoked response (red dots, obtained by subtracting the
green line from the blue dots). The correction slightly alters the ascending phase of the response and pulls the descending phase back to the baseline after the stimulus.

**Figure 11. In Vivo DA Hangup and Its Correction**

![Graph showing the comparison of raw, corrected, and modeled responses.](image)

**Figure 11:** (a) The average type 1 fast DS response (blue dots, from Taylor et. al 2015), the modeled hang-up (green line), and the corrected response (red dots). The solid black lines are the best-fit RD models of the in vivo responses, before and after the hang-up correction. The Pearson’s correlation coefficient for fit to the corrected response is 0.9990. Note that the RD model used here has 4 parameters, and is explained further in Chapter 5.

The solid black lines in Fig. 11 are the best-fit restricted diffusion models (see Equations 1 and 2) of the raw and corrected responses. The best fits were obtained by curve fitting using the data between t=0s and t=8s for optimization. As we previously reported, the model does not reproduce the hang-up. However, the fit to the corrected response is nearly perfect (Pearson’s correlation coefficient = 0.9990).

The effect of the hang-up correction is similar to that reported in Fig. 7 of Bath et al who compared FSCV responses recorded at 10 Hz to 240 Hz: at 240 Hz there is very little time
available for adsorption to occur. Increasing the frequency to 240 Hz had minimal effect on the ascending phase of responses recorded in brain slices and in vivo but ‘pulled’ the descending phase back to the baseline, in similar fashion to the hang-up correction introduced here (Fig. 11).

**Figure 12.** Normal Mode DA Adsorption Greatly Enhances Sensitivity

![Diagram](image-url)

**Figure 12:** A) Waveforms A (blue) and B (red). B) Cyclic voltammogram of DA produced by Waveform A. C) Cyclic voltammogram of DA produced with the same electrode by Waveform B. D) The same voltammograms plotted versus time instead of potential.
Two FSCV Protocols: Waveforms A and B

Waveform A holds the potential at 0.0 V (voltages vs. Ag/AgCl) and sweeps first in the positive direction to +1.0 V, then in the negative direction to -0.5 V, and then back to 0.0 V (Fig. 12A). DA is not oxidized at 0.0 V so, as usual\textsuperscript{11,13,56}, it adsorbs to the electrode between the FSCV scans. The oxidation of adsorbed DA leads to a large and nearly symmetric voltammetric peak near +0.7 V (Fig 1B): the peak symmetry is indicative of adsorption.\textsuperscript{66} Oxidation of DA produces dopamine-o-quinone (DoQ), which reduces back to DA near -0.2 V.

Waveform B holds the potential at +0.33 V and sweeps to +1.0 V, 0.0 V, and +0.33 V (Fig. 12A). Oxidation of DA at +0.33 V prevents it from adsorbing to the electrode. For this reason, Waveform B produces a smaller and more asymmetrical DA oxidation peak (Fig 12C): the peak asymmetry is indicative of diffusion.\textsuperscript{66} Waveform B’s DoQ peak appears at a different potential but this is a kinetic effect. The DoQ peaks line up with each other when the voltammograms are plotted against time rather than voltage (Fig. 12D).
**Figure 13.** In Vitro DA Detection With Adsorptive and Non-Adsorptive FSCV

![Graphs showing temporal profiles and calibration curves for DA detection with Waveforms A and B.]

**Figure 13:** A) Temporal profiles obtained during electrode post-calibration (DA= 20 μM) with Waveforms A (blue) and B (red). B) DA calibration curve produced by Waveform A. C) DA calibration curve produced by Waveform B. In B and C, each data point is the average from post-calibration of n=6 different electrodes.

FSCV post-calibration in a flow cell with Waveforms A and B produces different response profiles (Fig. 13A). Due to DA adsorption, Waveform A produces a larger response that is delayed in reaching its maximum and in returning to its baseline when the DA bolus arrives and departs. Due to the absence of DA adsorption, Waveform B produces a smaller response that rapidly rises and falls. Thus, eliminating DA adsorption increases FSCV’s temporal response but at the expense of ~15-fold loss in sensitivity. Waveform A produces a non-linear calibration curve (Fig 13B), which confirms DA adsorption. The non-linearity, however, is sufficiently slight that calibration of in vivo responses with the linear and non-linear
regression lines makes no noticeable difference (data not shown). Waveform B produces a linear calibration curve (Fig. 13C), confirming the absence of adsorption.

**Figure 14.** In Vivo DA Detection with Adsorptive and Non-Adsorptive FSCV

![Graphs showing pre-drug and post-drug responses with Waveforms A and B.](image)

**Figure 14:** A) Pre-drug responses (current) obtained with Waveforms A (blue) and B (red). B) Post-drug responses (current) obtained with Waveforms A (blue) and B (red). C) Pre- and post-drug responses (concentration) obtained with Waveform A. D) Pre- and post-drug responses (concentration) obtained with Waveform B. The solid lines are the average of n=6 responses obtained with n=6 electrodes in n=6 rats. The dashed lines are the standard errors. The stimulus was delivered for 3 s (beginning at t=0) at 60 Hz. The drug cocktail contained nomifensine (20 mg/mg) and raclopride (2 mg/kg) and was delivered i.p. As determined by two way ANOVA with repeated measures, the drug cocktail significantly affected the evoked responses (C & D) obtained with both Waveforms A (p = 0.003) and B (p = 0.016).
**Recording of Evoked DA Responses with Waveforms A and B**

Waveforms A and B produce different FSCV responses during recordings of evoked DA release in the striatum (Fig 14A and 14B). Waveform B produces ~15-fold less voltammetric current, consistent with its lower sensitivity for DA (Fig. 13). Post calibration of the responses obtained with Waveforms A (Fig. 14C) and B (Fig. 14D) leads to three notable differences. First, there is a systematic difference between the DA amplitudes obtained with Waveforms A and B. Second, Waveform A produces responses that hang up, i.e. that do not return to baseline after the stimulus. Third, Waveform B produces a lower signal-to-noise ratio and more baseline drift.

There are two likely contributing factors to the different DA amplitudes obtained with Waveforms A and B. One is Waveform B’s low signal-to-noise ratio. Standard approaches in analytical chemistry define the detection limit as the signal that is 3x the noise and the limit of quantitation as 10x the noise. The signal amplitudes produced by Waveform B do not exceed 10x the noise, so DA quantitation by this waveform is unreliable. A second contributing factor could be the presence in brain tissue of high concentrations of ascorbic acid (AA), which is well known to reduce DoQ to DA. This reaction affects the DA concentration in the vicinity of the electrode while it is at the hold potential (+0.33 V) of Waveform B. Thus, the elimination of adsorption also decreases FSCV’s selectivity for DA. We did not investigate this matter further because Waveform A provides higher signal-to-noise ratio and measures DA without interference by AA.
Figure 15: Comparisons of the temporal profiles of responses obtained with Waveforms A (blue) and B (red). Responses obtained with Waveform A were corrected for hang-up. Responses obtained with Waveform B were corrected, as needed, for baseline drift. All responses normalized to their maximum amplitude. A) Calibration (representative example from one electrode). B) Predrug 3-s stimulus responses. C) Postdrug 3-s stimulus responses. The raw data for B and C are shown in Fig 3. D) Postdrug 200-ms stimulus responses (average of n=6 responses obtained with the same electrodes and animals as C and D). SEMs omitted from B, C, and D for clarity.
The Temporal Profiles of Responses with Waveforms A and B

Figure 15 compares the temporal profiles of calibration and \textit{in vivo} evoked responses produced by Waveforms A and B. To facilitate the comparison, three manipulations of the data were performed. First, in the case of Waveform B, where necessary, a correction was applied for baseline drift (see in Fig. 14D where the blue trace drifts below the baseline). Second, in the case of Waveform A the responses were corrected for hang-up by the procedure explained in Walters et al\textsuperscript{65} (see Methods). Third, the responses were normalized with respect to their maximum amplitude.

Figure 15 validates the hang-up correction procedure presented in Figures 9 and 11 and substantiates that slow-type response features (Fig. 15B) are not a product of adsorptive distortion. After the corrections for baseline drift and hang-up, only the in vitro calibration responses exhibit a noticeable temporal difference (Fig. 15A). It must be emphasized, however, that the flow system used for calibration causes very rapid changes in the DA concentration, much faster than those observed during \textit{in vivo} FSCV.

The pre-cocktail responses exhibit slow-type features, including an initial lag in the signal when the stimulus begins and a “concave-upwards” profile of the ascending phase of the response (Fig. 15B). The ability of the drug cocktail to eliminate the slow response features (Fig. 15C), even with the same electrodes in the same recording locations, confirms that the slow features are not due to inherent temporal limitations of the recording technique.

Figure 15D reports post-cocktail responses to a 200-ms (12-pulse) stimulus. These responses exhibit the feature called overshoot\textsuperscript{42,36,38,43} where the evoked response continues to rise after the end of the stimulus. The results show that the temporal features of the overshoot
are likewise unaffected by DA adsorption, and offer additional support to the restricted diffusion mechanism\textsuperscript{43}.

Figure 15 confirms that adsorptive distortion does not explain the difference between the DA concentrations obtained with Waveforms A and B (Figs. 14C and 14D). Theoretically, adsorption would decrease the apparent DA concentration by dampening the FSCV response but no such dampening is evident in Fig. 15.

**Kinetic Analysis with the Restricted Diffusion Model**

Figure 15 substantiates that the slow-type responses features of lag and overshoot are not produced by adsorptive distortion. This is point is important because explaining DA lag and overshoot in FSCV data has been a historical challenge. Recently, we introduced a restricted diffusion model\textsuperscript{43,65} (see Methods) that explains lag and overshoot. The restricted diffusion model (here using 4 parameters) provides excellent fits (Pearson’s $r^2 > 0.995$ for each case where the average of the modeled fits is compared to the average of the data) to the pre-and post-cocktail responses obtained with Waveforms A (hang-up corrected) and B (Fig. 16).
Figure 16. DA Adsorption Is Not Required to Detect Drug Effects

Table 6. Waveform A & Waveform B parameters I

<table>
<thead>
<tr>
<th></th>
<th>$R_p$ (zmols)</th>
<th>$k_U$ (s$^{-1}$)</th>
<th>$k_T$ (s$^{-1}$)</th>
<th>$k_R$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveform A predrug</td>
<td>1.0 ± 0.1 $^*$</td>
<td>2.0 ± 0.6 $^*$</td>
<td>1.6 ± 0.3 $^*$</td>
<td>-0.6 ± 0.1 $^*$</td>
</tr>
<tr>
<td>Waveform A postcocktail</td>
<td>5.6 ± 1.1 $^*$</td>
<td>0.7 ± 0.1 $^*$</td>
<td>0.7 ± 0.1 $^*$</td>
<td>0.4 ± 0.2 $^*$</td>
</tr>
<tr>
<td>Waveform B predrug</td>
<td>7.9 ± 5.0 $^*$</td>
<td>7.9 ± 5.6 $^*$</td>
<td>2.1 ± 0.4 $^*$</td>
<td>-0.7 ± 0.1 $^*$</td>
</tr>
<tr>
<td>Waveform B postcocktail</td>
<td>42.0 ± 13.5 $^*$</td>
<td>2.0 ± 1.4</td>
<td>1.1 ± 0.5 $^*$</td>
<td>0.7 ± 0.3 $^*$</td>
</tr>
</tbody>
</table>

Figure 16: Best fits of the restricted diffusion model (black lines) to pre- and post-drug evoked responses (3 s, 60 Hz) obtained with (A) Waveform A (corrected for hang-up) and (B) Waveform B (corrected for baseline drift). The table reports the corresponding parameter values. With waveform A, all parameter values were significantly different after the administration of the drug cocktail: $R_p$ ($p = 0.0022$), $k_R$ ($p = 0.00028$) $k_u$ ($p = 0.046$) and $k_T$ ($p = 0.0083$). With waveform B, only $R_p$ ($p = 0.039$) and $k_R$ ($p = 0.00049$) were significantly different after the administration of the drug cocktail, while $k_U$ ($p = 0.34$) and $k_T$ ($p = 0.12$) were not significantly different.
The parameter values obtained with the model (Table 6) show generally good agreement between Waveform A and B. However, Waveform B produced parameters with larger standard deviations that diminish their statistical significance. But, some general observations are useful. First, Waveforms A and B produced different values of \( R_p \) because of the concentration differences explained above. Even so, the magnitude of the change in \( R_p \) induced by the cocktail is similar, \( \sim 7 \)-fold in each case. Second, there are no significant differences between the values of \( k_U \), \( k_T \), or \( k_R \) obtained with Waveforms A and B (statistical details in the figure legend). This is because these parameters are first order rate constants determined by the temporal profile, rather than amplitude, of the responses. Both waveforms show that the cocktail, which includes nomifensine, decreases the rate constant for DA uptake, \( k_U \). The decrease in \( k_U \) reported by Waveform A was significant.
**Figure 17.** Adsorption Impacts Apparent Measured DA Concentrations

**Table 7.** Waveform A & Waveform B parameters II

<table>
<thead>
<tr>
<th></th>
<th>$R_p$ (zmols)</th>
<th>$k_U$ (s$^{-1}$)</th>
<th>$k_T$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveform A</td>
<td>4.6 ± 1.2</td>
<td>1.1 ± 0.3</td>
<td>1.6 ± 0.3</td>
</tr>
<tr>
<td>Waveform B</td>
<td>18.2 ± 3.4</td>
<td>1.6 ± 0.4</td>
<td>2.6 ± 0.8</td>
</tr>
</tbody>
</table>

**Figure 17:**  
A) Post-drug responses to a 200-ms stimulus obtained with Waveforms A (blue) and B (red). Solid line is the average of n=6 responses each obtained with a different electrode in a different animal. Dashed lines are the SEMs.  
B) Best fits of the restricted diffusion model (black lines) to the data points from A. The table gives the corresponding parameter values. The $R_p$, $k_U$, and $k_T$ parameter values as measured with the two waveforms were also tested for significant differences by an independent sample two tailed t-test. The $k_U$ ($p = 0.48$) and $k_T$ ($p = 0.28$) parameter values are not significantly different when measured with either waveform, although the $R_p$ is significantly ($p = 0.0034$) different when measured with the different waveforms. As determined by two way ANOVA with repeated measures, the waveform used significantly affected the evoked response ($p = 0.017$).
We also modeled post-cocktail 200-ms stimulus responses (Fig. 17: as reported before\textsuperscript{36,34} slow sites do not respond to a pre-drug 200-ms stimulus). Again, Waveform B produced a larger concentration estimate and a lower signal-to-noise ratio. As we have explained before\textsuperscript{43}, these brief stimulus responses can be fit with a simplified, 3-parameter version of the restricted diffusion model that omits the plasticity factor, $k_R$ (this 4 parameter model will be explained in detail in Chapter 5). Waveform B produces a larger value of $R_p$ to account for the larger apparent concentration whereas the two waveforms produce similar values of the rate constants, $k_U$ and $k_T$ (statistical details in the figure legend).

4.4 CONCLUSION

Efforts to understand the influence that adsorption has on DA signals have had three important consequences. The first consequence is as additional validation of the simple RD model, as it confirms that adsorption is not responsible for the existence of DA overshoots. The second consequence is that the hangup, which has been previously not well understood, is established as a feature of a second, slower adsorption mode than previously characterized adsorption. Because the hangup is amenable to being corrected for with a simple mathematical procedure, this instrumental influence can be removed from the data, which ought to improve the accuracy of the data and the values of modeled parameters extracted from the data, if the method for correcting the hangup in vivo is reasonable. The observation that hangup corrected waveform A (hangup adsorption removed) is identical in shape to waveform B (no adsorption), strongly suggests that the hangup correction procedure as used improves the accuracy of the data.
at determining the DA concentration at the electrode surface over time. The fact that this makes the RD model fit longer stimuli better is also comforting, although a 4 parameter RD model is still required to fit most DA responses to longer stimuli. This is the subject of Chapter 5. Finally, this work substantiates that DA’s apparent kinetic diversity is not an artifact of adsorptive distortion. The same FSCV electrodes in the same recording locations produce both fast-type (post-cocktail) and slow-type (pre-drug) responses, which would be impossible if the temporal response of FSCV were adsorption limited.

Waveforms A and B produced different estimates of \textit{in vivo} DA concentration. This is likely due to the low signal-to-noise ratio (see Figure 6) and selectivity of Waveform B during \textit{in vivo} measurements. Although Waveform B is useful in some respects, we do not advocate it for routine use as a substitute for Waveform A. Waveform A produces higher sensitivity, signal-to-noise ratio, and selectivity over ascorbate.
Figure 18. The Hangup is An Adsorptive Feature

A. B. C. D.

Figure 18 – Hang-ups observed during in vitro FSCV calibration in a flow system. Panels A and B show
the dependence of hang-up on DA concentration at a fixed bolus duration of 10s (Panel B reports the same data as
Panel A on an expanded scale). Panels C and D show the dependence of hang-up on the bolus duration at a fixed
DA concentration of 20 μM (Panel D reports the same data as Panel C on an expanded scale). Each line reports the
average of responses recorded from n=7 FSCV electrodes (SEMs omitted for clarity). These data show that hang-up
is minimal if either the DA concentration is low (<1 μM) or the exposure time is kept brief (<2.5 s). However, at
higher concentrations or longer durations the hang-up increases in both amplitude and duration, which is consistent with the behavior expected for a process involving adsorption.

**Figure 19.** Hangup Adsorption Does Not Affect Kinetic DA Diversity

![Figure 19](image-url)

*Figure 19* - The hang-up corrections applied to the five evoked responses produced in the DS, four fast types and one slow. The raw (uncorrected) responses are in black, the modeled hang-ups are in green, and the corrected responses are in red. The raw responses are from our recent paper Taylor et al 2015.
5.0 EXTENSION OF THE RD MODEL TO DESCRIBE LONGER STIMULI
Adapted from Walters et al. 2014 and Walters et al. 2015

5.1 INTRODUCTION

Dopamine (DA) is an important neurotransmitter in the central nervous system.\(^{28}\) It contributes to many aspects of healthy brain function\(^ {70–72}\) and plays a central role in multiple neurological\(^ {73–76}\) and psychiatric\(^ {77–79}\) disorders. Fast-scan cyclic voltammetry (FSCV), a popular and powerful method\(^ {80–84}\) for monitoring DA in terminal fields such as the dorsal striatum (DS) and nucleus accumbens (NAc), is often paired with electrical stimulation of DA axons in the medial forebrain bundle. Electrical stimulation produces evoked DA responses that are heterogeneous\(^ {85–87}\) in amplitude and temporal profile. Although sometimes attributed to distortions of the FSCV signal,\(^ {4,7,54}\) recent evidence suggests instead that the heterogeneity derives from an inherent diversity of DA kinetics.\(^ {42,36,38,43,34,39,37}\) Such kinetic diversity could be a contributing factor in DA’s functional diversity. As such, it is very important to understand the mechanistic causes of this kinetic diversity. In Chapter 3, we presented a simple and novel model which explains many important features of DA overflows with the use of only three adjustable parameters. However, much of the kinetic diversity of DA signaling in the brain is only apparent upon the application of longer stimulations, commonly 180 stimulus pulses applied at 60 Hz. While in some cases the simplest 3 parameter RD model can describe the evoked DA overflows resulting from these longer stimulations, in many cases, even after hangup
correction (Chapter 4), it provides poor fits. Thus, some additional parameter is required to explain the kinetic diversity that occurs with longer stimulations in anaesthesized rats.

5.2 METHODS

The RD Model with Plasticity

The RD Model with plasticity is a slight modification of the one introduced by Walters et al\textsuperscript{43} and used by Taylor et al.\textsuperscript{39} It is set up to be a generic model of restricted diffusion. It divides the extracellular space into an inner and outer compartment: DA is released into the inner compartment and subsequently transported to the outer compartment, where it is detected by FSCV. The inner and outer compartments are just constructs in the model: they do not necessarily correspond to actual physical compartments in the extracellular space. However, the transport step between the inner and outer compartment effectively captures the concept of restricted diffusion, and is mathematically sound (see Chapter 3). The model can be stated as follows:

**Equation 11:** Dynamic Release and Diffusion from the Inner Compartment

\[
\frac{dDA_{ic}}{dt} = R_p \cdot f \cdot e^{-k_R t} - DA_{ic} \cdot k_T
\]

**Equation 12:** First Order Uptake and Diffusion into the Outer Compartment

\[
\frac{d[DA]_{oc}}{dt} = \frac{DA_{ic} \cdot k_T}{V_{oc}} - [DA]_{oc} \cdot k_U
\]
The first equation describes the amount (in moles) of DA in the inner compartment, $DA_{ic}$, and the second equation describes the concentration of DA in the outer compartment, $[DA]_{oc}$. There are four adjustable parameters; $R_p$ is the moles of DA released per stimulus pulse, $k_R$ is a first order rate constant that modifies DA release, $k_T$ is a first-order rate constant for transport between the compartments, and $k_U$ is a first-order rate constant for DA uptake. There are two fixed parameters; $V_{oc}$ is the volume of the outer compartment, which is set to 16 $\mu$m$^3$ (see Walters et al), and $f$ is the stimulus frequency, which is set according to the experimental conditions.

**Other Models**

The details of how the other models are simulated are reproduced in the methods sections of Chapters 3 and 4.

**FSCV Procedures**

Procedures for FSCV are identical to those described in recent reports from our laboratory. Briefly, carbon fiber electrodes (T650 fibers, Cytec LLC, Piedmont, SC, USA) were 200 $\mu$m in length and 7 $\mu$m in diameter. The FSCV waveform had a rest potential of 0 V, a positive limit of 1 V, a negative limit of -0.5 V (all vs. Ag/AgCl), a sweep rate of 400 V/s, and a repetition frequency of 10 Hz. All of the data presented in this Chapter were collected by Mitch Taylor and Zhan Shu.

**In Vitro FSCV Calibration**

In vitro FSCV calibration was performed in a homemade flow cell attached to a Rheodyne loop-style low-pressure sample injector valve. Flow was generated by hydrostatic
pressure from an elevated reservoir containing N₂-purged artificial cerebrospinal fluid (142 mM NaCl, 1.2 mM CaCl₂, 2.7 mM KCl, 1.0 mM MgCl₂, 2.0 mM NaH₂PO₄, pH 7.4).

In Vivo Procedures

All procedures involving animals were carried out with the approval of the University of Pittsburgh Animal Care and Use Committee. Several evoked DA responses used herein for modeling are taken from previous publications, which contain the full experimental details.³⁶,³⁹

5.3 RESULTS AND DISCUSSION

Different 4 parameter models

When we were first trying to fit our FSCV data, we used at first a 4 RD parameter model as previously explained in Chapter 3:

**Equation 13:** Release and Diffusion from the Inner Compartment

\[
\frac{dDA_{ic}}{dt} = R_p \cdot f - DA_{ic} \cdot k_T
\]

**Equation 14:** Michaelis-Menten Uptake and Diffusion into the Outer Compartment

\[
\frac{d[DA]_{oc}}{dt} = \frac{DA_{ic} \cdot k_T}{V_{oc}} - \frac{V_{max} \cdot [DA_{oc}]}{[DA_{oc}] + K_M}
\]

However, we learned that while this 4 parameter model was able to fit some DA responses resulting from stimulus conditions which the 3 parameter version of the RD model did
not fit well (namely, many 180 pulse stimuli at 60 Hz), the parameter values that this produced were highly nonsensical. In other words, the additional mathematical flexibility provided by the 4th parameter can be helpful even if the result is meaningless. Since we were able to determine that $V_{\text{max}}$ and $k_M$ information are not extractable from FSCV data anyway from the short stimulus experiments presented in Chapter 3, we decided to leave uptake as a first order term, and focus on making one of the parameters dynamic. The parameter we chose to make dynamic was the release parameter, although in principle any parameter could be made dynamic. It is simple to make the release parameter dynamic, because there is an stimulus-defined period of release. A simple exponential can be considered to approximate changing release, and is prevented from bringing the parameter it modifies either to zero or an absurdly large number by the limited stimulus duration. This 4 parameter RD model with dynamic release, as explained in the methods section of this Chapter, makes excellent fits to a wide variety of FSCV signals. However, it is important to note that any or all of the RD model parameters may change with time, and the fact that a 4 parameter RD model with dynamic release makes excellent fits to the data does not mean that the concept of dynamic release is correct per se, only that allowing the release parameter of the simplest, 3 parameter RD model to be modified by an exponential is adequate to make fits to many DA responses arising from extended duration stimuli which are not amenable to being fit with the simplest model. Some factor in the RD model is changing on a subsecond timescale, but the modeling results here merely demonstrate that it is plausible that it is the release that is changing - they do not, by themselves, constitute a proof.
**DS fast and slow domains with the DG model and 4 parameter \( V_{\text{max}}/k_{M} \) model**

We ran 4 parameter DG simulations of fast and slow DS responses (Fig. 20a: symbols are averages, SEMs omitted for clarity, stimulus = 60 Hz, 1 s, 250 \( \mu \text{A} \)). We fixed \( K_{M} \) at 0.2 \( \mu \text{M} \), a value cited many times in the literature.\(^{44} \) A \( \text{Gap} \) of 2 reproduces the minimal lag and overshoot of the fast response (Fig 20a, red) but, overall, the simulation does not fit the data. A \( \text{Gap} \) of 10 reproduces the prominent lag in the slow response (Fig 20a, blue) but, overall, the simulation does not fit the data. For the reasons we explained above, the DG model cannot produce responses with a prominent lag but no overshoot even though such responses are commonplace in slow domains.\(^{20,21} \) The 4 parameter \( V_{\text{max}}/k_{M} \) RD model reproduces all the features of the fast and slow DS responses (Fig 3B). The parameter values obtained from these fits are undoubtedly distorted, but the ability of this 4 parameter model to fit the data illustrates that it is the inclusion of an extra parameter into the RD model that allows it to fit the data. So, not all 4 parameter models can fit this data, but the 4 parameter \( V_{\text{max}}/k_{M} \) RD model can.

---

**Figure 20. The RD Model Improves Description of Longer Stimuli**

---
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Figure 20. Fits of the DG (A) and RD (B) models to averaged responses from fast and slow domains of the dorsal striatum. The parameter values for these fits are reported in the Supplementary Information.

We ran RD simulations of pre- (Fig. 5, blue) and post-nomifensine (Fig. 5 green) responses from the fast and slow domains of the DS and NAc (Fig 5, the simulations are shown as lines, the averaged data points are shown as symbols, SEMs are omitted for clarity, stimulus = 60 Hz for .2, 1, and 3 s, 250 μA). We used the search algorithm to identify all the parameters. The 4 parameter $V_{\text{max}}/k_M$ RD model provides excellent fits to the data but with a few exceptions: so, we conclude that this RD model captures most, but not quite all, the features of these evoked responses.

Figure 21. RD Model Fits DA Responses to Longer Stimuli Throughout the Striatum
Figure 21. Fits of the 4 parameter $V_{\text{max}}/K_M$ RD model to averaged responses from the dorsal striatum and nucleus accumbens both before (blue) and after (green) animals were treated with nomifensine.

**Parameter values**

We used the search algorithm to identify all the parameter values for the RD simulations in all Figures in this document. We have imposed no constraints on any of the values and we have only simulated “raw” data that have not been modified through deconvolution or principal components methods. We believe this to be a completely unbiased, objective approach to evaluating the parameters.

Our unbiased approach, however, produced some extreme parameter values here. The $V_{\text{max}}$ values reach as high as 910 and 3200 $\mu$M/s in some cases of Fig 21. However, these extreme $V_{\text{max}}$ values are paired with equally extreme $K_M$ values of 41.4 $\mu$M and 1600 $\mu$M, respectively: such extreme $K_M$ values are impossible because they far exceed any DA concentration measured in any of our experiments. These extreme values appear when the data exhibit first order character, which causes the model to optimize the pseudo-first order rate constants ($k=V_{\text{max}}/K_M$), which turn out to have perfectly reasonable values of 22 $s^{-1}$ (from an animal not treated with nomifensine) and 2 $s^{-1}$ (from an animal treated with nomifensine).
It is important to emphasize that in instances where the actual data are kinetically pseudo-first order, the evoked profiles contain no intrinsic information about \( V_{\text{max}} \) or \( K_M \). For this reason, we have included the pseudo first order rate constants in the parameter tables in the Supplementary Information.

The parameter values obtained with the 4 parameter \( V_{\text{max}}/k_M \) RD model vary consistently with duration of the stimulus (Supplementary Information). For reasons we do not understand, the DA release (\( R_p \)), clearance (\( k_U \)), and transport (\( k_T \)) parameters decreased (with one or two exceptions) as the stimulus duration increased. We speculate that time-dependent factors such as depletion of the readily releasable pool, depletion of the DA terminals’ energy reserves, or changes in the occupation of DA autoreceptors are contributing factors. This prompted us to move on from the 4 parameter \( V_{\text{max}}/k_M \) RD model to a 4 parameter RD model with dynamic release.

**Dynamic release 4 parameter RD Model**

Figure 22 shows corrected versions of the five evoked responses produced in the DS (data from Taylor et. al 2015, see the Chapter 4 Supplementary Information for the individual hang-up corrections). The solid lines are the best-fit restricted diffusion models of each response type. Overall, the fits are excellent (Pearson’s correlation coefficients >0.99) although, as discussed below, there are noticeable differences just after the stimulus begins.
**Figure 22.** 4 Parameter Dynamic Release RD Model Fits DA Kinetic Diversity

Figure 22: Dots: Hangup corrected versions of the five DS evoked responses (raw data from Taylor et al 2015). Lines: Best fits of the restricted diffusion model (Pearson’s correlation coefficients all exceed 0.99.

**Table 8.** 4 Parameter RD Model Parameter Values for 5 Kinetic DA Types

<table>
<thead>
<tr>
<th>Table 1: Parameters from Fig. 4</th>
<th>( R_p (\text{zmol}) )</th>
<th>( k_u (s^{-1}) )</th>
<th>( k_T (s^{-1}) )</th>
<th>( k_r (s^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1</td>
<td>3.45</td>
<td>1.29</td>
<td>1.29</td>
<td>-0.24</td>
</tr>
<tr>
<td>Type 2</td>
<td>5.87</td>
<td>2.02</td>
<td>0.96</td>
<td>0.01</td>
</tr>
<tr>
<td>Type 3</td>
<td>6.75</td>
<td>3.79</td>
<td>1.86</td>
<td>0.24</td>
</tr>
<tr>
<td>Type 4</td>
<td>2.96</td>
<td>3.33</td>
<td>1.45</td>
<td>-0.42</td>
</tr>
<tr>
<td>Slow</td>
<td>0.895</td>
<td>2.52</td>
<td>1.22</td>
<td>-0.67</td>
</tr>
</tbody>
</table>
Table 8 (mislabeled in the Table as Table 1) lists the values of the 4 adjustable parameters obtained from Fig. 22. The parameters $R_p$ and $k_U$ represent the kinetics of DA release and uptake, respectively. In contrast to the more conventional use of Michaelis-Menten kinetics, we use first-order kinetics for uptake because the descending phase of the evoked responses exhibit purely first order behavior. The parameter $k_T$ accounts for the mass transport of DA to the electrode. The parameter $k_R$ modifies the rate of DA release. It behaves as a ‘short term plasticity factor’: positive values reproduce the short-term depression of fast responses and negative values reproduce the short-term facilitation of hybrid and slow responses. The conventional model does not contain any plasticity factor, so this is a novel feature of our modeling. The parameter values in this table should be taken to have no more than 2 significant digits (see section 7.4 for sources of error).

**Figure 23.** Nomifensine Alters Short Term Plasticity of Release

**A.**

**B.**

**Figure 23:** Evoked responses corrected for hang up (symbols) from the fast (red) and slow (blue) domains of the DS from rats before (a) and after (b) treatment with nomifensine (20 mg/kg i.p.). The lines show the best-fit models: the parameters are reported in the Supplementary Information Table S3. The raw as-measured responses are reported in Figs. 5c and 5d of Ref. 28.

This work shows that the descending phase of the response reflects the rate of transport or uptake, whichever is slower. This is because the model postulates that transport and uptake occur in serial fashion, i.e. that transport is a preliminary step in the mechanism of uptake.
We believe this has profound implications because prior models have postulated that transport and uptake occur in parallel fashion, i.e. that diffusion distorts the intrinsic DA response. But, if transport and uptake occur in serial fashion, as we now suggest, then FSCV measures DA as it diffuses from release sites to uptake sites. This implies that FSCV provides a direct measurement of intrinsic DA.

Table 9. 4 Parameter RD Model Fits Before Nomifensine, \( k_T \sim 2 \)

<table>
<thead>
<tr>
<th></th>
<th>( R_p ) (zmol)</th>
<th>( k_U ) (s(^{-1}))</th>
<th>( k_T ) (s(^{-1}))</th>
<th>( k_R ) (s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast 12 pulse</td>
<td>47</td>
<td>46</td>
<td>1.8</td>
<td>0</td>
</tr>
<tr>
<td>Fast 60 pulse</td>
<td>19</td>
<td>14</td>
<td>1.2</td>
<td>0.09</td>
</tr>
<tr>
<td>Fast 180 pulse</td>
<td>2.7</td>
<td>2.1</td>
<td>1.3</td>
<td>-0.19</td>
</tr>
<tr>
<td>Slow 180 pulse</td>
<td>1.3</td>
<td>5.0</td>
<td>0.72</td>
<td>-0.72</td>
</tr>
</tbody>
</table>

Table 10. 4 Parameter RD Model Fits After Nomifensine, \( k_T \sim 2 \)

<table>
<thead>
<tr>
<th></th>
<th>( R_p ) (zmol)</th>
<th>( k_U ) (s(^{-1}))</th>
<th>( k_T ) (s(^{-1}))</th>
<th>( k_R ) (s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast 12 pulse</td>
<td>5.2</td>
<td>0.52</td>
<td>2.5</td>
<td>0</td>
</tr>
<tr>
<td>Fast 180 pulse</td>
<td>6.4</td>
<td>0.5</td>
<td>0.50</td>
<td>0.24</td>
</tr>
<tr>
<td>Slow 12 pulse</td>
<td>1.6</td>
<td>0.37</td>
<td>1.4</td>
<td>0</td>
</tr>
<tr>
<td>Slow 180 pulse</td>
<td>1.7</td>
<td>0.55</td>
<td>1.2</td>
<td>0</td>
</tr>
</tbody>
</table>

Tables 9&10: The parameter values obtained from objective curve fitting of hang-up corrected fast and slow responses from the DS before (see Fig. 23a) and after (see Fig. 23b) administration of nomifensine (20 mg/kg i.p.). The pre-nomifensine uptake rate constant, \( k_U \), is consistently faster than the transport rate constant, \( k_T \), so the transport step determines the overall rate of descent of the response after the stimulus. The post-nomifensine uptake rate constant is consistently slower than the transport rate constant, so the uptake step determines the overall rate of the descent of the response after the stimulus. Both pre- and post-nomifensine the transport rate constant is in the range 1-2 s\(^{-1}\). The parameter values in these tables exhibit two other trends worth noting. First, the post-
nomifensine $k_R$ is slow sites is zero: this seems to imply that nomifensine, in addition to changing the rate of uptake, also affects the plasticity of evoked DA release. Second, in both fast and slow domains the post-nomifensine parameters show relatively little dependence on the stimulus duration. This could also indicate that nomifensine impacts the plasticity of evoked release.

5.4 CONCLUSION

While DA overflows resulting from short stimuli, after DA uptake inhibition are fit easily in both fast and slow DA recording sites by the 3 parameter RD model, extending the stimulus duration to 180 pulses at 60 Hz causes both of the 4 parameter RD models that I have constructed to fail to fit the resulting responses in fast DA domains, but not in slow DA domains. This failure occurs only after nomifensine, the before nomifensine responses are fit well in both fast and slow domains. I hypothesize that this is due to the inherently larger release in the fast domains depleting vesicular dopamine to an extent that $k_R$ is no longer treatable as a simple exponential when the stimulation is carried out for such a large stimulus train as 180 pulses. While the 4 parameter RD model with subsecond plasticity of release ($k_R$) does a good job of fitting many additional stimuli, and is a reasonable explanation for the kinetic diversity of DA overflows that is observed in the striatum upon application of extended stimulus trains, it is not the whole story of evoked DA dynamics. In particular, it remains a challenge to make parameter sets have the same values for very different lengths of stimulus (such as 12 pulses...
and 180 pulses). This is an important step for validation of any model. It is important to note that this is more or less the case in slow domains after nomifensine, as the parameter values are quite similar for these two stimulus durations. Future improvements to the model are desirable, but ideally such improvements will be made by experiments orthogonal to FSCV that give additional information. As the parameterization of the RD model is increased, it is critical that each step be validated, or else the parameter values will become more and more meaningless.
6.0 USING THE RD MODEL TO ANALYZE DRUG EFFECTS ON DA DYNAMICS

Material comprising this chapter is drawn from a manuscript in preparation

6.1 INTRODUCTION

After I had created the RD model, seen that it was validated with experiments, extended it to describe plasticity (and thereby the DA overflows that result from longer stimulations), and learned how to properly correct for the influences of DA adsorption on the reponses, I was ready to begin using the model to try to learn new things about the brain, and in turn, receive additional feedback from the data which might inform me how to further refine the model. I had been training an undergraduate, Brendan Sestokas, for some time, and he collected data presented in this chapter under my supervision.

The experimental design that I created with Brendan was a timecourse study of a pharmaceutically-relevant DA uptake inhibiting drug, bupropion, to understand how the parameters would change over time, in the previously characterized fast and slow domains of the striatum. Previous studies from our lab had only ever measured drug naïve responses and compared them with responses recorded at a single timepoint well after the drug had been administered. I reasoned that watching a continuous evolution of the parameters might give some insight as to what was happening in the brain.
6.2 METHODS

The *in vivo* methods employed for this study are similar to those used in prior recent work from our laboratory.\textsuperscript{40} The FSCV protocols, animal protocols, hangup correction, and mathematical modeling approaches are all identical to the methods presented in Chapters 4 and 5 and used in Walters et al 2016, with the exception that Waveform B was not used here.

6.3 RESULTS AND DISCUSSION

**Figure 24.** 4 Parameter RD Model Fits to Post-Buproprion DA Responses Over Time
Figure 24. The response of evoked DA in fast and slow dopamine domains to buproprion over time. The fast domain n=9, slow domain n=10. The administration of buproprion increases the size of, and prolongs the duration of the evoked DA overflow. The fast and slow curves are averages of the data; the modeled fits are averages of the modeled fits. All modeled fits had an R^2 > 0.99. The stimulus was set at 60 pulses and 60 Hz, 250 uA stimulus current. The dose of buproprion was 80 mg/kg.

Figure 24 displays averages and averages of modeled fits of buproprion, an atypical antidepressant which blocks the dopamine transporter. Figure 24 shows the RD model being used to fit the subsecond kinetics of evoked dopamine responses as they are affected by a major drug in human medicine. The fits themselves demonstrate that the model fits the data; the parameter values obtained from these fits (Fig 6) offer a mechanistic explanation of the actions of this drug on the subsecond signaling kinetics of the dopamine system.
Figure 25. RD Model Parameters For Post-Buproprion DA Responses Over Time

Figure 25. Changes of the modeled parameter values over time in response to buproprion. The fast domain contains n=9, slow domain n=8). The initial evoked release per stimulus pulse ($R_p$) is significantly greater in the fast domain than the slow domain, and is unaffected by buproprion. b) the uptake ($k_U$) is highly responsive to buproprion, and not significantly different in fast and slow domains. c) the mass transport parameter $k_T$ is not sensitive to buproprion, and not significantly different in fast and slow domains. d) the exponential plasticity factor $k_R$ is significantly different in fast and slow domains, and responds differently to buproprion. In the fast domains, $k_R$ changes linearly with time after drug administration from a small average short term facilitation (negative $k_R$) to a steadily increasing short term depression of release (positive $k_R$). In the slow domains, the value of $k_R$ also rises, but appears to form an asymptote at zero, meaning that the short term facilitation of release is lessened, but the slow sites do not experience short term depression of release.
Figure 25 shows how the four parameter values which create the modeled fits in Fig 24 change over time. It is plain that there is a substantial visual contrast between what happens to the parameter values of release, uptake, mass transport, and plasticity in response to bupropriion as compared to examining the evoked overflows alone. This illustrates the utility of the RD model – it is capable of revealing interesting kinetic information about dopamine, in response to drugs of human interest, that the data themselves do not make apparent upon casual examination.

6.4 CONCLUSION

The timecourse of the parameter values of fast and slow DA domains with the 4 parameter RD model with subsecond plasticity of release, in response to an uptake inhibitor is quite compelling. First, it may be noted that, in contrast to the longer stimulations in fast domains after the uptake blocker nomifensine, these 60 pulse stimulus results are all fit extremely well by the 4 parameter RD model - in both fast and slow domains.

It is compelling that the initial release parameter, and the \( k_T \) parameter remain unchanged over the timecourse of the experiment. Given the large changes to the curves which are being modeled, it is reasonable to expect that many models would register changes to all of the parameters. This model registers change only to the uptake, and to the \( k_R \) parameter. If as has been previously supposed, DA vesicles operate by a kiss-and-run mechanism, the changes to the \( k_R \) parameter make very good sense. Since an uptake inhibitor slows the rate of DA uptake by the DAT, it also slows the rate of DA uptake by the VMAT into the vesicles, as DA must enter the cell before it can be repackaged. If reuptake of extracellular DA is required to maintain a
given rate of release, it is logical that blocking that reuptake would result in a slowing of the rate of release over time. This is exactly what is observed in the context of this modeling.

Many uptake inhibitors have been suggested to increase the amount of DA released by a stimulus pulse. Our modeling indicates that, for buproprion, the amount of initial release is quite constant over time in both fast and slow DA domains, but that the total amount of release is actually decreased, as kR is increased. Many uptake inhibiting drugs of abuse have been found to show increased DA release by multiple modeling approaches - including the RD model, by another group that has begun to use it. It is possible that buproprion is different than many other uptake inhibitors in this regard, and it is possible that this is why it is not an abused drug, although further study will be required to confirm this.
7.0 USING THE RD MODEL TO STUDY ANATOMICAL DIFFERENCES IN DA

Material comprising this chapter is drawn from a manuscript in preparation

7.1 INTRODUCTION

Dopamine is a neurotransmitter which is involved in many brain functions and dysfunctions. Dopamine signaling in the brain possesses kinetic diversity, and can be described in exacting detail by a simple model based on restricted diffusion. In this work, we localize both prevalence and identity of dopamine kinetic signaling patterns to substriatal regions: dorsolateral, dorsomedial, ventrolateral, and ventromedial. We report the observation of silent dopamine sites, which we expect are related to the silent dopamine terminals recently reported by the Sulzer lab. We find that the average rate of dopamine uptake within a striatal subregion is inversely related to the proportion of silent dopamine sites that subregion contains, and we explain the purpose of higher rates of dopamine uptake, such as are found in the dorsolateral striatum, as being to spatially constrain dopamine signaling in cases where the density of actively signaling varicosities is higher. We determine via modeling that the silent dopamine terminals do not engage in dopamine uptake, and that restricted diffusion makes it impossible for dopaminergic neuron firing to code information in frequency at a rate greater than about 1 Hz. This then prescribes a role for phasic burst firing of dopamine neurons to simply produce a larger concentration of dopamine at its receptors.

Dopamine (DA) is a neurotransmitter which plays a key role in many functions\textsuperscript{88–91} and dysfunctions\textsuperscript{92,18,93,94} of the brain. Since the early 1980s, it has been possible to study DA
signaling with micrometer spatial and subsecond temporal resolution by means of fast scan cyclic voltammetry (FSCV)\(^2\). Such signaling can either be artificially induced, as by electrical\(^2\), optogenetic\(^95\), or magnetic\(^96\) stimulation, or be observed in response to normal brain activity\(^97\).

The high resolution of FSCV has permitted observation of diversity of subsecond DA signaling\(^8,10,42,36,38,34,39,37,98,99\). Some of this diversity arises from differences in the local biological regulation\(^42,34,100,101\) of DA releasing structures, rather than their simple presence or absence. Recent advances in mathematical modeling of evoked DA responses\(^43,65,40,102\) illustrate that these differences can be quantitatively explained by variation in the values of just four biologically meaningful parameters. The four parameters describe local DA release per stimulus pulse, uptake, mass transport, and change in release over time. When the number of stimulus pulses is kept low, the change-in-release parameter is unnecessary and can be omitted while still achieving excellent fits to FSCV data\(^43,65,40,102\).

The present study uses spatial mapping to characterize kinetic DA diversity throughout the rat striatum. Functional specializations of multiple regions within the striatum are well characterized\(^89,91,18,103,104\), and we hypothesized that local differences in DA kinetics are involved in creating some of these specializations. This is presumably enabled by the distinct DA circuit pathways\(^105\) innervating these areas. In this study, we connect differences in DA kinetics among striatal subregions to these previously characterized functional specializations, with the aim of offering mechanistic insight into DA’s function. We additionally demonstrate that high signal to noise ratio is necessary for the accurate extraction of kinetic parameter values from voltammetric data, and offer strategies to analyze data sets in cases where DA responses cannot be optimized.
7.2 METHODS

FSCV

Carbon fiber electrodes (7 μm in diameter and 200 μm in length) were prepared with T650 fibers (Cytec LLC, Piedmont, SC, USA). The electrodes detected DA via a 400 V/s waveform beginning at 0.1V, rising to 1.3V, falling to -0.5V, and rising again to the 0.1V resting potential. This waveform was applied at 10 Hz. We have previously used this waveform to electrochemically pretreat electrodes, and it was used in this study to obtain good sensitivity from the 1.3V oxidation limit. FSCV was performed with a fast-scan potentiostat (EI-400, out of production) and CVTarHeels software (courtesy Prof. Michael Heien, University of Arizona). FSCV calibration was performed in a homemade flow cell using DA (Sigma, St Louis, MO, USA) dissolved in N₂ purged artificial cerebrospinal fluid (142 mM NaCl, 1.2 mM CaCl₂, 2.7 mM KCl, 1.0 mM MgCl₂, 2.0 mM NaH₂PO₄, pH 7.4).

Subjects and In Vivo Procedures

All procedures involving animals were approved by the University of Pittsburgh Animal Care and Use Committee. Rats (male, Sprague-Dawley, 250-450g, Charles River Inc., Wilmington, MA) were anesthetized with isoflurane (2.5% by volume O₂), placed in a stereotaxic frame (David Kopf, Tujunga, CA), and connected to an isothermal blanket (Harvard Apparatus, Holliston, MA). Carbon fiber electrodes and stimulating electrodes (MS303/a, Plastics One, Roanoke, VA) were implanted in the dorsal striatum and ipsilateral medial forebrain bundle. The stimulus waveform was a biphasic constant current square wave (2 ms
pulses, 60 Hz, 250 µA, 1 s or 3 s in duration) delivered with a stimulus isolation unit (Neurolog 800, Digitimer, Letchworth Garden City, UK).

Hang-up Correction

The hang-up correction was explained in detail by Walters et al, 2015. Briefly, the algorithm assumes that DA undergoes first order adsorption and desorption at the surface of the FSCV electrode according to the following rate expression:

Equation 15: Rate of Hang-Up

$$\frac{dH}{dt} = k_{on}C - k_{off}\Gamma_{DA}$$

which is used to construct a hang-up signal component, \( H(t) \), by curve fitting to the hang-up segment of the measured response. The correction is performed by subtracting the calculated signal component from the measured response.

In performing the hang-up correction, it is important to avoid distorting DA’s apparent kinetics. This could occur, for example, by curve-fitting \( H(t) \) to the measured response before the time where the measured response is caused solely by hang-up. To avoid this outcome, we fit \( H(t) \) to later and later segments of the response until \( H(t) \) stops changing.

The Restricted Diffusion Model

The DA kinetic model has been explained and used in prior recent reports from our laboratory. It is intended to provide a generic description of restricted diffusion in the brain extracellular space. To do so, it treats the extracellular space as if it were divided into an inner and outer compartment. The model postulates that DA is released into the inner compartment
and undergoes restricted diffusion to the outer compartment where it is detected by the FSCV electrode. Uptake then removes DA from the outer compartment. The model is composed of two equations:

**Equation 16:** Dynamic Release and Diffusion from the Inner Compartment

\[
\frac{d[DA]_{ic}}{dt} = R_p \cdot f \cdot e^{-k_R t} - [DA]_{ic} \cdot k_T
\]

**Equation 17:** First Order Uptake and Diffusion Into the Outer Compartment

\[
\frac{d[DA]_{oc}}{dt} = \frac{[DA]_{ic} \cdot k_T}{V_{oc}} - [DA]_{oc} \cdot k_U
\]

for the amount of DA in the inner and outer compartments, \( [DA]_{ic} \) (in moles) and \( [DA]_{oc} \) (in concentration), respectively. There are four adjustable parameters; \( R_p \) represents the moles of DA released per stimulus pulse, \( k_R \) is a first order rate constant that modifies DA release, \( k_T \) is a first-order rate constant for transport between the compartments, and \( k_U \) is a first-order rate constant for DA uptake. There are two fixed parameters; \( V_{oc} \) is the volume of the outer compartment (16 \( \mu m^3 \), see Walters et al) and \( f \) is the stimulus frequency.

**Statistics**

Statistical analysis was performed in Microsoft Excel (t-test) and SPSS (ANOVA). All t-tests performed were two-tailed, independent sample t-tests with an assumption of equal variance. For the two way ANOVA with repeated measures tests performed for Figure 3, the first 99 data points of the stimuli were tested (9.9 seconds of comparison). For the two way ANOVA with repeated measures done for Figure 6, the first 40 data points of the stimuli were tested (4.0 seconds of comparison).
Voltammetry Data Analysis

Objective Classification of Kinetic DA Types

Fast DA sites are those which produce an identifiable dopamine response to 12 pulses of 250 uA electrical stimulus of the medial forebrain bundle.\textsuperscript{34} If they do not do this, but eventually respond to electrical stimulus if more pulses than 12 are administered, they are deemed to have slow DA overflow kinetics.

Statistics for Voltammetry Data Analysis

Statistical analysis was performed in Microsoft Excel (t-test) and SPSS (ANOVA). All t-tests performed were two-tailed, independent sample t-tests with an assumption of equal variance. For the two way ANOVA with repeated measures tests performed for Figure 3, the first 99 data points of the stimuli were tested (9.9 seconds of comparison). For the two way ANOVA with repeated measures done for Figure 6, the first 40 data points of the stimuli were tested (4.0 seconds of comparison).

Statistics for Mathematical Modeling

Statistical analysis was performed in Microsoft Excel (t-test) and SPSS (ANOVA). All t-tests performed were two-tailed, independent sample t-tests with an assumption of equal variance. For the two way ANOVA with repeated measures tests performed for Figure 3, the first 99 data points of the stimuli were tested (9.9 seconds of comparison). For the two way ANOVA with repeated measures done for Figure 6, the first 40 data points of the stimuli were tested (4.0 seconds of comparison).
tested (4.0 seconds of comparison).

### 7.3 RESULTS AND DISCUSSION

**Figure 26.** Fast, Slow, and Silent DA Responses in Four Striatal Sampling Tracks

Figure 26: Distribution of fast and slow responses within 4 striatal recording tracks. All measurements were taken with a carbon fiber working electrode of 200 um length and 7 um diameter. Each concentric circle represents a recording site. Recording sites were separated sequentially by 400 um. The outer light blue circle represents the total number of measurements taken at each recording site, which was 8, across 8 animals. The inner dark blue circle represents the total number of times that dopamine was observed above its limit of detection (~100 nM) in response to a 60 Hz, 60 pulse, 250 uA stimulus at each recording site. The inner red circle represents the
number of times that fast DA kinetics (defined as the DA signal exceeding the limit of detection at 200 ms after the start of stimulation) were observed. In each case, the visible diameter of the circle is exactly proportional to the number of times each observation was made at that recording site (between 0 and 8). A measurement made in the dorsolateral striatum (depth between -4.0 and -6.0 mm inclusive) was observed to have a higher incidence of having fast kinetics than a measurement made in the dorsomedial striatum (depth between -4.0 and -6.0 mm inclusive). A measurement made in the ventrolateral striatum (depth between -6.4 and -7.6 mm inclusive) was observed to have a higher incidence of having fast kinetics than a measurement made in the ventromedial striatum (depth between -6.4 and -8.0 mm inclusive).

Distribution of Fast and Slow DA Domains within the Striatum

We have previously categorized kinetically diverse dopaminergic recording sites in the striatum according to whether or not they give an immediate response to an electrical stimulus. FSCV recording sites are dimensionally defined by diffusion of DA to the active surface of a recording electrode, which is a cylinder of 200 microns height and 7 microns diameter. Those DA sites which immediately respond to electrical MFB stimulus have been classified as “fast sites”, while those that do not have been classified as “slow sites”. Fast sites have been further subdivided into four different types according to their kinetic profile upon extended stimulation. In this study, we exclusively employ a relatively short stimulation of 60 pulses over 1 second, and so recording sites have been grouped according to fast and slow classifications, but fast sites have not sorted by type. However, this study found that 41% of all sampled recording sites within the striatum did not exhibit a detectable DA response in response to 60 pulse MFB stimulation. We have termed these DA sites “silent”, after the phenomenon recently reported at dopaminergic synapses by Sulzer and coworkers.
Because our data were collected in a 4-track grid pattern, it was feasible to make comparisons by dividing the data in half or as nearly in half as the anatomy permitted along each of the three axes: anterioposterior, mediolateral, and dorsoventral. Combining two of these axes then divides the striatum into four regions, and combining all three would yield eight regions. Examining the probability of sampling a given type of site in each region was then used to test for significant differences in prevalence of different kinds of sites across each axis and then within each region. Testing along the anterioposterior axis (Fig 27) revealed no significant difference in prevalence of fast, slow, or silent DA sites. The anterioposterior axis was therefore not used to further subdivide the sampled striatal sites. However, both the dorsoventral axis and mediolateral axis showed significant differences in prevalence of fast sites, while the ventral striatum had significantly more silent sites than the dorsal striatum, and the medial striatum had significantly more slow and silent sites than the lateral striatum. Therefore, the striatal sites of both fast and slow types were divided into four groups for further analysis: dorsolateral striatum (DLS), dorsomedial striatum (DMS), ventrolateral striatum (VLS), and ventromedial striatum (VMS).
Figure 27: Distribution of DA Site Types Among Striatal Subregions

A. Percentage of fast, slow, and subthreshold DA sites in various subdivisions of the striatum. DS=dorsal striatum (all measurements taken at -4.0 to -6.0 mm DV); VS= ventral striatum (all measurements taken at -6.4 to 8.0 mm DV); LS= lateral striatum (all measurements taken at +3.8 mm ML); MS= medial striatum (all measurements taken at +1.8 mm ML); AS = anterior striatum (all measurements taken at +1.0 mm AP); PS = posterior striatum. (all measurements taken at +0.0 mm AP). B. DLS = Dorsolateral striatum (all measurements -4.0 to -6.0 mm DV and +3.8 mm ML); DMS = Dorsomedial striatum (all measurements -4.0 to -6.0 mm DV and +1.8 mm ML); VLS = Ventrolateral striatum (all measurements -6.0 to -7.6 mm DV and +3.8 ML); VMS=Ventromedial striatum (all measurements -6.4 to -8.0 mm DV and +1.8 ML). C. Average fast and slow responses collected from the striatum; fast N=75, slow N=95. The stimulus begins at time=0. D. Average subthreshold responses collected from the striatum; silent N=118.
Figure 28: DA Kinetic Differences of Striatal Subregions

Fast and slow dorsolateral measurements (-4.0 mm to -6.0 mm depth, +3.8mm ML). N=44 fast sites and N=24 slow sites.

Fast and slow dorsomedial measurements (-4.0 mm to -6.0 mm depth, +1.8mm ML). N=15 fast sites and N=39 slow sites.

Fast and slow ventrolateral measurements (-6.4 mm to -7.6 mm depth, +3.8mm ML). N=12 fast sites and N=13 slow sites.

Fast and slow ventromedial measurements (-6.4 mm to -8.0 mm depth, +1.8mm ML). N=2 fast sites and N=19 slow sites.
Grouping the data in this way (Fig 28) makes it apparent that there are various differences in both fast and slow DA responses among the brain regions in question.

**Kinetic Analysis of Fast and Slow DA Domains In Striatal Subregions**

Our recently developed model of DA signaling\textsuperscript{43,65} quantitatively reproduces all of this data whether considered as individual responses or as an average. (Fig 29)

**Figure 29. RD Model Explains DA Kinetic Differences of Striatal Subregions**
Figure 29 The average of modeled fits to the average of hangup-corrected data from the studied striatal subregions. In contrast to Figure 3, only data with S/N > 10 has been included here, as only data with S/N > 10 was hangup corrected and fit with the RD model.

However, we discovered that there is a problem with attempting to extract kinetic parameter values via objective fitting from DA responses with signal to noise ratios of less than about 25. Fits to these responses experienced systematic errors of the extracted parameter values (this is discussed extensively in the Supplementary Information). Due to the nature of the experimental design, many responses with relatively small signal to noise ratios were collected for analysis (both because of differences in the DA signal and noise arising from the brain). We found that averaging the signals of a particular type obtained from each studied striatal subregion and fitting that average produced broadly the same parameter values as averaging the individual fits to responses of S/N ratio > 25 (Fig 30)
and fitting that average produced broadly the same parameter values as averaging the individual fits to responses of S/N ratio > 25 (Fig 30).

**Figure 30.** RD Model Parameters of Striatal Subregions

Reported average parameter values for each domain type within each brain region. Where error bars are shown, only signals of S/N > 25 have been included in the average. Where error bars are not shown, the value presented is the fit to the average data in that category (including all signals of S/N>10). For S/N > 25; DLS fast n=10, VLS fast n=8, DMS fast n=10, VMS Fast n=2, DLS slow n=1, VLS slow n=2, DMS slow n=2, VMS slow n=0. For S/N > 10; DLS fast = 36, VLS fast = 13, DMS fast = 12, VMS fast = 2, DLS slow = 13, VLS slow = 6, DMS slow = 15, VMS slow = 3. The $R_p$, $k_u$, and $k_R$ are all significantly different in the DLS than in the VLS or DMS. None of these parameter values is significantly different from one another between the VLS and DMS fast sites.
Table 11. RD Model Parameter Values for Fast and Slow Domains with S/N ratio > 25

<table>
<thead>
<tr>
<th>Type</th>
<th>n</th>
<th>$R_P$</th>
<th>$k_U$</th>
<th>$k_T$</th>
<th>$k_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast (S/N &gt; 25)</td>
<td>30</td>
<td>3.8±0.7</td>
<td>11.5±2.2</td>
<td>2.5±0.1</td>
<td>-0.5±0.1</td>
</tr>
<tr>
<td>Slow (S/N &gt; 25)</td>
<td>5</td>
<td>1.2±0.3</td>
<td>9.5±3.9</td>
<td>2.0±0.3</td>
<td>-1.4±0.2</td>
</tr>
</tbody>
</table>

*Table 11* reports the average ± SEM of all striatal fast and slow sites which had an S/N ratio of > 25. $R_P$ and $k_R$ are significantly different between fast and slow sites.

**DA Release**

The restricted diffusion (RD) model\(^{43,65,102}\) (Fig 4) is useful for determining spatially resolved parameter values (Fig 5) for DA release ($R_P$), change in release ($k_R$), uptake ($k_U$), and mass transport ($k_T$). The dimensions of the working electrode determine the degree of spatial resolution obtained. In the RD model, DA release is defined in terms of a molar amount of DA release which diffuses into the outer compartment volume (OCV), an arbitrary volume of extracellular space\(^{43}\). DA release, as cast in the RD model, represents the net effect of several biophysical processes which occur proximate to this space. These processes comprise a causal chain which results in the net effect observed with $R_P$: DA is contained in vesicles, electrical impulses cause some vesicles to fuse with the cell membrane, and some of the contents of the vesicles which fuse are released with each fusion event. Because numerical values for these processes have been previously determined\(^{106–109}\), this allows us to make an independent test of some predictions of the RD model. We can therefore define DA release as:

**Equation 18:** Biophysical Subdivision of Release per Pulse
\[ R_p = DApV \cdot TVP \cdot fFV \cdot fVE \]

where \( DApV \) is the average dopamine content of a vesicle that feeds into the OCV, \( TVP \) is the total vesicle pool within the OCV, \( fFV \) is the fraction of vesicles in the pool which undergo fusion in response to a stimulus, and \( fVE \) is the fraction of vesicle emptying upon fusion. Previous literature in the field\textsuperscript{106–109} supports the following values for these parameters: \( fVE = 0.40 \), \( fFV \leq 0.16 \). By definition of the OCV volume, combined with the number of DA terminals present within the OCV\textsuperscript{49}, combined with the number of vesicles per terminal, \( TVP = 8 \). \( DApV = 33,000 \). This places an upper bound on the value of \( R_p \) at 28 zmol, which is in good agreement with all of the values we report in Fig 5, and in agreement with the largest single observed release value in this study (17 zmol). It is possible that some of these values may be underestimates for the striatal DA system; the \( fVE \) value is for example derived from PC12 vesicles. It is also possible that some conditions exist which might be able to violate the condition that \( fFV \leq 0.16 \). In any case, at most \( fFV=1 \) and \( fVE=1 \). Thus, there is an ultimate physical upper bound that \( R_p \leq 440 \) zmol. Detailed calculations supporting this can be found in the Supplementary Information.

With \( R_p \) defined as the product of a set of parameters, the change in \( R_p \) over time (\( k_R \)) can be defined as the net effect of changes of those parameters. In this study, essentially all observed \( k_R \) values were less than or equal to zero, meaning that, under these experimental conditions, \( R_p \) was either time invariant or increased with time. Since \( DApV \) and \( TVP \) are factors which would only decrease during a series of stimulus pulses, changes in \( DApV \) or \( TVP \) cannot explain the present data set. Therefore, changes in \( fFV \) and/or \( fVE \) must underlie the values of \( kR \) that we have observed.
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The ratio of $R_p \cdot e^{kRt/28}$ zmol is therefore an indication of the fraction of DA vesicles which are actively engaged in signaling within the volume that the electrode samples. An $fFV$ value of 0.16 (the maximum), coupled with distributing these fusing vesicles as widely as possible throughout the sampled volume, implies at 4 DA vesicles per terminal that at most 16-64% of DA terminals within any sampling volume release DA in response to any given stimulus pulse. This is in good agreement with the recent observation of Pereira et al that ~83% of DA terminals in the striatum are silent\textsuperscript{101}. This also means that DA terminals which are engaged in release do so to the maximum extent – i.e. if 16% of all vesicles are engaged at the upper bound of release in response to a stimulus, and 17% of all terminals are engaged in response to a stimulus, then the active terminals must have all of their vesicles actively engaged. It is important to note that this observation puts an even greater demand on the DA terminals that are operational to uptake and continue releasing DA. The silent DA terminals cannot be engaged in uptake over time, or else the active DA terminals would rapidly be completely depeleted of DA, and the silent terminals would become crowded with DA. This necessitates that the DA uptake be “turned off” at these silent terminals.

**DA Uptake**

We continue to observe in this work, as previously\textsuperscript{43,65,39,40,102}, that DA uptake is well described by a first order rate parameter, $k_U$.

**DA Mass Transport**

We continue to observe in this work, as previously\textsuperscript{43,65}, that DA mass transport is well described by a first order unidirectional rate constant, $k_T$ with a value of $\approx 2\text{ s}^{-1}$ (Fig 5, Table 1).
The $k_T$ value arises essentially entirely from restricted diffusion of DA in the brain\textsuperscript{36,43}, with adsorption kinetics having a negligible effect.\textsuperscript{40}

**DA Kinetic Diversity: Cause and Effect**

Kinetic analysis of evoked DA responses with the RD model yields several interesting conclusions. First is that, slow sites have a much lower initial DA release ($R_p$) than fast sites. Table 1 indicates that $R_p$ is more than threefold greater in slow sites than in fast sites, and Figure 5 indicates similar conclusions within each striatal subregion. In contrast, DA uptake ($k_U$) is not significantly different between fast and slow sites on average, according to Table 1, and Figure 5 also supports that this conclusion is true within each studied striatal subregion. The model indicates that mass transport ($k_T$) is slightly slower in slow sites as compared to fast sites in Table 1 and Figure 5 as well. The difference in change in release ($k_R$) between the average fast and slow site is greater, but, as can be seen from Figure 5, most of this is due to the extreme difference in fast and slow $k_R$ in the DLS, while the other three brain regions show more similarity in $k_R$ among fast and slow sites.

Understanding $R_p$ as a composite of neurobiological factors, as shown above, and its change $k_R$ as a change in those factors, is very helpful for understanding the mechanistic differences between fast and slow sites. The lower $R_p$ in slow sites is due at least in part to a lower percentage of initial vesicle fusion (some combination of $fFV$ and $fVE$). We know this because the release accelerates over time via $k_R$ (and accelerates much faster in slow sites on average than fast sites). The initial electrical impulses do not cause as much exocytotic release in the slow sites as in the fast sites, but release on average (Table 1) becomes more comparable
over time, due to the more negative value of $k_R$ observed in slow sites.

The most strikingly distinct striatal subregion is the DLS. The DLS possesses a significantly greater proportion of fast sites and a significantly lesser proportion of silent sites than the rest of the striatum. In addition, the fast sites the DLS possesses are on average significantly greater in initial release ($R_p$) and uptake ($k_U$) than the fast sites in every other subregion of the striatum. The change in release rate ($k_R$) is also significantly different than all other fast sites; the DLS fast sites are unchanging or slightly attenuated with time, while all other fast sites increase their release rate with time. The DLS fast sites, apart from the entire rest of the striatum, are thus set from the start for maximal DA release without being under any suppression to be overcome. However, this large DA release is also attenuated both spatially and temporally by the largest average uptake value found in the striatum, in this study. DLS uptake has previously been characterized (by means of an older model) as greater in rat, mouse, and primate but not guinea pig brain slices as compared to the VMS. The restricted diffusion model describes a substantially larger difference in uptake between these regions than did previous reports. Rapid uptake in the DLS is mediated by the large quantities of DAT found there. This very fast uptake is however not useful for enabling phasic frequency DA communication in the extracellular space (see Supplementary Figure S7). This is because continued mass transport from the IC, enabled by $k_T$, countervails against the effects of both even very fast uptake and diffusion away from release sites. This means that phasic DA firing cannot encode information with firing frequencies above ~1 Hz, and that the purpose of phasic DA burst firing is simply to generate a larger DA concentration at that site. Indeed, a recent direct test of the postsynaptic effects of DA on IPSCs in medium spiny neurons perfectly
confirms this timescale\textsuperscript{114} (see Fig 2A, 3C, and 6B in reference 34). Just as in the simulations shown in Fig S7B, it takes \textasciitilde1 second for real single pulse DA to be cleared, both in vivo\textsuperscript{115}, and in vitro\textsuperscript{116}. The RD model, using the parameters determined in this work for the average of 60 pulse, 60 Hz VMS data, also exactly predicts the previously observed peak height (25 nM) and peak time (0.3 s) for the VMS data\textsuperscript{115} in Ref 42, when extrapolated backwards to a single pulse (Fig S7B).

Therefore, the purpose of the rapid DA uptake in the DLS cannot be to increase the information bandwidth. Since this is the case, the only function that the high DA uptake of the DLS can serve is to restrict signaling crosstalk by truncating volume transmission. We find (Figure 2, Figure 5) that the average rate of DA uptake within a region is inversely related to the proportion of silent sites within that region. This is quite logical, for two reasons. First, there is less silence and more release in the DLS, which means that more terminals are actively engaged in signaling at any one time. This creates a need for additional shielding from signaling crosstalk, and explains the higher rate of uptake in the DLS. And secondly, the presence of a higher number of active varicosities implies that there will be a greater amount of uptake, as uptake is needed (and found)\textsuperscript{113} on each terminal to satisfy the needs of mass balance over time with signaling. DA uptake cannot be active on silent terminals\textsuperscript{101}, to satisfy mass balance. That is to say, the DA concentrations that receptors would be predicted by the RD model to experience from normal DA signaling are no higher in the the DLS than in the rest of the striatum, but the adjustments to release and uptake in the DLS enable a higher density of equivalent DA signaling without crosstalk as compared to the VLS, VMS, and DMS.
7.4 SUPPLEMENTARY INFORMATION

The Effect of Signal to Noise Ratio on Kinetic Modeling

We report as a matter of general interest for those interested in kinetic modeling on the level of signal quality required to extract biophysically relevant information from DA curves. Work being conducted with the goal of extracting kinetic brain parameters from neurotransmitter responses should put emphasis on the generation of high S/N data, whether by optimizing for robust responses, increasing sensitivity, lowering noise, or some combination thereof. However, we observed that the level of noise is significantly different in the lateral striatum as compared to the medial striatum, meaning that it is impossible to rigorously control noise in in vivo brain experiments, as some noise (and difference in noise) is simply a product of natural brain function.

We discovered that noise was capable of confounding kinetic parameter values when objectively fitting the curves from our in vivo data set. Many responses with small amplitudes were claimed to result from a paired combination of implausibly large release and uptake, along with greatly expanded variability in the rate of mass transport and the rate of change in release. When arranged according to S/N ratio (defined as the DA peak height divided by the average of the absolute value of the difference between each pair of immediately adjacent timepoints for all fifty timepoints in the pre-stimulus period), it was apparent that all parameter values exhibited considerably more variability at relatively low S/N ratios, but that much of this variability vanished at higher S/N ratios.
**Figure 31.** Apparent Effect of Noise On RD Model Parameters

Fig 31: Apparent effect of noise on parameters obtained by model fitting. Parameter values from 100 evoked DA responses (250 uA, 60 pulses, 60 Hz) plotted against S/N ratio. Fits to noisier signals are associated with increased variability in the parameters. Because all of the parameters except kR cannot have negative values, this increased variability manifests as larger average values of release and uptake at the lower signal to noise ratios. No responses with S/N ratio < 10 were fit. In this figure, S/N ratio was defined as the peak DA concentration divided by the average of the absolute value of the difference between each pair of immediately adjacent timepoints for all fifty timepoints in the pre-stimulus period.

The sample standard deviation of the noise was 63% of the average noise amplitude (check with full set of 100) overall, for the 100 responses with S/N ratio >10, while the correlation coefficient of the relationship of peak signal amplitude to S/N ratio was 0.68 (check with full set of 100). Thus, signal to noise ratio was strongly related to signal amplitude, but
variability in the noise was also a component of variability in the S/N ratio. The noise was significantly (highly significant) higher in the lateral striatum compared to the medial striatum, across all animals. This was not localized to the DLS; the DLS and VLS showed identical levels of noise. The increased electrical noise observed in the lateral striatum is therefore a feature of the lateral striatum. This did not prevent measurement of DA in the lateral striatum, as 68% of the signals with S/N > 10 came from this region.

Since it seemed possible that the decreased signal to noise ratio was causing the larger variability in the parameters, we tested for this in the following way. A set of dopamine responses was constructed, using 6 different sets of parameters intended to provide archetypes of the kinetic possibilities for DA responses. To these 6 dopamine responses, 8 random noise components were added to produce n = 8 noise patterns for each of the 6 dopamine responses. These responses were also added together to produce an average, which was also modeled. Each random noise component consisted of a sine wave with a period of ~6 s and random phase, summed with gaussian noise normally distributed around 0. These random noise components were then scaled to S/N ratio of: 3, 5, 10, 15, 20, 25, 50, and 100. This yielded a total of 448 simulated DA responses with added noise to be modeled (including the averages). Since the DA responses were constructed, the parameters which made them up were known, and this allowed direct assessment of the effect of noise on the accuracy of the parameters arrived at by our fitting algorithm.
Figure 32. Effect of Artificial Noise On RD Model Parameters

Fig 32: Effect of artificial noise on accuracy of model fitting, for S/N values ~10-300. In A, B, and C, averaged parameter values are normalized to the actual average; in D this is not possible because the actual average is zero. Decreased signal to noise ratio causes marked deviation of the averaged parameters obtained by fitting from the true parameter values. In the case of DA release per pulse (A) and DA uptake (B), this results in a substantial upward boost of both values. The first order mass transport parameter $k_T$ expands in variability but the average is not affected dramatically (C), although it is slightly decreased. The rate of change of release per pulse, $k_R$, is least affected by noise (D). The simulations that Figure 5 is based on, for each point at a given S/N ratio, used 8 random-noise replicates of the following 6 parameter sets $\{R_p, k_U, k_T, k_R\}$: $\{10, 20, 2, 1\}$; $\{10, 20, 2, 0\}$; $\{10, 20, 2, -1\}$; $\{10, 1, 2, 1\}$; $\{10, 1, 2, 0\}$; $\{10, 1, 2, -1\}$. This yielded a total of 48 replicates per S/N ratio. SEM error bars are reported for every data point, but too small to see in some cases. S/N ratio was defined in the same way as for Figure S1.

It was observed that a decreased signal to noise ratio affected the accuracy of parameter assignment in all test cases, but the effect was uneven and dependent on the actual value of the
parameters, as well as on the specific instance of noise. DA responses with a positive $k_R$ seemed to handle noise more robustly, as did DA responses with slower uptake (shown in supplementary information). All signal to noise ratios of 25 and above produced good agreement with the actual data for all kinds of responses tested. This is in good agreement with the large reduction in variability above $S/N = 25$ in real data. Our in vivo detection limit was $\sim 100$ nM for a response peak, and thus response peaks of over 0.8 uM are typically required, at a minimum, for accurate assignment of parameters in all cases. The very most sensitive kinds of DA detection discovered to date, at a LOD of $\sim 10$ nM, would in contrast be able to resolve kinetic parameters from DA peaks of just over 80 nM, under ideal conditions.

The information learned about the effects of signal to noise ratio was applied to the DA kinetic parameters obtained from each studied striatal subregion. In cases where a substantial number of robust signals of $S/N > 25$ was available (8 or more), only the parameters obtained from fitting those signals were included in the reported average parameter values in figure 8. This was the case with fast sites in the DLS, VLS, and DMS. VMS fast sites also had large $S/N$ ratios but were not common enough for this approach. Only 5 total slow sites had $S/N$ ratio $> 25$. In the VMS fast sites, and in the slow sites in all 4 striatal subregions, the parameter values obtained by modeling the average were themselves averaged with the average of the parameter values obtained by modeling the $S/N > 25$ responses, as a compromise. Comprehensive parameter values are reported in Table 12.

**Table 12.** RD Model Parameter Values of Fast & Slow Sites in the DLS, DMS, VLS, and VMS
Figure 33. Signal to Noise Ratio In Real and Generated Data

<table>
<thead>
<tr>
<th>Brain Region</th>
<th>Model of Average</th>
<th>AVG of S/N &gt; 10</th>
<th>AVG of S/N &gt; 25</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R_p</td>
<td>k_u</td>
<td>k_t</td>
</tr>
<tr>
<td>DLS Fast</td>
<td>8.0</td>
<td>33</td>
<td>2.1</td>
</tr>
<tr>
<td>VLS Fast</td>
<td>2.1</td>
<td>8.6</td>
<td>1.7</td>
</tr>
<tr>
<td>DMS Fast</td>
<td>1.4</td>
<td>2.6</td>
<td>2.5</td>
</tr>
<tr>
<td>VMS Fast</td>
<td>1.5</td>
<td>3.1</td>
<td>1.7</td>
</tr>
<tr>
<td>DLS Slow</td>
<td>3.4</td>
<td>18</td>
<td>1.4</td>
</tr>
<tr>
<td>VLS Slow</td>
<td>1.2</td>
<td>6.3</td>
<td>1.5</td>
</tr>
<tr>
<td>DMS Slow</td>
<td>0.6</td>
<td>8.4</td>
<td>1.0</td>
</tr>
<tr>
<td>VMS Slow</td>
<td>0.6</td>
<td>4.4</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Figure 33: Experimental and generated examples of S/N ratios above and below the threshold for potentially accurate determination of biophysical parameters from kinetic modeling.  

A. At ~35 S/N ratio, both the real and simulated signal are considered adequate for determination of parameters kinetic modeling.  
B. At ~17 S/N ratio, the simulated and real signal are considered inadequate for accurate determination of parameters by means of
kinetic modeling. Signal averaging is a straightforward means of surmounting this issue, and improves the signal to noise ratio by a factor of the square root of the number of averaged measurements.

Independent Verification of the Restricted Diffusion Model By Linking Kinetic Modeling to Exocytotic and Ultrastructural Information, And The Action of Silent DA Terminals in Kinetic Diversity

Equation 19: Biophysical Subdivision of Release per Pulse

\[
R_p = DApV \cdot TVP \cdot fFV \cdot fVE
\]

The main text states that there is an upper bound on the value of \( R_p \) at 28 zmol. This figure is arrived at by multiplying dopamine per vesicle \((DApV)\), the total vesicle pool \((TVP)\) present in the arbitrary outer compartment volume that scales \( R_p \), the fraction of fusing vesicles \((fFV)\) in response to a stimulus, and the fraction of vesicle emptying upon a stimulus \((fVE)\).

\( DApV, fFV, \) and \( fVE \) are independent of the number of vesicles considered. In PC12 cells, \( DApV \) has been found to be 33,000, as has \( fVE \) been found to be 0.40 – both by Omiatek and coworkers, from the Ewing lab. The value of \( fVE \) was determined for DA vesicles in PC12 cells, which are approximately 3X the diameter of striatal DA vesicles. It is therefore possible that \( fVE \) is somewhat higher than 0.40 for striatal DA vesicles, as the diffusion distance in shorter than in the larger vesicles. However, our findings, and the findings of others, make it mathematically necessary that DA vesicles be reused, as even over 1 second of 60 Hz stimulus, the product of \( fFV \)*(number of stimulus pulses) > 1. Since vesicles take 30 seconds to be reformed, the vesicles must be reused for this observation to be possible. This effect is even more obvious if silent terminals are considered, as well as considering that evoked DA overflow in
response to 60 Hz MFB stimulus can continue to increase for well more than 1 second (5-10 seconds is common). Rooney and Wallace used a computational modeling approach to specify that at most, 25% of a single vesicle per DA varicosity would be required to be released per firing event. This means that at most 6.3% of the total DA in each varicosity would be released per firing event, since there are 4 DA vesicles per varicosity on average, according to the recent report by Lohr et al. This implies (from $fVE$) that, at most, 16% of the vesicles per terminal (on average) would fuse in response to a stimulus.

$$R_p \leq \frac{10E21 \text{ zeptomoles } DA}{6.022E23 \text{ molecules } DA} \cdot \frac{33,000 \text{ DA molecules}}{\text{vesicle}} \cdot 8 \text{ vesicles} \cdot 0.16 \cdot 0.40$$

$$R_p \leq 28 \text{ zmol}$$

The recent report of Pereria et al that only ~17% of DA terminals were found to be actively engaged in release in response to a stimulus allows us to calculate an upper bound for $R_p$ in a slightly different way:

$$R_p = DA_pV \cdot TVP \cdot 0.17 \text{ active terminals} \cdot fVE$$

$$R_p \leq 30 \text{ zmol}$$

This also means that the terminals which are active must be fusing all of their vesicles at the upper bound of $R_p$, while the terminals which are not active of course fuse none of their vesicles even at the upper bound of $R_p$. At values of $R_p$ below the upper bound, it is possible
either that entire DA terminals “go offline”, or that some fraction of vesicles are activated with every pulse.

In maximally or close to maximally active sites, the rate of uptake is a constraint on the rate of vesicle refilling. We would therefore predict that combining high rates of release with lowered DA uptake would result in a positive $k_R$, as the ability of the DA vesicles to continue releasing is depleted with time. Thus, the $k_R$ parameter yields composite information about vesicle refilling rates, progressive activation of vesicles/terminals over time with continued MFB stimulation, and any other components which might influence the release rate.

Thus, the $k_R$ parameter is capable of yielding useful information about the composite effect of subsecond changes to DA release. It is clear that the actual release per pulse at any given time is a balance between vesicle refilling rate, DA autoinhibition and increase in activation over time. The $k_R$ parameter allows quantitative information to be obtained about the net effect of this process at any recording site in the brain, and indicates that the regulation of release favors an equilibrium state of suppression of DA release at all subdivisions of the striatum except for the DLS fast sites.

The substantially larger values of $R_p$ in the DLS as compared to the DMS, VMS, and VLS, indicate that a larger percentage of DLS dopamine terminals must fire synchronously in response to MFB stimulus. The average value for $R_p$ within a region varies between 0.6 zmol and 8 zmol; the maximum recorded value (S/N>25 data) for $R_p$ over the entire set of experiments was 17 zmol. These data mean that, on average, 0.3% to 4.6% of vesicles in a sampling volume are actively engaged in release on average in response to an initial stimulus pulse. This in turn means that as few as 0.3% (DMS and VMS slow) to 4.6% (DLS fast) (and as many as 1.2%
(DMS slow and VMS slow) to 18.4% (DLS fast) of terminals release DA in response to a single stimulus pulse in vivo. Assuming that ~6,400 DA terminals reside within the sampling volume of our carbon fiber microelectrodes, this implies that as few as 19 terminals may be responsible for the initial signal at DMS and VMS slow sites, assuming that all of the active terminals have all their vesicles active, and the the $fVE$ value of 0.40 holds.

**Figure 34.** Physiological Predictions from The RD Model I
Figure 34: Physiological Extrapolations from the Restricted Diffusion Model: Simulated physiological extrapolations of fast and slow sites from the four studied striatal subregions. A: Modeled prediction of the average fraction of fusing vesicles (fFV) over time. The modeling shows several points where it is progressively less likely to be reliable: When average fFV > 1, when average fFV > 0.16, and when average fFV > 0.046. None of the simulations exceeds fFV > 0.046 at 1s of stimulation, which is how all of the experiments in this study were done. Describing $k_R$ with a simple exponential in many stimulations much longer than 1s may not be not valid, as fFV rapidly exceeds plausible and even possible values. B: Based on the initial fFV at each site, single pulse models have been extrapolated to give an idea of the concentrations that would develop at individual terminals in response to a single action potential. Fickian diffusion to and away from the terminal is not accounted for in B, because we have no information about the distribution of terminals, under the measured average. All responses in B are overestimates of the concentration increasingly with increasing time, because diffusion will clear the local sites, but more densely packed active terminal fields will be less affected by this, as DA from adjacent terminals will diffuse into the site in question to replace what was lost by diffusional clearance.

Fast DA sites are those DA sites in which the balance of release regulation is biased towards high DA release when the stimulus begins, while slow DA sites are suppressed in balance, although this suppression can be overcome with time. In some cases (the silent sites), the time to meaningfully overcome this suppression exceeds 1 second of stimulation at 60 pulses.
Physiological Extrapolations from the RD Model

Figure 35. Physiological Predictions from The RD Model II

Figure 35: Physiological Extrapolations from the Restricted Diffusion Model: Restricted Diffusion Makes Frequency Based DA Signal Transduction Impossible Above ~1 Hz. Simulated physiological extrapolations of fast and slow sites from the four studied striatal subregions. A: 5 spike, 15 Hz signals fail to exhibit meaningful peak differentiation at any level of uptake, and thus do not directly transduce data on the phasic DA firing rate to postsynaptic receptors. However, the signal amplitudes are considerably increased over single, differentiated spikes as seen in B: 5 spike, 1 Hz signals exhibit peak differentiation and so are capable of directly transducing DAergic neuron firing frequency to postsynaptic receptors.
8.0 REFLECTION AND FURTHER DEVELOPMENT OF THE RD MODEL

8.1 SUMMARY OF CONCLUSIONS REACHED FROM THIS WORK

Evoked dopamine responses, if arising from a sufficiently short stimulus, can be reproduced in perfect mathematical detail by a restricted diffusion model which contains only three adjustable parameters. The parameter values of release, uptake, and mass transport are biophysically meaningful. The kinetics of evoked dopamine responses are minimally influenced by normal mode adsorption. However, there is a second mode of adsorption which causes the hangup feature commonly observed in FSCV measurements of dopamine. This adsorption can easily be corrected for in order to obtain a more accurate representation of the concentration over time. While increasing the parameterization of the model in general allows for better fits to longer stimuli, it appears that short term plasticity of release is able to meaningfully explain many of the characteristic, kinetically diverse DA patterns that are seen when the brain is subjected to longer stimuli. When the release is modified by a simple exponential, this four parameter version of the RD model is able to fit the hangup-corrected data perfectly in almost every case for stimulations lasting three seconds or less. This gives insight into the dynamic nature of DA overflow over a subsecond timescale. It is also notable that nomifensine, an uptake inhibitor, can be seen to alter the plasticity of DA overflow over the subsecond timescale. This
is also seen with buproprion, another uptake inhibitor used as an antidepressant. In particular, buproprion appears to diminish the magnitude of DA release over time, while the initial DA release is unaffected. This is in good agreement with vesicle refilling being required for maximal continued release according to the kiss-and-run fusion model of DA exocytosis, but the initial release being unaffected seems to stand in contrast to other uptake inhibitors such as cocaine and MDPV, which are thought to increase DA release. This may represent a mechanistic difference between DAT-blocking drugs of abuse and DAT-blocking drugs that have little to no abuse potential. When the brain is spatially mapped, sites recorded in the lateral striatum are found to be significantly more likely to be of the fast type than sites in the medial striatum, and sites recorded in the ventral striatum are found to be significantly more likely to be silent (nonresponsive to an MFB stimulus within the first second) than sites recorded in the dorsal striatum. In addition, fast sites recorded in the dorsolateral striatum are significantly different from other fast sites, with the difference being largely due to a difference in the rate of uptake. The higher rate of uptake in the dorsolateral striatum cannot increase the DA signaling bandwidth appreciably - as restricted diffusion becomes a rate-limiting step in the disappearance of the DA overflow, rapid rates of uptake are unable to clear the signal any more rapidly than somewhat slower rates of uptake. This leads to the conclusion that the high rate of uptake in the DLS is likely present to create more signal processing capacity in space, as high uptake has no effect on the amount of signal bandwidth for a given brain volume. It was also determined that noise present in the FSCV data introduces systematic errors into the parameter values obtained by RD modeling, making the $R_p$ and $k_U$ larger, and introducing random error into the $k_T$. A signal to noise ratio of better than about 25 is required to minimize this issue. Finally, it appears
to be possible to subdivide the parameters obtained by RD Modeling, and in particular we have subdivided the release parameter, in order to compare the values obtained for Rp to values coming from the exocytosis literature. These values are in good agreement, which builds further confidence in the correctness of the model.

8.2 VALIDATING ACCURACY OF THE SIMPLEST RD MODEL

The 3 parameter version of the RD model makes truly excellent fits in response to all short stimuli, even and perhaps even especially when uptake has been inhibited. This is especially impressive because all of the release can be made to occur in a single data point, while the model is able to fit all of the subsequent 40-100 data points with ease. Furthermore, the release parameter Rp acts only as a scaling factor and has no impact on the shape. It also appears to me from studying the results of many hundreds of model fittings that the mass transport parameter $k_T$ is constant with a value approximately equal to 2. Therefore, the different shapes of every FSCV curve following a short stimulus are defined almost completely by the first order rate of uptake, $k_U$. The fact that the model contains a number of parameters only equal to the three basic phenomena that must be accounted for is highly encouraging as to its potential accuracy but not a proof of correctness. For example, it has been suggested that release of DA continues after the end of the stimulus and that this, rather than mass transport from an inner compartment, explains the existence of overshoots. However, if this is the case, it might imply that this creates a pattern of DA release exactly equal to what we have considered as transport from an inner compartment - and also that the effects of mass transport are negligible, and that the DA terminal
field in the vicinity of the carbon fiber microcylinder can be treated on average as a radially homogenous field. However, there are also still other possibilities, which would mostly involve complex scenarios that just happened to be fit by an underparameterized model. Given current knowledge, I do advocate the use of the three parameter RD model to analyze evoked DA overflows, especially in cases involving characterizing the effects of short stimuli. It is however quite desirable to know that it is restricted mass transport, as opposed to delayed release or some other combination of factors, which is actually responsible for the observed overshoot. Construction of a parsimonious model which describes the data with high fidelity is an important step, but the nature of restricted diffusion should be confirmed by further experiment.

8.3 EXPLORING THE NATURE OF RESTRICTED DIFFUSION

I have conducted Monte Carlo simulations of confined volumes of various topologies with exits that occupy only a small portion of the surface areas of the volume. As the exit becomes very small, the diffusional egress from the confined volume becomes first order and unidirectional, which confirms that physically restricted diffusion from a physical inner compartment is a plausible explanation. However, it is important to test this with an experiment. The only experiment that I can envision that would provide satisfactory evidence to this question is microscopy designed to measure DA or some surrogate for DA with high spatial and temporal resolution. Combined with FSCV data, this should be capable of providing full experimental confirmation of the theorized Inner Compartment.
8.4 PLASTICITY AND PARAMETER TIME INCONSISTENCY

The model provides very satisfying fits to evoked DA responses that arise due to short stimuli of a few pulses. However, when longer stimuli are applied, a wide variety of responses arise due to differences in local kinetics. These responses require, at a minimum, at least one additional parameter to fit them. Because release, uptake, and mass transport have all been accounted for by the first three parameters, and because the 3 parameter model fits all known DA responses arising from short stimulations, it is reasonable to assume that at least one of the parameters ought to be made to vary with time or some other factor. We have chosen to assume that it is the release parameter that varies with time, and have thus multiplied the release by an exponential. This is able to make very good fits to almost all stimulations of 180 pulses and 3 seconds or less, however there are two issues that this presents. While in some cases (such as in slow domains after nomifensine), the 4 parameter set is relatively time invariant (meaning that the same or very close to the same parameters can describe the results of stimulations at the same location but conducted for different lengths of time, such as 12 pulses and 180 pulses for example,) in many other cases the 4 parameter set is not time invariant. This is not entirely surprising, as any exponential modifying any other parameter either collapses to zero or increases to infinity with time. While an exponential modifying the release per pulse is a simple and perhaps adequate approximation of short term plasticity of release, it is by definition at least partially inaccurate. A more sophisticated and more accurate representation is desirable; however, this will require both more data from experiments other than FSCV, and additional model parameters.
8.5 PARAMETER SUBDIVISION

I have made rudimentary progress on subdividing the release parameter into other parameters which have meaning with respect to cellular activity. This is highly promising, because it means that sufficient knowledge about the system might allow us to analyze individual cellular parameters in real time, given a sufficient set of experiments. This could eventually provide a compelling link between the basic biophysical functions of the dopamine neurons and the physiological functions in which dopamine is involved. Critically, it might be possible to see exactly what about the cellular signaling is affected in disease states, drug addictions, and various normal physiological functions. This could yield unique insights which could drive new therapies and new technological developments. However, while progress on this aspect of study may be made in parallel with the previously mentioned issues in this chapter, progress in this area will also require resolution of the previous issues as a necessary but not sufficient condition.
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