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ENSEMBLES FOR THE PREDICTABILITY OF AVERAGE

TEMPERATURES

Sarah Tarek Khankan, PhD

University of Pittsburgh, 2016

The instability of the atmosphere places an upper bound on the predictability of instanta-

neous weather patterns. The lack of complete periodicity in the atmosphere’s behavior is

sufficient evidence for instability (Lorenz, 1963) [1], but it does not reveal the range at which

the uncertainty in prediction must become large. Most estimates of this range have been

based on numerical integrations of systems of equations of varying degrees of complexity,

starting from two or more rather similar initial states. It has become common practice to

measure the error which would be made by assuming one of these states to be correct, when

in fact another is correct, by the root-mean-square difference between the two fields of wind,

temperature, or some other element, and to express the rate of amplification of small errors

in terms of a doubling time [1].

The purpose of this thesis is to build tools with rigorous support useful for studying pre-

dictability of average temperatures. We apply our tools to a simple Earth-like example and

make use of the Bred Vector algorithm to generate initial perturbations. The numerical

model used is that of the Natural Convection problem. The analysis is done in steps, first by

analyzing the turbulent natural convection problem then by introducing a fast calculation

of an ensemble of solutions of the Navier-Stokes equations coupled with the temperature

equation. Complete stability and convergence analysis of the methods are presented. The

turbulent Earth model and its stability conditions are introduced at the end of the thesis.
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1.0 INTRODUCTION

Being able to predict the future state of a system, given its present state, stands at the

foundations of scientific knowledge with important implications from a theoretical and ap-

plicative point of view [24]. The knowledge of the evolution law of the system may give

the impression that this aim has been attained. This is the classical deterministic point of

view as clearly stated by Laplace [26]: once the evolution laws of the system are known, the

state at a certain time t0 completely determines the subsequent states for every time t > t0.

However it is well established now that this cannot be accomplished in practice.

One limitation takes place in systems with many degrees of freedom, it is the impossibility

to manage the huge amount of data required for a full description of a single state of a large

scale body. Another source of difficulty, which arises even in low dimensional systems, is

related to the unavoidable uncertainty in the initial condition. As clearly stated by Poincaré,

this implies that one can make long-time predictions only if the evolution law does not am-

plify the initial uncertainty too rapidly. This aspect had a relevant role in the development

of the theory of dynamical chaos.

Lorenz showed that the forecast skill of atmosphere models depends not only on the accuracy

of the initial conditions and on the realism of the model (as it was generally believed at the

time), but also on the instabilities of the flow itself [9]. He demonstrated that any nonlinear

dynamical system with instabilities, like the atmosphere, has a finite limit of predictability.

The growth of errors due to instabilities implies that the smallest imperfection in the fore-

cast model or the tiniest error in the initial conditions, will inevitably lead to a total loss

of skill in the eather forecasts after a finite forecast length. Lorenz estimated this limit of

weather predictability as about two weeks. With his simple model he also pointed out that

predictability is strongly dependent on the evolution of the atmosphere itself: some days the
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forecasts can remain accurate for a week or longer, and on other days the forecast skill may

break down after only 3 days [9].

Therefore, from the point of view of predictability, we need to know how an error in the

initial state of the system grows in time. In deterministic chaotic systems, i.e., with sensitive

dependence on initial condition, one has an exponential growth of errors and, consequently,

a severe limitation on the ability to predict the future states. Another huge point of interest

is predictability by scale; namely, the impact that the scale of the studied domain has on

the ability to predict the state of the system in question.

In order to efficiently study the predictability of average temperatures, an ensemble algo-

rithm for the Natural Convection problem has been developed. Ensemble predictions are

commonly used in weather forecast worldwide, including National Centers for Environmental

Prediction (US) and the European Centre for Medium-Range Weather Forecasts (ECMWF).

Ensemble calculation is essential in uncertainty quantification, numerical weather prediction,

sensitivity analysis, predicting probability distributions for quantities of interest and many

other applications in Computational Fluid Dynamics (CFD), see for instance, [28], [29], [30],

[31], [15], [33], [20], [61]. The algorithm results in J linear systems with the same coefficient

matrix instead of J linear systems with J different coefficient matrices at each time step,

which allows the use of block iterative methods, e.g., [34], [35], [36], [37], to reduce the com-

puting time and required memory substantially. An ensemble system can be used to produce

many forecasts. Instead of running a single forecast, the ensemble model will run a number

of initial conditions that differ slightly from each other. The use of ensembles helps narrow

the error and pick the most likely outcome. The initial differences between the ensemble

members are small, which is consistent with uncertainties of the observations.

The final objective of this thesis is to study the predictability of average temperatures of the

turbulent natural convection problems using ensembles. To reach this main goal, Chapter

2 presents some preliminary definitions, lemmas and notations. In Chapter 3, a complete

analysis of a time stepping method for the turbulent coupled system of the Navier-Stokes

equations and the temperature equation, with time and space dependent viscosity, is pre-

sented. Chapter 4 analyzes the ensemble system of the natural convection problem; some

predictability results of the system are presented in Chapter 5. A section on Bred Vectors

2



is contained in Chapter 5, to generate the initial perturbations. Finally, the predictability

of average temperatures using the ensemble algorithm for the turbulent natural convection

problem is studied in Chapter 6. Chapter 7 contains some additional work on the Compres-

sion and reconstruction of turbulent flow data in which new averages are constructed using

old ones.
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2.0 NOTATION AND PRELIMINARIES

Let Ω, in 2d or 3d, be a bounded, regular, open domain with Lipschitz boundary ∂Ω. ‖ · ‖
and (·, ·) denote the L2 norm and inner product, respectively, and ‖ · ‖∞ denotes the sup

norm.

Consider the Sobolev spaces,

X := H1
0 (Ω)

d = {v ∈ H1(Ω)d : v = 0 on ∂Ω},

Q := L2
0 = {q ∈ L2(Ω) :

∫

Ω

qdx = 0},

W := {S ∈ H1(Ω) : S = 0 on ∂Ω},

V := {v ∈ X : (q,∇ · v) = 0 ∀q ∈ Q}.

V is called the space of divergence-free functions.

Furthermore, the Poincaré-Friedrichs (PF) inequality is satisfied:

‖χ1,2‖ ≤ CPF,1,2‖∇χ1,2‖ ∀χ1 ∈ X, ∀χ2 ∈ W.

The following explicitly skew-symmetric trilinear forms are useful:

Definition 1.

b(u, v, w) =
1

2
(u · ∇v, w)− 1

2
(u · ∇w, v) ∀u, v, w ∈ X,

b∗(u, T, S) =
1

2
(u · ∇T, S)− 1

2
(u · ∇S, T ) ∀u ∈ X, ∀T, S ∈ W.

Furthermore, they satisfy the following continuity results.
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Lemma 2.0.1. For all u,v,w ∈ X and T,S ∈ W , b(u,v,w) and b∗(u,T,S) satisfy

b(u, v, w) ≤ C ′‖∇u‖‖∇v‖‖∇w‖,

b(u, v, w) ≤ C1

√
‖u‖‖∇u‖‖∇v‖‖∇w‖,

b∗(u, T, S) ≤ C‖∇u‖‖∇T‖‖∇S‖,

b∗(u, T, S) ≤ C2

√
‖u‖‖∇u‖‖∇T‖‖∇S‖,

where all constants are dependent on Ω.

Proof. Follows from applications of Hölder and Sobolev embedding inequalities (see [10],

Chapter 7).

The following identities are useful.

Lemma 2.0.2. Let u, v, and w ∈ X and T, S ∈ W , then the following identities hold

b(u, v, w) =

∫

Ω

u · ∇v · wdx+ 1

2

∫

Ω

(∇ · u)v · wdx,

b(u, T, S) =

∫

Ω

u · ∇TSdx+ 1

2

∫

Ω

(∇ · u)TSdx.

Proof. We have that

b(u, v, w) =
1

2
(u · ∇v, w)− 1

2
(u · ∇w, v)

=
1

2
(u · ∇v, w) + 1

2
(u · ∇v, w) + 1

2

∫

Ω

(∇ · u)v · wdx

= (u · ∇v, w) + 1

2

∫

Ω

(∇ · u)v · wdx,

where integration by parts was used on the second term in b(u, v, w). Similarly,

b∗(u, T, S) =
1

2
(u · ∇T, S)− 1

2
(u · ∇S, T )

=
1

2
(u · ∇T, S) + 1

2
(u · ∇T, S) + 1

2

∫

Ω

(∇ · u)TSdx

= (u · ∇T, S) + 1

2

∫

Ω

(∇ · u)TSdx.
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Using the above lemma, we have two vital continuity results for the skew-symmetric trilinear

forms.

Lemma 2.0.3. For all u,v,w ∈ X and T,S ∈ W , b(u,v,w) and b∗(u,T,S) satisfy

b(u, v, w) ≤ C3‖∇u‖‖∇v‖
√
‖w‖‖∇w‖,

b∗(u, T, S) ≤ C4‖∇u‖‖∇T‖
√
‖S‖‖∇S‖,

where all constants are dependent on Ω.

Proof. We have that for all u,v,w ∈ X,

|(u · ∇v, w)| ≤ C‖u‖L6‖∇v‖‖w‖L3 ≤ C‖∇u‖‖∇v‖
√
‖w‖‖∇w‖,

where Hölder, Ladyzhenskaya and Gagliardo−Nirenberg inequalities were used, respectively.

Using the above result and inequalities,

|b(u, v, w)| = |(u · ∇v, w) + 1

2

∫

Ω

(∇ · u)v · wdx|

≤ |(u · ∇v, w)|+ |1
2

∫

Ω

(∇ · u)v · wdx|

≤ C‖∇u‖‖∇v‖
√
‖w‖‖∇w‖+ C‖∇ · u‖‖v‖L6‖w‖L3

≤ C‖∇u‖‖∇v‖
√
‖w‖‖∇w‖+ C‖∇u‖‖∇v‖

√
‖w‖‖∇w‖

≤ C‖∇u‖‖∇v‖
√
‖w‖‖∇w‖.

In similar fashion,

|b∗(u, T, S)| ≤ |(u · ∇T, S)|+ |1
2

∫

Ω

(∇ · u)TSdx|

≤ C‖∇u‖‖∇T‖
√
‖S‖‖∇S‖+ C‖∇ · u‖‖T‖L6‖S‖L3

≤ C‖∇u‖‖∇T‖
√
‖S‖‖∇S‖+ C‖∇u‖‖∇T‖

√
‖S‖‖∇S‖

≤ C‖∇u‖‖∇T‖
√
‖S‖‖∇S‖,

where all constants depend on the size of the domain.

The polarization identity and discrete Gronwall’s inequality will be of great benefit in the

stability and error analyses.
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Lemma 2.0.4. Polarization Identity:

Let u, v ∈ U , where U is a an inner product vector space with inner product (·, ·)U and norm

‖ · ‖U . Then,

(u, v)U =
1

2

(
‖u‖2U + ‖v‖2U − ‖u− v‖2U

)
.

Lemma 2.0.5. Discrete Gronwall’s Inequality:

Let ∆t, B, an, bn, cn, dn for integers n ≥ 0 be nonnegative numbers such that for l ≥ 1, if

al +∆t

l∑

n=0

bn ≤ ∆t

l−1∑

n=0

dnan +∆t

l∑

n=0

cn +B for l ≥ 0,

then for all ∆t ≥ 0,

al +∆t
l∑

n=0

bn ≤ exp

(
∆t

l−1∑

n=0

dn

)(
∆t

l∑

n=0

cn +B

)
for l ≥ 0.

Proof. See [67], [68] pp 279-281.

We define the following norms:

Definition 2. Dual norm

The norms on the dual spaces of bounded linear functions in X and V , respectively, by

‖f‖−1 := sup
06=v∈X

(f, v)

‖∇v‖ and ‖f‖∗ := sup
06=v∈V

(f, v)

‖∇v‖ .

Definition 3. Let v : [0, T ]→ X. Define the discrete (lp(0, T ), Hk(Ω)) norm on v by

‖v‖lp(Hk) :=

(
∆t

N∑

n=0

‖vn‖pk

)1/p

7



2.1 SPACE DISCRETIZATION

We should now discuss those aspects relevant to finite element approximation. Consider

a regular quasi-uniform mesh Ωh = {K} of Ω with maximum triangle diameter length h.

Consider a finite element discretization K of Ω, where h is the maximum element diameter

in Th. Let Xh ⊂ X , Qh ⊂ Q be the discrete velocity and pressure spaces, respectively,

corresponding to K, assumed to satisfy the standard discrete inf-sup condition (see [10],

Section 4.2), eg, [38, 39, 40] and given by:

Xh := {vh ∈ H1
0 (Ω)

d : vh|K ∈ Pm(K)d, ∀K ∈ Ωh},

Qh := {qh ∈ L2
0(Ω) ∩ C0(Ω) : qh|K ∈ Pm−1(K), ∀K ∈ Ωh},

Wh := {Sh ∈ H1(Ω) : Sh|K ∈ Pm(K), ∀K ∈ Ωh},

with 1 < m.

The discretely divergence-free subspace of Xh is

Vh := {vh ∈ Xh : (∇ · vh, qh) = 0 for all qh ∈ Qh}.

The following approximation properties will be useful for the error estimate.

Lemma 1. ([11], Chapter 4, Section 2, ”Finite Element spaces for Model Problems”) The

aforementioned finite element spaces satisfy the following approximation properties for a

given integer 1 ≤ k ≤ m,

inf
vh∈Xh

{
‖u− vh‖+ h‖∇(u− vh)‖

}
≤ Chk+1|u|k+1, (2.1)

inf
qh∈Qh

‖p− qh‖ ≤ Chk|p|k, (2.2)

inf
Sh∈Sh

{
‖T − Sh‖+ h‖∇(T − Sh)‖

}
≤ Chk+1|T |k+1, (2.3)

for all u ∈ X ∩Hk+1(Ω), p ∈ Q ∩Hk(Ω), and T ∈ W ∩Hk+1(Ω).

8



Furthermore, the discrete inf-sup condition is satisfied, ([10], Chapter 4, Section 4, pp 63-66)

inf
qh∈Qh

sup
vh∈Xh

(qh,∇ · vh)
‖qh‖‖∇vh‖

≥ β > 0, (2.4)

where β is independent of h.

Let ∆t be the time step and denote un, pn, and T n as the true solutions at time tn = n∆t.

Assume the solutions satisfy the following regularity assumptions:

u ∈ L∞(0, t∗;X ∩Hk+1(Ω)),

T ∈ L∞(0, t∗;W ∩Hk+1(Ω)),

ut, Tt ∈ L∞(0, t∗;Hk+1(Ω)),

utt, Ttt ∈ L∞(0, t∗;L2(Ω)),

p ∈ L∞(0, t∗;Q ∩Hk(Ω)(Ω)),

where the dimension has been suppressed. The error due to approximation is defined in the

usual sense for each:

enu = un − unh,

enT = T n − T n
h ,

enp = pn − pnh.

9



3.0 TIME-STEPPING METHODS FOR THE EV-NSE

The following chapter is based on a joint work with Michael McLaughin and Victor Decaria

[25].

Variable viscosity problems arise in many complex fluid flow processes of current interest,

such as mantle convection ,e.g. Albers [41], Tackley [52], Moresi and Solomatov [58], models

of viscoelastic flows, e.g. Renardy [47], Ervin and Miles [48], Ervin and Heuer [49], Ervin

and Lee [50], eddy viscosity models of turbulence, e.g. Grinevich and Olshanskii [43], John,

Kaiser and Novo [44], Furuichi, May and Tackley [46], materials with temperature-dependent

properties, e.g. Cook, King, Herbs and Herschbach [53], Seddeek and Salama [54], Ellahi

[55], Ratcliff, Tackleya, Schuberta and Zebib [56], Hooman and Gurgenci [57], Christensen

and Harder [59], fluid mixing models, e.g. Geogievskii [45], fluids where viscosity depends

on pressure, e.g. Bulicek, Malek and Rajagopal [62], Malek, Necas and Rajagopal [63], and

other applications. The phenomena and numerical difficulties in complex flows have led to

new problems for numerical methods, e.g. Yea, Mittala, Udaykumar and Shyy [64] and

Mahesha, Constantinescu and Moin [65].

Critically for the present study, fluctuating viscosity problems arise when various eddy vis-

cosity models are used for turbulent natural convection. Given the importance of these

applications with highly fluctuating viscosity and the high impact it has on our main objec-

tive of studying the predictability of average temperature of turbulent Natural Convection

models, we consider as a first step the Navier-Stokes equations with variable viscosity ν(x, t),

which, step by step, will lead to the turbulent Natural Convection problem with variable

Prandtl number and heat conductivity.. High fluctuations of ν(x, t) give difficulties for linear

and nonlinear system solvers when using implicit time discretizations. In numerical studies

of these flows, the focus has been primarily on using existing space-time discretization and
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adapting the solvers used to variable ν = ν(x, t, · · · ), e.g. John, Kaiser and Novo [44], Ervin

and Heuer [49], Tromperta and Hansena [51]. In this chapter, we study a complementary

approach in which the space-time discretization is itself adapted to variable ν(x, t) so that

the linear systems that occur are the same as those in the common case of constant ν.

Herein we assume the viscosity ν(x, t) is known explicitly. This is not an algorithmic restric-

tion since if ν(x, t) depends on unknowns calculated from other equations, or is extrapolated

from previous time steps, it appears algorithmically in the NSE at tn+1 as a known but fluc-

tuating ν(x, t). Thus, the case of known but fluctuating ν(x, t) is a simplification capturing

one challenging computational aspect of a problem occurring in the applications above.

Given a function f representing external forces, we therefore consider the problem of finding

(u, p) ∈ (X,Q) such that

ut + u · ∇u− ν∆u−∇ · (ν(x, t)∇u) +∇p = f, in Ω× (0, T ], (3.1)

u(x, 0) = u0(x), in Ω and u = 0, on ∂Ω

∇ · u = 0, in Ω× (0, T ].

Let uh be the discrete solution and, with time step ∆t and tn = n∆t, unh = uh(t
n). We

approach (3.1) by treating ν(x, t) as a constant at each time level and correct for it at the

previous time level.

Remark 1. The correct model in (3.1) is in terms of ∇s instead of ∇. The mathematical

results of (3.1) that follow extend to the model with ∇s, due to Korn’s inequality.

Definition 4. Let the maximal fixed value of ν(x, t) at the time level n be

νnmax = sup
x
ν(x, tn),

the fluctuation of the viscosity be

ν ′n := νnmax − ν(x, tn) ≥ 0,

the linear extrapolation to tn+1 is denoted by

y∗n+1 := 2yn − yn−1,

and

ν ′∗n+1
+ (x) := max{2ν ′n(x)− ν ′n−1

(x), 0}.

11



Suppressing the spatial discretization, we develop respectively the following first and nearly

second-order methods for advancing in time.

Method 1 :

(∇ · uh, qh) = 0 and

un+1 − un
∆t

+ un · ∇un+1 − ν∆un+1 +∇pn+1 −∇ · (νnmax∇un+1)

= fn+1 −∇ · (
√
ν ′n−1

√
ν ′n∇un) (3.2)

Method 2 (second order except for treatment of ν ′):

(∇ · uh, qh) = 0 and

3
2
un+1 − 2un + 1

2
un−1

∆t
+ u∗n+1 · ∇un+1 − ν∆un+1 +∇pn+1 (3.3)

−∇ ·
(
ν∗n+1∇un+1

)
= fn+1 −∇ ·

(√
ν ′∗n+1ν ′n∇un

)
.

When ν ′(x, t) arises from physical parametrizations of unresolved processes, it is expected

to be small and tends to zero as ∆x and ∆t approach zero. Thus, Method 2 gives a second

order treatment of large terms and, in this case, first order of small terms. In this sense,

Method 2 is nearly second order. In Section 2, the unconditional stability of Methods 1 and

2, discretized in space by the finite element method, is proven. The error of Method 1 is

analyzed in Section 3. (The error analysis of Method 2 is skipped since it is a combination

of its stability proof in Section 3 and the error analysis of Method 1.) Finally, results from

three numerical experiments are presented in Section 4 that support the theory.

Remark 2. The existence of an unconditionally stable, fully second order method with the

above properties is an open problem.

The corresponding first and nearly second-order methods, respectively, are the following: for

any vh ∈ Xh, qh ∈ Qh, find uh ∈ Xh, ph ∈ Qh such that

Method 1 :

(
un+1
h − unh
∆t

, vh

)
+ (unh · ∇un+1

h , vh) + (ν∇un+1
h ,∇vh) + (∇pn+1

h , vh) (3.4)

+ (νnmax∇un+1
h ,∇vh) = (fn+1, vh) +

(√
ν ′n−1

√
ν ′n∇unh,∇vh

)
,
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Method 2 :
( 3

2
un+1
h − 2unh +

1
2
un−1
h

∆t
, vh

)
+ (ν∇un+1

h ,∇vh) + (u∗n+1
h · ∇un+1

h , vh) (3.5)

+

∫

Ω

ν∗n+1∇un+1
h · ∇vh dx−

∫

Ω

√
ν ′∗n+1ν ′n∇unh · ∇vh dx = (fn+1, vh).

3.1 STABILITY

In this section, we prove stability results for Methods 1 and 2.

3.1.1 Method 1

We now prove a discrete energy equality and, by corollary, unconditional stability for Method

1.

Proposition 1. Discrete Energy Equality: Assuming that the velocity uh ∈ Vh at every time

step, the numerical scheme in (3.4) is unconditionally stable and satisfies

1

2
‖uN+1

h ‖2 + 1

2

N∑

n=1

‖un+1
h − unh‖2 + ν∆t

N∑

n=1

‖∇un+1
h ‖2

+∆t
N∑

n=1

∫

Ω

ν(unh)
∣∣∇un+1

h

∣∣2 dx+∆t

∫

Ω

ν ′N
∣∣∇uN+1

h

∣∣2 dx

+
∆t

2

N∑

n=1

‖
√
ν ′n∇un+1

h −
√
ν ′n−1∇unh‖2

=
1

2
‖u1h‖2 +∆t

∫

Ω

ν ′0|∇u1h|2 +∆t
N∑

n=1

(
fn+1, un+1

h

)
.

Proof. The key step in this proof is the Polarization Identity applied to

(
√
ν ′n−1∇unh,

√
ν ′n∇un+1

h ), leading to a telescoping series, where all terms, with the exception

of the first and last, will cancel. We begin by taking the inner product of (3.4) with un+1
h

and using the skew- symmmetrized form of the nonlinear term, yielding
(
un+1
h − unh
∆t

, un+1
h

)
+ ν

(
∇un+1

h ,∇un+1
h

)
+
(
νnmax∇un+1

h ,∇un+1
h

)

=
(
fn+1, un+1

h

)
+
(√

ν ′n−1
√
ν ′n∇unh,∇un+1

h

)
.
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By definition, vnmax = ν ′n + ν(x, tn). Then, the equation above becomes
(
un+1
h − unh
∆t

, un+1
h

)
+ ν‖∇un+1

h ‖2 +
(
ν(x, tn)∇un+1

h ,∇un+1
h

)

+
(
ν ′n∇un+1

h ,∇un+1
h

)
−
(√

ν ′n−1∇unh,
√
ν ′n∇un+1

h

)
=
(
fn+1, un+1

h

)
.

Using

(
√
ν ′n−1∇unh,

√
ν ′n∇un+1

h ) =
1

2

∫

Ω

(
ν ′n|∇un+1

h |2 − ν ′n−1|∇unh|2
)
dx

+
1

2
‖
√
ν ′n∇un+1

h −
√
ν ′n−1∇unh‖2,

and the Polarization Identity on (unh, u
n+1
h ) yield

‖un+1
h ‖2
∆t

− 1

∆t

(
1

2
‖unh‖2 +

1

2
‖un+1

h ‖2 − 1

2
‖un+1

h − unh‖2
)
+ ν‖∇un+1

h ‖2

+

∫

Ω

ν(x, tn)
∣∣∇un+1

h

∣∣2 dx+ 1

2

∫

Ω

(
ν ′n|∇un+1

h |2 − ν ′n−1|∇unh|2
)
dx

+
1

2
‖
√
ν ′n∇un+1

h −
√
ν ′n−1∇unh‖2

=
1

2∆t
‖un+1

h ‖2 − 1

2∆t
‖unh‖2 +

1

2∆t
‖un+1

h − unh‖2 + ν‖∇un+1
h ‖2

+

∫

Ω

ν(x, tn)
∣∣∇un+1

h

∣∣2 dx+ 1

2

∫

Ω

(
ν ′n|∇un+1

h |2 − ν ′n−1|∇unh|2
)
dx

+
1

2
‖
√
ν ′n∇un+1

h −
√
ν ′n−1∇unh‖2 =

(
fn+1, un+1

h

)
.

Multiplying by ∆t and summing from 1 to N prove unconditional stability.

Next, we state a stability inequality relevant to Method 1, that puts all the unknowns on

the left hand side.

Corollary 1. Unconditional Stability: The following inequality holds:

1

2
‖uN+1

h ‖2 + 1

2

N∑

n=1

‖un+1
h − unh‖2 +

ν

2
∆t

N∑

n=1

‖∇un+1
h ‖2

+∆t

∫

Ω

N∑

n=1

ν(unh)
∣∣∇un+1

h

∣∣2 dx+∆t

∫

Ω

ν ′N
∣∣∇uN+1

h

∣∣2 dx

+
∆t

2

N∑

n=1

‖
√
ν ′n∇un+1

h −
√
ν ′n−1∇unh‖2

≤ 1

2
‖u1h‖2 +∆t

∫

Ω

ν ′0|∇u1h|2 +
∆t

2ν

N∑

n=1

‖fn+1‖2∗.
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Proof. The proof follows directly from the stability equality by applying the Cauchy-Schwarz-

Young inequality to (fn+1, un+1
h ) with ε = ν.

3.1.2 Method 2

Method 2 is a variation of Method 1, and is second-order consistent in most terms, but is

only first-order consistent in ∇· (ν(x, t)∇u). It consists of a combination of BDF2 and AB2,

and the above treatment of ∇· (ν(x, t)∇u). In this subsection, we state and prove a stability

result pertaining to the nearly second-order time-stepping method presented in (3.5).

Proposition 2. Discrete Energy Inequality: Let wn =
√
ν ′∗n∇un. Then, Method 2 is un-

conditionally stable, and

1

4

[
||uN ||2 + ||2uN − uN−1||2 + 2∆t||wN ||2

]
+

1

4

N−1∑

n=1

||un+1 − 2un + un−1||

+∆t

N−1∑

n=1

(ν
2
||∇un+1||2 + ||wn+1 − wn||2

)

≤ 1

4

[
||u1||2 + ||2u1 − u0||2 + 2∆t||w1||2

]
+∆t

N−1∑

n=1

1

2ν
||fn+1||2∗.

Proof. We use the identity

3

2
||un+1||2 − 2(un, un+1) +

1

2
(un−1, un+1) (3.6)

=
1

4

[
||un+1||2 + ||2un+1 − un||2

]
− 1

4

[
||un||2 + ||2un − un−1||2

]

+
1

4
||un+1 − 2un + un−1||2

to simplify the left-hand side in (3.5), and use the Polarization Identity on the convenient

change-of-variables wn. Setting v = un+1, and multiplying by ∆t gives

3

2
||un+1||2 − 2(un, un+1) +

1

2
(un−1, un+1) (3.7)

+ ∆tν||∇un+1||2

+∆t

(∫

Ω

|wn+1|2dx−
∫

Ω

(
wn · wn+1

)
dx

)

= ∆t(fn+1, un+1).
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For the first line of (3.7), we employ (3.6). The Polarization Identity applied to the term

(wn, wn+1) yields

||wn+1||2 − (wn, wn+1) =
1

2
||wn+1||2 − 1

2
||wn||2 + 1

2
||wn+1 − wn||2.

We are left with

1

4
||un+1||2 + 1

4
||2un+1 − un||2 + 1

2
∆t||wn+1||2

− 1

4

[
||un||2 + ||2un − un−1||2 + 2∆t||wn||2

]

+
1

4
||un+1 − 2un + un−1||2 +

(
∆t(ν||∇un+1||2 + 1

2
||wn+1 − wn||2

)

= ∆t(fn+1, un+1).

Summing over N yields

1

4

[
||uN ||2 + ||2uN − uN−1||2 + 2∆t||wN ||2

]
+

1

4

N−1∑

n=1

||un+1 − 2un + un−1||

+∆t
N−1∑

n=1

(
ν||∇un+1||2 + ||wn+1 − wn||2

)

=
1

4

[
||u1||2 + ||2u1 − u0||2 + 2∆t||w1||2

]
+∆t

N−1∑

n=1

(fn+1, un+1)

≤ 1

4

[
||u1||2 + ||2u1 − u0||2 + 2∆t||w1||2

]
+∆t

N−1∑

n=1

||fn+1||∗||∇un+1||

≤ 1

4

[
||u1||2 + ||2u1 − u0||2 + 2∆t||w1||2

]
+∆t

N−1∑

n=1

(
1

2ν
||fn+1||2∗ +

ν

2
||∇un+1||2

)
,

from which the stability result follows.
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3.2 ERROR ANALYSIS

This section analyzes the error between the exact solution u of (3.1) and the solution of

method (3.4)) uh at every time step. The following few notations will be

Definition 5. Let Un to be the Stokes projection of un in V h

(∇(un − Un),∇vh) = 0 for all vh ∈ V h.

Let

ηn = un − Un, φn = unh − Un

and define

en = ηn − φn.

Let

νnmin = inf
x
ν(x, tn).

Definition 6. We define the residual τ(un; vh) by

τ(un; vh) :=

(
un+1 − un

∆t
− ut(tn+1), vh

)
+
(
(un − un+1) · ∇un+1, vh

)

−
(
∇ · (ν(x, tn+1)∇un+1 − νnmax∇un −

√
ν ′nν ′n−1∇un), vh

)
.

In order to bound the error, we first show that it satisfies the following equality.

Proposition 3 (Error equation). Let en be as defined in Chapter 2. Then,

(
en+1 − en

∆t
, vh

)
+
(
un · ∇un+1 − unh · ∇un+1

h , vh
)
+ ν

(
∇en+1,∇vh

)

+
(
νnmax∇en+1,∇vh

)
− (
√
ν ′nν ′n−1∇en,∇vh) = (pn+1 − pn+1

h ,∇ · vh) + τ(un; vh),
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Proof. This proof takes the inner product of each of (3.1) and (3.4) by vh ∈ Xh, then makes

(3.1) fit into (3.4). Then un+1, the true solution u at time tn+1, satisfies

(
un+1 − un

∆t
, vh

)
+
(
un · ∇un+1, vh

)
+ ν

(
∇un+1,∇vh

)
− (pn+1,∇ · vh)

+
(
νnmax∇un+1,∇vh

)
− (
√
ν ′nν ′n−1∇un),∇vh)

=
(
fn+1, vh

)
+ τ(un; vh).

Subtracting the above form from the fully discrete finite element method in (3.4) and letting

en = un − unh yields the desired error equation.

The error analysis continues by bounding the error en by known terms. The error equation

splits into terms involving φn on the left-hand side and terms involving ηn on the right-hand

side. The inner product with φn+1 is then taken and the Cauchy-Schwarz-Young inequality

is applied successively to bound the right-hand side.

(
un · ∇un+1, vh

)
−
(
unh · ∇un+1

h , vh
)
=
(
en · ∇un+1, vh

)
+
(
unh · ∇en+1, vh

)

= b(en, un+1, vh) + b(unh, e
n+1, vh).

Let q ∈ Qh and set vh = φn+1. Plugging the above form into the error equation yields

(φn+1 − φn, φn+1) + ∆t(ν + νnmax)‖∇φn+1‖2 = (ηn+1 − ηn, φn+1)

+ ∆t(ηn · ∇un+1, φn+1) + ∆t(unh · ∇ηn+1, φn+1)−∆t(φn · ∇un+1, φn+1)

−∆t(pn+1 − q,∇ · φn+1) + ∆t(
√
ν ′nν ′n−1∇φn,∇φn+1)−∆tτ(un;φn+1).

Each of the terms in the right-hand side is bounded using the Cauchy-Schwartz-Young

inequality, from which the term
∆t(ν+νnmin)

24
‖∇φn+1‖2 appears.

∆t(
√
ν ′nν ′n−1∇φn,∇φn+1) is written as follows:
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∆t(
√
ν ′nν ′n−1∇φn,∇φn+1) = ∆t(

√
ν ′n−1∇φn,

√
ν ′n∇φn+1)

=
∆t

2

(
(ν ′n∇φn+1,∇φn+1) + (ν ′n−1∇φn,∇φn)

)

− ∆t

2
‖
√
ν ′n∇φn+1 −

√
ν ′n−1∇φn‖2.

Note that νnmax is space-independent; and thus the above right-hand side can be moved to

the left-hand side.

Next, we bound the consistency error.

Lemma 2. The consistency error τ(un;φn+1) satisfies

∆tτ(un, φn+1) ≤ ∆t(ν + νnmin)

8
‖∇φn+1‖2 + C(∆t)3

8(ν + νnmin)

(
‖utt‖2∗ + ‖ut‖2∞

)

+
12(∆t)3

ν + νnmin

(‖ut‖∞ + ‖νt(x, t)‖∞)2.

Proof. The main idea of the proof is to write all the terms at the time level tn+1 using the

integral form of Taylor’s Theorem, then apply the Cauchy-Schwartz-Young inequality to

separate ‖∇φn+2‖2 from the other terms. For t ∈ (tn, tn+1),

∆t

(
un+1 − un

∆t
− ut(tn+1), φn+1

)
≤ ∆t‖u

n+1 − un
∆t

− ut(tn+1)‖∗‖∇φn+1‖

≤ ∆t(ν + νnmin)

24
‖∇φn+1‖2 + (6∆t)3

ν + νnmin

‖utt(t)‖2∗.

Assuming ‖∇u(x, t)‖ ≤ C <∞, and using, for t ∈ (tn, tn+1)

‖un − un+1‖∞ = ‖
∫ tn

tn+1

ut(t)dt‖∞ ≤ ∆t‖ut(t)‖∞,

yields

∆t
(
(un − un+1) · ∇un+1, φn+1

)
≤ ∆t(ν + νnmin)

24
‖∇φn+1‖2 + 6C2(∆t)3

ν + νnmin

‖ut(t)‖2∞.

The integral form of Taylor’s Theorem and the Cauchy-Schwartz-Young inequality yield

∆t
(
∇ · (ν(x, tn+1)∇un+1 − νnmax∇un −

√
ν ′nν ′n−1∇un), φn+1

)

≤ ∆t(ν + νnmin)

24
‖∇φn+1‖2 + 12(∆t)3

ν + νnmin

‖∇un+1‖2(‖∂u
∂t
‖∞ + ‖∂ν

∂t
‖∞)2.

Gathering the above bounds on ∆tτ(un, φn+1) proves the result
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Using the Polarization Identity on (φn+1 − φn, φn+1) and combining all bounds yields

1

2
(‖φn+1‖2 − ‖φn‖2) + 1

2
‖φn+1 − φn‖2 +∆tνnmax‖∇φn+1‖2 − ∆t

2
νn−1
max‖∇φn‖2

+
2∆t(ν + νnmin)

3
‖∇φn+1‖2 + (ν(x, tn)∇φn+1,∇φn+1)

+ (ν(x, tn−1)∇φn,∇φn) +
∆t

2
‖
√
ν ′n∇φn+1 −

√
ν ′n−1∇φn‖2

≤ 6

∆t(ν + νnmin)
(‖ηn+1‖∗ + ‖ηn‖∗)2 +

C∆t

ν + νnmin

‖ηn‖‖∇ηn‖‖∇un+1‖2

+
C∆t

ν + νnmin

(‖unh‖‖∇unh‖‖∇ηn+1‖2 + ‖φn‖‖∇φn‖‖∇un+1‖2 + ‖pn+1 − q‖2)

+
C(∆t)3

8(ν + νnmin)

(
‖utt‖2∗ + ‖ut‖2∞

)
+

12(∆t)3

ν + νnmin

(‖ut‖∞ + ‖νt(x, t)‖∞)2.

The term ∆tνn−1
max

2
‖∇φn‖2 arising from the Cauchy-Schwartz-Young inequality applied to

C∆t
ν+νnmin

‖∇un+1‖2‖∇φn‖‖φn‖ can be hidden on the left-hand side. Summing from n = 1

to n = N yields

1

2
‖φN+1‖2 +∆tνNmax‖∇φN+1‖2 +

N∑

n=1

1

2
‖φn+1 − φn‖2

+

N∑

n=1

[
2∆t(ν + νnmin)

3
‖∇φn+1‖2 + ‖

√
ν(x, tn−1)∇φn‖2

]

+
N∑

n=1

[
(ν(x, tn)∇φn+1,∇φn+1) +

∆t

2
‖
√
ν ′n∇φn+1 −

√
ν ′n−1∇φn‖2

]

≤ 1

2
‖φ1‖2 + ν0‖∇φ1‖2 +

N∑

n=1

6

∆t(ν + νnmin)
(‖ηn+1‖∗ + ‖ηn‖∗)2

+
N∑

n=1

C∆t

ν + νnmin

‖pn+1 − q‖2 +
N∑

n=1

C∆t

ν + νnmin

‖unh‖‖∇unh‖‖∇ηn+1‖2

+
N∑

n=1

C∆t

ν + νnmin

‖ηn‖‖∇ηn‖‖∇un+1‖2 +
N∑

n=1

∆tC2

2νn−1
max(ν + νnmin)

2
‖∇un+1‖4‖φn‖2

+

N∑

n=1

C(∆t)3

8(ν + νnmin)

(
‖utt‖2∗ + ‖ut‖2∞

)
+

N∑

n=1

12(∆t)3

ν + νnmin

(‖ut‖∞ + ‖νt(x, t)‖∞)2,

giving the desired result.
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The error analysis continues by estimating the terms on the right-hand side of the result

above. Using the Approximation Assumptions,

N∑

n=1

6

∆t(ν + νnmin)
(‖ηn+1‖∗ + ‖ηn‖∗)2 ≤

C

∆t

N∑

n=1

1

ν + νnmin

h2k+2|un+1|2k+1

≤ C

∆t
h2k+2‖u‖2l2(Hk+1)

N∑

n=1

1

ν + νnmin

.

Using the Approximation Assumptions and the fact that νnmin ≥ 0,

N∑

n=1

C∆t

ν + νnmin

‖ηn‖‖∇ηn‖‖∇un+1‖2 ≤
N∑

n=1

C∆t

ν + νnmin

hk+1|un|k+1h
k|un|k+1‖∇un+1‖2

≤ C∆th2k+1

N∑

n=1

1

ν + νnmin

|un|2k+1‖∇un+1‖2

≤ C∆t

ν
h2k+1

(
N∑

n=1

|un|4k+1 +
N∑

n=1

‖∇un+1‖4
)

≤ C∆t

ν
h2k+1

(
‖u‖4l4(Hk+1) + ‖∇u‖4l4(H0)

)
.

Using the a priori estimate for ‖unh‖ in the stability analysis and the fact that νnmin ≥ 0

for any n,

N∑

n=1

C∆t

ν + νnmin

‖unh‖‖∇unh‖‖∇ηn+1‖2 ≤ C∆t

ν

N∑

n=1

‖∇unh‖‖∇ηn+1‖2

≤ C∆t

ν

N∑

n=1

‖∇unh‖|un+1|2k+1h
2k

≤ C∆t

ν
h2k

(
N∑

n=1

‖∇unh‖2 +
N∑

n=1

|un+1|4k+1

)

≤ C∆t

ν
h2k
(
ν−1‖uh‖2 + ν−1‖|f |‖22,∗ + ‖u‖4l4(Hk+1)

)
.
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Adding and subtracting terms, using Taylor series expansion and the Approximation As-

sumptions, the pressure term on the right-hand side is bounded by

6∆t
N∑

n=1

1

ν + νnmin

‖pn+1 − q‖2 ≤ C∆t

ν

N∑

n=1

(
‖p(tn+1)− q‖2 + ‖pn+1 − p(tn+1)‖2

)

≤ C

ν

(
h2s+2∆t

N∑

n=1

‖p(tn+1)‖2s+1 +∆t

N∑

n=1

C(∆t)3
∫ tn+1

tn−1

‖ptt‖2dt
)

≤ C

ν

(
∆th2s+2‖p‖22,s+1 + (∆t)4‖ptt‖22,0

)
.

Gathering all bounds,

1

2
‖φN+1‖2 +∆tνnmax‖∇φN+1‖2 +

N∑

n=1

1

2
‖φn+1 − φn‖2

+
N∑

n=1

2∆t(ν + νnmin)

3
‖∇φn+1‖2 +

N∑

n=1

∆t

2
‖
√
ν ′n∇φn+1 −

√
ν ′n−1∇φn‖2

+

N∑

n=1

[
(ν(x, tn)∇φn+1,∇φn+1) + (ν(x, tn−1)∇φn,∇φn)

]

≤ 1

2
‖φ1‖2 + ν0‖∇φ1‖2 + C

∆t
h2k+2‖u‖2l2(Hk+1)

N∑

n=1

1

ν + νnmin

+
C

ν

(
∆th2s+2‖p‖22,s+1 + (∆t)4‖ptt‖22,0

)

+
C∆t

ν
h2k+1

(
‖u‖4l4(Hk+1) + ‖∇u‖4l4(H0)

)
+

N∑

n=1

∆tC2

2νn−1
max(ν + ν̃n)2

‖∇un+1‖4‖φn‖2

+
C∆t

ν
h2k
(
ν−1‖uh‖2 + ν−1‖f‖2l2(H∗) + ‖u‖4l4(Hk+1)

)

+

N∑

n=1

C(∆t)3

8(ν + νnmin)

(
‖utt‖2∗ + ‖ut‖2∞

)
+

N∑

n=1

12(∆t)3

ν + νnmin

(‖ut‖∞ + ‖νt(x, t)‖∞)2.

At this point, (2.0.5) is applied and the error estimate follows by using the Triangle Inequality.
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3.3 NUMERICAL RESULTS

In this section, we test the stability and accuracy of Methods 1 and 2, using Taylor-Hood

elements to approximate the velocity (piecewise continuous quadratic elements) and pressure

(piecewise continuous linear elements). The software used for all tests is FreeFem++ [93].

In these tests, e = u− uh and all errors are relative.

3.3.1 Numerical Test 1

An exact solution, used to test accuracy, to (3.1) is given in [44]. Let

φ(x, t) = 1000x2(1− x)4y3(1− y)2(1 + cos2 t).

The velocity u and variable viscosity ν(x, t) are given by

u(x, t) = (∂yφ,−∂xφ) and
ν(x, t) = xy(1 + cos2 t).

We set Re = 1000, ν = 1
Re
, and Ω = (0, 1)2. A Delaunay triangulation of Ω generated by

120 points on ∂Ω is used. The maximum edge length is hmax = .055131 ≈ 1
30
. The projected

rate of convergence is 3, we choose ∆t = O(h3max).

To isolate the effect of the treatment of ν(x, t) in Methods 1 and 2 on the total error, we

also compute the error using the standard implicit method

Method 3 :

(
un+1 − un

∆t
, vh

)
+ (un · ∇un+1, vh) + ν(∇un+1,∇vh) + (ν(x, tn)∇un+1,∇vh)

+(∇pn+1, vh) = (fn+1, vh)

(∇ · un+1, qh) = 0. (3.8)

For this numerical test, Methods 3 and 1 are implemented. Table 1 presents relative errors
and rates of convergence for Methods 3 and 1, which are visualized in Figures 1 and 2.
For both methods, a convergence rate of 3 is expected, which Methods 3 and 1 satisfy. In
addition, both methods reliably give 3 significant digits of error in u and 2 significant digits
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in ∇u on the given mesh and time step. We see that the treatment of ν(x, t) in Method 1
does not contribute appreciably to the velocity error.

Method 3 Method 1

||e||∞,0 .00022 .00059

||e||2,0 .00021 .00033

||∇e||∞,0 .0048 .0048

||∇e||2,0 .0048 .0048

Initial rate 2.98 2.98

Final rate 2.90 2.57

Average rate 2.92 2.79

Table 1: Time stepping methods: Test 1
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Figure 1: Test 1: Errors and rates for Method 3.
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Figure 2: Test 1: Errors and rates for Method 1
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3.3.2 Numerical Test 2: Perturbation of a Power Law for Fluids

For these tests, an exact solution to (3.1) is given by

u(x, t) = (1 + cos2 t)(−4y(1− x2 − y2), 4x(1− x2 − y2)),

for all x ∈ Ω := B(0, 1) ⊂ R
2 and t ∈ [0, 1]. For the variable viscosity, we use a perturbation

of the power law for fluids. Indeed, let 1
2
(∇u +∇uT ) be the deformation tensor, || · ||F the

Frobenius norm, and

s =

∣∣∣∣
∣∣∣∣
1

2

(
∇u+∇uT

)∣∣∣∣
∣∣∣∣
F

.

We say that a fluid obeys the power law if, given α ∈ R and 1
r
+ 1

r′
= 1, then

ν(x, t) = αsr−2.

For this test, we let r = 1 and α = 1. However, the chosen velocity flow u yields a singularity

for ν(x, t) at the origin, so the denominator is regularized to eliminate the singularity, yielding

ν(x, t) =
1

1
2
+ s

.

As with Test 1, we triangulate Ω via the Delaunay algorithm generated by 40 points around
∂Ω. The maximum edge length is h := hmax = .24109. We expect Method 1 to have a con-
vergence rate of 3, so we choose ∆t = O(h3) (∆t = 1

125
). Table 2 presents relative errors and

rates of convergence for Methods 3 and 1, which are visualized in Figures 3 and 4. For both
methods, a convergence rate of 3 is expected, which Methods 3 and 1 satisfy. In addition,
Method 3 reliably gives 2 significant digits of error in u and 1 significant digit in ∇u on the
given mesh and time step, whereas Method 1 gives 1 significant digit in u and ∇u. We see
that the treatment of ν(x, t) in Method 1 does not contribute appreciably to the velocity
error. In Figure 5, plots of the approximate solution at t = 1, as well as plots of the vorticity
are given.
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Method 3 Method 1

||e||∞,0 .0069 .0308

||e||2,0 .0077 .0148

||∇e||∞,0 .0254 .0541

||∇e||2,0 .0310 .0365

Initial rate 3.91 3.91

Final rate 3.43 2.40

Average rate 3.43 3.11

Table 2: Perturbation of the power law: errors and rates
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Figure 3: Test 2: Errors and rates for Method 3.
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Figure 4: Test 2: Errors and rates for Method 1.
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(a) Velocity Flow

(b) Vorticity

Figure 5: Test 2: Method 1 at t = 1.
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In Figure 6, we show plots of u and its vorticity on Ω, but with an obstruction located to
the right of the origin.
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(a) Velocity Flow

(b) Vorticity

Figure 6: Test 2: Method 1 with an obstruction at t = 1.
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3.3.3 Numerical Test 3: Method 2

For this test, we approximate (3.1) using Method 2. For consistency, we repeat the exper-
iment used in Test 2. Again, Ω = B(0, 1) ⊂ R

2, and we triangulate Ω using 40 points on
∂Ω. Again, h := hmax = .24109, and we choose ∆t = O(h3), specifically ∆t = 1

125
. Table

3 presents relative errors and rates of convergence for Method 2, which are visualized in
Figure 7. For both methods, a convergence rate of 3 is expected, which Method 2 satisfies.
In addition, Method 2 reliably gives 1 significant digits of error in both u and ∇u on the
given mesh and time step.

Method 2

||e||∞,0 .0257

||e||2,0 .0127

||∇e||∞,0 .0525

||∇e||2,0 .0399

Initial rate 3.91

Final rate 2.52

Average rate 3.16

Table 3: Errors and rates for Method 2.
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Figure 7: Test 3: Errors and rates for Method 2.
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In Figure 8, plots of the approximate solution at t = 1, as well as plots of the vorticity are
given.
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(a) Velocity Flow

(b) Vorticity

Figure 8: Test 3: Method 2 at t = 1
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In Figure 9, we show the plots for the velocity flow and vorticity at three different times,
using Method 2 on Ω, but with an obstruction to the right of the origin.
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(a) Velocity Flow

(b) Vorticity

Figure 9: Test 3: Method 2 with an obstruction at t = 1.
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First and (nearly) second-order time-stepping methods for the Navier-Stokes equations with

variable viscosity were developed in this chapter. These methods are unique in that they are

adapted specifically to handle the Navier-Stokes equations with variable viscosity. Stability

was shown in Section 1 for each of the two methods, and error bounds were derived for the

first-order method. We showed in Section 2 that the error depends on the maximum and

minimum values attained by the fluctuating viscosity and its derivatives, emphasizing the

important influence of the variations of the viscosity on the model. Numerical experiments in

Section 3 confirmed the theory. This was the first step in dealing with systems with variable

viscosity and will be used in the analysis of the turbulent Natural convection problem.
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4.0 ENSEMBLES FOR THE NATURAL CONVECTION PROBLEM

The following chapter is based on a joint work with Joseph Fiordilino and Professor William

Layton [32].

Ensemble calculations are useful in the study of chaotic systems, e.g. weather forecasting

[9], ocean modeling [13], turbulence [7], etc. Ensemble methods involve, for example, the

solution of a system of J equations with J slightly different initial conditions. Flow statistics

such as the mean yield superior long-term behavior compared to single realization solves,

extending the horizon of predictability and the potential to measure it [9]. Furthermore,

the deviation of realizations from one another or from the mean (variance) allows for the

quantification of the uncertainty in a prediction, e.g., a high degree of spread indicates that

the flow is not easily predicted and, consequently, the accuracy of the ensemble average may

be severely compromised.

The benefits of computing ensembles are many, however, the number of realizations computed

is in direct competition with the resolution in the simulations. This competition is the

motivation for the methods presented herein; that is, our algorithms reduce the storage

requirement to compute multiple realizations. In contrast with solving J different matrix

equations, our methods reduce the storage necessary by reducing the problem to the solution

of a single matrix equation, at each time step, with multiple right hands, which can be solved

using block conjugate gradient methods, QMR, etc.

In subsequent sections, we will present two generic natural convection problems that will

be the setting for this study. First, we collect and present necessary mathematical tools

needed for the study of these problems in the context of finite element method. Then, we

present algorithms for calculating an ensemble of solutions to natural convection problems

are presented. In particular, we extend the methods of [6] to natural convection problems.
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4.1 SCENARIO 1: THICK WALLED CAVITY

Consider the natural convection problem enclosed in a medium with non-zero wall thickness.

Let Ωf ⊂ Ω be polyhedral domains in R
d(d = 2, 3) with boundaries ∂Ωf and ∂Ω, respectively,

such that dist(∂Ωf ,∂Ω) > 0. The boundary ∂Ω is partitioned such that ∂Ω = Γ1 ∪ Γ2 with

Γ1 ∩ Γ2 = Ø and |Γ2| > 0. Let u(x, t) : Ω × (0, t∗] → R
d, p(x, t) : Ω × (0, t∗] → R, and

T (x, t) : Ω× (0, t∗]→ R satisfy

ut + u · ∇u− Pr∆u+∇p = PrRaγT + f in Ωf , (4.1)

∇ · u = 0 in Ωf , (4.2)

Tt + u · ∇T −∇ · (κ∇T ) = g in Ω, (4.3)

u(x, 0) = u0(x) and T (x, 0) = T 0(x) in Ω, (4.4)

u = 0 on ∂Ωf , u = 0 in Ω− Ωf , T = 0 on Γ2 and n · ∇T = 0 on Γ1, (4.5)

where n denotes the usual outward normal to the pertinent boundary, γ = g/|g| denotes the
unit vector in the direction of gravity, Pr is the Prandtl number, Ra is the Rayleigh number,

and κ = κf in Ωf is the thermal conductivity of the fluid; all of which are positive constants.

Further, f and g are forcing terms dependent on space and time.

Let J ∈ N and j = 1, ..., J . We now consider J systems of the above equations with J

slightly perturbed initial conditions

u0(x, t;ωj) and T
0(x, t;ωj)

and body forces

f(x, t;ωj) and g(x, t;ωj).

Let u(x, t;ωj) : Ω×(0, t∗]→ R
d, pj(x, t;ωj) : Ω×(0, t∗]→ R, and Tj(x, t;ωj) : Ω×(0, t∗]→ R

satisfy the system (4.1) - (4.1). To make the essential features clearer, we shall suppress the

spacial discretization until Section 3.

Definition 7. We define the average velocity < u >n at each time step n by

< u >n:=
1

J

J∑

j=1

un (4.6)
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Applying an implicit-explicit time-discretization, while keeping the coefficient matrix inde-

pendent of the ensemble members, leads to the following method:

un+1 − un

∆t
− Pr△un+1+ < u >n ·∇un+1 + (un− < u >n) · ∇un +∇pn+1 = PrRaγT n+1 + fn+1, (4.7)

∇ · un+1 = 0, (4.8)

T n+1 − T n

∆t
− κ∇T n+1+ < u >n ·∇T n+1 + (un− < u >n) · ∇T n = gn+1, (4.9)

Remark 3. The block linear system for the ensemble problem above can be briefly schema-

tized as follows [61]:

A




u1

p1

T1

∣∣∣∣∣∣∣∣∣

· · ·
· · ·
· · ·

∣∣∣∣∣∣∣∣∣

uJ

pJ

TJ


 = [RHS1 |· · ·|RHSJ ] . (4.10)

where A is a common block matrix for all the J different initial conditions. In (4.7), the

block matrix A looks like

A =




1
∆t
− Pr△+ < u >n ·∇

∇·
0

∣∣∣∣∣∣∣∣∣

∇
0

0

∣∣∣∣∣∣∣∣∣

−PrRaγ
0

1
∆t
− κ∇+ < u >n ·∇


 (4.11)

Note that all the entries in A are independent of the unknowns un+1
j , pn+1

j , and T n+1
j ; and

thus A is a constant matrix for all j = 1 · · ·J .
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4.2 SCENARIO 2: THIN WALLED CAVITY

Consider the natural convection problem enclosed in a square cavity with zero wall thickness.

Let Ω be a polyhedral domain in R
d (d = 2, 3), with outward unit normal n, and boundary

∂Ω such that ∂Ω = Γ1 ∪ Γ2. Let u(x, t) : Ω × [0, t∗] → R
d, p(x, t) : Ω × [0, t∗] → R, and

T (x, t) : Ω× [0, t∗]→ R satisfy

ut + u · ∇u− Pr∆u+∇p = PrRaγT + f in Ω, (4.12)

∇ · u = 0 in Ω, (4.13)

Tt + u · ∇T −∇ · (κ∇T ) = u1 + g in Ω, (4.14)

u(x, 0) = u0(x) and T (x, 0) = T 0(x) in Ω, (4.15)

u = 0 on ∂Ω, T = 0 on Γ1, n · ∇T = 0 on Γ2, (4.16)

Remark 4. Check Appendix A for the derivation of u1 in the temperature equation.

As in the above section, consider J systems of the above equations with J slightly perturbed

initial conditions u0(x, t;ωj) and T
0(x, t;ωj) and body forces f(x, t;ωj) and g(x, t;ωj). Let

u(x, t;ωj) : Ω × (0, t∗] → R
d, pj(x, t;ωj) : Ω × (0, t∗] → R, and Tj(x, t;ωj) : Ω × (0, t∗] → R

satisfy the system (4.12) - (4.16). In similar fashion, we discretize in time arriving at the

ensemble method given by:

un+1 − un

∆t
− Pr△un+1+ < u >n ·∇un+1 + (un− < u >n) · ∇un +∇pn+1 = PrRaγT n + fn+1, (4.17)

∇ · un+1 = 0, (4.18)

T n+1 − T n

∆t
− κ∇T n+1+ < u >n ·∇T n+1 + (un− < u >n) · ∇T n = un

1 + gn+1, (4.19)

Remark: Note that the buoyancy and velocity terms on the right-hand sides have been

lagged.
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The weak formulation of system (4.1) - (4.5) is:

Find u : [0, t∗] → X , p : [0, t∗] → Q, T : [0, t∗] → W for a.e. t ∈ (0, t∗] satisfying for

j = 1, ..., J :

(ut, v) + b(u,u, v) + Pr(∇u,∇v)− (p,∇ · v) = PrRa(γT, v) + (f, v) ∀v ∈ X, (4.20)

(q,∇ · u) = 0 ∀q ∈ Q, (4.21)

(Tt, S) + κ(∇T,∇S) + b∗(u, T, S) = (g, S) ∀S ∈ W. (4.22)

Similarly, the weak formulation of system (4.12) - (4.16) is:

Find u : [0, t∗] → X , p : [0, t∗] → Q, T : [0, t∗] → W for a.e. t ∈ (0, t∗] satisfying for

j = 1, ..., J :

(ut, v) + b(u,u, v) + Pr(∇u,∇v)− (p,∇ · v) = PrRa(γT, v) + (f, v) ∀v ∈ X, (4.23)

(q,∇ · u) = 0 ∀q ∈ Q, (4.24)

(Tt, S) + κ(∇T,∇S) + b∗(u, T, S) = (u1, S) + (g, S) ∀S ∈ W. (4.25)

For the system (4.1) - (4.5), suppose that ∂Ωf and ∂Ω − ∂Ωf lie along the meshlines of the

triangulation of Ω. The inf-sup condition implies that we may approximate functions in V

well by functions in Vh; that is,

Lemma 4.2.1. Suppose the discrete inf-sup condition (2.4) holds, then for any v ∈ V

inf
vh∈Vh

‖∇(v − vh)‖ ≤
(
1 +

√
d

β

)
inf

vh∈Xh

‖∇(v − vh)‖ (4.26)

Proof. See [66], Chapter 2, Section 1, p60.

We will also assume that the mesh and finite element spaces satisfy the following inverse

inequality:

‖∇χ1,2‖ ≤ Cinv,1,2h
−1‖χ1,2‖ ∀χ1 ∈ Xh, ∀χ2 ∈ Wh.

The discrete time analysis will utilize the following norms ∀ 1 ≤ k ≤ ∞:

|||v|||∞,k := max
0≤n≤N

‖vn‖k,

|||v|||p,k :=
(
∆t

N∑

n=0

‖vn‖pk
)1/p

.
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4.3 NUMERICAL SCHEME

In subsequent discussion, we continue to suppress the dependence of the solution variables

on the realization number j and the following notational simplicity is enforced:

u′
n
h = unh− < uh >

n . (4.27)

Denote the fully discrete solutions unh, p
n
h, and T

n
h at time levels tn = n∆t, n = 0, 1, ..., N ,

such that t∗ = N∆t. Introducing the finite element approximation in space and applying

a backward Euler discretization in time, the fully discrete approximation of (4.1) - (4.5)

is: Given (unh, p
n
h, T

n
h ) ∈ (Xh, Qh,Wh), find (un+1

h , pn+1
h , T n+1

h ) ∈ (Xh, Qh,Wh) satisfying, for

every n = 0, 1, ..., N ,

(
un+1
h − unh
∆t

, vh) + b(< uh >
n, un+1

h , vh) + b(u′
n
h, u

n
h, vh)

+ Pr(∇un+1
h ,∇vh)− (pn+1

h ,∇ · vh) = PrRa(γT n+1
h , vh) + (fn+1, vh) ∀vh ∈ Xh, (4.28)

(qh,∇ · un+1
h ) = 0 ∀qh ∈ Qh,

(
T n+1
h − T n

h

∆t
, Sh) + b∗(< uh >

n, T n+1
h , Sh) + b∗(u′

n
h, T

n
h , Sh)

+ κ(∇T n+1
h ,∇Sh) = (gn+1, Sh) ∀Sh ∈ Wh. (4.29)

Similarly, the fully discrete approximation of (4.12) - (4.16) is:

Given (unh, p
n
h, T

n
h ) ∈ (Xh, Qh,Wh), find (un+1

h , pn+1
h , T n+1

h ) ∈ (Xh, Qh,Wh) satisfying, for

every n = 0, 1, ..., N ,

(
un+1
h − unh
∆t

, vh) + b(< uh >
n, un+1

h , vh) + b(u′
n
h, u

n
h, vh)

+ Pr(∇un+1
h ,∇vh)− (pn+1

h ,∇ · vh) = PrRa(γT n
h , vh) + (fn+1, vh) ∀vh ∈ Xh, (4.30)

(qh,∇ · un+1
h ) = 0 ∀qh ∈ Qh,

(
T n+1
h − T n

h

∆t
, Sh) + b∗(< uh >

n, T n+1
h , Sh) + b∗(u′

n
h, T

n
h , Sh)

+ κ(∇T n+1
h ,∇Sh) = (un1 , Sh) + (gn+1, Sh) ∀Sh ∈ Wh. (4.31)
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4.4 NUMERICAL ANALYSIS

In this section, we present the major stability and error results for the ensemble method.

The method is shown to be conditionally stable.

4.4.1 Stability Analysis

After presenting the numerical schemes for the two problems mentioned above, we prove a

conditional stability result for the the thick walled cavity problem.

Theorem 4.4.1. The scheme (4.28) -(4.29) is conditionally stable with respect to the timestep

∆t in the following sense: Suppose f ∈ L∞(0, t∗;H−1(Ω)d), g ∈ L∞(0, t∗;H−1(Ω)) and for

all N ≥ 1 and j = 1, ..., J if
C∆t

h
‖∇u′nh‖2 ≤ 1,

then for all 0 < t ≤ t∗,

1

2

(
‖TN

h ‖2 + ‖uNh ‖2
)
+

1

4

N−1∑

n=0

(
‖T n+1

h − T n
h ‖2 + ‖un+1

h − unh‖2
)

+
κ∆t

2
‖∇TN

h ‖2 +
Pr∆t

2
‖∇uNh ‖2

≤
N−1∑

n=0

(∆t
2κ

N−1∑

n=0

‖gn+1‖2∗ +
1

2
‖T 0

h‖2 +
κ∆t

2
‖∇T 0

h‖2
)

+
∆t

P r

N−1∑

n=0

‖fn+1‖2∗ +
1

2
‖u0h‖2 +

Pr∆t

2
‖∇u0h‖2,

where C ≡ C(|Ω|, αmin, κ, P r). Further,

β∆t

N−1∑

n=0

‖pn+1
h ‖ ≤ 2∆t

N−1∑

n=0

(
C ′‖∇ < uh >

n ‖‖∇un+1
h ‖+ C ′‖∇unh‖‖∇u′

n
h‖

+ Pr‖∇un+1
h ‖+ PrRaCPF,1‖T n+1

h ‖+∆t‖fn+1‖∗
)
.

Proof. Let Sh = T n+1
h in equation (4.29) and use the polarization identity. Then,

1

2∆t

{
‖T n+1

h ‖2 − ‖T n
h ‖2 + ‖T n+1

h − T n
h ‖2
}
+ κ‖∇T n+1

h ‖2 (4.32)

+ b∗(u′
n
h, T

n
h , T

n+1
h ) = (gn+1, T n+1

h ),
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Multiply by ∆t on both sides, use Cauchy-Schwarz-Young on the right hand side term,

1

2

{
‖T n+1

h ‖2 − ‖T n
h ‖2 + ‖T n+1

h − T n
h ‖2
}
+ κ∆t‖∇T n+1

h ‖2 (4.33)

+ ∆tb∗(u′
n
h, T

n
h , T

n+1
h ) ≤ ∆t

2ǫ
‖gn+1‖2∗ +

∆tǫ

2
‖∇T n+1

h ‖2.

We need to estimate ∆tb∗(u′nh, T
n
h , T

n+1
h ). Use Lemma 2.0.3 and the inverse estimate, this

gives

| −∆tb∗(u′
n
h, T

n
h , T

n+1
h )| = | −∆tb∗(u′

n
h, T

n
h , T

n+1
h − T n

h )| (4.34)

≤ ∆tC4‖∇u′nh‖‖∇T n
h ‖
√
‖T n+1

h − T n
h ‖‖∇(T n+1

h − T n
h )‖

≤
∆tC2C

1/2
inv,2

h1/2
‖∇u′nh‖‖∇T n

h ‖‖T n+1
h − T n

h ‖.

Lastly, apply Cauchy-Shwartz-Young to the right hand side,

| −∆tb∗(u′
n
h, T

n
h , T

n+1
h )| ≤ C

∗
∆t2

h
‖∇u′nh‖2‖∇T n

h ‖2 +
1

4
‖T n+1

h − T n
h ‖2, (4.35)

where C
∗ ≡ C

∗
(|Ω|, αmin). Now, use this estimate,

1

2

{
‖T n+1

h ‖2 − ‖T n
h ‖2 + ‖T n+1

h − T n
h ‖2
}
+ κ∆t‖∇T n+1

h ‖2 ≤ ∆t

2ǫ
‖gn+1‖2∗ (4.36)

+
∆tǫ

2
‖∇T n+1

h ‖2 + C
∗
∆t2

h
‖∇u′nh‖2‖∇T n

h ‖2 +
1

4
‖T n+1

h − T n
h ‖2.

Let ǫ = κ, add/subtract κ∆t
2
‖∇T n

h ‖2 to the left-hand side, and regrouping terms leads to,

1

2

{
‖T n+1

h ‖2 − ‖T n
h ‖2
}
+

1

4
‖T n+1

h − T n
h ‖2 +

κ∆t

2

{
‖∇T n+1

h ‖2 − ‖∇T n
h ‖2
}

(4.37)

+
κ∆t

2
‖∇T n

h ‖2
[
1− 2C

∗
∆t

κh
‖∇u′nh‖2

]
≤ ∆t

2κ
‖gn+1‖2∗.

By hypothesis, 2C
∗

∆t
κh
‖∇u′nh‖2 ≤ 1 for j = 1, · · · , J , which leaves us with:

1

2

{
‖T n+1

h ‖2−‖T n
h ‖2
}
+
1

4
‖T n+1

h −T n
h ‖2+

κ∆t

2

{
‖∇T n+1

h ‖2−‖∇T n
h ‖2
}
≤ ∆t

2κ
‖gn+1‖2∗. (4.38)
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Sum over n from n = 0 to n = N − 1,

1

2

{
‖TN

h ‖2 − ‖T 0
h‖2
}
+

1

4

N−1∑

n=0

‖T n+1
h − T n

h ‖2 (4.39)

+
κ∆t

2

{
‖∇TN

h ‖2 − ‖∇T 0
h‖2
}
≤ ∆t

2κ

N−1∑

n=0

‖gn+1‖2∗.

Putting all data on the right hand side,

1

2
‖TN

h ‖2 +
1

4

N−1∑

n=0

‖T n+1
h − T n

h ‖2 +
κ∆t

2
‖∇TN

h ‖2 (4.40)

≤ ∆t

2κ

N−1∑

n=0

‖gn+1‖2∗ +
1

2
‖T 0

h‖2 +
κ∆t

2
‖∇T 0

h‖2.

Therefore, the left hand side is bounded by data on the right hand side. The temperature

approximation is stable.

We follow an almost identical form of attack for the velocity as we did for the temperature.

Let vh = un+1
h ∈ Vh in (4.28) and use the polarization identity. Then,

1

2∆t

{
‖un+1

h ‖2 − ‖unh‖2 + ‖un+1
h − unh‖2

}
+ Pr‖∇un+1

h ‖2 (4.41)

+ b(u′
n
h, u

n
h, u

n+1
h ) = PrRa(γT n+1

h , un+1
h ) + (fn+1, un+1

h )

Multiply by ∆t on both sides, use Cauchy-Shwartz-Young on the right hand side terms and

note that ‖γ‖ = 1,

1

2

{
‖un+1

h ‖2 − ‖unh‖2 + ‖un+1
h − unh‖2

}
+ Pr∆t‖∇un+1

h ‖2 +∆tb(u′
n
h, u

n
h, u

n+1
h ) (4.42)

≤ ∆tP r2Ra2

2ǫ
‖T n+1

h ‖2 + ∆t

2ǫ
‖fn+1‖2∗ +∆tǫ‖∇un+1

h ‖2

An estimation of ∆tb(u′nh, u
n
h, u

n+1
h ) is needed. We estimate this term in similar fashion as

we did for the skew-symmetric trilinear term in the temperature stability analysis,

| −∆tb(u′
n
h, u

n
h, u

n+1
h )| ≤ C∗∆t2

h
‖∇u′nh‖2‖∇unh‖2 +

1

4
‖un+1

h − unh‖2, (4.43)
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where C∗ ≡ C∗(|Ω|, αmin). Continuing,

1

2

{
‖un+1

h ‖2 − ‖unh‖2 + ‖un+1
h − unh‖2

}
+ Pr∆t‖∇un+1

h ‖2 (4.44)

≤ ∆tP r2Ra2

2ǫ
‖T n+1

h ‖2 + ∆t

2ǫ
‖fn+1‖2∗ +∆tǫ‖∇un+1

h ‖2

+
C∗∆t2

h
‖∇u′nh‖2‖∇unh‖2 +

1

4
‖un+1

h − unh‖2.

where we have applied the above estimate. Let ǫ = Pr/2, add/subtract Pr∆t
2
‖∇unh‖2 to the

left hand side, and regrouping terms leads to,

1

2

{
‖un+1

h ‖2 − ‖unh‖2
}
+

1

4
‖un+1

h − unh‖2 +
Pr∆t

2

{
‖∇un+1

h ‖2 − ‖∇unh‖2
}

+
Pr∆t

2
‖∇unh‖2

[
1− 2C∗∆t

P rh
‖∇u′nh‖2

]
≤ ∆tP rRa2‖T n+1

h ‖2 + ∆t

P r
‖fn+1‖2∗. (4.45)

By hypothesis, 2C∗∆t
P rh
‖∇u′nh‖2 ≤ 1 for j = 1, · · · , J , which leaves us with:

1

2

{
‖un+1

h ‖2 − ‖unh‖2
}
+

1

4
‖un+1

h − unh‖2 +
Pr∆t

2

{
‖∇un+1

h ‖2 − ‖∇unh‖2
}

≤ ∆tP rRa2‖T n+1
h ‖2 + ∆t

P r
‖fn+1‖2∗. (4.46)

Sum over n from n = 0 to n = N − 1, putting all data on right hand side,

1

2
‖unh‖2 +

1

4

N−1∑

n=0

‖un+1
h − unh‖2 +

Pr∆t

2
‖∇unh‖2 (4.47)

≤ ∆tP rRa2
N−1∑

n=0

‖T n+1
h ‖2 + ∆t

P r

N−1∑

n=0

‖fn+1‖2∗

+
1

2
‖u0h‖2 +

Pr∆t

2
‖∇u0h‖2.

Together with the stability of the temperature approximation, the left hand side is bounded

above by data; that is, the velocity approximation is stable. Adding the resulting inequality

relations together and taking max(2C∗/Pr,2C∗/κ) leaves us with the result.

We now prove stability of the pressure approximation.

Consider (4.28) and pick 0 6= vh ∈ Vh. Then,

(
un+1
h − unh
∆t

, vh) + b(< uh >
n, un+1

h , vh) + b(u′
n
h, u

n
h, vh)

+ Pr(∇un+1
h ,∇vh) = PrRa(γT n+1

h , vh) + (fn+1, vh). (4.48)
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We will isolate the first velocity term to form an estimate we will need in finalizing the

analysis. We will need estimates of all other terms before doing so. Applying Lemma 2.0.1

to the skew-symmetric trilinear terms, Cauchy-Schwarz, and Poincaré-Friedrichs,

| − b(< uh >
n, un+1

h , vh)| ≤ C ′∆t‖∇ < uh >
n ‖‖∇un+1

h ‖‖∇vh‖, (4.49)

| − b(u′nh, unh, vh)| ≤ C ′∆t‖∇unh‖‖∇unh‖‖∇vh‖, (4.50)

| − Pr(∇un+1
h ,∇vh)| ≤ Pr∆t‖∇un+1

h ‖‖∇vh‖, (4.51)

|PrRa(γT n+1
h , vh)| ≤ PrRa∆t‖T n+1

h ‖‖vh‖ ≤ PrRaCPF,1∆t‖T n+1
h ‖‖∇vh‖, (4.52)

|(fn+1, vh)| ≤ ∆t‖fn+1‖∗‖∇vh‖. (4.53)

Isolate the first velocity term on the left hand side, multiply by ∆t, apply the above estimates

and then divide by the common factor ‖∇vh‖ on both sides,

(un+1
h − unh, vh)
‖∇vh‖

≤ C ′∆t‖∇ < uh >
n ‖‖∇un+1

h ‖+ C ′∆t‖∇u′nh‖‖∇unh‖

+ Pr∆t‖∇un+1
h ‖+ PrRaCPF,1∆t‖T n+1

h ‖+∆t‖fn+1‖∗. (4.54)

Take the supremum over all 0 6= vh ∈ Vh,

‖un+1
h − unh‖∗ ≤ C ′∆t‖∇ < uh >

n ‖‖∇un+1
h ‖+ C ′∆t‖∇u′nh‖‖∇unh‖

+ Pr∆t‖∇un+1
h ‖+ PrRaCPF,1∆t‖T n+1

h ‖+∆t‖fn+1‖∗. (4.55)

Now consider equation (4.28). Multiply by ∆t and isolate the pressure term,

∆t(pn+1
h ,∇ · vh) = (un+1

h − unh, vh)

+ ∆tb(< uh >
n, un+1

h , vh) + ∆tb(u′
n
h, u

n
h, vh)

+ Pr∆t(∇un+1
h ,∇vh)− PrRa∆t(γT n+1

h , vh)−∆t(fn+1, vh) ∀vh ∈ Xh (4.56)

Use all of the above estimates on the right hand side terms,

∆t(pn+1
h ,∇ · vh) ≤ (un+1

h − unh, vh)

+
(
C ′∆t‖∇ < uh >

n ‖‖∇un+1
h ‖+ C ′∆t‖∇u′nh‖‖∇unh‖

+ Pr∆t‖∇un+1
h ‖+ PrRaCPF,1∆t‖T n+1

h ‖+∆t‖fn+1‖∗
)
‖∇vh‖ (4.57)
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Divide by ‖∇vh‖, and note that
(un+1

h
−un

h ,vh)

‖∇vh‖
≤ ‖un+1

h − unh‖∗. Take the supremum over all

0 6= vh ∈ Xh,

sup
06=vh∈Xh

∆t
(pn+1

h ,∇ · vh)
‖∇vh‖

≤ 2
(
C ′∆t‖∇ < uh >

n ‖‖∇un+1
h ‖+ C ′∆t‖∇u′nh‖‖∇unh‖

+ Pr∆t‖∇un+1
h ‖+ PrRaCPF,1∆t‖T n+1

h ‖+∆t‖fn+1‖∗
)

(4.58)

Use the inf-sup condition,

β∆t‖pn+1
h ‖ ≤ 2

(
C ′∆t‖∇ < uh >

n ‖‖∇un+1
h ‖+ C ′∆t‖∇u′nh‖‖∇unh‖

+ Pr∆t‖∇un+1
h ‖+ PrRaCPF,1∆t‖T n+1

h ‖+∆t‖fn+1‖∗
)
. (4.59)

Summing over n from n = 0 to n = N − 1 gives us stability of the pressure approximation,

built on the stability of the temperature and velocity.

Next we prove a conditional stability result for the thin walled cavity numerical scheme.

Theorem 4.4.2. The scheme (4.30) -(4.31) is conditionally stable with respect to the timestep

∆t in the following sense: Suppose f ∈ L∞(0, t∗;H−1(Ω)d), g ∈ L∞(0, t∗;H−1(Ω)) and for

all N ≥ 1 and j = 1, ..., J if
C∆t

h
‖∇u′nh‖2 ≤ 1,

then

‖uNh ‖2 + ‖TN
h ‖2 +

1

2

N−1∑

n=0

‖un+1
h − unh‖2 +

1

2

N−1∑

n=0

‖T n+1
h − T n

h ‖2

+ Pr∆t‖∇uNh ‖2 + κ∆t‖∇TN
h ‖2

≤ exp(2Ct∗)
{
∆t

N−1∑

n=0

(
1

Pr
‖fn+1‖2 + 1

κ
‖gn+1‖2) + ‖u0h‖2 + ‖T 0

h‖2

+ Pr∆t‖∇u0h‖2 + κ∆t‖∇T 0
h‖2
}
,

where C ≡ C(|Ω|, αmin, κ, P r). Further,

β∆t

N−1∑

n=0

‖pn+1
h ‖ ≤ 2

N−1∑

n=0

(
C ′∆t‖∇ < uh >

n ‖‖∇un+1
h ‖+ C ′∆t‖∇u′nh‖‖∇unh‖

+ Pr∆t‖∇un+1
h ‖+ PrRaCPF,1∆t‖T n

h ‖+∆t‖fn+1‖∗
)
.
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Proof. Add equations (4.30) and (4.31), let Sh = T n+1
h and vh = un+1

h and use the polarization

identity. Then,

1

2∆t

{
‖un+1

h ‖2 − ‖unh‖2 + ‖un+1
h − unh‖2

}
(4.60)

+
1

2∆t

{
‖T n+1

h ‖2 − ‖T n
h ‖2 + ‖T n+1

h − T n
h ‖2
}

(4.61)

+ Pr‖∇un+1
h ‖2 + κ‖∇T n+1

h ‖2 + b(u′
n
h, u

n
h, u

n+1
h ) + b∗(u′

n
h, T

n
h , T

n+1
h )

= PrRa(γT n+1
h , un+1

h ) + (un1h, T
n+1
h ) + (fn+1, un+1

h ) + (gn+1, T n+1
h ),

Apply similar techniques and estimates as in the previous analysis,

1

2

{
‖un+1

h ‖2 − ‖unh‖2 + ‖un+1
h − unh‖2

}
+

1

2

{
‖T n+1

h ‖2 − ‖T n
h ‖2 + ‖T n+1

h − T n
h ‖2
}

(4.62)

+
Pr∆t

2

{
‖∇un+1

h ‖2 − ‖∇unh‖2
}
+
κ∆t

2

{
‖∇T n+1

h ‖2 − ‖∇T n
h ‖2
}

+
Pr∆t

2
‖∇unh‖2

{
1− 2∆tC∗

Prh
‖∇u′nh‖2

}
+
κ∆t

2
‖∇T n

h ‖2
{
1− 2∆tC

∗

κh
‖∇u′nh‖2

}

≤
∆tP rRa2C2

PF,1

2
‖T n

h ‖2 +
∆tC2

PF,2

2κ
‖unh‖2 +

∆t

2Pr
‖fn+1‖2 + ∆t

2κ
‖gn+1‖2.

Using the timestep condition and taking a maximum over constants in the first two terms

leaves us with,

1

2

{
‖un+1

h ‖2 − ‖unh‖2 + ‖un+1
h − unh‖2

}
+

1

2

{
‖T n+1

h ‖2 − ‖T n
h ‖2 + ‖T n+1

h − T n
h ‖2
}

(4.63)

+
Pr∆t

2

{
‖∇un+1

h ‖2 − ‖∇unh‖2
}
+
κ∆t

2

{
‖∇T n+1

h ‖2 − ‖∇T n
h ‖2
}

≤ ∆tC
{
‖T n

h ‖2 + ‖unh‖2
}
+

∆t

2Pr
‖fn+1‖2 + ∆t

2κ
‖gn+1‖2.

Multiplying by 2 and summing over n from n = 0 to n = N − 1 leads to,

‖uNh ‖2 + ‖TN
h ‖2 +

1

2

N−1∑

n=0

‖un+1
h − unh‖2 +

1

2

N−1∑

n=0

‖T n+1
h − T n

h ‖2 (4.64)

+ Pr∆t‖∇uNh ‖2 + κ∆t‖∇TN
h ‖2

≤ 2C∆t
N−1∑

n=0

{
‖T n

h ‖2 + ‖unh‖2
}
+ 2∆t

N−1∑

n=0

{ 1

2Pr
‖fn+1‖2 + 1

2κ
‖gn+1‖2

}

+ ‖u0h‖2 + ‖T 0
h‖2 + Pr∆t‖∇u0h‖2 + κ∆t‖∇T 0

h‖2.
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Apply Lemma 2.0.4,

‖uNh ‖2 + ‖TN
h ‖2 +

1

2

N−1∑

n=0

‖un+1
h − unh‖2 +

1

2

N−1∑

n=0

‖T n+1
h − T n

h ‖2 (4.65)

+ Pr∆t‖∇uNh ‖2 + κ∆t‖∇TN
h ‖2

≤ exp(2Ct∗)
{
∆t

N−1∑

n=0

(
1

Pr
‖fn+1‖2 + 1

κ
‖gn+1‖2) + ‖u0h‖2 + ‖T 0

h‖2

+ Pr∆t‖∇u0h‖2 + κ∆t‖∇T 0
h‖2
}
.

Thus, velocity and temperature are stable. Pressure follows by similar arguments as in

Theorem 4.4.1.

Remark: For ocean and atmosphere dynamics, the Gronwall constant will typically behave

like eRa2t∗ .

4.5 ERROR ANALYSIS

In this section, an error estimate is presented for the ensemble method (4.28)-(4.29).

Theorem 4.5.1. For (u,p,T) satisfying (4.1) - (4.5), suppose the approximation assumptions

hold and that (u0h, p
0
h, T

0
h ) ∈ (Xh, Qh,Wh) are approximations of (u0, p0, T 0) to within the

accuracy of the interpolant. Further, suppose that C∆t
h
‖∇u′nh‖2 ≤ 1, holds for all j = 1, ..., J .

Then there exists a constant C such that
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‖eNT ‖2 + ‖eNu ‖2 +
1

2

N−1∑

n=0

(
‖en+1

T − enT‖2 + ‖en+1
u − enu‖2

)
(4.66)

+
κ∆t

2
‖∇eNT ‖2 +

Pr∆t

2
‖∇eNu ‖2

≤ C
{
∆th2k|||T |||2∞,k+1 +∆th2k|||u|||2∞,k+1 +∆th2k+2|||Tt|||2∞,k+1 +∆t3|||∇ut|||2∞,k+1

+∆t3|||∇Tt|||2∞,0 +∆t3|||Ttt|||2∞,0 +∆th2k|||p|||2∞,k +∆th2k+2|||ut|||2∞,k+1 +∆t3|||utt|||2∞,0

}

+ C
(
‖ζ0h‖2 +

κ∆t

2
‖∇ζ0h‖2 + ‖η0h‖2 +

Pr∆t

2
‖∇η0h‖2

)
+ ‖e0T‖2 + ‖e0u‖2

+
κ∆t

2
‖∇e0T‖2 +

Pr∆t

2
‖∇e0u‖2

≤ C(∆th2k +∆th2k+2 +∆t3 +∆t‖∇η0h‖2 +∆t‖∇ζ0h‖2 + ‖η0h‖2

+ ‖ζ0h‖2 + ‖e0T‖2 + ‖e0u‖2 +∆t‖∇e0T ‖2 +∆t‖∇e0u‖2).

Proof. We have that the true solutions satisfy:

(
un+1 − un

∆t
, vh) + b(un+1, un+1, vh) + Pr(∇un+1,∇vh)− (pn+1,∇ · vh) (4.67)

= PrRa(γT n+1, vh) + (fn+1, vh) + τ(un+1; vh) ∀vh ∈ Xh,

(qh,∇ · un+1) = 0 ∀qh ∈ Qh, (4.68)

(
T n+1 − T n

∆t
, Sh) + b∗(un+1, T n+1, Sh) + κ(∇T n+1,∇Sh) (4.69)

= (gn+1, Sh) + τ(T n+1;Sh) ∀Sh ∈ Wh,

where the consistency errors are given by,

τ(un; vh) =
(un − un−1

∆t
− unt , vh

)
,

τ(T n;Sh) =
(T n − T n−1

∆t
− T n

t , Sh

)
.

The error equation for temperature is

(
en+1
T − enT
∆t

, Sh) + b∗(un+1, T n+1, Sh)− b∗(un+1
h − u′n+1

h , T n+1
h , Sh) (4.70)

− b∗(u′nh, T n
h , Sh) + κ(∇en+1

T ,∇Sh) = τ(T n+1, Sh) ∀Sh ∈ Wh.
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Letting enT = (T n − T̃ n)− (T n
h − T̃ n) = ζn − ψn

h and rearranging,

(
ψn+1
h − ψn

h

∆t
, Sh)− b∗(un+1, T n+1, Sh) + b∗(un+1

h − u′n+1
h , T n+1

h , Sh) + b∗(u′
n
h, T

n
h , Sh)

+ κ(∇ψn+1
h ,∇Sh) = (

ζn+1 − ζn
∆t

, Sh) + κ(∇ζn+1,∇Sh)− τ(T n+1, Sh) ∀Sh ∈ Wh. (4.71)

Set Sh = ψn+1
h ∈ Wh,

1

2∆t

{
‖ψn+1

h ‖2 − ‖ψn
h‖2 + ‖ψn+1

h − ψn
h‖2
}
+ κ‖∇ψn+1

h ‖2 (4.72)

=
1

∆t
(ζn+1 − ζn, ψn+1

h ) + κ(∇ζn+1,∇ψn+1
h )− τ(T n+1, ψn+1

h )

+ b∗(un+1, T n+1, ψn+1
h )− b∗(un+1

h − u′n+1
h , T n+1

h , ψn+1
h )− b∗(u′nh, T n

h , ψ
n+1
h )

Add/subtract b∗(un+1, T n+1
h , ψn+1

h ) and b∗(un, T n+1
h , ψn+1

h ).

Denote LHS = 1
2∆t

{
‖ψn+1

h ‖2 − ‖ψn
h‖2 + ‖ψn+1

h − ψn
h‖2
}
+ κ‖∇ψn+1

h ‖2, then

LHS =
1

∆t
(ζn+1 − ζn, ψn+1

h ) + κ(∇ζn+1,∇ψn+1
h )− τ(T n+1, ψn+1

h ) (4.73)

+ b∗(un+1, en+1
T , ψn+1

h ) + b∗(un+1 − un, T n+1
h , ψn+1

h ) + b∗(un+1, T n+1
h , ψn+1

h )

Add/subtract b∗(u′nh, T
n+1 − T n, ψn+1

h ) and expanding out terms,

LHS =
1

∆t
(ζn+1 − ζn, ψn+1

h ) + κ(∇ζn+1,∇ψn+1
h )− τ(T n+1, ψn+1

h ) (4.74)

+ b∗(un+1, ζn+1, ψn+1
h ) + b∗(un+1 − un, T n+1

h , ψn+1
h )

+ b∗(enu, T
n+1
h , ψn+1

h ) + b∗(u′
n
h, T

n+1
h , ψn+1

h )− b∗(u′nh, T n
h , ψ

n+1
h )

+ b∗(u′
n
h, T

n+1, ψn+1
h )− b∗(u′nh, T n+1, ψn+1

h ) + b∗(u′
n
h, T

n, ψn+1
h )

− b∗(u′nh, T n, ψn+1
h ) (4.75)

leads to,

1

2∆t

{
‖ψn+1

h ‖2 − ‖ψn
h‖2 + ‖ψn+1

h − ψn
h‖2
}
+ κ‖∇ψn+1

h ‖2 (4.76)

=
1

∆t
(ζn+1 − ζn, ψn+1

h ) + κ(∇ζn+1,∇ψn+1
h ) + b∗(un+1, ζn+1, ψn+1

h )

+ b∗(un+1 − un, T n+1
h , ψn+1

h ) + b∗(ηn, T n+1
h , ψn+1

h )− b∗(φn
h, T

n+1
h , ψn+1

h )

+ b∗(u′
n
h, ζ

n+1, ψn+1
h )− b∗(u′nh, ζn, ψn+1

h ) + b∗(u′
n
h, ψ

n, ψn+1
h )

+ b∗(u′
n
h, T

n+1 − T n, ψn+1
h )− τ(T n+1, ψn+1

h ).
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Following analogously for the velocity error equation and letting vh = φn+1
h ∈ Vh, we have

1

2∆t

{
‖φn+1

h ‖2 − ‖φn
h‖2 + ‖φn+1

h − φn
h‖2
}
+ Pr‖∇φn+1

h ‖2 (4.77)

=
1

∆t
(ηn+1 − ηn, φn+1

h ) + Pr(∇ηn+1,∇φn+1
h )− (pn+1 − qn+1

h ,∇ · φn+1
h )

+ PrRa(γζn+1, φn+1+
h )− PrRa(γψn+1

h , φn+1+
h ) + b(un+1, ηn+1, φn+1

h )

+ b(un+1 − un, un+1
h , φn+1

h ) + b(ηn, un+1
h , φn+1

h )− b(φn
h, u

n+1
h , φn+1

h )

+ b(u′
n
h, η

n+1, φn+1
h )− b(u′nh, ηn, φn+1

h ) + b(u′
n
h, φ

n, φn+1
h )

+ b(u′
n
h, u

n+1 − un, φn+1
h )− τ(un+1, φn+1

h ),

where enu = (un − ũn) − (unh − ũn) = ηn − φn
h. Our goal now is to estimate all terms on the

right hand side in such a way that we may hide the unknown pieces ψ into the left hand

side. The following estimates are formed using Lemma 2.0.1 in conjunction with Cauchy-

Schwartz-Young,

|b∗(un+1, ζn+1, ψn+1
h )| ≤ C‖∇un+1‖‖∇ζn+1‖‖∇ψn+1

h ‖ (4.78)

≤ CrC
2

ǫ3
‖∇un+1‖2‖∇ζn+1‖2 + ǫ3

r
‖∇ψn+1

h ‖2,

|b∗(ηn, T n+1
h , ψn+1

h )| ≤ C‖∇ηn‖‖∇T n+1
h ‖‖∇ψn+1

h ‖ (4.79)

≤ CrC
2

ǫ5
‖∇ηn‖2‖∇T n+1

h ‖2 + ǫ5
r
‖∇ψn+1

h ‖2,

|b∗(u′nh, ζn+1, ψn+1
h )| ≤ C‖u′nh‖‖ζn+1‖‖ψn+1

h ‖ (4.80)

≤ CrC
2

ǫ7
‖∇u′nh‖2‖∇ζn+1‖2 + ǫ7

r
‖∇ψn+1

h ‖2,

|−b∗(u′nh, ζn, ψn+1
h )| ≤ C‖∇u′nh‖‖∇ζn‖‖∇ψn+1

h ‖ (4.81)

≤ CrC
2

ǫ8
‖∇u′nh‖2‖∇ζn‖2 +

ǫ8
r
‖∇ψn+1

h ‖2.
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Now, we apply Lemma 2.0.1, Cauchy-Schwartz-Young, and use Taylor’s theorem for the

following estimates,

|b∗(un+1 − un, T n+1
h , ψn+1

h )| ≤ C‖∇(un+1 − un)‖‖∇T n+1
h ‖‖∇ψn+1

h ‖ (4.82)

≤ CrC
2

ǫ
‖∇(un+1 − un)‖2‖∇T n+1

h ‖2 + ǫ

r
‖∇ψn+1

h ‖2

≤ CrC
2
∆t2

ǫ4
‖∇T n+1

h ‖2‖∇ut‖2L∞(tn,tn+1;L2(Ω))

+
ǫ4
r
‖∇ψn+1

h ‖2, (4.83)

|b∗(unh, T n+1 − T n, ψn+1
h )| ≤ C‖∇unh‖‖∇(T n+1 − T n)‖‖∇ψn+1

h ‖ (4.84)

≤ CrC
2
∆t2

ǫ10
‖∇unh‖2‖∇Tt‖2L∞(tn,tn+1;L2(Ω))

+
ǫ10
r
‖∇ψn+1

h ‖2. (4.85)

Apply Lemma 2.0.1 and Cauchy-Schwartz-Young twice,

|−b∗(φn
h, T

n+1
h , ψn+1

h )| ≤ C2

√
‖φn

h‖‖∇φn
h‖‖∇T n+1

h ‖‖∇ψn+1
h ‖ (4.86)

≤ C2CT (j)
√
‖φn

h‖‖∇φn
h‖‖ψn+1

h ‖

≤ C2CT ǫ6
2
‖∇ψn+1

h ‖2 + C2CT δ6
4ǫ6

‖∇φn
h‖2 +

C2CT

4ǫ6δ6
‖φn

h‖2.

Use Lemma 2.0.3, the inverse estimate, and Cauchy-Schwartz-Young,

|∆tb∗(u′nh, ψn
h , ψ

n+1
h )| = |∆tb∗(u′nh, ψn

h , ψ
n+1
h − ψn

h)| (4.87)

≤ |∆tC4‖∇u′nh‖‖∇ψn‖
√
‖ψn+1

h − ψn
h‖‖∇(ψn+1

h − ψn
h)‖

≤
∆tC2C

1/2
inv,2

h1/2
‖∇u′nh‖‖∇ψn‖‖ψn+1

h − ψn
h‖

≤ C∗∆t

2hǫ9
‖∇u′nh‖2‖∇ψn

h‖2 +
ǫ9
2
‖ψn+1

h − ψn
h‖2.

Use Cauchy-Schwartz-Young, Poincaré−Friedrichs and Taylor’s theorem

| 1
∆t

(ζn+1 − ζn, ψn+1
h )| ≤

C2
PF,2Cr

ǫ1
‖ζt‖2L∞(tn,tn+1;L2(Ω)) +

ǫ1
r
‖∇ψn+1

h ‖2,

|−τ(T n+1;ψn+1
h )| ≤

C2
PF,2Cr∆t

2

ǫ11
‖Ttt‖2L∞(tn,tn+1;L2(Ω)) +

ǫ11

r
‖∇ψn+1

h ‖2.
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Lastly, use Cauchy-Schwartz-Young,

|κ(∇ζn+1,∇ψn+1
h )| ≤ Crκ

ǫ2
‖∇ζn+1‖2 + ǫ2

r
‖∇ψn+1‖2.

Similar estimates follow for equation 4.77, however, we must treat an additional pressure

term and error term,

|−(pn+1 − qn+1
h ,∇ · φn+1

h )| ≤
√
d‖pn+1 − qn+1

h ‖‖∇φn+1
h ‖

≤ dCr

ǫ14
‖pn+1 − qn+1

h ‖2 + ǫ14
r
‖∇φn+1

h ‖2,

|PrRa(γζn+1, φn+1+
h )| ≤

Pr2Ra2C2
PF,1C

2
PF,2Cr

ǫ15
‖∇ζn+1‖2 + ǫ15

r
‖∇φn+1

h ‖2,

|−PrRa(γψn+1, φn+1+
h )| ≤

Pr2Ra2C2
PF,1C

2
PF,2Cr

ǫ16
‖∇ψn+1‖2 + ǫ16

r
‖∇φn+1

h ‖2,

Introducing the inequalities into the temperature and velocity equations and multiplying by

∆t:

1

2

{
‖ψn+1

h ‖2 − ‖ψn
h‖2 + ‖ψn+1

h − ψn
h‖2
}
+ κ∆t‖∇ψn+1

h ‖2

≤
∆tCrC

2
PF,2

ǫ1
‖ζt‖2L∞(tn,tn+1;L2(Ω)) +

∆tǫ1
r
‖∇ψn+1

h ‖2 + Crκ∆t

ǫ2
‖∇ζn+1‖2

+
∆tǫ2
r
‖∇ψn+1

h ‖2 + C
2
Cr∆t

ǫ3
‖∇un+1‖2‖∇ζn+1‖2 + ∆tǫ3

r
‖∇ψn+1

h ‖2

+
CrC

2
∆t3

ǫ4
‖∇T n+1

h ‖2‖∇ut‖2L∞(tn,tn+1;L2(Ω)) +
∆tǫ4
r
‖∇ψn+1

h ‖2 + CrC
2∆t

ǫ5
‖∇ηn‖2‖∇T n+1

h ‖2

+
∆tǫ5
r
‖∇ψn+1

h ‖2 + C2CT∆tǫ6
2

‖∇ψn+1
h ‖2 + C2CT∆tδ6

4ǫ6
‖∇φn

h‖2

+
C2CT∆t

4ǫ6δ6
‖φn‖2 + CrC

2
∆t

ǫ7
‖∇u′nh‖2‖∇ζn+1‖2 + ∆tǫ7

r
‖∇ψn+1

h ‖2

+
CrC

2
∆t

ǫ8
‖∇u′nh‖2‖∇ζn‖2 +

∆tǫ8
r
‖∇ψn+1

h ‖2 + C
∗
∆t2

hǫ9
‖∇u′nh‖2‖∇ψn+1

h ‖2

+
ǫ9
2
‖ψn+1

h − ψn
h‖2 +

CrC
2
∆t3

ǫ10
‖∇u′nh‖2‖∇Tt‖2L∞(tn,tn+1;L2(Ω)) +

∆tǫ10
r
‖∇ψn+1

h ‖2

+
C2

PF,2Cr∆t
3

ǫ11
‖Ttt‖2L∞(tn,tn+1;L2(Ω)) +

ǫ11
r
‖∇ψn+1

h ‖2.

and
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1

2

{
‖φn+1

h ‖2 − ‖φn
h‖2 + ‖φn+1

h − φn
h‖2
}
+ Pr∆t‖∇φn+1

h ‖2

≤
∆tCrC

2
PF,1

ǫ12
‖ηt‖2L∞(tn,tn+1;L2(Ω)) +

∆tǫ12
r
‖∇φn+1

h ‖2 + CrPr∆t

ǫ13
‖∇ηn+1‖2

+
∆tǫ13
r
‖∇φn+1

h ‖2 + dCr∆t

ǫ14
‖pn+1 − qn+1

h ‖2 + ∆ǫ14
r
‖∇φn+1

h ‖2

+∆tP r2Ra2C2
PF,1C

2
PF,2Cr

( 1

ǫ15
‖∇ζn+1‖2 + 1

ǫ16
‖∇ψn+1

h ‖2
)

+
∆t

r

( 1

ǫ15
‖∇φn+1

h ‖2 + 1

ǫ16
‖∇φn+1

h ‖2
)
+
C ′Cr∆t

ǫ17
‖∇un+1‖2‖∇ηn+1‖2

+
∆tǫ17
r
‖∇φn+1

h ‖2 + CrC
′2∆t3

ǫ18
‖∇un+1

h ‖2‖∇ut‖2L∞(tn,tn+1;L2(Ω)) +
∆tǫ18
r
‖∇φn+1

h ‖2

+
CrC

′∆t

ǫ19
‖∇ηn‖2‖∇un+1

h ‖2 + ∆tǫ19
r
‖∇φn+1

h ‖2 + C1Cu∆tǫ20
2

‖∇φn+1
h ‖2

+
C1Cu∆tδ20

4ǫ20
‖∇φn

h‖2 +
C1Cu∆t

4ǫ20δ20
‖φn‖2 + CrC

′2∆t

ǫ21
‖∇u′nh‖2‖∇ηn+1‖2

+
∆tǫ21
r
‖∇φn+1

h ‖2 + CrC
′∆t

ǫ22
‖∇u′nh‖2‖∇ηn‖2 +

∆tǫ22
r
‖∇φn+1

h ‖2

+
C∗∆t2

hǫ23
‖∇u′nh‖2‖∇φn+1

h ‖2 + ǫ23
2
‖φn+1

h − φn
h‖2 +

CrC
′∆t3

ǫ24
‖∇u′nh‖2‖∇ut‖2L∞(tn,tn+1;L2(Ω))

+
∆tǫ24
r
‖∇φn+1

h ‖2 +
C2

PF,1Cr∆t
3

ǫ26
‖utt‖2L∞(tn,tn+1;L2(Ω)) +

∆ǫ26
r
‖∇φn+1

h ‖2.

Combining, choosing free parameters appropriately, using the time-step condition in stability,

and taking maximum over constants (leaving ∆t) yields

1

2

(
‖ψn+1

h ‖2 − ‖ψn
h‖2
)
+

1

4
‖ψn+1

h − ψn
h‖2 +

κ∆t

4

(
‖∇ψn+1

h ‖2 − ‖∇ψn
h‖2
)

+
1

2

(
‖φn+1

h ‖2 − ‖φn
h‖2
)
+

1

4
‖φn+1

h − φn
h‖2 +

Pr∆t

4

(
‖∇φn+1

h ‖2 − ‖∇φn
h‖2
)

≤ C
{
∆t‖ζt‖2L∞(tn,tn+1;L2(Ω)) +∆t‖∇ζn+1‖2 +∆t‖∇un+1‖2‖∇ζn+1‖2

+∆t3‖∇T n+1
h ‖2‖∇ut‖2L∞(tn,tn+1;L2(Ω)) +∆t‖∇ηn‖2‖∇T n+1

h ‖2 +∆t‖φn‖2

+∆t‖∇u′nh‖2‖∇ζn+1‖2 +∆t‖∇u′nh‖2‖∇ζn‖2 +∆t3‖∇u′nh‖2‖∇Tt‖2L∞(tn,tn+1;L2(Ω))

+∆t3‖Ttt‖2L∞(tn,tn+1;L2(Ω)) +∆t‖pn+1 − qn+1
h ‖2 +∆t‖ηt‖2L∞(tn,tn+1;L2(Ω)) +∆t‖∇ηn+1‖2

+∆t‖∇ζn+1‖2 +∆t‖∇un+1‖2‖∇ηn+1‖2 +∆t3‖∇un+1
h ‖2‖∇ut‖2L∞(tn,tn+1;L2(Ω))

+∆t‖∇ηn‖2‖∇un+1
h ‖2 +∆t‖∇u′nh‖2‖∇ηn+1‖2 +∆t‖∇u′nh‖2‖∇ηn‖2

+∆t3‖∇u′nh‖2‖∇ut‖2‖∇un+1
h ‖2 +∆t3‖utt‖2‖∇un+1

h ‖2
}
.
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Multiplying by two, summing over n from n = 0 to n = N−1, applying the discrete Gronwall

Lemma, and renorming yields

‖ψN
h ‖2 + ‖φN

h ‖2 +
1

2

N−1∑

n=0

(
‖ψn+1

h − ψn
h‖2 + ‖φn+1

h − φn
h‖2
)
+
κ∆t

2
‖∇ψN

h ‖2 +
Pr∆t

2
‖∇φN

h ‖2

≤ C
{
(2 + ‖∇un+1‖2 + ‖∇u′nh‖2)∆t|||∇ζ |||2∞,0

+ (1 + ‖∇T n+1
h ‖2 + ‖∇un+1‖2 + ‖∇un+1

h ‖2 + 2‖∇u′nh‖2)∆t|||∇η|||2∞,0

+∆t|||ζt|||2∞,0 +
(
‖∇T n+1

h ‖2 + ‖∇un+1
h ‖2 + ‖u′nh‖2

)
∆t3|||∇ut|||2∞,0

+∆t3‖u′nh‖2|||∇Tt|||2∞,0 +∆t3|||Ttt|||22,0 +∆t|||p− qh|||2∞,0 +∆t|||ηt|||2∞,0 +∆t3|||utt|||2∞,0

}

+ ‖ψ0
h‖2 +

κ∆t

2
‖∇ψ0

h‖2 + ‖φ0
h‖2 +

Pr∆t

2
‖∇φ0

h‖2

≤ C
{
∆t|||∇ζ |||2∞,0 +∆t|||∇η|||2∞,0 +∆t|||ζt|||2∞,0 +∆t3|||∇ut|||2∞,0

+∆t3|||∇Tt|||2∞,0 +∆t|||p− qh|||2∞,0 +∆t|||ηt|||2∞,0 +∆t3|||utt|||2∞,0

}

+ ‖ψ0
h‖2 +

κ∆t

2
‖∇ψ0

h‖2 + ‖φ0
h‖2 +

Pr∆t

2
‖∇φ0

h‖2.

Applying Lemma 4.2.1, the approximation assumptions 2.1, and triangle inequality gives

‖eNT ‖2 + ‖eNu ‖2 +
1

2

N−1∑

n=0

(
‖en+1

T − enT ‖2 + ‖en+1
u − enu‖2

)
+
κ∆t

2
‖∇eNT ‖2 +

Pr∆t

2
‖∇eNu ‖2

≤ C
{
∆th2k|||T |||2∞,k+1 +∆th2k|||u|||2∞,k+1 +∆th2k+2|||Tt|||2∞,k+1 +∆t3|||∇ut|||2∞,k+1

+∆t3|||∇Tt|||2∞,0 +∆t3|||Ttt|||2∞,0 +∆th2k|||p|||2∞,k +∆th2k+2|||ut|||2∞,k+1 +∆t3|||utt|||2∞,0

}

+ C
(
‖ζ0h‖2 +

κ∆t

2
‖∇ζ0h‖2 + ‖η0h‖2 +

Pr∆t

2
‖∇η0h‖2

)
+ ‖e0T‖2 + ‖e0u‖2

+
κ∆t

2
‖∇e0T‖2 +

Pr∆t

2
‖∇e0u‖2

≤ C(∆th2k +∆th2k+2 +∆t3 +∆t‖∇η0h‖2 +∆t‖∇ζ0h‖2 + ‖η0h‖2

+ ‖ζ0h‖2 + ‖e0T‖2 + ‖e0u‖2 +∆t‖∇e0T‖2 +∆t‖∇e0u‖2).

After bounding the error in the velocity, we show a bound for the error in the pressure of

the system (4.28)-(4.29).
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Theorem 4.5.2. Suppose the assumptions of Theorem 4.4.1 hold. Then the error in the

pressure satisfies

∆t
N−1∑

n=0

‖en+1
p ‖ ≤ C∆t

N−1∑

n=0

{
‖∇en+1

u ‖+ ‖∇enu‖+∆t‖∇ut‖L∞(tn,tn+1;L2(Ω))

+ ‖pn+1 − qn+1
h ‖+ ‖en+1

T ‖+∆t‖utt‖L∞(tn,tn+1;L2(Ω))

}
.

Proof. Begin with the error equation for the velocity,

(
en+1
u − enu
∆t

, vh) + b(un+1, un+1, vh)− b(unh − u′
n
h, u

n+1
h , vh)

− b(u′nh, unh, vh) + Pr(∇en+1
u ,∇vh)− (en+1

p ,∇ · vh)

= PrRa(γen+1
T , vh) + τ(un+1; vh).

As in the proof of Theorem 4.4.1, add/subtract b(un+1−un, un+1
h , vh) and b(u

′n
h, u

n+1−un, vh)
which leads to

(
en+1
u − enu
∆t

, vh) + b(un+1, en+1
u , vh) + b(en, un+1

h , vh) + b(un+1 − un, un+1
h , vh)

+ b(u′
n
h, e

n
u, vh)− b(u′

n
h, e

n+1
u , vh) + b(u′

n
h, u

n+1 − un, vh) + Pr(∇en+1
u ,∇vh)

− (en+1
p ,∇ · vh) = PrRa(γen+1

T , vh) + τ(un+1; vh).

We now isolate ( e
n+1
u −enu
∆t

, vh) and estimate the explicitly skew-symmetric trilinear terms.

Apply Lemma 2.0.1 on each to obtain

| − b(un+1, en+1
u , vh)| ≤ C‖∇un+1‖‖∇en+1

u ‖‖∇vh‖,

| − b(enu, un+1
h , vh)| ≤ C‖∇enu‖‖∇un+1

h ‖‖∇vh‖,

| − b(un+1 − un, un+1
h , vh)| ≤ C‖∇un+1 − un‖‖∇un+1

h ‖‖∇vh‖,

| − b(u′nh, enu, vh)| ≤ C‖∇u′nh‖‖∇enu‖‖∇vh‖,

|b(u′nh, en+1
u , vh)| ≤ C‖∇u′nh‖‖∇en+1

u ‖‖∇vh‖,

|b(u′nh, un+1 − un, vh)| ≤ C‖∇u′nh‖‖∇(un+1 − un)‖‖∇vh‖.
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If we let vh ∈ Vh, we have that (en+1
p ,∇ · vh) = (pn+1− qn+1

h ,∇ · vh) since pn+1
h ∈ Qh. We can

estimate this term as follows

|(pn+1 − qn+1
h ,∇ · vh)| ≤

√
d‖pn+1 − qn+1

h ‖‖∇vh‖.

Further, using the usual techniques employed earlier, we have

| − Pr(∇en+1
u ,∇vh)| ≤ Pr‖∇en+1

u ‖‖∇vh‖,

|PrRa(γen+1
T , vh)| ≤ PrRaCPF,2‖en+1

T ‖‖∇vh‖,

|τ(un+1; vh)| ≤ CPF,2∆t‖utt‖2L∞(tn,tn+1;L2(Ω))‖∇vh‖.

Combining all estimates and dividing by ‖∇vh‖ on both sides leads to

1

∆t

(en+1
u − enu, vh)
‖∇vh‖

≤ C(‖∇un+1‖+ ‖∇u′nh‖+ Pr)‖∇en+1
u ‖

+ C(‖∇un+1
h ‖+ ‖∇u′nh‖)‖∇enu‖

+ C(‖∇u′nh‖+ CPF,2 + ‖∇un+1
h ‖)∆t‖∇ut‖2L∞(tn,tn+1;L2(Ω))

+
√
d‖pn+1 − qn+1

h ‖+ PrRaCPF,2‖en+1
T ‖+ CPF,2∆t‖utt‖2L∞(tn,tn+1;L2(Ω)).

Taking the supremum over all 0 6= vh ∈ Vh,

1

∆t
‖en+1

u − enu‖∗ ≤ C(‖∇un+1‖+ ‖∇u′nh‖+ Pr)‖∇en+1
u ‖

+ C(‖∇un+1
h ‖+ ‖∇u′nh‖)‖∇enu‖

+ C(‖∇u′nh‖+ CPF,2 + ‖∇un+1
h ‖)∆t‖∇ut‖2L∞(tn,tn+1;L2(Ω))

+
√
d‖pn+1 − qn+1

h ‖+ PrRaCPF,2‖en+1
T ‖+ CPF,2∆t‖utt‖2L∞(tn,tn+1;L2(Ω)).
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Now that we have a bound for this term, consider the error equation for velocity and de-

compose pn+1 − pn+1
h = (pn+1 − qn+1

h ) - (pn+1
h − qn+1

h ). Isolate terms involving the former,

(pn+1
h − qn+1

h ,∇ · vh) = −(
en+1
u − enu
∆t

, vh)− b(un+1, en+1
u , vh)− b(en, un+1

h , vh)

− b(un+1 − un, un+1
h , vh)− b(u′nh, enu, vh) + b(u′

n
h, e

n+1
u , vh)

− b(u′nh, un+1 − un, vh)− Pr(∇en+1
u ,∇vh) + (pn+1 − qn+1

h ,∇ · vh)

+ PrRa(γen+1
T , vh) + τ(un+1; vh).

Using previous estimates on the right hand side terms, dividing by ‖∇vh‖ on both sides,

(pn+1
h − qn+1

h ,∇ · vh)
‖∇vh‖

≤ C(‖∇un+1‖+ ‖∇u′nh‖+ Pr)‖∇en+1
u ‖

+ C(‖∇un+1
h ‖+ ‖∇u′nh‖)‖∇enu‖

+ C(‖∇u′nh‖+ CPF,2 + ‖∇un+1
h ‖)∆t‖∇ut‖2L∞(tn,tn+1;L2(Ω))

+ 2
√
d‖pn+1 − qn+1

h ‖+ 2PrRaCPF,2‖en+1
T ‖

+ 2CPF,2∆t‖utt‖2L∞(tn,tn+1;L2(Ω)).

Take the supremum over all 0 6= vh ∈ Xh and use the inf-sup condition,

β‖pn+1
h − qn+1

h ‖ ≤ C
(
‖∇un+1‖+ ‖∇u′nh‖+ Pr

)
‖∇en+1

u ‖

+ C
(
‖∇un+1

h ‖+ ‖∇u′nh‖
)
‖∇enu‖

+ C
(
‖∇u′nh‖+ CPF,2 + ‖∇un+1

h ‖
)
∆t‖∇ut‖2L∞(tn,tn+1;L2(Ω))

+ 2
√
d‖pn+1 − qn+1

h ‖+ 2PrRaCPF,2‖en+1
T ‖

+ 2CPF,2∆t‖utt‖2L∞(tn,tn+1;L2(Ω)).

Applying the triangle inequality, multiplying by ∆t, summing over n from 0 to N − 1 yields

the result.

64



Theorem 4.5.3. For (u,p,T) satisfying (4.1)-(4.5), suppose the approximation assumptions

hold and that (u0h, p
0
h, T

0
h ) ∈ (Xh, Qh,Wh) are approximations of (u0, p0, T 0) to within the

accuracy of the interpolant. Further, suppose that C∆t
h
‖∇unh‖2 ≤ 1, holds for all j = 1, ..., J .

Then there exists a constant C such that

‖eNT ‖2 + ‖eNu ‖2 +
1

2

N−1∑

n=0

(
‖en+1

T − enT‖2 + ‖en+1
u − enu‖2

)
+
κ∆t

2
‖∇eNT ‖2 +

Pr∆t

2
‖∇eNu ‖2

≤ C
{
∆th2k|||T |||2∞,k+1 +∆th2k|||u|||2∞,k+1 +∆th2k+2|||Tt|||2∞,k+1

+∆t3|||∇ut|||2∞,k+1 +∆t3|||∇Tt|||2∞,0 +∆t3|||Ttt|||2∞,0 +∆th2k|||p|||2∞,k +∆th2k+2|||ut|||2∞,k+1

+∆t3|||utt|||2∞,0

}
+ C

(
‖ζ0h‖2 +

κ∆t

2
‖∇ζ0h‖2 + ‖η0h‖2 +

Pr∆t

2
‖∇η0h‖2

)

+ ‖e0T‖2 + ‖e0u‖2 +
κ∆t

2
‖∇e0T‖2 +

Pr∆t

2
‖∇e0u‖2

≤ C(∆th2k +∆th2k+2 +∆t3 +∆t‖∇η0h‖2 +∆t‖∇ζ0h‖2 + ‖η0h‖2

+ ‖ζ0h‖2 + ‖e0T‖2 + ‖e0u‖2 +∆t‖∇e0T‖2 +∆t‖∇e0u‖2).

Proof. We follow the same methodology as in the previous theorem. The error equations are

(
en+1
u − enu
∆t

, vh)− b(unh − u′
n
h, u

n+1
h , vh)− b(u′nh, unh, vh) + Pr(∇en+1

u ,∇vh)

− (en+1
p ,∇ · vh) = PrRa

{
(γT n+1, vh)− (γT n

h , vh)
}
+ τ(un+1, vh) ∀vh ∈ Xh, (4.88)

(qh,∇en+1
u ) = 0 ∀qh ∈ Qh, (4.89)

(
en+1
T − enT
∆t

, Sh) + b∗(un+1, T n+1, Sh)− b∗(unh − u′
n
h, T

n
h , Sh)− b∗(u′nh, T n

h , Sh)

+ κ(∇en+1
T ,∇Sh) = (un+1

1 , Sh)− (un1h, Sh) + τ(T n+1, Sh) ∀Sh ∈ Wh. (4.90)

Add/subtract PrRa(γT n, vh) in the velocity error equation and (un1 , Sh) in the temperature

error equation,

(
en+1
u − enu
∆t

, vh)− b(unh − u′
n
h, u

n
h, vh)− b(u′

n
h, u

n
h, vh) + Pr(∇en+1

u ,∇vh)

− (en+1
p ,∇ · vh) = PrRa

{
(γ(T n+1 − T n), vh)− (γenT , vh)

}
+ τ(un+1, vh) ∀vh ∈ Xh, (4.91)
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(
en+1
T − enT
∆t

, Sh) + b∗(un+1, T n+1, Sh)− b∗(unh − u′
n
h, T

n
h , Sh)− b∗(u′nh, T n

h , Sh)

+ κ(∇en+1
T ,∇Sh) = (un+1

1 − un1 , Sh)− (enu1, Sh) + τ(T n+1, Sh) ∀Sh ∈ Wh. (4.92)

Estimate the new terms using similar techniques as in Theorem 4.4.1:

|PrRa(γ(T n+1 − T n), vh)| ≤
Pr2Ra2C2

PF,1Cr

ǫ
‖T n+1 − T n‖2 + ǫ

r
‖∇vh‖2

≤ const.∆t2

ǫ
‖Tt‖2L∞(tn,tn+1;L2(Ω)) +

ǫ
r
‖∇vh‖2,

|PrRa(γenT , vh)| = |PrRa(γζn, vh)− PrRa(γψn
h)|

≤ Pr2Ra2C2
PF,1Cr

ǫ
(‖ζn‖2 + ‖ψn

h‖2) + 2ǫ
r
‖∇vh‖2,

|(un+1
1 − un1 , Sh)| ≤ C2

PF,2Cr

ǫ
‖un+1

1 − un1‖2 + ǫ
r
‖∇Sh‖2

≤ const.∆t2

ǫ
‖ut‖2L∞(tn,tn+1;L2(Ω)) +

ǫ
r
‖∇Sh‖2,

|(enu1, Sh)| = |(ηn1 , Sh) + (φn
1h, Sh)|

≤ Pr2Ra2C2
PF,1Cr

ǫ
(‖ηn‖2 + ‖φn

h‖2) + 2ǫ
r
‖∇Sh‖2.

Apply estimates in previous theorem as well as the above estimates to arrive, sum over n

from 0 to N − 1, apply Lemma 2.0.3, triangle inequality and arrive at the result.

Theorem 4.5.4. Suppose the assumptions of Theorem 4.4.1 hold. Then the error in the

pressure satisfies

∆t

N−1∑

n=0

‖en+1
p ‖ ≤ C∆t

N−1∑

n=0

{
‖∇en+1

u ‖+ ‖∇enu‖+∆t‖∇ut‖L∞(tn,tn+1;L2(Ω))

+∆t‖Tt‖L∞(tn,tn+1;L2(Ω)) + ‖pn+1 − qn+1
h ‖+ ‖enT‖+∆t‖utt‖L∞(tn,tn+1;L2(Ω))

}
.

Proof. We follow the same strategy as in the proof above; we need only estimate two different

terms and incorporate them in the analysis,

|PrRa(γ(T n+1 − T n), vh)| ≤ PrRaCPF,1‖T n+1 − T n‖‖∇vh‖

≤ ∆tPRRaCPF,1‖Tt‖L∞(tn,tn+1;L2(Ω))‖‖∇vh‖,

|PrRa(γenT , vh)| ≤ PrRaCPF,1‖enT‖‖∇vh‖.
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4.6 NUMERICAL EXPERIMENTS

In this section, we test the stability and accuracy of the numerical scheme described by

(4.28)-(4.29), using Taylor-Hood elements to approximate the average velocity (piecewise

continuous quadratic elements), the pressure (piecewise continuous linear elements), and the

average temperature (piecewise continuous quadratic elements). The software used for all

tests is FreeFem++ [93]. In these tests, e = u− uh and all errors are relative.

4.6.1 The double pane window problem

This example is taken from [21], where no exact solution is given. We solve the problem first

on a fine mesh (128× 128) for spatial convergence testing. The problem being considered is

that of the two-dimensional flow of a Boussinesq fluid of Prandtl number 0.71 in an upright

square cavity of side L. Both velocity components are zero on the boundaries. The horizontal

walls are insulated, and the vertical sides are at temperatures Th and Tc. We set Th = 1.0

and Tc = 0.0. The gravitational vector is pointing downwards.

The solutions of this problem have been obtained for Rayleigh numbers of 103, 104, 105,

and 106 at a final time Tf = 1.0 (Figures 11, 12, 13, 14). An 31 × 31 mesh is used for

the Rayleigh numbers of 103, 104 and 105, with a time step of 10−2. For Ra = 106, a

finer mesh (51 × 51) is used, with ∆t = 10−3. We consider two different initial conditions

for the velocity, u1(x, y) and u2(x, y). The velocity and temperature initial conditions are,

respectively, u1 = (0.0 − ǫ, 0.0− ǫ), u2 = (0.0 + ǫ, 0.0 + ǫ) and T0 = 0.0, for ǫ = 10−3 . The

solutions converge to a steady state solution before the final time, and the figures are in

accordance to the ones presented in [21].

Figure 10 shows the iso-values used in the results presented.
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Figure 10: isovalues used for tests 1 and 2
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(a) Velocity

(b) Temperature

Figure 11: Average velocity (a) and temperature(b) for Ra = 103
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(a) Velocity

(b) Temperature

Figure 12: Average velocity (a) and temperature(b) for Ra = 104
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(a) Velocity

(b) Temperature

Figure 13: Average velocity (a) and temperature(b) for Ra = 105
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(a) Velocity

(b) Temperature

Figure 14: Average velocity (a) and temperature(b) for Ra = 106
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Figures 11, 12, 13, and 14 show a circular motion of the velocity vectors: the fluid goes

upwards near the hot wall gets cooler as it approaches the cold boundary and then goes

downwards near the cold wall, the fact that creates a circular motion; a phenomenon that is

well explained by the physics of nature.

Table 4 shows the spatial and temporal convergence rates. As predicted by the theory, the

numerical tests confirm second order accuracy in space and first order in time (for the H1

norm). To test spatial convergence, 4 meshes of different sizes were considered with h ranging

from 2−5 to 2−2. As for the temporal convergence, 5 different time steps were used, ranging

from ∆t = 10−1 to ∆t = 10−1

24
. The errors are being evaluated at a final time TF = 1.0.

The norm used to calculate the error for each h is the L2 norm. Letting ũ = (ũ1, ũ2) be the

solution for the fine 128 × 128 mesh, which is considered as the reference solution; and let

uh = (u1, u2) be the approximate solution obtained by the algorithm for a certain h, then,

for the mesh ThF,

‖uh − ũ‖L2 =

√∫

ThF

((u1 − ũ1)2 + (u2 − ũ2)2)dxdy;

Similarly, letting T̃ be the solution for the fine 128 × 128 mesh, which is considered as the

reference solution; and let Th be the approximate solution obtained by the algorithm for a

certain h, then, for the mesh ThF,

‖Th − T̃‖L2 =

√∫

ThF

(Th − T̃ )2dxdy;

Spatial convergence rate Temporal convergence rate

velocity 2.0 1.4

temperature 2.3 1.26

Table 4: Spatial and temporal convergence rates, Double pane window
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4.6.2 The annulus example

We consider an annular domain Ω, with ∂Ω = C1 ∪C2, where C1 is the circle of center (0, 0)
and radius r and C2 the circle of center (0, 0) and radius 2r (we take r = 1.0). The normalized
gravity vector ~g = (0,−1) is pointing downwards. We discretize the mesh using 50 points on
C1 and 100 on C2, with a time step ∆t = 0.01. The final result is obtained at Tf = 0.5, for
Ra = 103 and Pr = 0.71, with initial conditions u1 = (0.0− ǫ, 0.0− ǫ), u2 = (0.0+ ǫ, 0.0+ ǫ)
and T0 = 0.0, for ǫ = 10−3. The right hand sides are set to f1 = (0, 0) and f2 = 0. The
velocity components are set to 0.0 on the boundaries. The temperature boundary conditions
satisfy TC1 = 1.0 corresponding to the hot boundary and TC2 = 0.0 corresponding to the
cold boundary. Figure 15 shows the steady state solution after convergence.

74



(a) Velocity

(b) Temperature

Figure 15: Average velocity (a) and temperature(b) for Ra = 4.8e4
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4.6.3 The Earth-like example

We consider an Earth-like domain Ω, with ∂Ω = C1 ∪ C2, where C1 is the circle of center

(0, 0) and radius r, representing the Earth with hot boundary; and C2 the circle of center

(0, 0) and radius 2.6× r (we take r = 1.0), representing the atmosphere with cold boundary.

The gravity vector ~g = (−x,−y) is pointing inwards. We discretize the mesh using 40 points

on C1 and 104 points on C2, with a time step ∆t = 10−2. We set Ra = 4.8e4 and Pr = 0.706,

with initial conditions u1 = (0.0, 0.0), u2 = (0.0 + ǫ, 0.0+ ǫ) and T0 = 0.0, for ǫ = 10−3. The

velocity components are set to 0.0 on the boundaries. The temperature boundary conditions

satisfy TC1 = 5.0 and TC2 = 0.0. The velocity and temperature at TF = 1.0 and TF = 0.3

are shown in Figures 17 and 18 respectively. The Earth-like example has no documented

exact solution.

Figure 16 show the isovalues used for the Earth-like test.
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Figure 16: isovalues used for tests 1 and 2
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(a) Velocity, Ra = 4.8e4

(b) Temperature, Ra = 4.8e4

Figure 17: Earth-like example at TF = 1.0.
78



(a) Velocity, Ra = 4.8e4

(b) Temperature, Ra = 4.8e4

Figure 18: Earth-like example at TF = 0.3.
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Figures 17 and 18 show a circular motion of the velocity vectors and the development of

some eddies: the fluid goes upwards near the hot boundary gets cooler as it reaches higher

altitudes, and therefore gets heavier. The fluid then goes downwards near the cold boundary

(the atmosphere) until it reaches again the hot boundary (the Earth) and so on, the fact

that creates a circular motion; a phenomenon that is well explained by the physics of nature.
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5.0 PREDICTABILITY OF AVERAGE TEMPERATURES

The instability of the atmosphere with respect to perturbations of small amplitude places

an upper bound on the predictability of instantaneous weather patterns. The lack of com-

plete periodicity in the atmosphere’s behavior is sufficient evidence for instability, but it

does not reveal the range at which the uncertainty in prediction must become large. Most

estimates of this range have been based on numerical integrations of systems of equations

of varying degrees of complexity, starting from two or more rather similar initial states. It

has become common practice to measure the error which would be made by assuming one of

these states to be correct, when in fact another is correct, by the root-mean-square difference

between the two fields of wind, temperature, or some other element, and to express the rate

of amplification of small errors in terms of a doubling time. The available models then were

those of Smagorinsky (1963), Mintz (1964), and Leith (1965); predictability studies which

they subsequently performed with these models were described by Charney et al. (1966),

who concluded that a reasonable estimate of the doubling time was five days. A landmark

study was that of Smagorinsky (1969), whose numerical integrations indicated a three-day

doubling time for the smallest errors.

A basic characteristic of chaotic dynamical systems is especially relevant to predictability:

the leading Lyapunov number, or its logarithm, the leading Lyapunov exponent. The Lya-

punov exponent of a dynamical system is a quantity that characterizes the rate of separation

of infinitesimally close trajectories. The characteristic Lyapunov exponents are somehow an

extension of the linear stability analysis to the case of aperiodic motions. Roughly speaking,

they measure the typical rate of exponential divergence of nearby trajectories. In this sense

they give information on the rate of growth of a very small error on the initial state of a

system.
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The ensemble code for the Natural Convection problem was used to study the predictability

of average temperatures. Different temperature initial conditions were used . We first run

the experiments with a constant initial perturbation of the velocities and the temperatures;

we choose the norm of the perturbation to be O(10−3). In Section 5.2, we repeat the same

predictability experiment using initial perturbations generated by the Bred Vector algorithm,

keeping the same norm mentioned above. The difference in the solutions was recorded for

many final times. The Lyupanov exponents and the doubling times, which in the case of

squeezing of solutions are called ”half-lives”, are then computed as follows:

Let ∆Z0 and ∆Z(Tf ) denote the separation of the solution at the initial time t = 0 and the

final time t = Tf , respectively. Let λ denote the Lyapunov exponent and T1/2 the doubling

time (or half-life, if the flow is not turbulent), then

λ =
1

Tf
ln

( |∆Z(Tf)|
|∆Z0|

)
, and

T1/2 =
ln(2)

λ

The norm used in the calculation of λ is the L2 norm.

We intend to study the separation between two trajectories, starting from two close initial

conditions.

If λ > 0, we have a rapid (exponential) amplification of an error on the initial condition. In

such a case, the system is chaotic and unpredictable on the long times.

Let us stress that the Lyapunov exponents give information on the typical behaviors along

a generic trajectory, followed for infinite time and keeping the perturbation infinitesimally

small. In this respect, they are global quantities characterizing fine-grained properties of a

system [24].

5.1 NUMERICAL RESULTS FOR CONSTANT INITIAL

PERTURBATIONS

The Earth-like example described in Section 4.7.3 is the core of the predictability numerical

tests that were conducted. We discretize the domain using 20 points on the inner circle and
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104 points on the outer circle. We set the Rayleigh number to 4.8e3, the initial deviation to

ǫ = 10−3, ∆t = 0.01, Pr = 0.706, κ = 1, f1 = (0, 0)T , f2 = 0, and we calculated the average

temperature using

Tavg =
1

area

∫

Ω

T (x, y, Tf)dxdy

We first show in Table 5 the numerical values of the Lyapunov exponent and the half-life for
the Earth-like example described above at different final times.

Tf Deviation λ T1/2

0.5 0.0002 −4.6052 −0.1505

1.0 0.00005 −3.6889 −0.1879

2.0 0.00002 −2.3026 −0.3010

Table 5: λ and T1/2 for different final times, entire domain

83



-3 -2 -1 0 1 2 3
-3

-2

-1

0

1

2

3
Earth-like example

T=5
T=0

Final time
0.5 1 1.5 2

D
ou

bl
in

g 
tim

e

-0.35

-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

0
Doubling time vs Final time, entire domain

Figure 19: Average Temperature Predictability results
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Figure 20: Predictability results for the Upper Half subdomain
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Figure 21: Predictability results for the Upper Right Quarter subdomain
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Figure 22: Predictability results for the Lower Left Quarter subdomain
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Figure 19 shows the results listed in Table 5, for the entire domain.

The same experiment was conducted for the upper half (Figure 20), upper right quarter

(Figure 21), and lower left quarter (Figure 22) subdomains. The half-lives were recorded

and plotted into a graph versus the final times for each subdomain.

Figure 23 gathers the above information in one graph, showing that the half-life gets closer

and closer to zero as the subdomain approaches the entire domain. The latter brings us to

one of the most important points of that thesis: Predictability by scale.

Figure 24 shows the half-lives versus the scale. A scale of 1 denotes the entire domain,

0.5 half of the domain, and so on. Nevertheless, the results shown in this chapter are

only preliminary; and thus a definite conclusion cannot be drawn until the predictability of

turbulent flows is tested.

The negative half-life shown in the above numerical tests is a numerical evidence that the

average temperature in the Earth-like example is stable and predictable; which means that

the total heat in the earth is stable. This is due to the fact that the system we studied is a

stable system under some respected time-step condition. In the case of a turbulent system,

the temperature is expected not to be predictable and the doubling time to be positive

(Chapter 6).

5.2 NUMERICAL RESULTS USING THE BRED VECTOR ALGORITHM

In the results shown above, the initial perturbation ǫ was fixed to 10e − 3. A closer way

to the reality of dynamical systems is to generate the initial perturbation using the Bred

Vector algorithm [9]. In her book entitled Atmospheric Modeling, Data Assimilation and

Predictability, Kalnay discusses a breeding cycle that generates initial perturbations. Given

an evolving atmospheric flow (either a series of atmospheric analyses, or a long model run),

a breeding cycle is started by introducing a random initial perturbation (”random seed”)

with a given initial size. It should be noted that the random seed is introduced only once.

The same nonlinear model is integrated from the control and from the perturbed initial

conditions. From then on at fixed time intervals (e.g., every 6 hours or every 24 hours), the
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Figure 23: Half-life versus final time for different scales
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control forecast is subtracted from the perturbed forecast. The difference is scaled down so

that it has the same amplitude (defined using the same arbitrary norm) as the initial pertur-

bation, and then added to the corresponding new analysis or model state. It was found that

beyond an initial transient period of 3-4 days after random perturbations were introduced,

the perturbations generated in the breeding cycle (denoted bred vectors), acquired a large

growth rate, faster than the growth rate of Monte Carlo forecasting or even scaled lagged

average forecasting and forecast differences [9].

Toth and Kalnay (1993 [91], 1997 [92]) also found that (after the transient period of 3-4

days) the shape or structure of the perturbation bred vectors did not depend on either the

norm used for the rescaling or the length of the scaling period. The breeding cycle has been

designed to model how the growing errors are “bred” and maintained in a conventional anal-

ysis cycle through the successive use of short-range forecasts. The bred modes should thus

offer a good estimate of possible growing error fields in the analysis. Results from extensive

experiments indicate that ensembles of just two BGM forecasts achieve better results than

much larger random Monte Cado or lagged average forecast (LAF) ensembles [91].

The Bred Vector algorithm reads as follows:

Let φn(x, t) denote the perturbation at time tn. Without loss of generality, we assume u1(x, t)

is velocity we are perturbing around.

Given un1 and un2 , let ǫ = ‖un1 − un2‖
Then φn = un1 − un2 , φn ← ǫ× φn

‖φn‖
and un2 ← un2 + φn.

In brief, the norm of the perturbation is preserved and determined by the norm of the initial

perturbation picked. It is the direction of the perturbation that is being changed using that

algorithm.
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(a) Velocity, Ra = 4.8e4

(b) Temperature, Ra = 4.8e4

Figure 25: Earth-like example using Bred Vectors at TF = 0.3.
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(a) Velocity, Ra = 4.8e4

(b) Temperature, Ra = 4.8e4

Figure 26: Earth-like example using Bred Vectors at TF = 1.
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We repeat the iterations 5 times to generate u52, that will be used as the initial condition u02

in the ensemble algorithm for predictability, instead of u02 = u01 + (10−3, 10−3)T .

We repeat the half-life calculations for the The earth-like example performed in section 5.1.

To obtain an accurate comparison, we use the same data, with the exception of the initial

perturbations of the velocity and temperature; which are obtained using the Bred Vector

algorithm then imported into the main FreeFem++ code. We set the Rayleigh number to

4.8e3, the initial deviation to ǫ = 2 × 10−3, ∆t = 0.01, Pr = 0.706, κ = 1, f1 = (0, 0)T ,

f2 = 0, and we calculated the average temperature using

Tavg =
1

area

∫

Ω

T (x, y, Tf)dxdy

Tf Deviation λ T1/2

0.5 0.00005 −11.983 −0.0578

1.0 0.00002 −7.824 −0.0886

1.5 0.00005 −1.997 −0.3471

Table 6: λ and T1/2 for different final times using Bred Vectors, for the entire domain

Figure 5.2 compares the half-lives obtained for different final times for the Earth-like exam-

ple, using a constant initial perturbation of the temperature versus an initial perturbation

generated by a Bred Vector algorithm. In such a case of a predictable system, we notice that

the Bred Vector algorithm give half-lives that a slightly closer to zero. It is worth mentioning

though that the results for both perturbations become comparable for high final times.
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Figure 27: Half-life using constant initial perturbation versus Bred Vectors
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6.0 ENSEMBLES FOR TURBULENT NATURAL CONVECTION

Time stepping methods have been developed in Chapter 3 for the Natural Convection prob-

lem with oscillating viscosity. Moreover, an ensemble algorithm for the Natural Convection

problem has been studied in details in Chapter 4. The latter was a preparation for the

predictability study presented in Chapter 5, using the ensemble algorithm for the Natural

Convection problem; showing stability and predictability of average temperatures in the

Earth-like model.

The natural next step is to extend our ensemble algorithm to the turbulent Natural Convec-

tion problem, with oscillating Prandtl number and heat conductivity. The latter occurs in

flows with high Reynolds numbers. This is the case of an eddy viscosity model. The trans-

port of heat within turbulent flows is a fundamental physical process in many natural and

engineered systems. Historically, engineering approaches to modeling such systems employed

a turbulence closure scheme for the momentum field based on either an eddy viscosity or a

mixing length formulation. The calculation of the scalar transport then often made use of

the so-called Reynolds analogy, whereby the scalar dispersivity was assumed to be propor-

tional to the eddy viscosity [90].

The difference between laminar and turbulent flows can be seen if a filament of dye is injected

near the center-line of a pipe. In laminar flow, the filament remains straight and coherent

but, with the onset of turbulent flow, it meanders, winds itself up into tight coils and is

diffused rapidly over the whole section of the pipe. Although the transition from laminar

to turbulent flow is not as simple as this and similar descriptions make it appear, the phe-

nomenon illustrates very well the fundamental differences in character between laminar and

turbulent flow, particularly the ability of a turbulent flow to transmit larger shear stresses

and to diffuse heat and matter more rapidly than the corresponding laminar flow. It is
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well known that differences arise from an intricate and eddying motion of the fluid which

convects momentum, heat and matter from one part of the flow to another, the direction

of net transport being in general down the gradient of the quantity concerned. Formally,

the overall effect is equivalent to increasing greatly the effective coefficients of viscosity, heat

conductivity and diffusion.

As a consequence of the irregularity and complexity of the motion, it is only practicable to

consider mean values of functions of the instantaneous and local values of the fluid veloci-

ties, pressures and temperatures. The most important theories developed were the various

forms of the mixing-length theory [95] [96] by L. Prandtl and by G.I. Taylor, which served

a purpose in providing a framework for current theoretical and experimental work, but they

were admittedly incomplete and contained internal inconsistencies [94].

Following Prandtl’s assumption that the eddy viscosity is proportional to the mixing length

multiplied by a turbulence characteristic velocity, and the relation of the Prandtl number

and heat conductivity to the viscosity, we define the fluctuating, time and space-dependent,

Prandtl number and heat conductivity.

Recall the definitions of the average < u > in 4.6 and the fluctuation |u′| in 4.27:

< u >n:=
1

J

J∑

j=1

un and,

u′
n
j = unj− < uh >

n .

Definition 1. Let | · | denote the Euclidean length of a vector and Frobenius norm of an

array. Then the magnitude of the fluctuation (the characteristic velocity) is defined by

|u′n| =

√√√√
J∑

j=1

|u′nj |2

We also define the mixing length, which will be used in the definitions of the fluctuating

Prandtl number and heat conductivity.
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Definition 2. The distance that a fluctuating eddy travels in one time step is called the

mixing length and is defined by

l = |u′|∆t

Definition 3. The fluctuating, time and space-dependent, Prandtl number and heat conduc-

tivity are respectively defined by

PrT = γPr(l · |u′|)

κT = γκ(l · |u′|)

Consider the natural convection problem enclosed in a medium with non-zero wall thickness.

Let Ωe ⊂ Ω be polyhedral domains in R
d(d = 2, 3) with boundaries ∂Ωe and ∂Ω, respectively,

such that dist(∂Ωe,∂Ω) > 0. The boundary ∂Ω is partitioned such that ∂Ω = Γ1 ∪ Γ2 with

Γ1 ∩ Γ2 = Ø and measure (Γ2) > 0. Let u(x, t) : Ω × [0, t∗] → R
d, p(x, t) : Ω × [0, t∗] → R,

and T (x, t) : Ω× [0, t∗]→ R satisfy

ut + u · ∇u− Pr∆u−∇ · (PrT∇u) +∇p = PrRaγT + f in Ωe, (6.1)

∇ · u = 0 in Ωe, (6.2)

Tt + u · ∇T −∇ · (κ∇T )−∇ · (κT∇T ) = g in Ω, (6.3)

u(x, 0) = u0(x) and T (x, 0) = T 0(x) in Ω, (6.4)

u = 0 on ∂Ωe, u = 0 in Ω− Ωe, T = 0 on Γ2 and n · ∇T = 0 on Γ1, (6.5)

where n denotes the usual outward normal to Ω, γ = g
|g|
, Pr is the Prandtl number, Ra is

the Rayleigh number, and κ = κe in Ωe is the thermal conductivity; all of which are positive

constants. Further, f and g are forcing terms dependent on space and time. We now

combine the ensembles studied in Chapter 4 with the turbulent Natural convection problem.

We consider J systems of the above equations with J slightly perturbed initial conditions u0j

and T 0
j and body forces fj and gj. Let uj(x, t) : Ω × [0, t∗] → R

d, pj(x, t) : Ω × [0, t∗] → R,
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and Tj(x, t) : Ω× [0, t∗]→ R satisfy

uj,t + uj · ∇uj − Pr∆uj −∇ · (PrT∇uj) +∇pj = PrRaγTj + fj in Ωe, (6.6)

∇ · uj = 0 in Ωe, (6.7)

Tj,t + uj · ∇Tj −∇ · (κ∇Tj)−∇ · (κT∇Tj) = gj in Ω, (6.8)

uj(x, 0) = u0j(x) and Tj(x, 0) = T 0
j (x) in Ω, (6.9)

uj = 0 on ∂Ωe, uj = 0 in Ω− Ωe, Tj = 0 on Γ2 and n · ∇Tj on Γ1, (6.10)

Keeping the spatial dependence suppressed and using an implicit-explicit time-discretization,

while keeping the coefficient matrix independent of the ensemble members, as in Section 4.3,

leads to the method:

un+1
j − unj
∆t

− Pr△un+1
j −∇ · (PrnT∇un+1

j )+ < u >n ·∇un+1
j (6.11)

+(unj− < u >n) · ∇unj +∇pn+1
j = PrRaγT n+1

j + fn+1
j ,

∇ · un+1
j = 0,

T n+1
j − T n

j

∆t
− κ∆T n+1

j −∇ · (κnT∇T n+1
j )+ < u >n ·∇T n+1

j + (unj− < u >n) · ∇T n
j = gn+1

j .

The weak formulation of the above system will be useful in the stability analysis. It reads:

Find uj : [0, t
∗] → X , pj : [0, t

∗] → Q, Tj : [0, t
∗] → W for almost every t ∈ (0, t∗] satisfying

for j = 1, ..., J :

(uj,t, v) + b(uj, uj, v) + Pr(∇uj,∇v) +
∫

Ω

γPr∆t|u′n|2∇un+1
j ∇vdx− (pj,∇ · v) (6.12)

= PrRa(γTj, v) + (fj, v) ∀v ∈ X,

(q,∇ · uj) = 0 ∀q ∈ Q, (6.13)

(Tj,t, S) + κ(∇Tj ,∇S) +
∫

Ω

γκ∆t|u′n|2∇T n+1
j ∇Sdx+ b∗(uj, Tj, S) (6.14)

= (gj , S) ∀S ∈ W.

99



6.1 NUMERICAL SCHEME

We should now discuss those aspects relevant to finite element approximation. We consider

the same finite element spaces Xh, Qh, Wh described in Chapter 4.

The aforementioned finite element spaces satisfy the approximation properties in (2.1) and

the discrete inf-sup condition (2.4). Recall that the space of discretely divergence free func-

tions, Vh, is defined by

Vh := {vh ∈ Xh : (qh,∇ · vh) = 0, ∀qh ∈ Qh}.

We assume that the mesh and finite element spaces satisfy the following inverse inequality:

‖∇χ1,2‖ ≤ Cinv,1,2h
−1‖χ1,2‖ ∀χ1 ∈ Xh, ∀χ2 ∈ Wh.

The Poincaré-Friedrichs inequality is also satisfied:

‖χ1,2‖ ≤ CPF,1,2‖∇χ1,2‖ ∀χ1 ∈ Xh, ∀χ2 ∈ Wh.

Recall the explicitly skew-symmetric bilinear forms, b(u, v, w) and b∗(u, T, S).

Lemma 6.1.1. Let uh, vh, and wh ∈ Xh and Th, Sh ∈ Wh, then the following identities hold

b(uh, vh, wh) =

∫

Ω

uh · ∇vh · whdx+
1

2

∫

Ω

(∇ · uh)(vh · wh)dx,

b(uh, Th, Sh) =

∫

Ω

uh · ∇ThShdx+
1

2

∫

Ω

(∇ · uh)(ThSh)dx.

Proof. Use integration by parts.

100



Remark: The integral is taken over Ωe due to the fluid velocity being identically zero in

Ω− Ωe, the solid wall enclosing the fluid.

The discrete time analysis will utilize the following norms ∀ 1 ≤ k ≤ ∞:

|||v|||∞,k := max
0≤n≤N

‖vn‖k,

|||v|||p,k :=
(
∆t

N∑

0

‖vn‖pk
)1/p

.

In subsequent discussion, the ensemble number is suppressed and the following notational

simplicities are enforced:

u(x, t;ωj) := uj(x, t),

p(x, t;ωj) := pj(x, t),

T (x, t;ωj) := Tj(x, t),

Un
h = unh− < uh >

n .

Denote the fully discrete solutions unh, p
n
h, and T

n
h at time levels tn = n∆t, n = 0, 1, ..., N ,

such that t∗ = N∆t. Introducing the finite element approximation in space and applying a

backward Euler discretization in time, the fully discrete approximation of (6.11) is:

Given unh(x, t;ωj), p
n
h(x, t;ωj), and T

n
h (x, t;ωj), find u

n+1
h ∈ Xh, p

n+1
h ∈ Qh, and T

n+1
h ∈ Wh

satisfying, for every n = 0, 1, ..., N ,

(
un+1
h − unh
∆t

, vh) + b(< uh >
n, un+1

h , vh) + b(Un
h , u

n
h, vh) + Pr(∇un+1

h ,∇vh) (6.15)

+

∫

Ω

γPr∆t|u′n|2∇un+1
h ∇vhdx− (pn+1

h ,∇ · vh)

= PrRa(γT n+1
h , vh) + (fn+1, vh) ∀vh ∈ Xh,

(qh,∇ · un+1
h ) = 0 ∀qh ∈ Qh,

(
T n+1
h − T n

h

∆t
, Sh) + b∗(< uh >

n, T n+1
h , Sh) + b∗(Un

h , T
n
h , Sh) + κ(∇T n+1

h ,∇Sh)

+

∫

Ω

γκ∆t|u′n|2∇T n+1
h ∇Shdx = (gn+1, Sh) ∀Sh ∈ Wh.
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6.2 NUMERICAL ANALYSIS

In this section, we present two stability conditions for the numerical scheme (6.15).The

first stability condition, stated in Theorem 6.2.1 depends mainly on the constants in the

fluctuating Prandtl number PrT and heat conductivity κT . The second stability condition

depends on κ, Pr and the space discretization h.

6.2.1 Stability Analysis (method 1)

We state and prove herein the first condition for the stability of the scheme (6.15).

Theorem 6.2.1. The scheme (6.15) is conditionally stable with respect to the timestep ∆t

in the following sense: Suppose f ∈ L∞(0, t∗;H−1(Ω)d), g ∈ L∞(0, t∗;H−1(Ω)), γPr > 1,

γκ > 1, and for all N ≥ 1 and j = 1, ..., J if

∆t‖∇ · u′nj ‖2L4 ≤ min{γPr − 1

2CsγPr
,
γκ − 1

2Csγκ
} (6.16)

where Cs is the constant arising from the Sobolev embedding theorem, then

1

2
‖uN+1

h ‖2 + 1

4

N∑

n=0

‖un+1
h − unh‖2 +∆t

N∑

n=0

∫

Ω

(
Pr

2
+ γPr|u′nh |2∆t

)
|∇un+1

h |2dx (6.17)

−∆t2
N∑

n=0

∫

Ω

(
1

γPr
|u′nh |2|∇un+1

h |2 + 1

1− γPr
|∇ · u′nh |2|un+1

h |2
)
dx

≤ 1

2
‖u0h‖2 +∆tP rRa2γ2

N∑

n=0

‖T n+1
h ‖2∗ +

2∆t

P r

N∑

n=0

‖fn+1‖2∗, and,

1

2
‖TN+1

h ‖2 + 1

4

N∑

n=0

‖T n+1
h − T n

h ‖2 +∆t

N∑

n=0

∫

Ω

(κ
2
+ γκ|u′nh |2∆t

)
|∇un+1

h |2dx (6.18)

−∆t2
N∑

n=0

∫

Ω

(
1

γκ
|u′nh |2|∇T n+1

h |2 + 1

1− γκ
|∇ · u′nh |2|T n+1

h |2
)
dx

≤ 1

2
‖T 0

h‖2 +
2∆t

κ

N∑

n=0

‖gn+1‖2∗.
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Proof. We begin by proving the stability result of the temperature equation.

Let Sh = T n+1
h , multiply by ∆t and use the polarization identity. Then,

1

2
(‖T n+1

h ‖2 − ‖T n
h ‖2) +

1

2
‖T n+1

h − T n
h ‖2 +∆tκ‖∇T n+1

h ‖2 (6.19)

+ ∆t

∫

Ω

γκ∆t|u′n|2|∇T n+1
h |2dx

= ∆t(gn+1, T n+1
h )−∆tb∗(u′nh , T

n
h , T

n+1
h ), (6.20)

Using Young’s inequality with ǫ = κ, the right-hand side is bounded by

∆t(gn+1, T n+1
h ) ≤ ∆tκ

2
‖∇T n+1

h ‖2 + ∆t

2κ
‖gn+1‖2∗ (6.21)

and the term ∆tκ
2
‖∇T n+1

h ‖2 is moved to the left hand side.

Next, the trilinear term | −∆tb∗(u′nh , T
n
h , T

n+1
h )| is bounded by, for any 0 < α < 1,

| −∆tb∗(u′nh , T
n
h , T

n+1
h )| = |∆tb∗(u′nh , T n

h − T n+1
h , T n+1

h )| (6.22)

= |∆tb∗(u′nh , T n+1
h , T n+1

h − T n
h )|

= |∆t(u′nh · ∇T n+1
h , T n+1

h − T n
h ) +

1

2
∆t(∇ · u′nh , T n+1

h · (T n+1
h − T n

h ))|

≤ ∆t2

α

∫

Ω

|u′nh |2|∇T n+1
h |2dx+ α

4
‖T n+1

h − T n
h ‖2

+
∆t2

1− α

∫

Ω

|∇ · u′nh |2|T n+1
h |2dx+ 1− α

4
‖T n+1

h − T n
h ‖2

= ∆t2
∫

Ω

(
1

α
|u′nh |2|∇T n+1

h |2 + 1

1− α |∇ · u
′n
h |2|T n+1

h |2
)
dx+

1

4
‖T n+1

h − T n
h ‖2.

The stability follows provided there is an α, 0 < α < 1, such that

∆t

∫

Ω

(κ
2
+ γκ|u′nh |2∆t

)
|∇T n+1

h |2dx (6.23)

−∆t2
∫

Ω

(
1

α
|u′nh |2|∇T n+1

h |2 + 1

1− α |∇ · u
′n
h |2|T n+1

h |2
)
dx ≥ 0.

For 0 ≤ θ ≤ 1
2
, (6.23) is equivalent to

∫

Ω

(
θκ+∆t(γκ −

1

α
)|u′nh |2

)
|∇T n+1

h |2 (6.24)

+

∫

Ω

(
(
1

2
− θ)κ|∇T n+1

h |2 − ∆t

1− α |∇ · u
′n
h |2|T n+1

h |2
)
dx ≥ 0.
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A sufficient condition for (6.24) is

θκ+∆t(γκ −
1

α
)|u′nh |2 ≥ 0 and (6.25)

(
1

2
− θ)κ‖∇T n+1

h ‖2 − ∆t

1− α‖∇ · u
′n
h ‖2L4‖T n+1

h ‖2L4 ≥ 0.

By Sobolev embedding theorem, (6.25) holds if

θκ+∆t(γκ −
1

α
)|u′nh |2 ≥ 0 and (6.26)

(
1

2
− θ)κ‖∇T n+1

h ‖2 − Cs∆t

1− α‖∇ · u
′n
h ‖2L4‖T n+1

h ‖2L4 ≥ 0.

In particular, let γκ > 1, α = 1
γκ

and θ = 0, then (6.26) reduces to

γκ ≥ 0 and
1

2
κ− Csγκ

γκ − 1
∆t‖∇ · u′nh ‖2L4 ≥ 0, (6.27)

which is equivalent to

γκ ≥ 1 and ∆t‖∇ · u′nh ‖2L4 ≤ (γκ − 1)κ

2Csγκ
. (6.28)

Given (6.21), (6.22) and (6.28), sum (6.19) from 0 to N and stability of the temperature

approximation follows.

The stability proof of the velocity approximation is similar to the temperature one. Let

vh = un+1
h ∈ Vh, multiply by ∆t and use the polarization identity. Then,

1

2
(‖un+1

h ‖2 − ‖unh‖2) +
1

2
‖un+1

h − unh‖2 +∆tb∗(u′nh , u
n
h, u

n+1
h ) + ∆tP r‖∇un+1

h ‖2 (6.29)

+ ∆t

∫

Ω

γPr∆t|u′n|2|∇un+1
h |2dx = ∆tP rRaγ(T n+1

h , un+1
h ) + ∆t(fn+1, un+1

h ).

Using Young’s inequality with ǫ = 1
2
and ǫ = Pr

2
respectively, the right-hand side is bounded

by

∆tP rRaγ(T n+1
h , un+1

h ) = ∆tP r(RaγT n+1
h , un+1

h ) (6.30)

≤ ∆t
P r

4
‖∇un+1

h ‖2 +∆tP rRa2γ2‖T n+1
h ‖2∗ (6.31)

∆t(fn+1, un+1
h ) ≤ ∆tP r

4
‖∇un+1

h ‖2 + 2∆t

Pr
‖fn+1‖2∗ (6.32)
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and the resulting term ∆tP r
2
‖∇un+1

h ‖2 is moved to the left hand side.

Next, the trilinear term | −∆tb∗(u′nh , T
n
h , T

n+1
h )| is bounded by

| −∆tb∗(u′nh , u
n
h, u

n+1
h )| = |∆tb∗(u′nh , unh − un+1

h , un+1
h )| (6.33)

= |∆tb∗(u′nh , un+1
h , un+1

h − unh)|

= |∆t(u′nh · ∇un+1
h , un+1

h − unh) +
1

2
∆t(∇ · u′nh , un+1

h · (un+1
h − unh))|

≤ ∆t2

α

∫

Ω

|u′nh |2|∇un+1
h |2dx+ α

4
‖un+1

h − unh‖2

+
∆t2

1− α

∫

Ω

|∇ · u′nh |2|un+1
h |2dx+ 1− α

4
‖un+1

h − unh‖2 for any 0 < α < 1

= ∆t2
∫

Ω

(
1

α
|u′nh |2|∇un+1

h |2 + 1

1− α |∇ · u
′n
h |2|un+1

h |2
)
dx+

1

4
‖un+1

h − unh‖2.

The stability follows provided there is an α, 0 < α < 1, such that

∆t

∫

Ω

(
Pr

2
+ γPr|u′nh |2∆t

)
|∇un+1

h |2 (6.34)

−∆t2
∫

Ω

(
1

α
|u′nh |2|∇un+1

h |2 + 1

1− α |∇ · u
′n
h |2|un+1

h |2
)
dx ≥ 0.

For 0 ≤ θ ≤ 1
2
, (6.34) is equivalent to

∫

Ω

(
θPr +∆t(γPr −

1

α
)|u′nh |2

)
|∇un+1

h |2 (6.35)

+

∫

Ω

(
(
1

2
− θ)Pr|∇un+1

h |2 − ∆t

1− α |∇ · u
′n
h |2|un+1

h |2
)
dx ≥ 0. (6.36)

A sufficient condition for (6.35) is

θPr +∆t(γPr −
1

α
)|u′nh |2 ≥ 0 and (6.37)

(
1

2
− θ)Pr‖∇un+1

h ‖2 − ∆t

1− α‖∇ · u
′n
h ‖2L4‖un+1

h ‖2L4 ≥ 0.

By Sobolev embedding theorem, (6.37) holds if

θPr +∆t(γPr −
1

α
)|u′nh |2 ≥ 0 and (6.38)

(
1

2
− θ)Pr‖∇un+1

h ‖2 − Cs∆t

1− α‖∇ · u
′n
h ‖2L4‖un+1

h ‖2L4 ≥ 0.
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In particular, let γPr > 1, α = 1
γPr

and θ = 0, then (6.38) reduces to

γPr ≥ 0 and
1

2
Pr − CsγPr

γPr − 1
∆t‖∇ · u′nh ‖2L4 ≥ 0, (6.39)

which is equivalent to

γPr ≥ 1 and ∆t‖∇ · u′nh ‖2L4 ≤
(γPr − 1)Pr

2CsγPr
. (6.40)

Given (6.30), (6.32), (6.33) and (6.40), sum (6.29) from 0 to N and stability of the velocity

approximation follows.

6.2.2 Stability Analysis (method 2)

We state and prove herein a second stability condition for (6.15).

Theorem 6.2.2. The scheme (6.15) is conditionally stable with respect to the timestep ∆t

in the following sense: Suppose f ∈ L∞(0, t∗;H−1(Ω)d), g ∈ L∞(0, t∗;H−1(Ω)), γκ ≥ 0,

γPr ≥ 0 and for all N ≥ 1 and j = 1, ..., J if

‖∇ · u′nj ‖2 ≤ min{ κh

C∗∆t
,
P rh

C∗∆t
} (6.41)

where C∗ = C(Ω, CPF , Cinv, C2), then

1

2
‖uN+1

h ‖2 + 1

4

N∑

n=0

‖un+1
h − unh‖2 +

Pr∆t

2
‖∇uN+1

h ‖2 (6.42)

+
Pr∆t

2

N∑

n=0

‖∇unj ‖2
(
1− C ∗∆t

P rh
‖∇u′nh ‖2

)
+∆t

N∑

n=0

∫

Ω

γPr∆t|u′nh |2|∇un+1
j |2dx

≤ 1

2
‖u0h‖2 +

Pr∆t

2
‖∇u0j‖2 +

2∆t

P r

N∑

n=0

‖fn+1‖2∗ +∆tP rRa2γ2
N∑

n=0

‖T n+1
h ‖2∗.
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1

2
‖TN+1

h ‖2 + 1

4

N∑

n=0

‖T n+1
h − T n

h ‖2 +
κ∆t

2
‖∇TN+1

h ‖2 (6.43)

+
κ∆t

2

N∑

n=0

‖∇T n
j ‖2

(
1− C ∗∆t

κh
‖∇u′nh ‖2

)
−∆t

N∑

n=0

∫

Ω

γκ∆t|u′nh |2|∇T n+1
j |2dx

≤ 1

2
‖T 0

h‖2 +
κ∆t

2
‖∇T 0

j ‖2 +
∆t

2κ

N∑

n=0

‖gn+1‖2∗.

Proof. We begin by proving the stability result of the temperature equation.

Let Sh = T n+1
h , multiply by ∆t and use the polarization identity. Then,

1

2
(‖T n+1

h ‖2 − ‖T n
h ‖2) +

1

2
‖T n+1

h − T n
h ‖2 +∆tκ‖∇T n+1

h ‖2 (6.44)

+ ∆t

∫

Ω

γκ∆t|u′n|2|∇T n+1
h |2dx

= ∆t(gn+1, T n+1
h )−∆tb∗(u′nh , T

n
h , T

n+1
h ),

Using Young’s inequality with ǫ = κ, the right-hand side is bounded by

∆t(gn+1, T n+1
h ) ≤ ∆tκ

2
‖∇T n+1

h ‖2 + ∆t

2κ
‖gn+1‖2∗ (6.45)

and the term ∆tκ
2
‖∇T n+1

h ‖2 is moved to the left hand side.

Next, the trilinear term | −∆tb∗(u′nh , T
n
h , T

n+1
h )| is bounded by

| −∆tb∗(u′nh , T
n
h , T

n+1
h )| ≤ ∆tC2‖∇u′nh ‖‖∇T n

h ‖
√
‖T n+1

h − T n
h ‖‖∇T n+1

h − T n
h ‖

+
C∆t

2
‖∇u′nh ‖‖T n

h (T
n+1
h − T n

h )‖

≤ ∆tC2‖∇u′nh ‖‖∇T n
h ‖
√
‖T n+1

h − T n
h ‖‖∇T n+1

h − T n
h ‖

+ C∆t
C

3
2
PF,2

2
‖∇u′nh ‖‖∇T n

h ‖
√
‖T n+1

h − T n
h ‖‖∇T n+1

h − T n
h ‖, (6.46)
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where Cauchy-Schwarz is used on ‖T n
h (T

n+1
h − T n

h )‖, then split the ‖(T n+1
h − T n

h )‖ into two

terms to the one half power and applied Poincaré-Friedrichs on the second term and one of

these terms. We now apply the inverse inequality to the pertinent terms,

≤ ∆tC2‖∇u′nh ‖‖∇T n
h ‖Cinv,2h

− 1
2‖T n+1

h − T n
h ‖

+ C∆t
C

3
2
PF,2

2
‖∇u′nh ‖‖∇T n

h ‖Cinv,2h
− 1

2‖T n+1
h − T n

h ‖

≤
(C2 + 0.5C

3
2
PF,2C)∆tCinv,2

h
1
2

‖∇u′nh ‖‖∇T n
h ‖‖T n+1

h − T n
h ‖, (6.47)

where we have regrouped in the last inequality. Lastly, apply Cauch-Schwartz-Young to the

right hand side,

| −∆tb∗(u′nh , T
n
h , T

n+1
h )| ≤ C

∗
∆t2

h
‖∇u′nh ‖2‖∇T n

h ‖2 +
1

4
‖T n+1

h − T n
h ‖2, (6.48)

where C
∗ ≡ C

∗
(Ωe, CPF,2, Cinv,2, C2). Regrouping all terms leads to

1

2
(‖T n+1

h ‖2 − ‖T n
h ‖2) +

1

4
‖T n+1

h − T n
h ‖2 +

κ∆t

2
(‖∇T n+1

h ‖2 − ‖∇T n
h ‖2)

+
κ∆t

2
‖∇T n

h ‖2
(
1− C∗∆t

κh
‖∇u′nh ‖2

)
+∆t

∫

Ω

γκ∆t|u′nh |2|∇T n+1
h |2dx

≤ ∆t

2κ
‖gn+1‖2∗.

Taking the sum from n = 0 to n = N gives (6.43).

Next we prove the stability of the velocity using the stability of the temperature.

Let vh = un+1
h , multiply by ∆t and use the polarization identity. Then,

1

2
(‖un+1

h ‖2 − ‖unh‖2) +
1

2
‖un+1

h − unh‖2 +∆tP r‖∇un+1
h ‖2 (6.49)

+ ∆t

∫

Ω

γPr∆t|u′n|2|∇un+1
h |2dx

= ∆t(fn+1, T n+1
h ) + ∆tP rRaγ(T n+1

h , un+1
h )−∆tb∗(u′nh , u

n
h, u

n+1
h ),
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Using Young’s inequality with ǫ = Pr
2

and ǫ = 1
2
respectively, the right-hand side is bounded

by

∆t(fn+1, un+1
h ) ≤ ∆tP r

4
‖∇un+1

h ‖2 + 2∆t

P r
‖fn+1‖2∗ (6.50)

∆tP rRaγ(T n+1
h , un+1

h ) = ∆tP r(RaγT n+1
h , un+1

h )

≤ ∆t
P r

4
‖∇un+1

h ‖2 +∆tP rRa2γ2‖T n+1
h ‖2∗,

and the combined terms ∆tP r
2
‖∇un+1

h ‖2 are moved to the left hand side.

Next, the trilinear term | −∆tb∗(u′nh , u
n
h, u

n+1
h )| is bounded by

| −∆tb∗(u′nh , u
n
h, u

n+1
h )| ≤ ∆tC2‖∇u′nh ‖‖∇unh‖

√
‖un+1

h − unh‖‖∇un+1
h − unh‖

+
C∆t

2
‖∇u′nh ‖‖unh(un+1

h − unh)‖

≤ ∆tC2‖∇u′nh ‖‖∇unh‖
√
‖un+1

h − unh‖‖∇un+1
h − unh‖

+ C∆t
C

3
2
PF,2

2
‖∇u′nh ‖‖∇unh‖

√
‖un+1

h − unh‖‖∇un+1
h − unh‖, (6.51)

where Cauchy-Schwarz is used on ‖unh(un+1
h − unh)‖, then split the ‖(un+1

h − unh)‖ into two

terms to the one half power and applied Poincaré-Friedrichs on the second term and one of

these terms. We now apply the inverse inequality to the right hand side,

| −∆tb∗(u′nh , u
n
h, u

n+1
h )| ≤ ∆tC2‖∇u′nh ‖‖∇unh‖Cinv,2h

− 1
2‖un+1

h − unh‖

+ C∆t
C

3
2
PF,2

2
‖∇u′nh ‖‖∇unh‖Cinv,2h

− 1
2‖un+1

h − unh‖

≤
(C2 + 0.5C

3
2
PF,2C)∆tCinv,2

h
1
2

‖∇u′nh ‖‖∇unh‖‖un+1
h − unh‖, (6.52)

where we have regrouped in the last inequality. Lastly, apply Cauchy-Schwartz-Young to

the right hand side,

| −∆tb∗(u′nh , u
n
h, u

n+1
h )| ≤ C

∗
∆t2

h
‖∇u′nh ‖2‖∇unh‖2 +

1

4
‖un+1

h − unh‖2, (6.53)
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where C
∗ ≡ C

∗
(Ωe, CPF,2, Cinv,2, C2). Regrouping all terms leads to

1

2
(‖un+1

h ‖2 − ‖unh‖2) +
1

4
‖un+1

h − unh‖2 +
Pr∆t

2
(‖∇un+1

h ‖2 − ‖∇unh‖2)

+
Pr∆t

2
‖∇unh‖2

(
1− C∗∆t

P rh
‖∇u′nh ‖2

)
+∆t

∫

Ω

γPr∆t|u′nh |2|∇un+1
h |2dx

≤ 2∆t

P r
‖fn+1‖2∗ +∆tP rRa2γ2‖T n+1

h ‖2∗.

Taking the sum from n = 0 to n = N gives (6.42).

Remark 1. A more precise stability condition, which combines the two methods shown above,

reads
κ∆t

2
‖∇T n

h ‖2
(
1− C ∗∆t

κh
‖∇u′nh ‖2

)
+∆t

∫

Ω

γκ∆t|u′nh |2|∇T n+1
h |2dx ≥ 0

and
Pr∆t

2
‖∇unh‖2

(
1− C ∗∆t

P rh
‖∇u′nh ‖2

)
+∆t

∫

Ω

γPr∆t|u′nh |2|∇un+1
h |2dx ≥ 0

leading to

‖∇u′nh ‖2 ≤ min{ κh

C∗∆t+ κhγκCPF
,

P rh

C∗∆t + PrhγPrCPF
}. (6.54)
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7.0 COMPRESSION/RECONSTRUCTION OF TURBULENT DATA

The following chapter is based on a joint work with Professor William Layton [69].

There are a multitude of models of turbulence of various types, RANS, URANS, LES (large

eddy simulation), DES, VLES, (and so on) e.g., [70, 73, 77, 83, 84], with sporadic attempts

at model assessment and comparison, e.g., [74, 81, 82, 86, 87, 88]. For large eddy simulation,

DNS data (e.g., time averaged velocities u(x)1) can be explicitly filtered by the chosen

LES filter and the magnitude of the residual stresses, [76, 86, 88], calculated to quantify

model consistency errors. This calculation (accessing raw DNS data and filtering it) is

time consuming and computationally expensive. Both time and storage can be reduced

substantially by precalculating and storing the needed filtered values (e.g., u(x)) from which

the needed quantities of interest can be calculated, greatly reducing the amount of data that

needs to be sifted through. For example, with the stored filtered values, the magnitude of

the residual stresses in LES closures can then be quickly calculated.

Storing and accessing only filtered values is a large reduction in the complexity of accessing

and manipulating data but not a complete solution because:

1. Filtered values are needed for every filter width that is computationally interesting,

2. Filtered values are needed for every filter commonly used in LES practice (e.g., the

Gaussian, box, spectral cutoff and Pao filters and more, [83, 84].

3. Approximation of filtered values for different filter widths from one stored u(x) is

computationally expensive as it requires repeated filtering (if required width > stored width)

or deconvolution (if required width < stored width), e.g.,[77].

4. Practical simulations lead to intricate computational techniques to deal with either

1Actually, u = −→u (x, t); scalar and tensor valued quantities are also important. We suppress the depen-
dence on time and component index since they are extraneous to the methods and analysis.
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filtering through a boundary,[71, 72, 78], or variable filter radii that may shrink to zero at

walls, [85].

We therefore consider the problem of quickly reconstructing filtered values for a selected filter

radius δ from stored values for a few radii δ1, δ2, etc. seeking a local formula to obviate the

problems of variable radii and boundaries. Therefore we consider herein the simplest idea of

(local) extrapolation from the stored radii to the new radii. This is the first step in this new

problem so, while the methods are selected to be useful in the final, desired application, an

ideal case is considered in the analysis: one dimension, no mesh or boundaries (so u ∈ L2(R)),

and constant filter radii. However, the method itself is local and does not require any of

these restrictions used in the analysis of the method.

To begin, let g(x) denote a filter kernel. We assume g(x) is a smooth, even function decaying

rapidly as |x| → ∞ , g(0) = 1, and
∫
R
g(x)dx = 1. (Specific choices of g(x) are made below.)

Choose δ > 0 and define

gδ(x) :=
1

δ
g(
x

δ
), for 0 < δ < 1.

Let L2(R) denote the set of all measurable functions with finite norm ||u||2 :=
∫
R
|u(x)|2dx <

∞. Given u(x) ∈ L2(R) define

uδ(x) = (gδ ⋆ u)(x) :=

∫

R

gδ(x− x′)u(x′)dx′.

The problem is then:

Given uδ1 , uδ2, reconstruct uδ approximately with bounds on error committed with low

complexity and without further filtering.

Viewing u(x) = u(x; δ) we analyze linear approximation in the scale variable δ given by

(7.1) below. The error in this approximation is estimated under general assumptions on the

filter and specifically for the three commonly used filters in the table below. These share the

properties that ĝδ(k) is a bounded, even function that is differentiable at k = 0.
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Filter: gδ(x) ĝδ(k)

Gaussian
(
γ
π

)1/2
e−γx2

e−
(kδ)2

4γ

Box / Top Hat gδ(x) =





1
δ
if |x| < δ/2

0 if |x| ≥ δ/2

sin(kδ
2
)

(kδ
2
)

Spectral Cutoff sin(kcx)
kcx

ĝδ(k) =





1 if |k| < kc

0 if |k| ≥ kc

Table 1: Three common filters and their transfer functions

To minimize storage and the cost of accessing it, we analyze the reconstruction formula

uδ(x) ≃ uδApp(x) := θuδ1(x) + (1− θ)uδ2(x), where θ = δ22 − δ2
δ22 − δ21

. (7.1)

Selection of the parameter θ by different principles is discussed in Remark 3 below. The

corresponding cases are

upscaling: 0 < δ1 < δ2 < δ ⇒ θ < 0

downscaling: 0 < δ < δ1 < δ2 ⇒ θ > 1

inscaling: 0 < δ1 < δ < δ2 ⇒ 0 < θ < 1.

Formula (7.1) holds down to δ1 = 0 and δ = 0, giving

uδ(x) ≃ uδApp(x) := θu(x) + (1− θ)uδ2(x), where θ = 1−
(
δ

δ2

)2

,

u(x) ≃ uApp(x) := θuδ1(x) + (1− θ)uδ2(x), where θ = δ22
δ22 − δ21

.
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7.1 ERROR ANALYSIS

Averaging by convolution naturally fits the tools of Fourier transforms, denoted by ·̂, with
dual variable (wavenumber) k. Define

gApp(x) := θgδ1(x) + (1− θ)gδ2(x) so that

uδApp(x) =

∫

R

gApp(x− x′)u(x′)dx′ = (gApp ⋆ u)(x).

We then have the following.

Proposition 4. If ĝ(k) is a bounded, even function that is differentiable at k = 0, ĝδ(k) =

ĝ(kδ) and

θ =
δ22 − δ2
δ22 − δ21

then

ĝApp(k)|k=0 = ĝδ(k)|k=0,

d

dk
ĝApp(k)|k=0 =

d

dk
ĝδ(k)|k=0,

d2

dk2
ĝApp(k)|k=0 =

d2

dk2
ĝδ(k)|k=0.

Proof. This is a direct calculation. Indeed,
∫
g(x)dx = 1 so ĝ(k)|k=0 = 1, for g =

gδ, gδ1, gδ2, gApp. Since ĝδ(k) is an even function d
dk
ĝ(k)|k=0 = 0 for g = gδ, gδ1 , gδ2, gApp and

the first derivatives also match at k = 0. Since ĝδ(k) = ĝ(kδ), second derivatives matching

at k = 0 is equivalent to

δ2
d2ĝ(0)

dk2
= θδ21

d2ĝ(0)

dk2
+ (1− θ)δ22

d2ĝ(0)

dk2
,

or

δ2 = θδ21 + (1− θ)δ22,

yielding to the chosen value of θ.

If d2ĝ(0)
dk2

= 0 then matching of second derivatives at k = 0 holds trivially. Otherwise it

follows provided δ2 = θδ21 + (1− θ)δ22 which is satisfied for the specified value of θ.
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Remark 5. Third derivatives at k = 0 match since d3ĝ(0)
dk3

= 0. Fourth derivatives match at

k = 0 provided θδ41 + (1 − θ)δ42 = δ4 which does not hold generally. Such matching could be

enforced by storing more filtered values and using 2 parameters.

Remark 6. [The general case]The general approach is as follows. Write

uδ(x) ≃ uδApp(x) :=

J∑

j=0

θju
δj (x), and

gApp(x) :=

J∑

j=0

θjgδj (x)

where θj are chosen to maximize accuracy on smooth components. Following Proposition

(4), so that
dj

dkj
ĝApp(k)|k=0 =

dj

dkj
ĝδ(k)|k=0, j = 0, · · ·, 2J.

For the filters where ĝ(k) is a smooth function near k = 0, that is even, matching odd order

derivatives at k = 0 is automatic (because it reduces to 0 = 0). Matching even derivatives at

k = 0 up to order 2J requires

J∑

j=0

δ2lj θj = δ2l, for l = 0, · · ·, J.

For the simplest case herein of J = 1, l = 0, 1, this gives the equations

θ0 + θ1 = 1 and δ20θ0 + δ21θ1 = δ2

whose solution is above.

We let M(k) = ĝδ(k)− ĝApp(k).

Proposition 5. Set θ =
δ22−δ2

δ22−δ21
. For any κ ≥ 0 and any fixed but arbitrary cutoff frequency

π/α we have

||uδ − uδApp||2 ≤
1

576

(
max

|k|<π/α
|M (iv)(k)|2

)
||d

4u

dx4
||2 + Cα2κ||d

κu

dxκ
||2
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Proof. By Parseval’s equality, we have the error representation

||uδ − uδApp||2 =
∫

R

M(k)2|û(k)|2dk.

Pick π/α and decompose the error by

||uδ − uδApp||2 =
(∫

|k|<π/α

+

∫

|k|≥π/α

)
M(k)2|û(k)|2dk = I1 + I2.

For I2 use |M(k)| ≤ 2, and |π/α|−2κ|k|+2κ ≥ 1 for |k| ≥ π/α and κ ≥ 0. This yields

I2 ≤ 2

∫

|k|≥π/α

|û(k)|2dk ≤ 2
(α
π

)2κ ∫

|k|≥π/α

|k|+2κ|û(k)|2dk

≤ 2
(α
π

)2κ ∫

R

|k|+2κ|û(k)|2dk ≤ Cα2κ||d
κu

dxκ
||2, where C = C(κ).

For I1 we have, by Taylor’s theorem, using M(0) =M ′(0) =M ′′(0) =M ′′′(0) = 0,

I1 =

∫

|k|<π/α

[
k4

4!
M (iv)(k∗)

]2
|û(k)|2dk, for some k∗, 0 < k∗ <

π

α
,

thus I1 ≤
1

576
max

|k|<π/α
|M (iv)(k)|2

∫

|k|<π/α

k8|û(k)|2dk,

thus I1 ≤
1

576
max

|k|<π/α
|M (iv)(k)|2||d

4u

dx4
||2.

Combining the bounds for I1 and I2 completes the proof.

The error in reconstruction depends (modulo the second, higher order term Cα2κ||dκu
dxκ ||2) on

max|k|<π/α |ĝδ(k) − ĝApp(k)|2. This depends on the exact filter used and α in the choice of

cutoff frequency.
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Remark 7 (A min-max problem for θ). Since M(k) = ĝδ(k) − θĝδ1(k) − (1 − θ)ĝδ2(k) an

alternate approach to determining θ is via the non-standard min-max problem

min
θ

max
|k|<π/α

|ĝδ(k)− θĝδ1(k)− (1− θ)ĝδ2(k)| .

The min-max problem simplifies for the gaussian filter. Let z = e−
(kδ2)

2

4γ , then it becomes

min
θ

max
0<z<1

∣∣za − θzb − (1− θ)z
∣∣ where a =

(
δ

δ1

)2

, b =

(
δ1
δ2

)2

.

We do not have a solution of even this simplified problem. If the problem is changed to least

squares

min
θ

∫ 1

0

∣∣za − θzb − (1− θ)z
∣∣2 dz

then the solution is

θ =
− 1

a+b+1
+ 1

a+2
+ 1

b+1
− 1

2

− 1
2b+1
− 2

b+2
+ 1

3

.

The Spectral Cutoff Filter.

Proposition (5) already yields an estimate for the reconstruntion error in spectral cutoff.

The exponential accuracy of spectral cutoff is shared by the approximation. We find that

M(k) = 0 for all k.

Theorem 1 (Reconstruction of spectral cutoff filtering). For any κ ≥ 0 and any fixed but

arbitrary cutoff frequency π/α we have

||uδ − uδApp||2 ≤ Cα2κ||d
κu

dxκ
||2

Definition 8. Let

ε1(θ, δ, δ1, δ2) = |θ|
(
|δ41 − δ4|+

|δ61 − δ6|
δ22

)
+ |1− θ||δ42 − δ4|

ε2(θ, δ, δ1, δ2) = |θ||δ41 − δ4|+ |1− θ|
(
|δ42 − δ4|+

|δ61 − δ6|
δ22

)

Define ε by ε = max{ε1, ε2}.
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The Gaussian Filter.

Filtering by a Gaussian has special theoretical importance, [76, 81, 78]. We thus consider

the Gaussian filter. We have

M(k) = e−
(kδ)2

4γ − θe−
(kδ1)

2

4γ − (1− θ)e−
(kδ2)

2

4γ

= θ

[
e−

(kδ)2

4γ − e−
(kδ1)

2

4γ

]
+ (1− θ)

[
e−

(kδ)2

4γ − e−
(kδ2)

2

4γ

]
.

We prove the error is O(FilterRadius4).

Theorem 2. For the Gaussian filter with δ1 < δ < δ2 we have

||uδ − uδApp||2 ≤ C1ε
2||d

4u

dk4
||2 + C2δ

2κ
2 ||

dκu

dkκ
||2 for any κ ≥ 0

Proof. The estimate for I2 is already in Proposition (5). For I1, we must estimate max|k|<π/α |M (iv)(k)|.

M(k) = ĝδ(k)− ĝApp(k)

= ĝδ(k)− θĝδ1(k)− (1− θ)ĝδ2(k)

= θ

[
e

−(kδ)2

4γ − e
−(kδ1)

2

4γ

]
+ (1− θ)

[
e

−(kδ)2

4γ − e
−(kδ2)

2

4γ

]
.

As f(x) = ex is analytic, ei(k) = f
(
δk
2

)
− f

(
δik
2

)
is also analytic. Thus, we calculate

e
−(kδ)2

4γ = 1− δ2k2

4γ
+

1

2!

δ4k4

(4γ)2
− 1

3!

δ6k6

(4γ)3
+ · · ·

therefore,

ei(k) = e
−(kδ)2

4γ − e
−(kδi)

2

4γ

=
δ2i − δ2
4γ

k2 +
1

2!

δ4 − δ4i
(4γ)2

k4 +
1

3!

δ6i − δ6
(4γ)3

k6 + · · · .

The series for derivatives of ei(k) also converge globally:

e
(iv)
i (k) = −3(δ

4
i − δ4)
4γ2

+
15(δ6i − δ6)

16γ3
k2 − · · ·

Since these are alternating series we observe:
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• If δi > δ,

−3(δ
4
i − δ4)
4γ2

≤ e
(iv)
i (k) ≤ −3(δ

4
i − δ4)
4γ2

+
15(δ6i − δ6)

16γ3
k2

• If δi < δ,

−3(δ
4
i − δ4)
4γ2

+
15(δ6i − δ6)

16γ3
k2 ≤ e

(iv)
i (k) ≤ −3(δ

4
i − δ4)
4γ2

Recall that,

M (iv)(k) = θe
(iv)
1 (k) + (1− θ)e(iv)2 (k).

Therefore, for δ1 < δ < δ2,

M1 ≤M (iv)(k) ≤M2

where,

M1 = θ

(
−3(δ

4
1 − δ4)
4γ2

+
15(δ61 − δ6)

16γ3
k2
)
+ (1− θ)

(
−3(δ

4
2 − δ4)
4γ2

)

M2 = θ

(
−3(δ

4
1 − δ4)
4γ2

)
+ (1− θ)

(
−3(δ

4
2 − δ4)
4γ2

+
15(δ62 − δ6)

16γ3
k2
)
.

This implies

|M (iv)(k)| ≤ max{|M1|, |M2|}

The next step is to bound max|k|< π
α
|M1| and max|k|< π

α
|M2|.

max|k|< π
α
|M1| ≤ |θ|

3

4γ2
|δ41 − δ4|+ |θ|

15π2

16α2|γ|3 |δ
6
1 − δ6|+ |1− θ|

3

4γ2
|δ42 − δ4|.

If we pick α = δ2,

max|k|< π
α
|M1| ≤ Cε1(θ, δ, δ1, δ2).

Similarly,

max|k|< π
α
|M2| ≤ C ′ε2(θ, δ, δ1, δ2)

Since ε = max{ε1, ε2}, then max|k|< π
α
|M (iv)(k)| ≤ Cǫ(θ, δ, δ1, δ2).

Therefore,

I1 ≤ Cε2
∫

|k|<π/α

k8|û(k)|2dk ≤ Cε2|| d
4

dk4
u||2,

as claimed.

119



Theorem 1 applies to downscaling and upscaling, with different ε1 and ε2

Downscaling (δ < δ1) :

ε1 = |θ||δ41 − δ4|+ |1− θ||δ42 − δ4|,
ε2 = |θ|

(
|δ41 − δ4|+

|δ61−δ6|

δ22

)
+ |1− θ|

(
|δ42 − δ4|+

|δ62−δ6|

δ22

)

Upscaling (δ > δ2) :

ε1 = |θ|
(
|δ41 − δ4|+

|δ61−δ6|

δ22

)
+ |1− θ|

(
|δ42 − δ4|+

|δ62−δ6|

δ22

)

ε2 = |θ||δ41 − δ4|+ |1− θ||δ42 − δ4|.

The proof of Theorem 1 also establishes the following result.

Theorem 3 (A general estimate). In addition to the assumptions of Proposition (5), suppose

ĝ(k) is analytic with its power series alternating sign. Then, the error estimate of Theorem

1 holds.

The Box/Top Hat Filter.

We prove the error is O(FilterRadius4)

Theorem 4. For the Box/Top Hat filter with δ1 < δ < δ2 we have

||uδ − uδApp||2 ≤ C1ε
2||d

4u

dk4
||2 + C2δ

2κ
2 ||

dκu

dkκ
||2 for any κ ≥ 0

Proof. This follows from the general result in Theorem 2 above. Indeed, the power series of

sin(k)/k is
sin k

k
= 1− k2

3!
+
k4

5!
− · · ·

which alternates. Thus, as ĝδ(k) = sin(kδ
2
)/(kδ

2
), its power series also alternates and the

result follows.
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Theorem 3 holds for downscaling and upscaling, with different ε1 and ε2.

Downscaling (δ < δ1) :

ε1 = |θ||δ41 − δ4|+ |1− θ||δ42 − δ4|
ε2 = |θ|

(
|δ41 − δ4|+

|δ61−δ6|

δ22

)
+ |1− θ|

(
|δ42 − δ4|+

|δ62−δ6|

δ22

)

Upscaling (δ > δ2) :

ε1 = |θ|
(
|δ41 − δ4|+

|δ61−δ6|

δ22

)
+ |1− θ|

(
|δ42 − δ4|+

|δ62−δ6|

δ22

)

ε2 = |θ||δ41 − δ4|+ |1− θ||δ42 − δ4|
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8.0 CONCLUSION

Does the flap of a butterfly’s wings in Brazil set up a tornado in Texas? This question,

raised by Edward N. Lorenz in 1972 [89], opened the door to a vast field in Fluid dynamics:

Predictability.

If a single flap of a butterfly’s wing can play a role in generating a tornado, so also can the

flaps of the wings of millions of other butterflies, not to mention the activities of innumerable

more powerful creatures, including our own species. More generally, we are proposing that

over the years minuscule disturbances neither increase nor decrease the frequency of occur-

rences of various weather events such as tornados; the most they may do is to modify the

sequences in which they occur. The question which really interests us is whether they can

do even this— whether, for example, two particular weather situations differing by as little

as the immediate influence of a single butterfly will generally after sufficient time evolve into

two situations differing by as much as the presence of a tornado. In more technical language,

is the behavior of the atmosphere unstable with respect to perturbations of small amplitude?

For the sake of this study, we developed an ensemble algorithm for the Natural Convection

problem, that monitors the propagation of a small perturbation (of order of 10e−3) in the

temperature initial conditions over different scales of the Earth. The latter was done in steps.

First, a complete study of the Natural Convection problem, with oscillating viscosity, was

made. We developed a first order and a nearly second order schemes (Chapter 3), proved

their stability and led a complete error analysis.

We then moved to combining ensembles with the Natural Convection (Chapter 4). The

need for ensemble calculations arises in calculation of sensitivities by differences, uncertainty

quantification, stochastic NSE simulations, generation of bred vectors and their use in im-

proving forecasting skill [6]. The most efficient way to calculate such an ensemble will vary
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widely depending on the application, flow, computational resources and code used. We pre-

sented and analyzed an algorithm for computation of an ensemble of solutions such that

each step requires the solution of one linear system with multiple right hand sides. Stability

requires a timestep condition that can easily be imposed step by step. Experimental results

under the stability condition were shown in Chapter 4, including an Earth-like example.

The above code is a closer step to our final objective. The Earth-like example was used,

with different temperature initial conditions, to study the propagation of small perturbation

with time. Given the negative resulting Lyapunov exponent, we provided evidence that the

Earth average temperature is predictable and stable. The same experiment was performed

on different sections of the Earth model, leading to the following observation: the larger the

domain, the more predictable the temperature is.

Our second objective was to extend the predictability analysis to turbulent models, such

as the Turbulent Natural Convection problem, with fluctuating Prandtl number and heat

conductivity (Chapter 6). using an implicit-explicit time-discretization, we developed an

ensemble algorithm for the turbulent Natural Convection problem and were able to prove

its stability, under certain conditions mentioned in Chapter 6. The next natural step would

be to develop a FreeFem++ code for the problem and study the temperature predictability

in a way similar to what was done in Chapter 5.

Finally, some additional work was added to this thesis: the compression and reconstruction

of turbulent flow data, showing a method of reconstruction of new averages given old ones.

The work presented in this thesis opens a wide door to research in predictability of average

temperatures. As mentioned above, a code for the ensemble turbulent natural convection

problem is now in progress. The Earth-like example will be of great interest for that study;

in which case we expect a positive Lyapunov exponent and thus a positive doubling time; i.e,

concluding that the average temperatures cannot be predicted in that case. The following

step is the develop a Bred-Vector algorithm to generate the initial data for the ensemble

studies.
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APPENDIX

DERIVATION OF ENSEMBLE NATURAL CONVECTION

The extra term u1 or u2 on the right hand side arises from setting the temperature boundary

conditions to zero.We define θ to be equal to the temperature T at all time and (x, y), but

with homogeneous boundary conditions. Thus if the domain is the unit square with T = 0

on x = 0 and T = 1 on x = 1, then we define θ(x, y, t) = T (x, y, t) − x, which will make

θ = 0 on the left and right boundaries. Inside Ω, θ satisfies

θt +∇ · (u(T − x)− κ∇(T − x) = f −∇ · (ux) +∇ · (κ∇x)

But ∇ · (κ∇x) = 0 and

∇ · (ux) =
∂u1x

∂x
+
∂u2x

∂y

= xu1,x + u1
∂x

∂x
+ xu2,y + u2

∂x

∂y

= x∇ · u+ u1
∂x

∂x

= u1

since ∇ · u = 0.
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