




ABSTRACT
An important input into mathematical models of respiratory infection transmission is the contact duration and rate between people—i.e. who mixes with whom. These rates differ by age of the respondent in all studies to-date. Evidence regarding differences in contact rates by gender and day of the week is available from some locations, and the patterns appear to differ by region or country. In a rural Indian location with known gender hierarchies, low formal employment rates among women, and large household sizes, it is unknown if contact rates are different by the day of the week. This study uses social contact data from 2943 individuals, in 5 villages of the Faridabad district of Haryana, India. Respondents were interviewed on one day from October 20, 2015 to February 29, 2016 about their contacts on the previous day. We examined the differences in the total daily number of contacts per respondent and the total duration spent with others per respondent by different day-types (Sunday vs weekday, holidays vs. non-holidays, school break periods vs non-break periods, and self-reported atypical days vs typical days), sex, and age group. We found that school-aged individuals had more contacts and contact duration on weekdays than Sundays. Females aged 0-4 and 20-59 had more contacts on school break days than on non-school break days, and females ages 20-59 had greater contact duration on school break days. Holidays were not found to be a significant predictor of contact duration or number of contacts. Finally, there were significant differences between different typical and atypical day types, as well as by age category, warranting further investigation into self-reported atypical days as a significant modeling variable. These results expand on existing literature regarding social mixing variation by sex, day type, and age, and can be used to better inform models of respiratory infection transmission. Such models are of great public health significance in their potential to evaluate the efficacy of interventions aimed at limiting the spread of infectious diseases.
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1.0  Introduction

Infectious disease modeling is a useful tool for anticipating the disease burden of an infectious agent in a population and evaluating the effectiveness of infection control measures [1]. Such measures range from immunization campaigns [2] to non-pharmaceutical measures like hand hygiene campaigns [1], respiratory hygiene adherence in ambulatory and hospital settings [3], self-isolation, 
 ADDIN EN.CITE 

[1, 3]
 and school closure 
 ADDIN EN.CITE 

[4]
.  Current compartmental models assume heterogeneity in the contact rates of different groups in a population [5], and factors including sex, age [6], and day of the week [6] are known to impact social mixing patterns. Quantifying the relative impact of these factors on social mixing in India improves modeling and allows for the comparison of the effectiveness of interventions aimed at limiting respiratory infectious disease burden.   This study evaluates differences in the duration and number of contacts by sex, day-type, and age.
2.0  Background

2.1 Social Mixing

Homophily, also termed assortativity, is the tendency of an individual to associate with those sharing similar features, such as ethnicity, sex, or age, rather than those with differing features [7]. Understanding the extent to which different groups are assortative with their social interactions (i.e. social mixing) improves infectious disease modeling by providing more realistic transmission parameters [8]. Infectious disease research has examined assortativity in the context of the transmission of sexually transmitted infections (STIs) 
 ADDIN EN.CITE 

[9, 10]
, as well as for respiratory illness 
 ADDIN EN.CITE 

[1, 11-15]
. For the latter, social mixing research is interested in differences in the number, duration and nature of social interactions between groups 
 ADDIN EN.CITE 

[1, 11-14]
.  Examining homophily by age 
 ADDIN EN.CITE 

[1, 11-14, 16]
 and sex 
 ADDIN EN.CITE 

[1, 15]
 [17] has been the subject of much of this research. 

2.2 Methods of Capturing Social Mixing Patterns:

Researchers have devised several methods of quantifying social mixing patterns, each with its own strengths and limitations. For the study of respiratory illnesses, methods seek to capture information on the length and quantity of contact events. Definitions vary as to what constitutes a contact event. For example, studies modeling respiratory illness may use face-to-face conversation and physical touch to estimate exposure to a pathogen 
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[1, 6, 11-13, 18, 19]
.

Among the most common methods for capturing social contact data are contact diaries, which allow respondents to self-report on their daily interactions with others [20]. Contact diaries record the sociodemographic information of study respondents and ask them to characterize the nature of each contact they make throughout a given time period. Common questions involve the frequency with which one interacts with another person, whether physical contact occurred, the location, duration, and number of contacts, and estimated demographic information on that person, such as age 
 ADDIN EN.CITE 

[20, 21]
.   To better standardize recording of contacts, researchers sometimes interview respondents regarding their responses [20]. The simple design of contact diaries makes them generally well adopted with little complication [20]. Mossong et al. utilized contact diaries and found that less than 5% of respondents had reporting issues [1]. 

Contact diaries have several limitations.  Unless respondents record each contact immediately after it occurs (which obstructs the normal flow of life), contact diaries suffer from recall bias, where respondents forget small contact events that may nonetheless be significant 
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[20, 21]
, or may inaccurately recall the duration of interactions [21]. Additionally, contact diaries are time and resource-intensive means of capturing information, and require time investment on the part of researchers to clarify expectations for respondents [20]. Some contexts, such as areas with high illiteracy, require additional training and resources to make contact diaries feasible [22]. However, contact diaries remain the best means of capturing interpersonal contact events relevant to the spread of infectious diseases [23]. 

Contact diaries can also be completed online, through web-based interfaces. This approach has not been widely validated, though it does hold several benefits over other forms of recording social contact data. Data biases associated with transcribing respondent data is minimized through eliminating the need for transcription [18]. Additionally, it is readily adopted in some populations, such as college-aged students [18]. Limited studies have examined other electronic means of recording social contact data. McCaw et al. compared the use of PDAs and paper-based social contact diaries and found similar contact rates, though more respondents reported difficulty utilizing the PDA than paper [24]. The increased prominence of smartphone based technologies will likely reduce barriers to adopting this technology for recording social contact data. 

Electronic sensors are another means of capturing contact events. Decreased costs have made large-scale implementation a cost-effective means of capturing social contact data [21]. Sensors can be used to capture even brief yet possibly significant social contacts [21], and can capture group interactions of three or four people at once [25]. They also capture the temporal dimensions of social interaction [21]. Current technology utilizes radio frequency identification (RFID) chipsets that communicate with one another in a closed population (one in which all members of the population are fitted with such technology) [25]. RFID chips transmit and receive signals that travel different distances, corresponding with different distances between participants. Thus, RFID can distinguish between face-to-face (within 1 meter) and greater distance contact events (1-2 meters) [25]. Data is collected via environmental readers that can capture data over large distances [25]. The high degree of accuracy promised by electronic sensors, however, is vulnerable to technical errors and malfunctions [25], and cannot capture contact events with individuals without sensors [25], limiting their widespread use.

The ubiquity of smartphone technology has facilitated the development of methods to capture different aspects of social interaction.  Wi-Fi tracing and GPS coordinate scanners, for example, are both means of collecting location information [26], and Bluetooth scanning, microphones, cameras, and accelerometers capture context-specific information [26]. The appropriate combination of sensors collecting location and context-specific information can capture the location and duration of contacts [26]. Cellphone-based methods of capturing social contacts face issues surrounding battery life, data continuity, and privacy [26]. Nonetheless, the wealth of information captured by cellphones and increasing global penetration of smartphones promise to spur further development of this technology.

2.3 Social Pattern Differences by Age and Sex

Models of respiratory-spread agents such as influenza often utilize age-specific information on the duration and number of contacts made in a given period [11], and factors such as age assortativity, mean contact duration, and the average daily number of contacts differ by age [11]. Studies examining age assortativity often report the greatest degree of assortativity in school-age individuals 
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[16, 22]
 and young adults [1], though the majority of contacts across the lifespan are assortative [1]. An eight-country study in Western Europe by Mossong et al. found high mixing rates between 30-39 years olds and children, corresponding to household mixing of children and their parents [1]. The lowest contact rates are found among the elderly 
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[14, 22]
 and infants [22]. Older adults tend to have shorter interactions [14] and less age assortativity than other groups 
 ADDIN EN.CITE 

[1, 14]
. 
The role of sex on social norms comes with it potential differences in social contact patterns. A U.S. study by DeStefano et al. observed more speaking interactions per day in adult women than in men [27], and a French study by Béraud et al.  observed 8% more contacts in women than men [17].  Studies in Kenya [22], Western Europe [1],  and Vietnam [28] failed to observe a statistically significant difference by sex. Perhaps owing to childcare, women may have higher rates of close contact with children than men [15], especially in cultures in which women primarily look after children at home. 

2.4 Weekends and Social Patterns
Studies examining the role of weekends on social mixing patterns typically suggest lower contact duration and quantity on weekends versus weekdays 
 ADDIN EN.CITE 

[19, 24, 27]
. A Belgian study by Beutels et al. found significantly fewer verbal contacts (defined as at least three words) on weekends than on weekdays [18], and another Belgian study found a significantly higher rate of contact on weekdays over weekends, as well as an increase in skin-skin contact.  [6]. A social contact survey conducted in France by Béraud et al. observed 21% fewer contacts on weekends than weekdays [17]. Analysis of the POLYMOD study, an eight-country survey throughout Europe, showed ~30% decrease in contacts on weekends compared to weekdays. The study also observed a general increase in intergenerational mixing and a decrease in same age mixing on weekends compared to weekdays [29].
Analyses in non-Western countries show varying results.  Luh, You, and Chen found significantly lower contact rates on weekends compared to weekdays in Taiwan [19]. A Vietnam-based study failed to find differences by day of the week, perhaps because weekend are less regarded as a rest period as compared to western countries [28]. In rural Peru, Grijalva et al. reported no difference in contact patterns between weekends and weekdays  [16].  Studies in Zimbabwe [30]  and rural Kenya [22] failed to find differences in contact rates based day of the week, perhaps reflecting high employment in the informal economy and subsistence farming leading to more homogeneous social activity throughout the week compared to more industrialized societies [22].  This pattern may exist in rural parts of other low-middle income countries as well. 

2.5 Households and Infection 

Households are an important vector for the spread of infectious disease.  In the United States, an estimated 30% of pandemic influenza cases are transmitted within households 
 ADDIN EN.CITE 

[31]
. Additionally, overcrowded living conditions increase risk for some respiratory illnesses such as Tuberculosis [32] and Meningococcal Meningitis [33]. Larger households are at greater risk of being infected than smaller households, owing to the number of individuals that can introduce infection [34], though the spread of an infection within a household varies.

Household size appears to impact social mixing patterns. Several studies found close contact rates are greater in larger households 
 ADDIN EN.CITE 

[15, 29]
, and increasing household size is associated with greater quantity [16] 
 ADDIN EN.CITE 

[1, 29]
 and duration of contacts [29]. Interestingly, a U.S. based study of the 2009 Influenza A pandemic found decreased risk of household transmission with increasing household size, though the number of children was a confounding factor and increased the rate of secondary infection [35]. Additionally, household size and the proportion of children in a household are positively correlated 
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[34, 35]
.  The relationship between household size and total number of contacts is yet unclear.  Studies in Western Europe and Peru found greater number of contacts in larger households 
 ADDIN EN.CITE 

[1, 16]
, though studies in Belgium [18] and Vietnam [28] did not observe differences. 

2.6 Holidays and Social Patterns

Studies examining the role of holidays on social mixing illustrate a decrease in total contacts on holidays compared to non-holidays [6]. Studies largely focus on differences attributable to holiday periods, such as summer break for students and winter breaks associated with Christmas and New Year’s holidays, in contrast to smaller, single-day holiday observances. Of particular interest are studies of school breaks, as school-age children are a known driver of the spread of infectious diseases such as influenza 
 ADDIN EN.CITE 

[29, 36]
. 
Travel patterns influence the geographic spread of infectious disease and vary by holiday periods. One study found that school children in the UK travelled significantly further during holiday periods than during non-holiday periods, corresponding with holiday travel [37].  A study utilizing multi-host stochastic metapopulation modeling and data from the H1N1 pandemic found that children primarily drove local spread of outbreaks, whereas adults were responsible for wider geographic spread of infection via air travel [38]. However, the risk of transmitting or acquiring a virus in travel requires further research. Mossong et al. found that fewer physical contact events occur during travel than during all non-travel contexts [1].

Studies show that children have significantly fewer social contacts during holiday periods than during non-holidays, corresponding to staying home from school [13].  A 2009 study of H1N1 in India examined the impact of school vacation periods on influenza transmission. Vacation periods varied by region of India and include breaks for Ganesh puja and Onam festival, a midterm break ending in Dussehra and Diwali, and year-end break. They observed a 14-27% reduction in transmission of influenza in periods of closure, supporting the assertion that children are a significant driver of pandemic influenza 
 ADDIN EN.CITE 

[39]
.  Other studies have noted a relative decrease in overall contacts and less age assortativity of reported contacts during holidays compared to non-holidays. Analysis of the POLYMOD data showed a 9% decrease in contacts on holidays compared to non-holidays [29]. Finally, decreases in the number and duration of contacts during holidays compared to non-holidays may significantly impact the spread of respiratory illness. An analysis of the 2009 H1N1 pandemic in the UK  observed a 40% decrease in the number of contacts in school-aged children during school holiday breaks compared to non-break periods, corresponding with a 35% reduction in new influenza cases [40]. 
2.7 Influenza Transmission

Influenza virus is transmitted through direct contact, respiratory droplets, and the airborne route, [41] with debate on the relative contribution of each to the spread of infection [41] [42]. For pandemic influenza, the burden of disease is not proportionately distributed; analysis of the 2009 H1N1 epidemic showed the highest attack rates among children [43] QUOTE "{Van Kerkhove, 2013 #395}" . Influenza may have age-specific temporal component to infection; modeling of U.K. social mixing data by Eames et al.  found influenza incidence during the school term was highest in school-age children, and highest in adults during holiday periods [40].  Additionally, susceptibility to influenza is not uniform across the lifespan.  An analysis of seasonal influenza from the National Hospital Discharge Survey from 1971-2001 observed a J-shape across the lifespan- high hospitalization rates decrease after 5 years of age and begin increasing after age 50 [44]. Finally, what social mixing data are most important for modeling influenza may be different than for other infectious diseases.  Kucharski et al. utilized a flexible modelling framework utilizing serologically confirmed cases of H1N1 and self-reported contact data from Hong Kong and found that the average social mixing behavior of one’s age group exerted greater influence over infection risk than individually-reported social contacts [45].

2.8 Social Mixing Studies in India

To our knowledge, there have been no comprehensive studies evaluating social mixing patterns in India. In this setting, infectious disease models utilize sentinel data on confirmed cases 
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[39]
 and individual level risk factors, such as HIV status and drug/alcohol use [46]. In India, Andrews et al. hypothesize not only that the poor have more contacts (due to crowded living conditions) than the rich, but also that assortative mixing by wealth may exist. Quantifying assortativity in mixing in India, including by wealth, may be an important future direction in this research, though social contact patterns by income have yet to be extensively evaluated [46]. A Zimbabwe-based study found that wealth was associated with having fewer household contacts [30]. Similar findings in India may support the role of social mixing differences by wealth, given the well-established risk of respiratory illness infection from crowded housing  [47] [48]. 

2.9 Public Health Significance
Social mixing patterns are a critical input for compartmental infectious disease models. Quantifying mixing patterns allows for the use of models—parameterized with context-specific data—to evaluate different public health interventions aimed at limiting the spread of infectious disease. Our study captures social mixing data by age, sex, and day-of-the-week, and provides the first insights into social mixing patterns in a rural Indian location. These data will, when used in models, help evaluate public health interventions in the region. 
3.0  Methods

3.1 Study Design
Using a structured face-to-face questionnaire, we interviewed each member of sampled households regarding contact events made over the previous day. Data was captured for both individual and group contact events on age, gender, duration, place (i.e. work, school, etc.), physical location (geocoded for calculating distance that the event occurred from home), whether there was physical contact, and whether a day was a self-described atypical day. The study was nested within a demographic surveillance system in Ballabgarh, Haryana [49], allowing us to link respondent demographic data to their responses [50]. Age categories are defined to align with census data and include ages 0-4, 5-19, 20-59, and 60 and older. 

Interviews were conducted from October 22, 2015 to February 28, 2016. Primary caregivers reported contacts for children under 5 years of age, children 5-10 years of age responded in the presence of a primary caregiver, and children over ten years of age responded for themselves.
3.2 Population

The population of interest is the residents of a rural part of Ballabgarh, Haryana, India. 3083 individuals in 330 households were approached. We used a convenience sample of households that includes oversampling of children and older adults ≥ 60y age, the two age groups at highest risk of severe influenza-associated respiratory infection (Figure 1). 2943 individuals completed the survey, for a 95% completion rate.  Our sample is approximately split between sexes, with 51.1% (n=1505) males and 48.9% female (n=1,438). 
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Figure 1: Respondent Age Distribution, in Ten Year Increments

3.3 Analysis Plan
We used descriptive statistics to analyze differences in the distributions of total contact time and total number of contacts by day type, stratified by sex. First, for each sex, Kruskal-Wallis H-test is used to determine significant differences between day types, for example weekdays versus Sundays. The omnibus Kruskal-Wallace H-Test tests for stochastic homogeneity and is the nonparametric analog to one-way [51]. Kruskal-Wallace was selected because both our duration variable and the number of contacts are not normally distributed. Figure 2 shows the distributions of the number and duration of contacts. 
Where significant differences are identified, Kruskal-Wallis H-test is again utilized, this time within each of four age categories. Medians and interquartile range for each sample, and we report the p-value and Chi2 statistic of our test results.
3.4 Dependent Variables
Box plots of duration and total number of contacts, by day types, are presented in Figure 2. Both variables are highly right-skewed and are non-normally distributed. 

3.4.1 Contact Duration:
Respondents were asked to estimate the total time spent with each individual contact over the given day, or with each group member in the case of contact events. Data was captured on the survey in 1 of 5 time categories: less than 5 minutes, 5-14 minutes, 15-59 minutes, 1-4 hours, and greater than 4 hours. In the case of group contact events, the duration interval per group contact specified is extrapolated and applied for each group member. For example, if a respondent estimate spending between 5-14 minutes with each group member in a group contact event containing three members, then he is treated as having three individual contact events for the purpose of calculating total contact duration. We assumed that the maximum time per contact was 8 hours (420 minutes), corresponding with an 8-hour workday. 
 We estimated contact duration by generating 1000 samples drawing randomly from a uniform integer distribution of time within the chosen time category per recorded contact. We calculated the mean of these iterations to estimate total duration spent with each reported contact, and summed the time a respondent spent with all contacts to calculate contact duration.  Contact duration is reported in hours.
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Figure 2: Frequency Plots of a) Contact Duration and b) Contact Number

3.4.2 Contact Number:
The number of contacts per respondent is the sum of all reported contacts (with individuals or groups of individuals).  A contact was defined as having had a face-to-face conversation within 3 feet, which may or may not have included physical contact.  
3.5 Independent Variables

This analysis explores differences by day type and stratified by respondent sex. Where differences are identified using Kruskal-Wallis, post-hoc testing is conducted within age strata.  
All day types are operationalized as dichotomous variables and based on the day type examined.  Figure 2 shows the box plots for each dependent variable, by day type. For both duration and total contact counts, the distribution is heavily skewed.   The different day type formulations are as follows:
3.5.1 Holidays

Each year, the government of Haryana’s General Administration Department publishes a list of official holidays [52], for observation by all public offices. This list is published in department notification No. 28/67/2008-3GSH. 
 ADDIN EN.CITE 
[52, 53]
.    We categorized days for which respondents reported contacts as either holidays on non-holidays based on this list.  The list of holidays included for the study period can be accessed in “Supplementary Materials 1: Holidays and School Breaks.xlsx.”
3.5.2 Sundays
Weekend breaks in India are primarily observed on Sundays; thus, our analysis focuses on differences between Sundays and the remainder of the week (Monday-Saturday). Given that Saturdays are sometimes observed as half-workdays, we also examined sensitivity of our findings to categorization of Saturdays and Sundays as weekends. 
3.5.3 School Breaks
School breaks were estimated using the academic calendar of Aggarwal Public School in Ballabgarh. During the study period, we included the following school breaks (Table 1).
Table 1. School Break Dates
	Start Date
	End Date
	Purpose of School Break:

	10/11/2015
	10/22/2015
	End of a school break period culminating in Dussehra on 10/22/2015

	11/8/2015
	11/13/2013
	Beginning on 11/8: 

Sunday Holiday, Dhanteras, Eve of Diwali, Diwali, Govardhan Puja, and Bhai Dooj

	12/22/2015
	1/15/2016
	Winter Break


3.5.4 Atypical Days

Respondents self-reported whether the previous day was “typical” with respect to other days. The reasons provided by respondents on why they reported a day as “Atypical” are reported in Figure 3. A total of 375 respondents self-reported their day as atypical. Holidays, school breaks, and Sundays are the most cited reason (28.5%) for an atypical day.  Travel (16%) was another main reason and indicates that the respondent cited travel to or from a location, though the purpose of most of this travel was not specified. Ceremonies include weddings, funerals, worship, and associated activities. Health and medical includes reported trips to hospitals and staying home due to illness. 
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Figure 3: Categories of Atypical Days

Table 2 shows the overlap between atypical days and different day types. Among all respondents indicating an atypical day, 66.4% (482/726) of those days also occurred on a Sunday, Holiday, or during a school break. 

Table 2: Atypical Days by Day Types

	
	Sunday, Holiday, or School Break
	Weekday, Non-Holiday, or Non-School Break
	

	Atypical Day
	482 (66.4%)
	244 (33.6%)
	726 

	Typical Day
	851 (38.7%)
	1350 (61.3%)
	2201 

	
	1333 
	1594 
	2927

	Note: Each cell reports n and row percentage (% of total population)


These designations are based on interpretations of the reported cause of an atypical day.  This data provides novel insight into how individuals in India may define an “atypical day” and may provide insight for future surveys. Definitions of all categories can be found in “Supplementary Materials 2- Atypical Day Reference.xlsx.”

4.0  Results

A total of 2943 respondents reported 72,489 contacts, and a duration of 128,177 hours in contact over the previous day. 

4.1 Contact Count
Differences in number of contacts, by day type and sex, are presented in Table 3. We present age-stratified results only where significant results were found in the overall sample. There was no significant difference in the number of contacts reported between holidays and non-holidays in males and females. Similarly, there was no significant difference in the number of contacts reported on Sundays compared to weekdays for either gender.

Whereas in males, the reported number of contacts did not differ between non-school break and school break periods, females had more contacts during school breaks (Kruskal Wallis chi-sq=17.0, dof=1, p<0.01). Girls 0-4y age (Kruskal Wallis chi-sq=5.2, dof=1, p<0.05) and women 20-59y age (Kruskal Wallis chi-sq=11.7, dof=1, p<0.01) made more contacts during breaks than non-break periods, but no differences were observed in other age groups. Males had more contacts on typical days than on atypical days (Kruskal Wallis chi-sq=8.74, dof=1, p<0.01). When stratified by age, we note that only males 5-19y age (Kruskal Wallis chi-sq=39.9, dof=1, p<0.01) and 20-59y age (Kruskal Wallis chi-sq=12.0, dof=1, p<0.01) had more contacts on typical days. Females had more contacts on atypical days (Kruskal Wallis chi-sq=11.9, dof=1, p<0.01), and this was true for females 20-59y age (Kruskal Wallis chi-sq=8.8, dof=1, p<0.01). 
Table 3: Contact Count, By Day Type, Sex, and Age Category
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4.2 Contact Duration 

Differences in contact duration, by day type and sex, are presented in Table 4. Again, we present age-stratified results only where significant results were found in the overall sample. There was no significant difference in the contact duration reported between holidays and non-holidays in males and females. Males had greater contact duration on weekdays compared to Sundays (Kruskal Wallis chi-sq=5.2, dof=1, p<0.05). Boys 5-19y age had greater contact duration on weekdays (Kruskal Wallis chi-sq=7.4, dof=1, p<0.01), but males of other age groups did not. Females also had greater contact duration on weekdays than on Sundays (Kruskal Wallis chi-sq=5.3, dof=1, p<0.05), and age-stratified analysis found this was true only for girls 0-4y age (Kruskal Wallis chi-sq=12.4, dof=1, p<0.01) and 5-19y age (Kruskal Wallis chi-sq=4.1, dof=1, p<0.05).  

Males had greater contact duration during school breaks than non-break periods (Kruskal Wallis chi-sq=9.0, dof=1, p<0.01), though age-stratified analysis failed to find significant differences. Women also had greater contact duration during breaks than non-breaks (Kruskal Wallis chi-sq=9.4, dof=1, p<0.01), with age-stratified analysis showing this to be true only for women 20-59y age (Kruskal Wallis chi-sq=10.9, dof=1, p<0.01). Finally, women had greater contact duration on atypical days than on typical days (Kruskal Wallis chi-sq=14.6, dof=1, p<0.01), and age-stratified analysis found girls 5-19y age had greater contact duration on atypical days (Kruskal Wallis chi-sq=5.6, dof=1, p<0.05). 

Table 4: Contact Duration, By Day Type, Sex, and Age Category
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5.0  Discussion

We found that social mixing patterns differ between weekdays and Sundays, by age, and gender. School-aged (5-19y age) males and females both spent significantly more time in contact on weekdays than on Sundays, suggesting a role for schools as a place where contacts of long duration occur, and as potential drivers of respiratory infection spread. Holidays were not found to a significant predictor of differences in either duration or number of contacts. For both males and females, our results indicated greater time spent in contact on school break days compared to non- school break days. We discuss these findings below and compare them to previous studies from other locations.  
Whereas we observed that school-age respondents reported more time in contact on weekdays than on Sundays, we did not observe a significant difference in the number of contacts between weekdays and Sundays. This result differs from that of a study of students in Taiwan [19], where they found that weekdays were associated with 23-28% more contacts than weekends. Population-representative studies in Western Europe [17] [29] and the U.S. [27] also found that weekdays were associated with a greater number of contacts. This may suggest that, in India, Sundays are associated with less contact duration but not fewer contacts per se. In a densely populated village with large households, children may contact each other on all days of the week, but spend significantly more time with each other in school. For young girls (0-4y age), the significantly higher time spent in contact on weekdays may reflect time spent at Anganwadi, which provides informal preschool education to children ages 3-6 years of age and nutritional supplementation for children under 6 years of age [54]. Whether Sundays feature more intergenerational mixing—as observed in the European POLYMOD studies [29], remains to be seen. 

 We found no difference in contact number or duration between holidays and non-holidays. Two factors may impact this result. First, though the state of Haryana’s population is overwhelmingly Hindu, the study period captured Christmas Day and two restricted (i.e. optional) holidays, Govardhan Puja / Vishavkarma Day (November 12, 2015) and Guru Teg Bahadur's Martyrdom Day (November 24, 2015). This may bias our results toward non-significance, as our study population may not observe them as holidays. Second, holidays may not widely be observed by day laborers or individuals engaged in informal economies. 

 Males and females spent more time in contact on school break days compared to non- school break days, and females had more contacts on school break days. These findings suggest an overall increase in social activity during school breaks. Age-stratified analysis of school breaks showed significantly more contacts and time spent in contact in working age (20-59y age) women during school breaks compared to non-breaks. This observed significance in females may indicate a gendered difference in social mixing during school breaks, such as increased time spent with children spending time at home. We also observed significantly greater number of contacts in young girls on school break days compared to non-school-break days, supporting this interpretation. Our results are unique in identifying this increased social activity during school breaks, and supports the need for further research on context-specific variation in the impact of school closures and school breaks on social mixing patterns.  Whereas we observed no difference in the number of contacts between school breaks and non-break periods, this contrasts studies in Brussels [6], other countries in Western Europe [29], and the U.S. [27] which show decreased number of contacts during holiday periods. Age-stratified analyses did not find significant differences in the number or duration of contacts on school break days compared to non-break days for school-age children, a population critical to the spread of infectious diseases [40]. 
    Analysis of significant differences in the atypical day type yielded mixed results. Males have more contacts on typical days compared to atypical day, and age stratified analysis showed this to be true for school-age and working-age males.  School-aged females had more contacts and greater time spent in contact on typical days, yet for working age women, typical days were associated with fewer contacts and less contact duration. The difference in the direction of significant findings between school and working age women suggests that age is a significant determinant of social patterns for women in India. 

     Given the number of significant differences observed between typical and atypical days, further research into what constitutes a self-identified “atypical day” can provide insight into a significant driver of social contact patterns. Our analyses found that nearly 30% of explanations for why a day is atypical were related to holidays, vacations, or breaks from school or work, a finding that can help inform future infectious disease models.  Our study is the first to evaluate whether social mixing pattern differences exist based on self-reported “atypical” days. 

     This study had several major strengths. First, the sample has a high completion rate (95%) and is larger than most similar studies conducted in low and middle-income countries. This allows samples sufficiently large for the use of Kruskal-Wallis, even when we stratified by age. Second, comprehensive demographic data were available on our sample since this study is nested within an existing demographic surveillance system [1] [16]. 

This study has limitations. The data are cross-sectional, collected on a single day in a four-month period, preventing examination in individual-level variation in social mixing patterns across different time points. Furthermore, all surveys have a limitation associated with potential bias due to self-reported data. In this case, our field team is part of a larger team that has provided healthcare and conducted studies in the area for decades. We expect that the interviewers, being trusted and known to respondents, would have reduced bias. Finally, these analyses are descriptive. These preliminary findings point to the possibility of novel findings in this rural Indian setting compared to other locations, and should be followed up with adjusted regression analyses to identify factors independently associated with the number and duration of contacts in males and females.

In summary, compartmental models for infectious disease are better informed by parametrizing differences in social mixing patterns that differ by individual factors such as age and gender, as well as temporal variables such as day type. Our findings support the importance of further research on the role these factors on social mixing patterns in other locations in India. 

APPENDIX: SUPPLEMENTAL FIGURES
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Figure 4. Distribution of Contact Duration, by Day Type
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Figure 5. Distribution of Contact Number, by Day Type
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