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This dissertation studies fault detection in the case of low-fault current levels and reduced-order 

modeling of inverter-based microgrids. A phase-based fault detection method is developed that 

can detect faults regardless of fault current levels and without reliance on communication 

systems. The speed of this approach is increased by utilizing all the phases of the three-phase 

power system, effectively reducing the fault detection duration to one third of a cycle at most. 

Additionally, for any microgrid system configuration that would cause fault detection 

difficulties, a model-based fault detection approach is developed. This method can be used 

without communication for certain system constraints, which are derived analytically. Besides 

protecting the system properly, controllers are needed to stabilize the system post-faults or post-

disturbance events. Model-based controller synthesis methods can be a plausible approach to this 

problem, but may result in high-order controllers. Using reduced-order models can lower the 

complexity of controller design.  Hence, this dissertation also develops a reduced-order model 

for microgrids. A dq based reduced order model for secondary layer controller design is 

developed. The model has a significantly lower order with better accuracy than the current 

available models. A linear quadratic integral controller is designed based on the lower-order 

model to demonstrate the application of the proposed model. Simulations are performed to verify 

the proposed solutions in PSCAD and MATLAB/Simulink environments.   
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1.0  INTRODUCTION 

The degradation of the earth’s environment, the depletion of conventional fossil fuel energy 

resources, and increased energy demands have led our society to explore alternative energy 

options. The idea of utilizing infinite clean energy resources such as solar and wind energy has 

always been the dream of engineers and researchers since at least the time of the great inventor 

Nikola Tesla.  Nikola tesla stated the following in this regard [1]: 

“Whatever our resources of primary energy may be in the future, we must, to be rational 

obtain it without consumption of any material”  

Recently, great advancements have been made to generate, transmit, distribute, and 

consume such forms or renewable energy efficiently.  One of the advancements made, which 

could make the wide spread of renewable energy resources a reality in the near future, is the 

invention and advancement of power electronic devices. Power electronics represent only one 

piece of the puzzle as an enabler of renewable energy systems. In particular, the traditional 

electrical grid may not be able to handle large amounts of renewable energy resources integrated 

via power electronic devices due to the distributed and intermittent nature of renewable energy. 

Hence, the other piece of the puzzle is forming alternative grid architectures that can handle the 

large amounts of distributed renewable energy integration. This has established the concept of 

“microgrid” (MG) to facilitate the integration of renewable energy resources [2], [3], [4]. The 
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microgrid concept was proposed not only as a way to facilitate renewable energy integration but 

also to increase grid reliability and security. The U.S. department of energy (DOE) defines a MG 

as follow: 

“A group of interconnected loads and distributed energy resources (DER) with clearly 

defined electrical boundaries that acts as a single controllable entity with respect to the grid 

[and can] connect and disconnect from the grid to enable it to operate in both gridconnected or 

island mode”  

Although in the DOE definition it includes the ability to connect and disconnect to the 

main grid, a broader MG concept can be and often is adopted to include standalone systems that 

cannot connect to the main grid. This is to include similar concepts that are built in rural 

impoverished areas with no access to a main traditional grid. Currently, an estimated 1.2 billion 

people lack access to electric power [5]. Microgrids can be the solution to help empower 

humanity’s energy needs. 

As I mentioned, one of the most beneficial features of a microgrid is the ability to 

integrate distributed renewable energy resources. This is because it is easier and more practical 

to exploit renewable energy that is spread and distributed across many areas as opposed to 

forming a central generation plant that exploits energy only at its location.  

Integrating energy in a distributed fashion is also a more resilient, reliable, and secure 

way of transmitting energy.  It is a way to prevent cascaded catastrophic blackout similar to the 

2003 northeast blackout [6]. The 2003 blackout affected 50 million people when more than 

61800 MW of electrical load was lost in many of the northeastern states as well as some parts of 

Ontario.  This blackout lasted in some areas for more than two days with rolling blackouts over 

the following two weeks and cost over six billion dollars. The initial blackout occurred due to a 
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fault caused by trees that grew in the paths of power lines. When that fault occurred, it resulted in 

the shutdown of the line, which resulted in other lines carrying the additional load.  Three other 

lines also shut down after sagging into trees, causing a major overload of the other power lines.  

This caused a series of failures from overloads in most of Northeastern America [6]. This kind of 

cascaded blackouts can be avoided if microgrids are utilized. 

Therefore, microgrids can be used in places where high reliability is needed to provide 

power to critical loads. For example, critical loads such as hospitals and data centers can benefit 

greatly from microgrids, where continuous supply of power is highly critical.  It could be also 

practical for university campuses, refugee camps, and military bases. 

Industry is pushing to make microgrids a practical and economic reality by developing 

solutions to its different problems. For example, Eaton, ABB, SIEMENS, and GE are a few of 

the companies working to solve microgrid’s technical problems [7]–[10]. “Microgrid energy 

systems are becoming an exciting, even fundamental way to leverage new technologies, harness 

new energy sources and address new government regulations. Eaton’s engineers see microgrids 

as the dawn of a transformative age—and the culmination of decades' worth of tireless research 

and development.”[7]. Figure 1-1 shows a layout of several microgrid energy systems. 

Although the microgrid concept is designed to solve many of the traditional electrical 

grid problems, it has its own protection, stability, and control challenges [11]–[17] which need to 

be resolved to achieve its full projected benefits. Hence, the protection and modeling for 

controller design purposes are the main focus of this dissertation. The main contributions of this 

work are: (1) the development of phase-based communication-less fault detection method, (2) 

the development of model-based communication-less fault detection method, (3) the 

development of dq based reduced order model for secondary controller design purposes, and (4) 
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the application of LQI control on both the reduced-order and the full-order models for voltage 

control in microgrids to demonstrate the usefulness of the model. 

 

Figure 1-1. Layout of Several Microgrids [7] 

 

1.1 OBJECTIVE 

The protection challenges in microgrids hinder us from exploiting their full potential. One of the 

main causes for these challenges is the bi-directionality of power flow in microgrids as opposed 

to one-directional power flow in the traditional power grid. Also, future microgrids will be 

heavily inverter-based which adds further complications due to the lack of high fault currents 

associated with these devices[18]. Additionally, microgrids can operate either in grid-connected 
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or islanded modes of operation.  This makes it difficult to use traditional protection methods 

[11], [19]–[21] such as overcurrent protection and fuses. Hence, many research articles have 

been published dealing with these protection issues [11], [22]–[31]. However, there are still 

many issues associated these solutions. Some of these protection problems will be a focus in this 

dissertation. Specifically, communication-less algorithms will be proposed to overcome the bi-

directionality of power flow, different modes of operations, and the low-fault currents that 

inverter-based microgrids produce.  Two methods will be proposed, the first one is a high-speed 

phase-based fault detection method, and the second one is a model-based fault detection method. 

 Inverter-based sources not only cause protection issues but also control and stability 

issues after disturbance (i.e., faults, load change, etc) scenarios and during normal condition 

scenarios. This has also always been a challenge due to the lack of inertia, uncertainty in 

renewable energy resources, and the different modes of operations. There are many control 

problems within microrids such as voltage control, frequency stability, power sharing, and 

transient stability. Many control paradigms have been proposed to solve many of microgrid 

control and stability problems [13], [28], [32]–[39]. One of these control and stability issues, is 

the ability to maintain stability in the case of load variation [40], [41]. One of the most common 

control approaches to microgrids is hierarchal control [36]. In hierarchal control, there are three 

layers of control (primary, secondary, and tertiary). This hierarchy is  due to the fact that each 

control layer has a different timescale with the primary being the fastest layer, next the 

secondary, and then the tertiary [36], [37], [42]. The main objective of the primary control is to 

respond to fast changes to stabilize the system and to maintain proper load sharing between the 

generation units. The controllers used  in this layer are usually the real power-frequency (P/f) 

droop controller and the reactive power-voltage (Q/V) droop controller [43], [44]. The objective 
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of the secondary controller is to compensate for voltage and frequency deviation caused by the 

primary controller. This controller is slower than the primary, and many central and distributed 

control techniques have been proposed for this layer [36], [42], [45]–[47]. Finally, the main goal 

for the tertiary controller is optimal economic dispatch [36], [48], [49]. In order to design and 

tune a controller in any layer, appropriate models have to be utilized. Secondary level controller 

design is an active area of research [32]. In many of the research articles to date, the full order 

model has been utilized [35] to design and tune secondary level controllers. However, this model 

is quite large consisting of 16 states per DG and makes using control design algorithms 

challenging due to the computational burden. Also, using this full-order model in control design 

could result in high-order controllers which are not desired in any control application. Hence, a 

lower order model is needed which is another focus of this dissertation. Reduced models have 

been developed in many papers [40], [50]–[55]. Here, a different approach to reduce the model is 

presented based on the physical insights of the system. Then, a secondary controller is designed 

based on this model and applied to the full-order model to demonstrate the effectiveness of the 

reduced-order model. 

1.2 DISSERTATION ORGANIZATION 

This dissertation will be organized as follow: In Chapter 2, literature review of microgrid 

protection, control, and reduced-order models will be given. In Chapter 3, the design of high 

speed fault detection and protective coordination of microgrids utilizing the phase change will be 

presented. In Chapter 4, the model-based fault detection method will be given. This method is 
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designed in order to protect microgrid configurations not protected by the method developed in 

Chapter 3. In Chapter 5, the dq based reduced-order model of the microgrid for secondary 

controller design purposes will be given. In Chapter 6, demonstration of secondary controller 

design using the reduced-order model will be made. Chapter 7 concludes the dissertation by 

providing future directions. 
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2.0  LITERATURE SURVEY OF AC MICROGRIDS 

In this chapter, a literature review pertinent to the objectives of this research is given. The 

literature review is divided into two main sections. The first one is the protection section. The 

second one is the control section, which includes the reduced-order modeling literature. 

2.1 INTRODUCTION TO MICROGRID PROTECTION 

As energy demands increase, the electric power industry moves into the direction of adding more 

diversified and distributed energy resources (DERs). With the introduction of DERs, parts of our 

traditional distribution system can become microgrids (MGs). Microgrids may also be built from 

scratch to provide electric power to areas where building a transmission system is a challenge or 

uneconomical such as remote rural areas.  

Although MGs could provide solutions to many electric power problems, there are many 

technical challenges that need to be resolved in order for MGs to be widely deployed. One of 

those challenges is the protection system design. The protection system that is designed for the 

traditional power system is not fully applicable to the MG because of the nature of MGs as 

power is not transmitted unidirectionally anymore, diversification of distributed sources such as 

diesel generators and inverter-based sources, and different modes of operations. In general, the 
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introduction of power electronic devices into the power system changes the protection system 

requirements significantly. This is evident not only in microgrids but also in many other 

applications such as high-voltage DC links [56], [57].  

In this section, multiple objectives are achieved. First, protection problems are outlined. 

Then, a survey of the different microgrid protection strategies is presented. After that, protection 

strategies are grouped together and their associated problems are presented. Finally, gaps of the 

protection strategies are provided. 

2.1.1 Microgrid Protection Problems

Based on the review of papers [11], [19], [20], [22], [23], [25], [27], [28], [31], [58]–[78], the 

following are the main problems associated with MG protection: 

1. Fault detection, location, and isolation in an islanded MG where fault current is 

low due to the limited current contribution of inverter-based DERs (max 2 pu) which makes 

using overcurrent protection ineffective. 

2. Disconnection of the MG by operating only the Point Of Common Coupling

(PCC) circuit breaker during grid-side faults without tripping other breakers inside the MG. 

3. A proper overall protection system works both in the grid-connected and in 

islanded mode of operation as faults are significantly different in each mode of operation. 

4. Preventing nuisance tripping (false tripping) of overcurrent protection during

grid-connected mode or islanded-mode where a DER could cause the breaker of the feeder (or 

any kind of branch) adjacent to the faulted feeder (or branch) to falsely trip as shown in Figure 
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2-1. IDER2 may falsely identify F1 fault as fault on its feeder (a fault on point A) which will cause 

circuit breaker 2 (CB2) to falsely trip. 

5. Preventing blinding of overcurrent protection during grid-connected mode. Blinding 

occurs  for example when a  fault occurs between the grid and a DER where the breaker on the 

grid side might not see enough current coming from the grid due to the DER current contribution 

or as shown in Figure 2-2. In this figure, protection device (PD) 1 will see different fault current 

levels depending on the level of IDER (which could be variable), depending on line impedance 

and fault impedance. Therefore, PD1 could become blind to faults downstream - at point B for 

example. 

 

 

Figure 2-1. False tripping of the circuit breaker (CB2) seeing current IDER2 
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Figure 2-2. Blinding of circuit breaker CB2 [11] 

6. Designing a proper protection coordination is a challenge due to the 

bidirectionality of power flow in the MG during both grid-connected and islanded modes of 

operation. 

7. Traditional trip time curves and the nature of MGs cause fuses to trip during 

temporary faults which cause a permanent fault. It is desired to operate the reclosers in case of 

temporary faults and then operate the fuse or the breakers in case those faults do not resolve. 

Thus, proper methods to coordinate fuses and reclosers are needed. 

8. Detect high impedance faults as high impedance faults is a challenge even in the 

traditional grid. 



2.1.2 Review of Protection Strategies 

Many protection strategies have been developed to attempt to deal with many of the problems 

mentioned in the previous section. However, these solutions are not complete and have different 

gaps. 

 In [20] the authors have designed one protection strategy that works for both islanded 

and grid connected operation. The authors have utilized differential current to protect against L-

G faults for zones upstream of the fault, zero-sequence current for L-G faults for zones 

downstream of the fault, and negative sequence for L-L faults.  Appropriate time delays have to 

be set for the proper operation of this protection strategy. One problem that [20] has not 

investigated is the case where distributed resources do not meet load demand. Another problem 

is they did not investigate grid side faults.  According to their strategy, grid-side L-G  faults 

should cause all relays to trip due to the presence of zero-sequence component.  

In [58], the authors designed a protection system using digital relays that are assisted by 

communication in order to detect faults for the case of grid-connected and single-islanded or 

multiple islanded. Their protection system is based on differential protection and comparative 

voltage protection that relies on communication in order to protect the different MG 

configurations and change the fault levels depending on the status of the MG. This strategy is 

costly because it depends on differential currents and a communication system. 

 In [31], the authors have used a micro-processor based relay  and utilized voltage, zero-

sequence, negative sequence components of current, energy level, and directional element to 

design a MG protection relay (MPR) that works in both grid-connected and islanded modes and 

does not rely on communication. 

12 
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An adaptive protection strategy for a MG  has been proposed by [59] to protect MGs with 

high penetration of DERs. Their adaptive method is based on communication and works only in 

the islanded mode of operation. A multi-agent based strategy that depends on the large fault 

current supplied by the utility and uses a communication network has been proposed in [60]. 

Thus, this strategy can only work in the grid-connected mode.   

Some other authors [61] have proposed a protection method utilizing traditional  

protection schemes and  a communication network. Their method is based on overcurrent relays, 

which makes it work only in the grid-connected mode. In [27], the authors have proposed an 

integrated protection and control unit that utilized a communication network and used over 

current relays to isolate the fault which makes this method work only in the grid-connected mode 

as well. 

An attempt to tackle the islanded MG protection problem has been done in [62] the 

authors tried to tackle the challenge by using differential relays which is a very costly method.  

In [63] the authors have developed a method based on differential sequence components that 

extract features form differential values through data mining approaches to protect against faults 

in an islanded MG. This method relies on communication and heavy signal processing which 

requires the use of microprocessors relays.  

Voltage measurement along with an adaptive overcurrent scheme are proposed as a 

method to protect the MG when islanded [64]. In [65] voltage has been used as the mechanism to 

protect the islanded MG as well. This time the voltage measurements are converted into dq 

rotating frame and used to detect the faults. For this method to be implanted, a communication 

network has to be utilized.  
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Some authors have tried to boost fault current in an islanded MG by adding flywheels to 

the system [66]. This makes it easy to use the traditional protection system because flywheels 

supply enough overcurrent during fault for the protection devices to operate. This method is 

costly and depends on the proper operation of flywheels. 

Some authors mix different strategies in one protection method in order to enhance their 

method as in [25]. The authors have developed a protection method based on two strategies. The 

first one is based on impedance differential which uses a communication system to protect the 

MG in all modes. This strategy serves as the primary protection method. A back-up protection 

based on inverse-time low-impedance protection is the second strategy in case the primary 

protection fails. This protection system is expected to be expensive since using differentials is 

expensive.  

In [19] the authors have investigated using central control and monitoring infrastructure 

in order to change relay settings in digital relays in order to protect MGs in both the grid-

connected and the islanded modes of operation.  

 In [67], the authors identified and located faults by doing wavelet packet transform of the 

dq components. They implemented their method in digital multirelay and showed that it works 

for both grid-connected and islanded modes. This  method is complex and requires extensive 

computation because of the signal processing needed.  

The authors in [28] have investigated protecting a typical distribution system that is 

turned into a MG by introducing DERs, they have  dealt with the recloser-fuse incoordination 

problem in the grid-connected mode by replacing feeder auto-recloser with a digital recloser and 

designed algorithm for proper coordination of the recloser and the fuse. The have also proposed 

different scenarios for protecting the Micro-grid when islanded such as total shut down of the 
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MG during faults, two-mode protection relays that change settings depending on the status of the 

grid (islanded or grid-connected), and a scenario where the relay is designed for both modes 

without having to change any settings. 

 In [68], the authors have developed a differential zone protection scheme. This scheme is 

based on taking measurements at the borders of zones and calculating the differential. The 

authors claim that their method is as effective as differential line protection. However, it is costly 

due to the use of the differential scheme.  

In [22], protection of islanded multi-microgrids (MMG) have been investigated. The 

authors have utilized differential current and directional component in their algorithm in order to 

protect a  multiple microgrid system consisting of two MGs.  

In [69] the authors have designed adaptive relays with algorithms that detect the mode of 

operation and the faulted section then update the relay settings depending on the mode and the 

fault to protect the system. They used time overcurrent characteristics in order to identify the 

faulted section. Their protection algorithm is based on directional overcurrent component, 

current measurements, voltage measurements, and the frequency. 

In [70] and [71], the authors used the traveling wave initial surge generated by the fault 

and recorded at the ends of the feeders and utilized mathematical morphology technology  to 

protect a MG with high penetration of inverter-based sources. Their method relies on low-

bandwidth communication channel to identify faults and coordinate breakers. 

A harmonic based method has been developed by Al-Nasseri et al. in [72] where the 

fundamental voltage component is used to detect and determine the type of fault. The 

fundamental component amplitude of the faulted phase is expected to drop  compared to other 

phases. Then, the THD is used to determine the faulted zone. The THD of the faulted phase will 
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be greater than the THD of the un-faulted phases. This method requires a communication 

channel in order to identify the faulted zone and trip the proper circuit breaker. A hybrid method 

using multi-resolution wavelet analysis and current traveling wave generated by the fault is 

proposed in [73] but has not been validated by simulation nor experiments. Artificial intelligence 

methods have also been developed in [74], [75]. One method is based on particle swarm 

optimization and the other is based on differential evolution algorithms.  

Also, in [76] a search algorithm based on graph theory has been proposed to coordinate 

relays in the MGs. An observer-based approach has been proposed in [23]. The approach is 

based on an observer design and using current measurement at one end and voltage measurement 

at two ends to determine the state of the zone (faulted or unfaulted). A combination of different 

techniques has been proposed in [77]. The authors proposed using the rate of change of 

frequency as a primary quick fault detection method and used under and over voltages as a back-

up protection method as the rate of change of frequency might fail to detect some faults 

depending on time-delay.  

2.1.3 Main Problems with the Different Classes of Strategies 

Protection solutions has been classified by [79] into 6 main classes.  The classes and their 

associated problems is as follow: 

A. Adaptive Protection Systems:

1. A knowledge of all possible configurations has to be known before designing the

protection system.
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2. Power flow and short circuit studies have to be done every time the topology of the

MG changes.

3. Traditional power system protection devices have to be upgraded.

4. A communication system is necessary.

B. Voltage-based methods:

1. Protection failure could be caused by minor voltage drop differences in relays at the

two ends of short lines.

2. For methods using the dq voltage, a high calculation complexity is involved.

3. The method is weak when it comes to detecting high impedance faults.

4. With the high penetration of distributed generations, voltage based methods could

experience problems.

5. The methods rely on communication infrastructure.

6. They depend on network architecture.

7. Slows down protection significantly due to IEEE1547 voltage-ride through

requirements for renewables.

C. Differential Protection:

1. Measurements have to be synchronized.

2. DG connection/disconnection cause transients that could cause problems to this

protection system.

3. Unbalanced loads cause problems.

4. High communication infrastructure and high CT installations are needed.

5. High cost.
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D. Distance Protection:  

1. Unreliable detection due to limited fault resistance. 

2. Fault resistance cause errors in measuring admittance. 

3. Down-stream source infeed increase tripping time. 

4. Accuracy is degraded because of harmonics, current transients, decaying DC 

magnitude and time constant. 

E. Overcurrent protection and symmetrical components: 

1. Problems with accuracy. 

2. Grid side faults  may cause all breakers to trip. 

3. The whole protection system fails in case of communication failure. 

F. Using external devices to improve the protection: 

1. High cost associated with storage devices. 

2. Maintenance is critical for devices with high short circuit capability such as 

flywheels. 

3. Highly dependent on the accurate operation of islanding detection and correct 

operation of the current source. 

It is worth noting here that the main issues regarding fault detection that this research 

attempts to solve are the issues of low-fault current levels, different modes of operation, and bi-

directionality of power flow. These issues make it difficult to detect faults especially if 

communication systems are not used. It is more desired that fault detection is communication-

free in order to decrease cost and improve reliability. Proposed solutions without reliance on 

communication are given in Chapters 3 and 4. 
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2.2 MICROGRID CONTROL OVERVIEW 

The problem of fault detection mentioned in the previous section is not the only critical problem 

when it comes to the operation of microgrids. Additional critical aspects of microgrids are the 

ability to have a stable operation during normal operation and to recover from severe 

disturbances such as large load changes and faults. The reason why this is critical is that, a severe 

disturbance such severe load changes might cause the system voltage to fall below accepted 

voltage deviations. Hence, improved controllers are needed to improve post-disturbance and 

steady-state stability of microgrids. The focus here is on secondary controllers, which are 

responsible for compensating for voltage and frequency deviations. 

 In order to design secondary controllers, appropriate models have to be used. Many 

control synthesis algorithms use the model of the system to synthesize controllers. When that’s 

done, the controller synthesized has an order similar to the model order.  Hence, a reduced-order 

model is one of the methods used to reduce the order of the controller. Therefore, a reduced 

order model will be developed for this objective in Chapter 5. Before doing that, it is essential to 

understand microgrid control methods. Therefore, a review of microgrid control and modeling 

will be given in this section. 

2.2.1 Microgrid Control Background 

The microgrid has many issues that need to be overcome to fully utilize its full potential. One of 

the most important issues that needs to be fully resolved is microgrid control and stability.  

Microgrid control is more challenging than traditional power system control due to the lack of 
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inertia, resistive nature of cables, uncertainty of produced energy, and unbalanced conditions of 

the system [32]. Microgrids are controlled in hierarchical manner with three layers of control 

(primary, secondary, tertiary) as shown in Figure 2-3. This hierarchy is  due to the fact that each 

control layer has a different timescale with the primary as the fastest layer, then secondary, then 

tertiary [36], [37], [42]. The main objective of the primary control is to respond to fast changes to 

stabilize the system and to maintain proper load sharing between the generation units. The 

objective of the secondary controller is to compensate for voltage and frequency deviation 

caused by the primary controller.  Finally, the main goal for the tertiary controller is economic 

dispatch.  

 

 

Figure 2-3. Hierarchical Control layers of a microgrid [36]. 

 

2.2.1.1 Zero-Level Control 

Zero-level control which is often called “inner loops” is responsible for controlling voltage and 

current specified by the primary controller. Zero level controllers are presented in subsections 

5.2.2 and 5.2.3. 
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2.2.1.2 Primary Control 

There are many methods that are used in the primary controller to share the active and reactive 

power and to stabilize the system in microgrid systems. The primary power sharing methods can 

be mainly classified into droop-based methods and non-droop based methods [32].  

The droop control concept in microgrids is borrowed from the conventional control 

methods of synchronous generators in traditional power systems. This traditional concept is 

completely decentralized (no communication at all) which makes it very attractive. It is based on 

the fact that when there is an increase in real power demand the speed of the prime mover in the 

synchronous generator is decreased and the prime mover speed is proportional to the system 

frequency. Hence, the frequency set-point is increased which makes the generator produce more 

real power. The voltage and reactive power behave in a similar manner; the output reactive 

power varies according to variation in voltage. This frequency and real power droop and voltage 

and reactive power droop can be artificially designed for inverters in microgrids [32]. Droop 

control method is very popular and thoroughly researched in the literature [43], [48], [80]–[85].  

The basic frequency and real power droop, and voltage and reactive power droop are 

implemented according to the following equations, respectively: 

 

 )( ** PPDP −−=ωω  (2.1) 

 )( ** QQDVV Q −−=  
(2.2) 

 

where ω*,  V*, P*, and Q* are the references for the angular frequency, voltage, real and 

reactive power, respectively. P, and Q are the measured real and reactive power, respectively. ω 
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and V are the new set points sent to the inverter inner controllers. DP and DQ are the droop 

coefficients which can be determined using optimization techniques [86] or heuristically to 

satisfy [87], [88]: 

 

 max2211 ... ω∆==== nNPNnPnP PDPDPD  (2.3) 

 max2211 ... VQDQDQD nNQNnQnQ ∆====  
(2.4) 

 

where   ∆ωmax and ∆Vmax are the maximum angular frequency deviation and maximum voltage 

deviation, respectively. Pni and Qni are the nominal active and reactive power of the ith DG, 

respectively. N is the number of inverters in the microgrid.  

The conventional droop control is based on the assumption that that the network 

impedance is mostly inductive which is the case in the traditional power system. However, 

microgrids have mainly resistive networks. Therefore, alternatives such as voltage-real power 

control and frequency-reactive power control are proposed [89]–[91]. This is exactly the 

opposite of the traditional droop control. Another approach is through the use of a virtual 

impedance in the control loop in order to have accurate droop characteristics using the traditional 

droop and decouple real and reactive power control even when lines are both resistive and 

reactive[38], [39], [92], [93]. Another approach proposed is through the use of virtual 

synchronous frame transformation in which decoupling of real and reactive power is achieved 

[82], [94]–[97]. 

 Non-droop based methods are central controllers (using central communication) to 

achieve the goal of primary control. In [35], [98], a central controller is proposed where total the 
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load is sent to the central controller and commands based on the distributed generation 

characteristics is sent back to the individual DGs. In [45], a master-salve control approach is 

proposed. Other central controllers are proposed in [99], [100] and with different communication 

requirement such as requiring low-bandwidth or using CANbus communication. In general, this 

type of controller is not very attractive because it is prone to a single point-of-failure.  

An interesting primary control method is the virtual synchronous generator (VSG) 

method [101], [102] where control loops of the inverters are designed in such away to mimic the 

behavior of synchronous generators.     

When there is a grid-interfacing converter in a grid-connected application, many control 

methods can be implemented alongside the power sharing control for grid synchronization such 

as proportional resonant controllers (PR), proportional-integral (PI) controllers, hysteresis or 

dead-beat controllers [103], [104]. 

2.2.1.3 Secondary Control 

The secondary controller main function is to compensate for voltage and frequency deviations, 

which are caused due to the primary controller action. This controller is slower than the primary 

one and it is usually implemented in a centralized fashion. However, there have been many 

research efforts to make the secondary controller less central and make it distributed instead. The 

different control schemes (with respect to communication and centrality vs. less communication 

and distributed) have been proposed for the secondary layer  [36], [42], [43], [45]–[47], [105]–

[112] .  
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2.2.1.4 Tertiary Control 

The tertiary controller is the slowest control and it is responsible for economic dispatch. This 

controller is active when the microgrid is grid-connected to regulate power flow between the grid 

and the microgrid based on optimality [36], [48], [49]. Figure 2-4 shows a summary of the 

different control levels with their objects, methods and speed of response. 

2.2.2 Microgrid Reduced-Order Modeling Review 

Reduced models have been developed in many papers [40], [50]–[55]. A reduced order model 

including the dominant modes has been derived in [55]. Nevertheless, their model is for single-

phase systems and excludes network dynamics. A reduced order model has been derived in [113] 

using the well-known singular perturbation technique. Nonetheless, the model developed is 

suitable for stability analysis and is not well suited for secondary control design. The authors in 

[53] produced an effective low-order (15 state) model for a 2 DG microgrid system as opposed to 

a 36 state full order model. However, the work neglects the network dynamics. Their model also 

relies upon utilizing the operating point of the full-order model which can be hard to obtain.   

Most of the reduced models use mathematical tools such as the singular perturbation 

technique to reduce the model and ignore the network dynamics. Ignoring the network dynamics 

is satisfactory for high-inertial systems but stability results may not be accurate for low-inertial 

microgrids [50], [52]. The authors in [52] attempted to include the network dynamics. However, 

they developed a phasor-based model and they ignored the coupling between DGs. The coupling 

between units affects the dominant modes of the system which will be shown in Chapter 5. It is 

also more desirable that the reduced model be constructed in the conventional dq reference frame 
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so that it captures the modes of interest for the control objectives of the secondary layer. Hence, 

a reduced-order dq based model that includes network dynamics and coupling effects is 

developed in Chapter 5. 

 

 

 

Figure 2-4. The different layers of control levels in a microgrid. 
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3.0  HIGH-SPEED PHASE CHANGE BASED FAULT DETECTION AND 

PROTECTIVE COORDINATION 

Detecting faults in microgrids is extremely challenging due to the bi-directionality of power flow 

and the limited fault currents produced by inverter-based sources. Hence, a method is developed 

here in order overcome such challenges. Additionally, knowledge of the fault feeding side (fault 

direction) is a necessary element to properly protect the microgrid and avoid blinding and 

nuisance tripping. Hence, the method developed determines the fault direction with good speed. 

Phase change of the phase difference between voltage and current happens to be an indicator that 

satisfies these objectives and adheres to the constraints of the microgrid.  This chapter explores 

the use of such an indicator and uses it as a foundation to propose a novel high-speed fault 

detection and fault direction detection method. A protective coordination algorithm is also 

proposed. The performance of the proposed solution is demonstrated in the PSCAD/EMTDC 

simulation environment. 

3.1 INTRODUCTION 

Protection is one of the most critical and challenging problems when it comes to microgrid 

systems. The limited current contribution from inverter-based sources, the bi-directionality of 
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power flow, the diversification of distributed energy resources (DERs), and the different modes 

of operation are the elements which cause difficulty in protecting microgrids [1-2]. Traditional 

over-current protection is not a reliable method when it comes to protecting the microgrid due to 

lower available source currents resulting in longer trip times [1-2].  Most methods in the 

literature depend on differential protection and a communication system in order to achieve this 

objective which can be slow and very costly [1-3]. Relying on communication degrades the 

reliability because the system becomes more prone to a single point of failure.  Others have used 

sequence components, which fails in detecting balanced three-phase faults and is unreliable in 

the case of unbalanced conditions [2], [4]. Some have used data mining approaches along with 

the differentials which are complex methods and also depend on communication [5]. The same is 

true for traveling wave based approaches [6-7]. Wavelet analysis has been proposed in [8] and 

has not been validated. In [9], the authors have added a flywheel in the microgrid in order to 

boost up fault currents and use traditional over-current protection. This method is costly and 

depends on the proper operation of the flywheel. A combination of different approaches have 

been proposed in [10] with differential protection as the main strategy. This method is costly and 

slow since it relies on other mechanisms as backup.  

Here, an alternative scheme will be explored in order to protect the microgrid. 

Specifically, the scheme will overcome the issues of low fault levels and bi-directionality of 

power flow that may cause blinding, nuisance tripping, or slow tripping times. This alternative 

cannot be based on voltage levels alone because renewables have to meet low-voltage and high-

voltage ride through requirements (IEEE1547).  Detecting the fault direction is critical to deal 

with the bi-directionality of power flow and to perform proper protective coordination.  If this 

objective is achieved along with detecting the fault with good reliability and speed, microgrid 
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protection becomes manageable. The most practical method to achieve this is using directional 

relays. However, traditional high-speed directional relays determine the direction of current in 20 

ms [11], which is not fast enough in order to reliably protect the microgrid weak sources. 

In this chapter, three main goals will be accomplished.  These include: first, justify the 

use of phase change between voltage and current as the main indictor to detect faults and fault 

direction to properly operate a circuit breaker (CB). Second, utilize this indicator (phase change) 

and develop an approach to identify the direction of the fault and coordinate between circuit 

breakers faster than traditional high-speed directional relays. In this case, phase detection will be 

processed faster by exploiting all of the phases of the three-phase system along with their 

negative counterpart. A method to extract the fastest and the second fastest detection from the 

different signals is also developed. Finally, implement the indicator in a protective coordination 

algorithm. 

3.2 BASIC PRINCIPLE OF FAULT AND FAULT DIRECTION DETECTION 

3.2.1 System Configuration for Investigation 

Correct modeling of the microgrid system under faults is critical in our investigation of finding 

an indicator for fault detection and direction detection. The microgrid system that is being 

studied in this chapter is shown in Figure 3-1.  This microgrid is similar in configuration to the 

one installed by Eaton in Menomenee Falls, Wisconsin. The microgrid contains a diesel 

generator, photovoltaic array system (PV) and wind turbine system (WT).  Diesel generators 
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generally produce 3 to 7 per unit (p.u.) current during faults. Hence, this diesel generator is 

modeled to deliver a maximum of about 5 p.u. Inverter-based sources limit fault currents to a 

maximum of 2 p.u. during faults. Hence, they are modeled here to produce 1 p.u. during faults. 

The rating of the diesel generator is 1.8 MVA, the rating of the WT and PV are 0.420 MVA and 

0.2196 MVA, respectively.  The PV and wind systems are average models represented by 

controlled current sources. They produce a maximum of 1 p.u. during faults. It is important to 

note that inverters switch from supplying real power to fully reactive power during faults. This 

feature is also represented in the modeling efforts. Note that the diesel generator is represented 

by a voltage source with variable frequency input to validate the method under variable 

frequency conditions. 

 

 

Figure 3-1 Microgrid System for Studying Faulted Scenarios 
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3.2.2 Fault Detection and Direction Detection Principle 

As noted previously, the inverter-based sources transition to supply full reactive power during 

faults. The transition from real power (power factor (PF) = 1) to reactive power (PF = 0) causes a 

-90⁰ degree shift in phase between voltage and current. This characteristic of inverters can be 

used as one distinguishing indicator for detecting faults and the fault current direction. For 

example, if a fault F2 occurs in the system of Figure 3-1, or any fault to the left of CB6 (dashed 

line area which is referred to as a Microgrid side faults (MGSF)), the current transformer (CT) at 

CB6 will see only the current contribution, IPV, coming from the PV system. This is because all 

of the other currents (ID and IW) will be feeding the fault F2 and will not pass through the CT at 

CB6. The CT at CB6 will see a -90⁰ phase difference change because the inverters only supply 

reactive power during the system fault duration. This phase difference is not present if the fault 

occurs to the right of CB6, (solid line area which is referred to as source side fault (SSF) 

according to CB6) such as fault F1 because in this case the CT at CB6 does not see the PV fault 

current and it sees other currents that give rise to a different phase angle explained in subsequent 

paragraphs. Based on this example, we can be confident that a -90⁰ phase change means a fault 

not on the inverter-based feeder adjacent to the CT (not a SSF according to local relay).  

In general, breaker CB6 needs to be opened for its own SSF (faults in the PV feeder) and 

to be kept closed temporarily for MGSF (faults on the busbar or other feeders). The only time it 

is required to open breaker CB6 for a MGSF, after some time based on voltage level (to account 

for voltage ride through), is when a busbar fault is identified. This is because a fault on the 

busbar cannot be isolated unless all of the feeder breakers are opened. This helps isolate only the 

faulted section and achieve minimum loss of generation during faults. The requirement is the 
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same for breaker CB2 and CB3. Hence, they should open for SFF and remain temporarily closed 

for MGSF (SFF and MGSF in prospective to their CB and CT location). All breaker coordination 

can be done if we can distinguish between SSF and MGSF types. 

So far it has been shown how to detect MGSF. Using the phase difference change as the 

indicator again, the fault and current direction can be detected in the case of faults feeding from 

the source side (SSF, i.e. right of CB6 and CB2, left of CB3).  In those instances, it is clear that 

the current reverses its direction in order to feed the fault. This current reversal causes the phase 

angle to change by 180⁰.  This principle can be applied to protect many other microgrid 

configurations, in particular, those containing inverters only or microgrids containing inverters 

and rotating machinery. The question left to be answered is how to measure this phase change 

faster than high-speed directional relays (<20ms) in order to open or maintain circuit breakers in 

the closed state to prevent damage to weak generation sources. 

3.3 PROPOSED HIGH-SPEED PHASE MEASURMENT STRUCTURE 

3.3.1 Phase Measurement Basic Unit Structure 

The phase difference between two signals is shown in Figure 3-2.  The figure shows the phase 

difference between voltage and current for the case when the current is leading the voltage. The 

diagram shows 4 distinct regions from which the phase can be determined.  The four areas 

corresponds to: (1) Rising edge of I  then the rising edge of V. (2) Falling edge of I  then falling 
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edge of V. (3) Rising edge of V and a falling edge of I. (4) Falling edge of V  and rising edge of 

I. 

When the current lags the voltage, the same four areas in Figure 3-2 appear but in a 

different order. Any of the four areas in Figure 3-2 can be utilized in order to design a high speed 

phase measurement unit. Depending on the phase angle change and the point of wave on which 

the fault occurs, one of the areas will produce results faster than the others. However, for 

simplicity, the focus will be on the use of area (1). The design approach that is taken is 

irrespective of whether the current is leading or lagging the voltage. 

 

 

Figure 3-2. Graphical illustration of phase difference for the case when current leads voltage. 

 

There are many approaches to design a phase measurement unit.  Here, basically the 

phase measurement is detected by counting the number of samples between zero-crossings. 
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Figure 3-3 shows one cell (substructure) of the measurement unit modeled in PSCAD. The 

sinusoidal signals are converted into square waves where the negative area is 0 and the positive 

is 1.  Then, a rising edge detector is used to determine when a rising edge occurs in each of the 

signals. After that, the output of the current rising edge detector is fed to the reset input of the 

counter while the counter input is always fed a constant numerical value of one for each sample. 

The voltage rising edge detector output is fed to a read time block. The job of the read time block 

is to determine the instant at which we read the counter signal. The output is then multiplied by 

360fτ, where f is the frequency of the signal and τ is the sampling time.  

The desire is for the unit to operate much faster than 20 ms. Hence, we utilize other 

signals in the microgrid as references. One phase of the current is compared against six voltage 

signals.  These include voltage phases (A, B, and C) and their negative counterpart (-A, -B, -C) 

as shown in Figure 3-4. Each phase of the three phase measured current signal, taken at one of 

the CB locations, is compared against the six voltage signals mentioned resulting in 18 unique 

comparisons.  

Utilizing six signals divides the phasor diagram into six distinct areas as shown in Figure 

3-4. Hence, depending on the point of wave on which the fault occurs and the change of phase 

angle, the faulted phase angle will be positioned in one of those six areas. Therefore, taking the 

vector closest to the new shifted fault vector, as the calculation reference, will give the quickest 

phase detection.  For example, in Figure 3-4, vectors C and –A will give the quickest phase 

detection magnitude when they are utilized as references given the faulted current vector, IA_F.  

For this example, the expected phase detection time (t) can be calculated as follows noting that 

Ts is the duration of one period of the AC signal and fs is the fundamental frequency 
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This is very quick and it’s only utilizing area (1) of Figure 3-2. If all areas are utilized, the phase 

detection becomes even faster (4 times faster in theory). For design simplicity, we will use one 

area of Figure 3-2 to demonstrate the concept.  For each current phase signal, 6 units such as the 

one in Figure 3-3 are needed, totaling 18 units for all 3 phases of current. 

 

 

Figure 3-3. Phase measutment unit substructure 

 

 

Figure 3-4. Six microgrid reference signals for phase detection 
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3.3.2 Central Processor for Utilizing Quickest Detection 

The ultimate goal of the phase information is to detect faults and determine fault current 

direction within the microgrid (90⁰ indicates one direction and 180⁰ indicates the opposite 

direction) to trip a circuit breaker and for performing protective coordination.  Hence, there is a 

need to send the quickest directional signal to the protective coordination logic to trip appropriate 

breakers. The fastest reference after confirming with the 2nd fastest reference (totaling 2 out of 

the 6 references in Figure 3-4) has to be determined for each phase. Hence, 2 signals are utilized 

from the 18 comparison signals (each of the 3 current phases compared against 6 references in 

Figure 3-4) generated by the overall apparatus. The problem is that we do not know in advance 

which two vectors give the fastest and 2nd fastest detection because we do not know where the 

fault vector will position itself with respect to the six signals in Figure 3-4. This is due to the lack 

of knowledge of the point on-wave on which the fault occurs. This is solved by using a central 

processor shown in Figure 3-5. 

Figure 3-5 shows the central device that processes all the signals coming out of each 

phase detector in Figure 3-3 in order to send a command signal to the protective coordination 

algorithm (section IV).  First the phase is detected using the apparatus in Figure 3-3 for phase i,  

where i=(A,B,C,-A,-B,-C)=(1,2,3,4,5,6). Then PhaseA(i) is sent to a comparator to check 

whether the phase is 180o to indicate direction reversal (to indicate a local SSF). The output of 

the comparator is then sent to a D flip-flop to store the value at the instant the comparator signal 

becomes 1 and stores it in FFP(i) for all future time for validating against other signals at a later 

time (to confirm the 1st fastest detection with the 2nd fastest detection signal). Each current 

phase signal of the three phase signals produce a FFP(i) (six FFP(i) for each phase). The value 1 
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is stored to indicate 180⁰ phase change at the instant that phase change is detected.  When the 

output of the flip flop (FFP(i)) is 1, this gives an indication of a direction reversal as soon as it 

occurs (to indicate a SFF). Signal FFP(i) is then sent to an AND gate. This AND gate is used to 

validate the first fastest detection with a second detection of the 2nd fastest signal producing 

signal SIG(i). Since we are not sure which signal gives the fastest nor 2nd fastest, the second 

input to the AND gate is the output of an OR gate that takes the remaining 5 FFP(i) signals and 

OR them together. Hence, 6 AND gates are used to compare each of the 6 FFP(i) signals with 

FFP(i) of the fastest of the remaining 5 signals. Hence, one of the AND gates will give its 1 

value signal earlier than the remaining ones when there is a direction reversal. For protective 

coordination purposes, only the indication of the direction reversal is needed, at the instant 

direction reversal is validated, without having to know which signal gave the indication. Hence, 

the outputs of the AND gates are sent to an OR gate. This OR gate gives a value 

(Sig_Fast_180_IA=1) when phase A current (compared to 6 voltage references) sees a 180o 

phase angle change (direction reversal) immediately when confirmed with the 2nd fastest 

reference. 

For the remaining B and C phases, two more OR gates are utilized. They are not shown 

in the figure and only their outputs Sig_Fast_180_IB and Sig_Fast_180_IC because they perform 

the same operation described previously and of the same structure of the total logic producing 

Sig_Fast_180_IA. All three are implemented to give an indication of direction reversal on each 

of the three current phases. For protective coordination purposes, we would need an indication of 

directional reversal in any of the phases regardless of that phase. Hence, the outputs of each of 

the three OR gates is sent to the final OR gate that gives a value of 1 (Sig_Fast_180=1) as soon 
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as a confirmed direction reversal occurs on any of the phases of the current.  Hence, when 

Sig_Fast_180=1, this confirms a local SFF according to the local relay.  

For a MGSF, an indication of 90o phase shift is desired. Hence, the same logic in Figure 

3-5 is duplicated and the only difference is the comparator value to send an indication of 90o 

phase change. The output of the final OR gate for this scenario is named (Sig_Fast_90) here.  

When Sig_Fast_90=1, this confirms a MGSF. 

 

 

Figure 3-5. Central processor to give 1800 phase shift indication based on the quickest and 2nd quickest references 
for all phases of the current. 

 

3.4 BASIC PROTECTION COORDINATION ALGORITHM 

The previous apparatus and logic is implemented at the relay responsible for each circuit breaker 

of the microgrid. Then, the output of the logic for each breaker is sent to algorithms A, B1 and 

B2, which are presented here. 
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3.4.1 Local Source Side Faults (Algorithm A) 

This part of the algorithm determines whether the fault is in the source side feeder (local SSF, i.e. 

to the right of breaker CB2 and CB6 or left of CB3) and trips the associated breaker if the fault is 

on the source side and not the microgrid side (MGSF). The algorithm is shown in Figure 3-6. 

First the signals are collected for each CB locally and individually. Then the algorithm 

determines if the output of the central processor is equal to 180o (Sig_Fast_180=1 in Figure 3-5 

is equal to 1). If Sig_Fast_180 is equal to one, then a fault direction reversal is detected and 

confirmed at the earliest possible time. This means that the fault is located on the source side 

(local SSF) that is closest to that circuit breaker. Hence, a trip command is triggered for the 

associated circuit breaker to isolate the fault. Now the rest of the system is protected, the smallest 

possible area is isolated and the microgrid can operate normally without the faulted section. 

 

 

Figure 3-6. Algorithm A. for CB2, CB3, and CB6 to determine directional reversal. 
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3.4.2 Microgrid Side Faults (Algorithm B1) 

This part of the algorithm determines whether the fault is on the busbar or not. When the fault is 

located on the busbar it is required to trip all circuit breakers to shut the microgrid down because 

a busbar fault impacts all sources. When the MGSF fault is a SSF on one of the other feeders, a 

ride through of the fault is performed locally to give the relay of the other feeder a chance to see 

the fault and trip its associated breaker according to Figure 3-6. The algorithm for this section is 

shown in Figure 3-7. This algorithm is processed in either the relay for CB6 or CB2.  The relays 

for CB2, CB3, and CB6 are located adjacent to the busbar. Hence, the logic of these relays can 

be processed in one single relay because of the physical proximity which can make the 

coordination independent of the communication network.  It is assumed here that the algorithm is 

processed in CB6. The algorithm is designed in a similar fashion when it is processed in CB2. In 

Figure 3-7, first signal Sig_Fast_90 is received from the logic found in Figure 3-5 but 90 degrees 

is the phase indicator of interest. If this signal is equal to 1, this means the current has switched 

from supplying real power to supplying reactive power. The associated CB sees the contribution 

of fault current coming from the inverter-based source and gives an indication that the fault is not 

on the source feeder closest to that breaker (not local SSF); because if it was, it will not see the 

90 degree phase change but will see 180 degree that is indicative of direction reversal. The 

algorithm will then check whether the other breakers (CB3 and CB2) are still closed; because if 

they are still closed, it means that they have not seen a direction reversal (not SSF for other 

feeders), which means that the fault is on the busbar. A trip command will be sent to CB6 and 

signal sig is set to 1 to be sent to CB2 and CB3 for (Algorithm B2). If not both CB2 and CB3 are 

closed, meaning that one of them is open, that indicates there is a direction reversal fault (SFF on 
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one of the other feeders). This confirms that the fault is not on the busbar and there is no need to 

take any action locally for CB6 or other breakers that are not associated with this fault (not 

operating). This algorithm runs in parallel with algorithm A and B2 shown next. 

 

 

Figure 3-7. Algorithm B1 for CB6 and sends commands to CB2 and CB3 

 

3.4.3 Microgrid Side Faults (Algorithm B2) 

This part of the algorithm completes algorithm B1 as it receives the signal from algorithm B1 

and processes it to perform the required action. Again, this part of the algorithm is designed 

based on the assumption that algorithm B1 is processed for CB6. Hence, this algorithm is 

implemented for both CB2 and CB3 and runs in parallel with A. The algorithm is shown in 

Figure 3-8. The algorithm simply receives signal sig and if this signal is equal to 1, it means that 

a fault is on the busbar. The algorithm then sends a trip command to the associated breaker. This 

concludes the whole protective coordination algorithm that is capable of isolating the smallest 
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possible faulted section while maintaining operation of other areas of the microgrid and 

protecting the system properly. 

 

 

Figure 3-8. Algorithm B2 for CB2 and CB3 

 

3.5 SIMULATION VALIDATION AND RESULTS 

3.5.1 Validating One Unit at Constant and Varying Frequency 

The phase unit of Figure 3-3 was validated at both constant and varying diesel generator output 

frequencies ranging from 0.1 Hz, as in Figure 3-9, to 5000 Hz. Figure 3-10 shows the phase 

change for a fault at F1 when the frequency varies as in Figure 3-9. The phase change was found 

in 7.4 ms using the rising edge and in 8.5 ms using the falling edge.  Fault F1 shows a current 

direction reversal which is represented ideally by 180⁰ phase shift.  However, in the simulation 

the result is approximately 150⁰ which is due to the line impedances in the system.  Similarly, 

Figure 3-11 shows the phase change result for a fault at F2. The phase change was determined in 

9.6 ms from rising edge and in 11.9 ms from falling edge.  
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Figure 3-9. Varying frequency input for diesel generator 

 

Figure 3-10. Output of rising edge unit for fault at F1 with varying frequency. 
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3.5.2 Validating All Units Using All references at Different Instants  

It is critical to validate that the phase measurement produces satisfactory results when the fault 

occurs at different points on the wave. In this section, the performance of the phase unit of 

Figure 3-3 is shown when the fault occurs at different points on the wave. The desire is to 

confirm the phase measurement with a second measurement to make phase change detection 

more reliable. Thus, we investigate the signal closest to the fault vector that gives fastest 

detection and the signal that is the 2nd closest to that fault vector that gives the 2nd fastest 

detection.  

The result of phase detection is shown in Table 3-1 and Table 3-2, for the instant at 

marker ‘O’ and the instant at marker ‘X’ of Figure 3-12, respectively.  The unit showed 

promising results for the fastest and 2nd fastest signals.  In Table 3-1, the fastest detection 

duration is 1.3 ms and the second fastest is 4.5 ms which is in line with our prediction of a 

maximum of 2.78 ms for the fastest signal as explained in section 3.3.1. Our results are faster 

than predicted because the solution depends on the point on wave at which the fault occurs and 

the phase deviation caused by the fault. When a second measurement is utilized for confirmation, 

the detection duration is within 5.54 ms. The results obtained for the second fastest was 4.5 ms 

which is within the maximum expected duration of 5.54 ms. Note that the speed of the apparatus 

could be increased if areas 2, 3 and 4 of Figure 3-2 are used. However, the focus is given only on 

area 1 here as only utilizing area 1 produced satisfactory results.   

To validate that the units produce theoretically sound results, a fault is placed at F1, 

which is represented by IA_F in Figure 3-4. With the fact that the measurement is taken in the 

counter clockwise direction for area 1, we can predict theoretically which signal is supposed to 
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give the fastest and 2nd fastest detection. When the phase angle change is measured with all 6 

voltage references in Figure 3-4 with respect to phase A current, it is anticipated that reference C 

and –B will give the fastest and 2nd fastest results, respectively. This expectation is 

demonstrated in simulation as shown in Table 3-1 and Table 3-2. For phase B current angle 

change detection, reference A and –C, give the fastest and second fastest, respectively, which is 

proven in simulation as shown in Table 3-1 and Table 3-2. For phase C current, references B and 

–A give the fastest and 2nd fastest, respectively, which is shown again in Table 3-1 and Table 3-

2. 

 

Figure 3-11. Output of rising edge unit for fault at F2 with varying frequency. 
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Figure 3-12. Fault instants marked at the current waveform. 

 

Table 3-1. Signals Giving  the Quickest Phase Information for a 3-phase Fault F1 using Detection Area 1 at  
7.00s 

Phase of Current V  
(Fastest) Time (ms) V  

(2nd Fastest) Time (ms) 

A C 1.300 -B 4.500 

B A 7.400 -C 10.19 

C B 13.00 -A 15.70 
 

Table 3-2. Signals Giving  the Quickest Phase Information for a 3-phase Fault F1 using Detection Area 1 at  
6.9945s 

Phase of Current V 
 (Fastest) 

Time (ms) V  
(2nd Fastest) 

Time (ms) 

A C 7.300 -B 10.10 

B A 12.90 -C 15.60 

C B 1.200 -A 4.500 
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3.6 CONCLUSION 

The goal of this chapter was to detect faults and determine the direction of fault current to 

perform protective coordination within an AC based microgrid in the presence of low fault 

currents due to inverter-based sources. Faults and their direction were detected by utilizing phase 

angle change of the phase difference between voltage and current as the main indicator. This was 

accomplished by designing a special phase measurement unit that can detect the phase change 

much faster than high speed directional relays in the market. It can detect a phase change within 

2.78 ms if no confirmation signal is used and within 5.54 ms when a confirmation signal is used. 

This protection function is necessary in order to prevent nuisance tripping, blinding, slow 

tripping times, and to protect weak sources in the microgrid that could be otherwise be damaged 

if traditional high speed directional relays are used. The proposed method is able to isolate the 

smallest possible areas to protect the microgrid against faults while keeping unfaulted areas of 

the microgrid under operation.  In general, the approach is general enough for other microgrid 

configurations and load placement locations. 

It is critical here to note that this algorithm is only for showing how the fault current 

direction indicator described is useful for protective coordination of the AC circuit breakers in 

the microgrid.   This approach will need to be modified to incorporate other protection 

requirements as for the case of low voltage ride through scenarios and IEEE 1547 mandates.  
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4.0  MODEL-BASED FAULT DETECTION OF INVERTER-BASED MICROGRIDS 

In the previous chapter, the microgrid is assumed to have no load on its feeder and all the loads 

are only placed on the main bus. What if the load is placed on the feeder as shown in Figure 4-1? 

In this case if the current is normally flowing out of the feeder into the rest of microgrid (out of 

blue area into green area) and then reverses its direction, that does not necessarily indicate a 

fault. It could just be an increase in load that the local supply could not fully supply. Hence, we 

might face a difficulty distinguishing between a load increase in the feeder and fault in the feeder 

as shown in Figure 4-1. Therefore, a different fault detection approach is proposed here in order 

to cover wide system configurations. This approach is a model-based approach and can be 

coupled with the phase-based approach to make a more robust protection system. When faults 

occur in a microgrid feeder, the internal circuit structure changes significantly altering the system 

dynamic relationships.  In this chapter, we exploit this concept and propose a model-based fault 

detection technique that works regardless of fault current levels. Here, different models 

describing a microgrid feeder under non-faulted and faulted conditions are derived. A 

communication-less approach is found to detect the status of the system with certainty under 

specific system constraints derived here. Besides the analytical proof of communication-less 

method, the performance of the proposed solution is demonstrated in the MATLAB/SIMULINK 

simulation environment. 
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Figure 4-1. Inverter-based microgrid under study. CB refers to a circuit breaker. The dotted blue line represents a 
microgrid feeder. 

4.1 INTRODUCTION 

Protection is one of the most critical and challenging problems when it comes to microgrid 

systems. As mentioned before, the limited current contribution from inverter-based sources, the 

bi-directionality of power flow, the diversification of distributed energy resources (DERs), and 

the different modes of operation are the elements that cause difficulty in protecting microgrids 

[20], [58]. Traditional over-current protection is not a reliable method when it comes to protecting 

the microgrid due to lower available source currents resulting in longer trip times [20], [58].  Most 

methods in the literature depend on differential protection and a communication system in order 

to achieve this objective which can be slow and very costly [20], [31], [58]. Relying on 

communication degrades the reliability because the system becomes more prone to a single point 

of failure.  Others have used sequence components, which fail in detecting balanced three-phase 

faults and are unreliable in the case of unbalanced conditions  [31], [58]. Some have used data 
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mining approaches along with the differentials which are complex methods and also depend on 

communication [63]. The same is true for traveling wave based approaches [70], [71]. Wavelet 

analysis has been proposed in [73] and has not been validated. In [66], the authors have added a 

flywheel in the microgrid in order to boost fault currents and use traditional over-current 

protection. This method is costly and depends on the proper operation of the flywheel. A 

combination of different approaches has been proposed in [25] with differential protection as the 

main strategy. This method is costly and slow since it relies on other mechanisms as backup. In 

[114], the authors developed a method based on analyzing non-stationary differential signals 

using the Hilbert Huang Transform. This method is complex and suffers from unsatisfactory 

reliability and high cost due to the differential protection used. The authors in [115] used 

differential protection as a foundation and tried to improve it by using Hilbert space and fuzzy 

processes. This method still suffers from the same cost and reliability issues as pure differentials 

due to the use of differentials. In [116], the authors proposed a solution based on transient polarity 

comparison which is based on a wavelet transform but requires a central communication network.  

In this chapter a novel communication-free fault detection method for inverter-based 

microgrids is proposed. The method can detect faults in the power transmission paths (feeders) of 

a microgrid (Figure 4-1) regardless of the fault current level and the mode of operation (islanded 

or grid-connected).  The developed scheme will overcome the issue of low fault levels that may 

cause slow tripping times or prevent the microgrid protection from tripping at all. It will not use 

central communication to allow the protection system to operate faster, be more reliable, and be 

less costly. Microgrid fault detection cannot be based on voltage levels alone because renewables 

have to meet low-voltage and high-voltage ride through requirements specified in IEEE1547. 
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The rest of this chapter is organized as follows: In Section 4.2, the microgrid feeder model with 

different faulted and non-faulted conditions is given along with an explanation of the model-based 

fault detection approach. In Section 4.3, the mathematical proof of the ability to detect faults 

using one-sided measurement only (communication-less) will be provided and system constraints 

will be given. In Section 4.4, simulation results for the method using two-sided measurement 

(with communication) and the method using only one-sided measurement (no communication) 

will be provided. The simulation will demonstrate numerically that the proposed approach is able 

to distinguish between different conditions (faulted and non-faulted) in an inverter-dominated 

microgrid that produces low fault current levels. Section 4.5 concludes the chapter. 

4.2 FEEDER MODELING AND FAULT DETECTION APPROACH 

The major challenge of microgrid protection is that voltage and current levels alone cannot be 

used to detect faults. Hence, a method based on the structure (internal dynamics) of the 

microgrid is developed here. This approach is used because the circuit structure will change 

when a fault occurs within the microgrid. If we can identify the change in the internal system 

dynamics, we can detect faults. One approach to detect system changes is to have a prior 

knowledge of the possible system structures modeled as transfer functions, state-space 

descriptions or static models. Therefore, the different possible mathematical descriptions for 

different possible faulted conditions and a non-faulted condition must be derived. In the 

modeling process, the voltage of the system is treated as a system input and the current as a 

system output. Our methodology for identifying microgrid faults is depicted in Figure 4-2. The 
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communication-based approach utilizes two measurement locations at both ends of the 

transmission path (these occur at point a and point b in Figure 4-1) as inputs to the protection 

apparatus. The communication-free approach exploits only one measurement located at the 

microgrid side (point b only in Figure 4-1) as an input to the protection apparatus. For both 

approaches, each model produces an estimated current which is compared to the measured 

current in real-time. When there is a match between a measured current and an estimated current, 

there will be a clear distinction between a faulted condition and a non-faulted condition. This 

will lead to the successful detection of a fault despite the low-current levels that the inverter-

based sources produce during faults. 

For the communication-free approach, the error between measured and estimated current 

could be large. This might hinder the operation of the protection system which can be avoided 

under certain system constraints derived in section 4.3. 

To perform the aforementioned approach, the different models for the non-faulted and 

faulted microgrid cases are derived in the appendix. These models are provided in a state-space 

format, from which sets of system transfer functions can be obtained, and can be used in the 

simulation. Three different state-space representations for various fault points within the studied 

microgrid and one model describing the system under normal operation are derived in the 

appendix to show that there is a clear distinction in the matrices for faulted and non-faulted 

conditions. The circuit representation of the microgrid feeder of Figure 4-1 (dotted blue line) and 

the fault locations are identified in Figure 4-3.   
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Figure 4-2. Microgrid fault-detection method. 

If switch SfC is closed, this configuration corresponds to the case of a fault at the 

beginning of the feeder. If switch SfB is closed, this configuration corresponds to a fault near the 

system load. If switch SfD is closed, this configuration corresponds to a fault in the middle of the 

cable. Finally, if all switches are open, this case refers to normal operation of the microgrid. 
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Figure 4-3. Microgrid feeder circuit during normal operation (switches OPEN) and during faulted conditions 
(specific switches CLOSED). 
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4.2.1 Nominal Feeder Model (Non-faulted) 

Because our concern is to look at faults along the feeder of the system and not inside the inverter, 

the inverter and the renewable resource are modeled as a voltage source with filter and an output 

connector as shown in Figure 4-3. The dynamics of the microgrid feeder can be modeled in state-

space form as in (4.1) and (4.2). 

BuAxx += (4.1) 

DuCxy +=  (4.2) 

where the system states are 

T
gccbb iviiix ][ 2=

Txxxxx ][ 54321≡

and the input and output relationships are defined as 

T
gb vvu ][=

1xiy b == . 

Using circuit laws, the state-space matrices A, B, C, and D for the non-faulted condition can be 

shown to be (4.3), (4.4), (4.5) and (4.6), respectively.  Note that ρ is chosen based on the inputs 

utilized, that is, ρ = 1 when there is communication and ρ = 0 when there is no communication. 
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[ ]00001=C (4.5) 

[ ]00=D (4.6) 

where Rb = Rb1 + Rb2 and Lb = Lb1 + Lb2. 

4.2.2 Faulted Feeder Model (Fault between Load and Cable) 

Consider the case when the fault with impedance, RF, occurs near the load within the microgrid 

depicted in Figure 4-3.  Electrically, this is when switch SfB is closed. The state-space matrices A, 

B, C, and D for this faulted condition can be shown to be (4.7), (4.4), (4.5), and (4.6), 

respectively. 
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(4.7) 

where, 

 

FL

FL

RR
RR
+

=γ
. 

 
 

4.2.3 Faulted Feeder Model (Fault at Microgrid Side of Cable) 

Consider the case when a fault occurs at the end of the feeder closest to the microgrid end of the 

architecture as shown in Figure 4-3.  That is when SfC is closed.  The state-space description for 

this condition can be expressed by (4.8), (4.9), (4.10), and (4.11): 
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 [ ]00010=C  (4.10) 

 ]01[
FR

D =
 

 
(4.11) 

where, 

 
bL RR +=1γ   

 
Lc RR +=2γ .  

4.2.4 Faulted Feeder Model (Fault in the Middle of Cable) 

This condition corresponds to the scenario when SfD is closed. The state-space description for 

this scenario is described by (4.12), (4.13), (4.5), and (4.6): 
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where, 

 
Fb RR += 13γ   

 )( 24 bLF RRR ++=γ
.  
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This covers the wide range of fault locations on a feeder so that one set of dynamic 

relationships either matches one of the faulted conditions or is closest to one set compared to the 

others. For instance, when a fault occurs a distance away from the middle of the cable closer to 

the load, this condition should match the model described by (4.7) and neither the non-faulted 

model nor the other faulted models. A simulation case in Figure 4-8 has been shown to 

demonstrate that this is true. 

Note that the system in each condition (non-faulted, and faulted conditions) can be 

represented in the s-domain as 

 )()()()()( svsTsvsTsi ggbb ⋅+⋅=  
(4.14) 

where T(s) is the transfer function resulting from the input vb.  T(s) can be derived by setting ρ = 0 

and solving to obtain 

 DBAsICsT +−= −1)()( . (4.15) 

and Tg(s) is the transfer function resulting from the input vg.  The parameters A, B, C, and D are 

matrices corresponding to the state-space description derived above for each condition. Four 

different transfer functions, Tn(s) (where n = 1, 2, 3, and 4) are derived for the four different state 

space descriptions above which are used in the fault detection approach described in Figure 4-2. 
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4.3 ANALYTICAL ANALYSIS OF THE COMMUNICATION-FREE APPROACH 

FOR DETERMINING SYSTEM DESIGN CONSTRAINTS 

Relying on communication is not desirable in protection systems because it degrades the 

reliability, slows protection operation and adds cost. This is why we investigate the effectiveness 

of a communication-free approach. Hence, we develop a mathematical proof showing that 

model-based fault detection works when only one measurement from the microgrid side is used 

under specific constraints.  

To do so, we investigate the conditions upon which the fault identification method works 

when ignoring the source contribution (ig), filter and output connector impedance at the end of 

the feeder. We ignore the source measurement (ig and vg) because the source and the microgrid 

side measurements ( ib, and vb) are separated by cable with a specific length and would require 

the use of a communication channel to send the measurement information to the protection 

system if measurements on both ends are utilized. Hence, by ignoring the source, system fault 

identification can be communication-free. It is understood that the error between estimated 

system current and actual current will not be close to zero depending on the available ig. 

However, we propose the following: 
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Proposition 1. The function giving the smallest error between the actual current and the 

estimated current describes the state of the system regardless of the size of error and regardless 

of the magnitude of ig for certain system constraints. This proposition is explained by the 

inequalities below: 

1) For no fault:   | e1 | < | e2 | and | e1 | < | e3 | and | e1 | < | e4 | 

2) For (SfB closed): | e2 | < | e1 | and | e2 | < | e3 | and | e2 | < | e4 | 

3) For (SfC closed): | e3 | < | e1 | and | e3 | < | e2 | and | e3 | < | e4 | 

4) For (SfD closed): | e4 | < | e1 | and | e4 | < | e2| and | e4 | < | e3 | 

 

 

Note that en is the error resulting from the difference between the measured value and the 

estimated output of transfer function n which is derived from condition n (n = 1, 2, 3, and 4 for 

when all switches of Figure 4-3 are open, SfB is closed, SfC is closed, and SfD is closed, 

respectively). This error is calculated using the amplitude of the steady-state signal. The 1) - 4) 

inequalities in Proposition 1 show that the error associated with the transfer function describing 

the true dynamics of the system must be lower than any of the errors resulting from the 

remaining transfer functions with incorrect system dynamics for the given microgrid fault 

scenario in order to successfully detect the fault. 

Before proceeding, it is important to note that according to our best knowledge the 

analysis in this section is a first attempt that analytically examines blinding and nuisance tripping 

scenarios giving clear indications of when they might occur based on system parameters. This is 

to allow for protection without the use of communication. Also, the analysis provided here 
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presents a general guideline that can be followed to include more faulted scenarios. Hence, this 

analysis procedure is general enough to be easily extended to n number of faults. 

Observing matrices (4.3), (4.7), (4.8), and (4.12) in Section 4.2 for the different 

conditions of the system, we can see that there is a clear distinction between a non-faulted 

condition shown in (4.3) and the faulted conditions shown in (4.7), (4.8), and (4.12). This will be 

used as a basis to detect faults in the microgrid feeder regardless of fault current levels. 

To prove Proposition 1 and find the system constraints guaranteeing its validity, we 

compare different mathematical relationships describing the system at different scenarios. To do 

so, we develop an impedance-based model for the non-faulted and faulted condition of the 

feeders as shown in Figure 4-4.  

 

Rest of
Microgrid

+

-

Vm Ia

Im

ZgZL

Zb

ZF

SfB

 

Figure 4-4. Equivalent impedance-based model for when all switches of Figure 4-3 are open (Normal operation) 
and during faulted condition between load and cable (SfB CLOSED). 

 

Before proceeding, it is worth noting that the faulted condition used in this analysis is 

condition (SfB closed) only. Other conditions have not been explored because other conditions 

will give less restrictive constraints. The reason why condition (SfB closed) will give the most 

restrictive constraint is because the current contribution from the DER (ig) for other conditions 

(SfC closed or SfD closed) will be lower than the current for condition (SfB closed). This is because 
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there is more impedance within the path for all faulted conditions compared to condition SfB. 

Also, the other fault conditions make a significant alteration to the state-space matrix which is 

evident by inspecting (4.3), (4.8), and (4.12). Hence, faults are easier to detect even in the case of 

high-impedance faults. Being able to detect a wide range of faults for most conditions makes our 

communication-free model-based fault detection method strong.   

In Figure 4-4, the distributed source, filter and output connector of Figure 4-3 are lumped 

into the Norton equivalent represented by Ia and Zg. Hence, during normal operation (Figure 4-4) 

the actual measured value of current magnitude, |Im|, during a non-faulted condition is 

 

)\\(
))\\((

||
gLb

gLamNF
m ZZZ

ZZIV
I

+

−
=

 
(4.16) 

where Zb is the impedance of the line and ZL is the load impedance. Note that Vm, Ia, ZL, Zg, Zb, 

are all complex phasors. Note that the magnitude of power phasors are RMS values. In order to 

prove Proposition 1 and find the constraints upon which the proposition remains valid, we need 

to find a relationship describing the estimated current for when the current contribution (Ia) from 

the distributed generation is ignored.  This condition is described by (4.17). Equation (4.17) is 

necessary in order to construct inequalities proving Proposition 1 and the reason for its necessity 

will be explained in further subsections: 

 

Lb

mNF
E ZZ

VI
+

=||
. 

(4.17) 

Here IE
NF is defined as the estimate of the measured current for a non-faulted condition, 

Im
NF. This estimate of the non-faulted condition could be the output of the transfer function 

derived from (4.3), (4.4), (4.5), and (4.6) if vg is treated as a disturbance (i.e ρ = 0 in the 

relationships found in Section 4.2). Throughout this chapter, we will use the subscript E to 
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denote the value estimated by the model function and subscript m to denote the actual measured 

value. 

For the case when a fault occurs between the load and cable (SfB closed in Figure 4-4) the 

current magnitude representing the actual measurement is defined by 
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(4.18) 

where 

gFLeq ZZZZ \\\\= .  

Note that Zeq is a complex phasor, and ZF=RF. The current estimate of the faulted condition when 

SfB is closed is described by 
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FLb
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. 

(4.19) 

Equations (4.16)-(4.19) will be used to prove Proposition 1 under specific system constraints. 

This is done by disproving all possible counter examples.  

4.3.1 Analytical Analysis of Masked Fault Scenarios 

The first counter example that will be analyzed here is a masked fault scenario.  A masked fault 

(blinding scenario) is a fault in the system that has not been detected by the proposed, 

communication-free detection method.  When we ignore the contribution of the DER, it is 

possible to get a masked fault due to the effects of the DER because the DER produces current 
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that we are not accounting for. A masked fault occurs when |||| 21 ee ≤ while the system is faulted. 

This scenario occurs when inequality (4.20) is satisfied: 

 |||||||| F
E

F
m

NF
E

F
m IIII −≤− . (4.20) 

Inequality (4.20) describes a condition when there is a fault in the system yet the model for the 

non-faulted case gives a smaller error than the model for the faulted case when compared to 

actual measurement. This leads to a masked fault condition. Solving (4.20) gives four distinct 

regions depending on the left hand side (LHS) and right hand side (RHS) sign of the expressions 

within the outside absolute value of (4.20) ( |||| NF
E

F
m IILHS −= and |||| F

E
F
m IIRHS −= ). The four 

distinct region analyses are as follow: 

• If LHS ≥ 0 AND RHS ≥ 0  

Here, (4.20) becomes 

 |||||||| F
E

F
m

NF
E

F
m IIII −≤− . (4.21) 

Solving (4.21) gives 

 
.

|//|
1

||
1

FLbLb ZZZZZ +
≥

+
 (4.22) 

Note the real and imaginary parts of Zb, ZL, and ZF are positive. Therefore, (4.22) is satisfied 

when (4.23) is satisfied. 

 |\\||| FLL ZZZ <  (4.23) 

Inequality (4.23) can never be satisfied implying that (4.22) is never satisfied. Thus, (4.21) is 

never satisfied. Hence, a masked fault never occurs within this region. 

• If LHS < 0 AND RHS < 0  

Here (4.20) becomes 
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 |||||||| F
E

F
m

NF
E

F
m IIII −≥− . (4.24) 

Inequality (4.24) is always satisfied because (4.21) is never satisfied. Therefore, in order 

to know the conditions of the system giving a masked fault, we check the bounds of this region 

which is defined by (LHS < 0 and RHS < 0) as 

 ||||and|||| F
E

F
m

NF
E

F
m IIII << . (4.25) 

If one of the sides of (4.25) is dissatisfied then we are guaranteed that (12) is never satisfied 

because the two sides of (4.25) have to be satisfied simultaneously. Hence, we only investigate 

LHS<0 which is 

 |||| NF
E

F
m II < . (4.26) 

Realize that Vm, and Ia are complex quantities, and |Im| is the RMS signal. Substituting 

(4.17) and (4.18) into (4.26), simplifying and rearranging gives 
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(4.27) 

Our ultimate goal is to disprove all counterexamples or give as few and as relaxed constraints 

as possible to disprove all counterexamples. For the case if either side of (4.25) is prevented from 

being true (never operating in this region), we can guarantee that a masked fault never occurs.   

Hence, inequality (4.26) can be made to always be false so that (4.25) is never satisfied. This is 

done by performing an inequality reversal to force the system to always operate in the opposite 

region. Hence, the sign of (4.27) is redirected and we solve for an impedance ratio limit which is 

shown as Constraint 1:  
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Constraint 1: The inequality below must be satisfied to prevent a masked fault scenario: 

                                                            ||
||

||
||

Lb

eqb

m
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ZIV
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−

                                            (4.28) 

 

Note that backup protection based on low-voltage (lower than IEEE1547 ride-through 

requirements) is assumed to always exist. Hence, Vm in Constraint 1 is a constant quantity chosen 

above the backup protection value. Current Ia should be as large as possible during faulted 

conditions which is typically 2 p.u. for inverters. Analyzing the microgrid according to (4.28), 

the range of fault impedances (ZF) that the apparatus can detect can be determined. The 

constraint should be tested for the minimum and maximum possible values of ZL. Constraint 1 

represented by (4.28) provides the following physical insight: the ratio of the faulted system 

equivalent impedance to the non-faulted system equivalent impedance must be lower than the 

ratio of the voltage drop across the cable up to the fault point to the total voltage (Vm). 

• If LHS ≥ 0 AND RHS < 0  

Here (4.20) becomes 

 |||||||| F
E

F
m

NF
E

F
m IIII +−≤− . (4.29) 

Solving (4.29) does not give much physical insight.  Hence, we reverse the inequality sign of 

(4.29) so that it is never satisfied and find a system constraint preventing a masked fault: 

Constraint 2. The inequality below must be satisfied to prevent a masked fault scenario: 

                                       1
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Note that the result of ZF based on Constraint 1 can be substituted into Constraint 2 to make 

sure that (4.30) is true. If it is not, then ZF is lowered and the analysis process is repeated until 

(4.30) is satisfied. At the end of the iterations, the maximum value of ZF that the communication-

free method can detect will be obtained. An optimization problem can also be formulated to find 

the optimal values. 

• If LHS < 0 AND RHS ≥ 0 

Here (4.20) becomes 

 |||||||| F
E

F
m

NF
E

F
m IIII +−≥− . (4.31) 

Solving (4.31) for when ZF = 0 Ω gives us a condition where it is always satisfied. Therefore, we 

check the system parameters that allow the system to operate in this region if this region exists 

for a general ZF (all possible types of faults - low and high impedance). This region (LHS < 0 

and RHS ≥ 0) is expressed by 

 |||| NF
E

F
m II <  and |||| F

E
F
m II ≥ . (4.32) 

By examining (4.32), we see that the left hand side of this equation is the same as (4.26). 

Equation (4.26) is forced to always be false by Constraint 1. Hence, (4.32) cannot be satisfied 

under Constraint 1. Therefore, a masked fault is impossible for this region. 

4.3.2 Analytical Analysis of False Positive Scenarios 

The only other counterexample that must be disproven to prove Proposition 1 to find all the 

constraints that guarantee its validity is a false positive (nuisance trip) scenario. A false positive 
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scenario occurs when there is no fault and we falsely identify a fault (i.e., when |||| 12 ee ≤ while 

there is no fault). This condition occurs when the following is satisfied: 

 |||||||| NF
E

NF
m

F
E

NF
m IIII −≤− . (4.33) 

Here, the LHS and RHS are redefined to be the expressions within the outside absolute value of 

(4.33) (i.e., |||| F
E

NF
m IILHS −= and |||| NF

E
NF
m IIRHS −= ). Solving (4.33) gives four distinct regions as 

follows: 

• If LHS ≥ 0 AND RHS ≥ 0 

Here (4.33) becomes 

 |||||||| NF
E

NF
m

F
E

NF
m IIII −≤− . (4.34) 

Solving (4.34) gives 
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 (4.35) 

Inequality (4.35) is the same as (4.22) but with a reversed inequality sign and we 

concluded that (4.22) can never be satisfied. Hence, (4.35) is always satisfied. Therefore, if this 

region is entered, there is always a false positive. Hence, we check if it is possible to operate in 

this region or find the conditions that make the system operate within these boundaries. This 

region is expressed by 

 0≥LHS and 0≥RHS  (4.36) 

Solving LHS ≥ 0 of (4.36), we obtain 
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(4.37) 

where, 
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 .//1 gLeq ZZZ =  (4.38) 

Inequality (4.37) does not give much insight as to whether or not it is possible to operate in 

this region.  Hence, we reverse the inequality sign of (4.37) so that (4.37) is never satisfied and 

find a system constraint (Constraint 3) preventing a false positive. Note that in Section 4.3.1 

when we solve for the maximum value of ZF, this gives us the value of the highest impedance for 

a fault on the system, which the apparatus can detect. However, in this section the analysis is for 

a false positive scenario, which means that there is no fault to begin with. Hence, the constraints 

here restrict the value of the assumed fault impedance in the model equations. However, when 

the range of the assumed fault resistance is decreased, this also decreases the range of faults that 

can be detected when faults occur. Hence, a tradeoff between protection system dependability 

(guaranteeing the relay always operates for faults) and security (guaranteeing the relay will not 

trip when there is no fault) is made. In protection system design, this tradeoff always exists [117] 

and the same is true for the proposed method. From Constraint 3, to make the protection system 

more secure, the fault impedance used in the model equations needs to be lowered. However, the 

more this impedance is lowered, the lower the range of fault impedances that can be detected in 

the communication-free approach (more security as opposed to more dependability).  Hence, a 

thorough analysis has to be done by the designer to choose whether dependability versus security 

is valued most for a particular application.  It is worth noting here that the communication-based 

approach is more robust in detecting a wide range of faults with a higher range of fault 

impedance.  
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Constraint 3. The fault impedance value used to calculate the equations must be such 

that the system satisfies the following constraint if security is desired over dependability:  

                                        |\\|
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                                           (4.39) 

 

Note that here Vm is chosen (for this section’s constraints) based on the largest possible 

stable normal operating value (i.e Vm=1.10 p.u.) as opposed to the smallest faulted value for the 

previous section’s (Section 4.3.1) constraints. This is because a nuisance trip means that we are 

operating normally as opposed to a faulted condition in a blinding scenario in 4.3.1. Also, the 

constraint is checked for the largest and smallest possible Ia and ZL during normal operation. 

• If LHS < 0 AND RHS < 0 

Here (4.33) becomes 

 |||||||| NF
E

NF
m

F
E

NF
m IIII −≥− . (4.40) 

Solving (4.40) gives 
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. (4.41) 

Inequality (4.41) is the same as equation (4.22) which was proven to never be satisfied in 

Section 4.3.1. Hence, (4.40) is never satisfied and a false positive can never occur in this region. 

• If LHS ≥ 0 AND RHS < 0 

In region (LHS ≥ 0 AND RHS ≥ 0) Constraint 3 has already been derived to prevent LHS of 

(4.33) ≥0 from occurring.  This means we can never operate in this region under Constraint 3. 

Hence, a false positive can never occur in this region. 

• If LHS < 0 AND RHS ≥ 0 
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Here (4.33) becomes 
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Solving (4.42) yields 
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Inspecting (4.43) does not provide much insight into a system physical constraint. Hence, 

we investigate the region (LHS < 0 ∩  RHS ≥ 0) to get insight into the possibility of a false 

positive. 

First, LHS < 0 of (4.33) is solved to obtain 
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Then, RHS ≥ 0 of (4.33) is solved to achieve 
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Here, we try to use all possible equations (4.43), (4.44), and (4.45) to give multiple 

sufficient conditions guaranteeing the prevention of a false positive. We do this to give more 

room for ZF to increase in order to increase dependability while keeping the same level of 

security. 

If one of the inequalities of (4.43), (4.44), or (4.45) is reversed then a false positive can never 

occur. However, (4.44) cannot be reversed to prevent a false positive because that will violate 

Constraint 3 developed in (4.39). Hence, the system must satisfy one of the equations listed as 

Constraint 4. 
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Constraint 4. One of the following conditions must be satisfied to prevent a false positive if 

security is desired over dependability:  
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Note that the values derived from the previous constraints (Constraints 1-3) are checked 

against Constraint 4. If the constraint is satisfied, then the analysis procedure ends. If it is not, 

then the analysis is repeated until all constraints are satisfied or we can just set-up an 

optimization problem and solve it. 

4.4 SIMULATION RESULTS 

Here simulation results showing the performance of the proposed approach using communication 

(two sided measurements) is shown in order to validate the model. The results of the 

communication-free approach are also shown for different cases. The microgrid here is designed 

based on [47] which turned out to satisfy Constraints 1-4. Note that the error values are 

calculated from the p.u. RMS quantities. The top plots of all the figures demonstrate the 

effectiveness of the communication-based fault detection approach. The bottom plots of all the 
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figures demonstrate the effectiveness of the communication-free approach proved by the analysis 

of Section 4.3.  The top graph of Figure 4-5 (between t = 0 s to t = 0.3 s) provides a validation of 

the model developed in the appendix for a non-faulted scenario (zero error). After t = 0.3secs, the 

simulation results in Figure 4-5, Figure 4-6, and Figure 4-7 provide validations of the faulted 

models developed in the appendix for (SfB closed), (SfD closed), and (SfC closed), respectively, 

which is clear from the zero error results. The bottom plots demonstrate the validation of the 

inequalities in proposition 1. 

Figure 4-7 demonstrates the effectiveness of the technique when a load is switched and a 

fault (SfC closed) is applied later in the simulation. Figure 4-8 shows the results when a fault SfD 

is applied at 20% of cable length (from load side) with a different fault resistance. This figure 

shows that the model matches the one described by (SfB closed) because this fault model is 

closest to this condition compared to the other fault model options.   
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Figure 4-5. Results during normal operation and when a fault SfB is applied at 0.3 sec, RF = 0.01 Ω. The dotted blue 

line reaches around 82 p.u. before 0.3 sec and around 40 p.u. after 0.3 sec (not shown). 

0 0.1 0.2 0.3 0.4 0.5 0.6

Time (s)

0

2

4

6

 E
rr

or
 in

 p
.u

.

Error (Two-Sided Measurement)

e
1

e
2

e
3

e
4

0 0.1 0.2 0.3 0.4 0.5 0.6

Time (s)

0

2

4

6

 E
rr

or
 in

 p
.u

.

Error (One-Sided Measurement)

e
1

e
2

e
3

e
4

 

Figure 4-6. Results during normal operation and when a fault SfD is applied at 0.3 sec, RF = 0.01 Ω. The dotted line 

reaches around 82 p.u. before 0.3 sec and around 20 p.u. after 0.3 sec (not shown). 
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Figure 4-7. Results when Load (RL = 12 Ω) is switched at t = 0.15 secs when a fault SfC is applied at 0.3 sec, RF = 

0.01 Ω. The dotted blue line reaches around 82 p.u. before 0.3 sec (not shown). 
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Figure 4-8.  Results when a fault SfD at 20% of cable length is applied at 0.3 sec with RF = 0.04 Ω after load (RL = 
12) is switched at t = 0.15 secs. The dotted blue line reaches around 82 p.u. before 0.3 sec and around 40 p.u. after 

0.3 sec (not shown). 



75 

 

4.5 CONCLUSION 

This chapter provided models for different conditions (faulted and non-faulted) for a microgrid 

feeder. These models were developed and used in a model-based approach to detect faults in the 

case of low-fault current levels in inverter-dominated microgrids. To make the system more 

reliable, faults can be detected without introducing communication; a mathematical proof and 

system constraints are provided. The method developed in this chapter can easily distinguish 

between non-faulted and faulted conditions of microgrids regardless of fault current levels. This 

is because faults cause significant alterations to the governing system relationships. The 

proposed approach can be easily extended to other microgrid configurations. The faults are 

detected in steady-state here. However, the models developed in the appendix can serve as a 

basis to develop future methods that operate much faster by investigating the transient region for 

the model-based fault detection. 



76 

 

5.0  REDUCED-ORDER MODELING OF INVERTER BASED MICROGRIDS 

The problem of fault detection mentioned in the previous chapters is not the only critical 

problem when it comes to facilitating the deployment of microgrids. An additional critical 

problem of microgrids is being able to stabilize and regulate (voltage and frequency) the system 

during normal operations and during disturbances. The reason why this is critical is that, a severe 

disturbance might cause the system’s main parameters (voltage and frequency) to lose stability 

or fall below accepted deviations.  Primary and secondary level controllers play a critical role in 

stabilizing the system after such  disturbances.  Hence, improving the design of primary and 

secondary level controllers of microgrids is of critical importance to microgrids’ deployment. 

Many of the controller synthesis methods produce controllers of the same order as the model 

order. Hence, lower order models are desired to reduce the order of controllers.  While this is 

true, the accuracy of the controller is dependent upon the accuracy of the model. In modeling of 

microgrids, there is always a compromise between accuracy and complexity as indicated by 

model order. Many of the currently available models found in the literature are reflective of 

system behavior but with high-order or less representative of system behavior with a low-order 

mathematical representation. In this chapter, a reduced order, linear, inverter based, microgrid 

model based on the dq reference frame is developed. The order of the model is 2n (for n 

distributed generators (DG)) lower than the least of the orders of models currently available. The 
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system representation includes the commonly neglected network dynamics and the 

interconnection coupling between DG units. Static and dynamic model equations are utilized to 

capture strong correlations between the linear, reduced order (6n − 1 states for n DGs) model and 

non-linear system model in the transient (low frequency) and steady-state regions. The model 

developed is validated via a time domain simulation in the MATLAB/SIMULINK environment. 

The effect of the interconnection coupling between DGs on the eigenvalues is also presented. 

5.1 INTRODUCTION 

Microgrids are still in their early development stages resulting in many key challenges that must 

be addressed for widespread adoption and deployment. Critical concerns come in the form of 

microgrid stability and controller development. In order for researchers and engineers to tackle 

such challenges, appropriate microgrid dynamic models need to be determined to ease controller 

design and tuning.  

The microgrid system is inherently a nonlinear system. To-date, researchers have 

linearized their chosen microgrid architecture model and developed small-signal, linear dq based 

models for stability analysis and control design [35], [118], [119]. Others have developed 

sequence component-based models for power flow analysis [120]. One of the most common 

control approaches to microgrids is hierarchal control [36]. In hierarchal control, there are three 

layers of control (primary, secondary, and tertiary). This hierarchy is  due to the fact that each 

control layer has a different timescale with the primary being the fastest layer, next the 

secondary, and then the tertiary [36], [37], [42]. The main objective of the primary control is to 
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respond to fast changes to stabilize the system and to maintain proper load sharing between the 

generation units. The controllers used  in this layer are usually the real power-frequency (P/f) 

droop controller and the reactive power-voltage (Q/V) droop controller [43], [44]. The objective 

of the secondary controller is to compensate for voltage and frequency deviation caused by the 

primary controller. This controller is slower than the primary, and many central and distributed 

control techniques have been proposed for this layer [36], [42], [45]–[47]. Finally, the main goal 

for the tertiary controller is optimal economic dispatch [36], [48], [49].  There is also another 

layer internal to the inverter, often associated with microgrid settings, which is sometimes called 

the zero-level layer. This layer consists of inner voltage and current controllers that have high-

bandwidth.  

It is well known that increasing the droop gain improves the power sharing capability 

between DG units but at the expense of voltage regulation which can cause instabilities [54], 

[121].  Hence, a need exists for better primary and secondary level controllers. In order to 

analyze, design, and tune secondary controllers, appropriate models have to be established and 

agreed upon. In many of the research articles to date, the full order model has been utilized [35]. 

However, this model is quite large consisting of 16 states per DG and makes using control design 

algorithms challenging due to the computational burden. Also, using this full-order model in 

control design could result in high-order controllers which are not desired in any control 

applications. Hence, a lower order model is needed, especially for secondary controller design 

purposes, which is still an active area of research [32]. 

Reduced models have been developed in many papers [40], [50]–[55]. A reduced order 

model including the dominant modes has been derived in [55]. Nevertheless, their model is for 

single-phase systems and excludes network dynamics. A reduced order model has been derived 
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in [113] using the well-known singular perturbation technique. Nonetheless, the model 

developed is suitable for stability analysis and is not well suited for secondary control design. 

The authors in [53] produced an effective low-order (15 state) model for a 2 DG microgrid 

system as opposed to a 36 state full order model. However, the work neglects the network 

dynamics. Their model also relies upon utilizing the operating point of the full-order model 

which can be hard to obtain. 

Most of the reduced models use mathematical tools such as the singular perturbation 

technique to reduce the model and ignored the network dynamics. Ignoring the network 

dynamics is satisfactory for high-inertial systems but stability results may not be accurate for 

low-inertial microgrids [50], [52]. The authors in [52] attempted to include the network 

dynamics. However, they developed a phasor-based model and they ignored the coupling 

between DGs. The coupling between units could lead to other instabilities as well which will be 

shown later in this chapter. It is also more desirable that the reduced model be constructed in the 

conventional dq reference frame so that it captures the modes of interest for the control 

objectives of the secondary layer. 

To do proper control design, a reduced order model is needed in order to design a low-

order controller. This model must incorporate the modes of interest while incorporating the 

network dynamics and the coupling between units to show the interaction between the higher-

level (primary and secondary) controllers.  The challenge of incorporating the modes of interest, 

the network dynamics, and the coupling between DGs while still keeping the model order low 

and in dq frame is the focus of this chapter 

The main contribution of this chapter is to develop a symbolic, reduced order, dq based 

dynamic model of inverter based microgrids.  This new model  utilizes fewer states and 
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accurately reflects the dynamics of a full order, detailed model compared to those found in the 

literature such as in [53]. The model developed can be used to conveniently investigate many 

issues such as controller design and tuning, parameter variations and robust stability analysis 

under parametric uncertainties. The system of interest is shown in Figure 5-1. 

The model derived in this chapter is of the 6th order for each DG except the DG that is 

treated as a common reference, which is of the 5th order. For n DGs, the order is 6n − 1, which is 

less than the dq based reduced order models found in the literature. The least is 8 states per DG  

(8n for  n DGs) [53]. The overall model was derived through a combination of static and 

dynamic model derivation, by ignoring fast states, and by algebraic manipulations.  This model 

is derived based on the knowledge that the inner voltage controller, inner current controller, 

output filter and output connector are the modes that are fast. Hence, they are not relevant in the 

secondary controller design. 

AC

DC

Load#N

+ -

VDC1

Load#1

...
...

...

Open

Main bus

PCC

Main grid

AC

DC

+ -

VDCn

 

Figure 5-1. Microgrid configuration 
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The rest of this chapter is organized as follows: In Section 5.2, the full order model of a 

microgrid is explained. In Section 5.3, the dq based reduced-order nonlinear model is derived. In 

Section 5.4, the linearized reduced-order model is presented. In Section 5.5, model validation 

results are presented, and Section 5.6 concludes the chapter. 

5.2 MODEL DESCRIPTION OF AC MICROGRID  

The full order model of one DG unit apart of the microgrid is shown in Figure 5-2. The load is 

not shown in this model. However, in full order models the load is usually modeled as a resistor 

plus an inductor in parallel. 
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Figure 5-2. One DG full-order model. 

The one DG unit shown in Figure 5-2 contains an LC filter, an output connector, a line 

impedance, a power controller, a voltage controller, and a current controller. The power 

controller stabilizes the system due to changes in loads and is responsible for real and reactive 

power sharing. The voltage controller regulates the voltage according to the voltage set-point 

acquired by the droop controller. The current controller regulates the current according to the set 

point set by the voltage controller. The current controller produces the modulation index 
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processed in the pulse width modulator (PWM), which produces the switching commands for the 

VSC switches. The power controller block is shown in Section 5.2.1. The inner voltage and 

current controllers are PI controller based with feedforward compensation terms. The inner 

controller models are developed based  [35] an shown in Sections 5.2.2 and 5.2.3.   

5.2.1 Power Controller 

The power controller, which is implemented in MATLAB/SIMULINK, is shown in Figure 5-3. 

The frequency droop controller and voltage droop controller can be expressed as 

ipini Pm−=ωω (5.5) 

iQinimagio QnVv −=*
, , 

(5.6) 

respectively, where ωi is the angular frequency reference generated by the droop and sent to the 

ith inverter. ωn is the primary control angular frequency  reference value set as the nominal value 

or acquired from a secondary controller if secondary control is implemented, mpi is the 

frequency-power droop gain for the ith DG, and Pi is the measured active power at the ith DG 

terminal. *
,magiov is the reference voltage generated by the droop at the ith DG and sent to the inner 

voltage control loop. Vni is the primary control voltage reference value acquired from the 

secondary controller or set as the nominal. nQi is the voltage-reactive power droop gain for the ith 

DG. Qi is the reactive power measured at ith DG output.  
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Figure 5-3. Power Controller 

 

One of the DGs’ reference frame is treated as the common reference frame with a rotating 

frequency ωcom. The angle of the ith DG reference frame with respect to the common reference 

frame satisfies 

 

 .i comδ ω ω= −  (5.7) 

The differential equations of the power controller can be written as 

 
)(

2
3

oqioqiodiodicici ivivPP ++−= ωω  (5.8) 

 3 ( )
2i c i c oqi odi odi oqiQ Q v i v iω ω= − + − , (5.9) 

where vodi, voqi, iodi, and ioqi are the direct and quadrature voltage and current outputs of the ith 

DG, respectively.  

The controller is designed such that the output voltage magnitude reference is aligned with the d-

axis and the q-axis is set to zero as follows: 

 

 * *, 0.odi ni Qi i oqiv V n Q v= − =  (5.10) 
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5.2.2 Voltage Controller 

The voltage controller is part of the zero-level control internal to the inverter. The one used here 

which is implemented in SIMULINK is shown in Figure 5-4. The dynamic algebraic differential 

equations of the voltage controller is as follow: 

odiodidi vv −= *φ (5.11) 

oqioqiqi vv −= *φ (5.12) 

diivodiodipvoqifibodiildi KvvKvCiFi φω +−+−= )( ** (5.13) 

qiivoqioqipvodifiboqiilqi KvvKvCiFi φω +−++= )( ** (5.14) 

Figure 5-4. Inner Voltage Controller 
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5.2.3 Current Controller 

The current controller is part of the zero-level control internal to the inverter. The one used here 

which is implemented in SIMULINK is shown in Figure 5-5. The dynamic differential algebraic 

equations are as follow: 

ldildidi ii −= *γ (5.15) 

lqilqiqi ii −= *γ (5.16) 

diicldildipclqifibidi KiiKiLv γω +−+−= )( ** (5.17) 

* *( ) .iqi b fi ldi pc lqi lqi ic qiv L i K i i Kω γ= + − +  (5.18) 

Figure 5-5. Inner Current Controller 
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5.3 DERIVATION OF THE DQ BASED NONLINEAR REDUCED-ORDER MODEL 

As mentioned in the introduction, there is a need for low-order models in the dq reference frame. 

In this modeling effort, we will use our knowledge of the circuit and the controllers in the 

voltage source converter (VSC) to produce a reduced order model that accurately captures the 

important dynamics of the system for secondary or primary level controller design or tuning. It 

has been well-established in the literature through comprehensive eigenvalue analysis that the 

dominant modes of the microgrid are those associated with the droop controller; and increasing 

the droop controller gain could make the system unstable depending on the loading conditions 

[35], [50], [55], [122]. Hence, the equations for the droop controllers are kept in the reduced-

order model and voltage and current controller equations are neglected.   

In addition, most VSC units lock the phase A voltage to the d-axis which makes voq = 0.  

Hence, further reduction is achieved here by ignoring the q component of the voltage signal. The 

network dynamics are preserved here and they are lumped with the output connector to add the 

static influence of the connector. The filter dynamics are ignored, but the static influence of the 

filter is kept along with the capacitor state for further model accuracy. The filter capacitors are 

needed when the inverters are used for voltage and frequency regulation [53].  The capacitor 

state of the filter is necessary in order to define the output voltage of the converter with respect to 

a state. The coupling between DGs is shown by treating the load as static (because the load 

dynamics are fast) and using Kirchhoff Current Law (KCL) to couple the units differential 

equations at the main bus. By incorporating the dynamic influence of the dominant modes and 

the static influence of the fast modes, the derived model becomes very accurate, retains coupling 

between controllers and the DGs, and is useful for controller design and tuning. 
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5.3.1 Derivation of the Reduced-Order VSC Controller Model 

According to [35], [53], the voltage and current controller are fast modes of the system and can 

be reasonably ignored. Hence, the controller for this reduced-order model is only the power 

controller with the measurement filter depicted in Figure 5-3. Therefore, **
)3( oiiin vv ≡φ .  

In order to derive the equations of the reduced model, we start with the droop controller 

equations as follows: 

 iqinioi QnVv −=*  (5.19) 

 ipinii Pm−=ωω  (5.20) 

where Vni is the voltage set point, nqi the voltage-reactive power droop gain, Qi the measured 

reactive power, voi
* the voltage reference sent to the inner controllers for the ith DG, ωni the 

angular frequency set point, mpi the frequency-real power droop gain, Pi the measured real 

power, and ωi the angular frequency reference for the ith DG. Assuming perfect alignment of 

phase A voltage to the d-axis (i.e 0* =oqiv ), the droop equation becomes  

 iqiniodi QnVv −=* . (5.21) 

This assumption is safe because this type of alignment is common in microgrid control [35], 

[47].  

The instantaneous real and reactive powers are calculated from measured voltages and currents. 

Hence, 

 )(
2
3ˆ oqioqiodiodii ivivp +=  (5.22) 
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 )(
2
3ˆ oqiodiodioqii ivivq −=  (5.23) 

where vodi and voqi are voltages in the d and q axes, respectively for the ith DG, and iodi and ioqi 

are the ith DG currents in the d and q axes, respectively. 

The power is filtered before being sent to the droop controller. Hence, the measured power in the 

frequency domain becomes  

 i
c

c
i p

s
P ˆ

ω
ω
+

=   (5.24) 

 i
c

c
i q

s
Q ˆ

ω
ω
+

=  (5.25) 

where ωc is the angular frequency of the measurement filter. The measured real and reactive 

power in time domain is then given by 

 
)(

2
3

oqioqiodiodicici ivivPP ++−= ωω  (5.26) 

 
).(

2
3

oqiodiodioqicici ivivQQ −+−= ωω  (5.27) 

Assuming the inner controllers are fast enough and establish 0=oqiv , the measured real and 

reactive power become 

 
odiodicici ivPP ωω

2
3

+−=               (5.28) 

 
.

2
3

oqiodicici ivQQ ωω −−=               (5.29) 

As shown from (5.28) and (5.29), we have utilized the fact that the inner controllers are fast and 

the voltage alignment to the d-axis perfectly allowing the expressions to simplify greatly. These 
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assumptions will be used throughout the derivation to arrive at the lowest order and simplest 

dynamic model under investigation.  

5.3.2 Derivation of the Reduced-Order Circuit Model 

Here, we neglect fast circuit dynamics and keep only the slow modes along with some of the fast 

modes that are absolutely necessary to capture important effects in the system. Static values of 

the circuit are also kept to produce accurate results and to capture coupling between important 

modes. First, we know that the output filter and connector are fast modes of the system [35], 

[53]. Hence, they can be ignored. However, the static values of these two elements have to be 

kept to produce accurate results. The network dynamics (cable dynamics) are essential although 

they are fast because they can cause instabilities in the slow modes [52] and also play a part in 

capturing the coupling between the DGs. Here, since we are keeping the network dynamics, we 

can add the connector parameters to the cable values for stronger accuracy between the detailed 

system model and reduced-order model. The connector and cable parameters can be added 

together because they are in series. In addition, secondary and primary level controller design is 

concerned with voltage and frequency regulation. Therefore, the output capacitor of the filter 

cannot be ignored [53]. Along with these assumptions, the load dynamics are fast and can be 

ignored [35]. However, their static influence is necessary for accurate results and is also 

necessary to capture the coupling between DGs. The circuit structure of a 2-DG microgrid after 

reduction is depicted in Figure 5-6. 
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Figure 5-6. Two-DG reduced-order circuit model. 

In Figure 5-6., 
*
oiv  is the three-phase reference voltage signal generated by the inverter.  This 

signal results from converting 
*
odiv  and 

*
oqiv  in Figure 5-3 to a three-phase unit utilizing the 

frequency produced by the (P/f) droop controller. The d-axis and q-axis equivalent circuit model 

of the left DG (the ith DG) is shown in Figure 5-7 and Figure 5-8,  respectively. 
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Figure 5-7. d-axis of the circuit for DGi. 
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Figure 5-8. q-axis of the circuit for DGi. 

By performing KVL on the circuits of Figure 5-7 and Figure 5-8, we arrive at 

 
Ld

i
oqiiodi

i

i
odi

i
di v

L
ii

L
Rv

L
i 11

−+−= ω

 
(5.30) 

 
Lq

i
odiioqi

i

i
oqi

i
qi v

L
ii

L
R

v
L

i 11
−−−= ω

 
(5.31) 

 

where Li and Ri are the inductance and resistance of the sum of the cable and connector at the ith 

DG, respectively; vLd and vLq are the d and q component voltages at the load point, respectively. 

By performing KCL at the load point in Figure 5-7 and Figure 5-8, we arrive at 

 
odjodiLd iii +=

 (5.32) 

 .oqjoqiLq iii +=  (5.33) 

where iLd and iLq are the d and q components of the load current, respectively. 

The voltage at the load can be defined in terms of its own state and the state of the 

neighboring DG as 

 )( odjodiLLd iiZv +=  
(5.34) 

 )( oqjoqiLLq iiZv +=  
(5.35) 
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where ZL is the static value of the load. Here, we ignore the dynamics of the load because they 

are considered fast modes [35]. Nevertheless, the equivalent resistance value (ZL) is necessary to 

capture accurate results. Substituting (5.34) and (5.35) into (5.30) and (5.31) and noting that 

0=oqiv , (5.30) and (5.31) become 
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(5.36) 
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(5.37) 

Substituting (5.20) into (5.36) and (5.37), we arrive at 
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i
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L
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Ri −+−+−= ω  (5.39) 

Note that the upper case Q and D subscripts refer to the values in the global reference frame. 

Within (5.36)-(5.39), oDji and oQji  are the d and q components of the jth DG, respectively, in the 

global reference frame. The states can be transformed from the local to global reference frame 

using 

 .
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(5.40) 

Using (5.40), (5.38) and (5.39) become 
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(5.41) 
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Performing KCL at the filter node for the d and q circuits, one arrives at  

 odildioqiifiodifi iivCvC −+= ω  
(5.43) 

 oqilqiodiifioqifi iivCvC −+−= ω . (5.44) 

Note that 

 

fi

odiidi
ldi R

vvi −
=

*

. 

 

(5.45) 

Throughout the analysis, we have neglected the q component because it is not involved in the 

primary controller action and it is regulated to zero as mentioned previously. The regulation to 

zero makes the capacitor filter state of Figure 5-8 to be modeled as a short-circuit.  Hence, we 

can assume 0=oqiv . Substituting (5.21) into (5.45), we arrive at 
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(5.46) 

Substituting (5.46) into (5.43), we get 
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i
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qi
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ni
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C
v

RC
Q

RC
n

RC
Vv −−−=  

(5.47) 

The angle of each DG is defined as 

 
comii ωωδ −=  

(5.48) 

where comω is the angular frequency of the common reference frame. One of the DGs is taken as 

the common reference. Here, we assume comωω =1 . Substituting (5.20) into (5.48), we arrive at 

 111 PmPm pnipinii +−−= ωωδ . (5.49) 
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Equations (5.28), (5.29), (5.41), (5.42), (5.47), and (5.49) describe the reduced-order nonlinear 

dynamics of each DG including the effects of the network dynamics and the coupling between 

the units. 

5.4 LINEARIZATION OF THE DQ BASED REDUCED-ORDER MODEL 

The system of nonlinear equations can be expressed in a compact form as 

 )),(),(()( ttutxhtx =  

)),(),(()( ttutxfty = . 
(5.50) 

Here we demonstrate the proposed method on a two DG system, but our modeling approach can 

be generalized to any n DG systems. The states for a two DG system are defined as follows: 

T
odioqododioqod viiQPviiQPx ][ 22222211111 δ≡  

Note that the state for δ1 has been omitted because it is always equal to zero according to 

(5.49). The input to the system can be chosen as 

 T
nn VVu ][ 21= .  

The output can be chosen as 

 T
odod vvy ][ 21= .  

To linearize the system (5.50), suppose that the system is operating around the following 

operating point: 

T
odoqododoqod viiQPviiQPx ][ 20202020202010101010100 δ=  

and 
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 T
nn VVu ][ 20100 =   

 Suppose that the input is u . Then, for a small perturbation of the input u , such that the input 

becomes uuu += 0 , and the state also undergoes a small perturbation x , such that it becomes 

xxx += 0 ; in that scenario the solution to the system can be approximated around the operating 

point as 
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 (5.51) 

where 
x
h
∂
∂  and 

u
h
∂
∂  are the Jacobians, which are denoted A and B, respectively. The linear small-

signal state space expressions can be defined as   

 uBxAx +=  

uDxCy +=  

(5.52) 

with 
x
fC
∂
∂

=  and 
u
fD
∂
∂

=  . Before taking the Jacobian of the nonlinear system, we can safely 

assume that the angle jδ  is small such that that following holds 

 1cos ≅jδ  
(5.53) 

 .sin jj δδ ≅  
(5.54) 

After substituting (5.53) and (5.54) into (5.41) and (5.42), the system is linearized by taking the 

Jacobian of the nonlinear system, (5.50).  Hence, the linearization of the nonlinear system can be 

expressed in the following state-space matrices: 
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(5.55) 
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where 
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(5.57) 

 where 

 0ipinii Pma −=ω  

i

Li
i L

ZRb −−
=  

fifi
i RC

c 1
−=  

0odici vd ω=  

niipii Pmm ω−= 0  

 

The coupling terms of the system are expresses as: 
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The input matrix is  

 T

c
c

B 







−

−
=

0000000000
0000000000

2

1  (5.60) 

and the output matrices are 

 








=

01000000000
00000010000

C  (5.61) 

and 0=D . 

Matrices (5.55), (5.60), and (5.61) describe the reduced-order linearized model of the two DG 

system with the coupling, (5.58) and (5.59), clearly observed in the off-diagonal terms of (37). 

As mentioned previously, the model developed and simulated in this chapter is for a two-DG 

system for demonstration purposes. The modeling approach can be extended to include any n 

arbitrary DG system as follows: 
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where the diagonal terms are the same as A22 but with the associated index. The off-diagonal 

terms (assuming the frequency at DG 1 is the common frequency) are 
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where kn ≠ , 1≠n , and 1≠k  
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For convenience the whole A matrix for a 2 DG microgrid system which is used for simulation 

in the next section is =A  
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(5.66) 

5.5 MODEL VALIDATION RESULTS 

Here a comparison between the reduced-order, linear model and the high-order, nonlinear model 

is presented. The models are simulated in MATLAB. The system parameters are shown in Table 

5-1 and the initial conditions are shown in Table 5-2. The results are shown for DG 2 only, as 

DG 1 showed the same results. 
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Table 5-1. System Parameters 

Inverter parameters (10 kA rating) 

Parameter Value Parameter Value 

VDC 650 V Rf1 and Rf2 0.1 Ω 

Vn 381.0512 V Lf1 and Lf2 1.35 mH 

mp1 and mp2 0.000094 Cf1 and Cf2 50 µF 

nQ1 and nQ2 0.0013 Rc1 and Rc2 0.03 Ω 

R12 0.23 Ω L12 318.31 µH 

 

Table 5-2. Initial Conditions 

Parameter  Value  Parameter Value 

P1 2895.57 W P2 2895.57 W 

Q1 516.269 Var Q2 − 497.269 Var 

iod1 7.68673 A iod2 7.70183 A 

ioq1 − 1.3576 A ioq2 1.3025 A 

vod1 380.3611 V vod2 381.7175 V 

ZL  25 Ω δ2  0.0029857 rad 

 

A step response of the load is performed here to show the comparison between the full 

order and reduced order models. We can see from Figure 5-9 - Figure 5-12, and Figure 5-14 that 

the reduced-order model simulation results match very closely with the non-linear, high-order 

simulation for P2, Q2, Iod2, Ioq2, and δ2, respectively.  
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Figure 5-13 shows the voltage vod2 which also matches closely with the nonlinear high-

order model except for the very high-frequency transients. These transients are much lower in 

magnitude in the reduced-order model because the fast acting states are not accounted for in the 

reduced-order model. There is a system oscillation in the voltage waveform matching the high-

order, non-linear model in its shape as shown in the magnified portion of Figure 5-13. This 

oscillation is not present in the capacitor voltage of the reduced-order model developed in [53] 

even though the model in [53] has more states than the model developed here.  Compared to 

[53], our reduced order model accounts for high frequency system transients.   

A comparison between a model without the coupling terms and the model with the 

coupling terms is shown in Figure 5-15. It can be clearly observed that there are multiple critical 

modes close to the real axis that are not clearly predicted in the uncoupled model. It is very clear 

from Figure 5-15 that the coupling terms (off-diagonal elements) greatly influence the dominant 

modes. Hence, neglecting them will influence the stability of the system. 
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Figure 5-9. Plot of the real power of the high-order, nonlinear model at DG 2 (P2
H) compared with that of 

the reduced-order model (P2). 
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Figure 5-10. Plot of the reactive power of the high-order, nonlinear model at DG 2 (Q2
H) compared with 

that of the reduced-order model (Q2). 
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Figure 5-11. Plot of the d-axis's current of the high-order, nonlinear model at DG 2 (Iod2
H) compared with 

that of the reduced-order model (Iod2). 
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Figure 5-12. Plot of the q-axis's current of the high-order, nonlinear model at DG 2 (Ioq
2H) compared with 

that of the reduced-order model (Ioq2). 
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Figure 5-13. Plot of d-axis's voltage of the high-order nonlinear model at DG 2 (voq2
H) compared with that of the 

reduced-order model (vod2). 
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Figure 5-14.  Plot of the angle of the high-order nonlinear model at DG 2 (δ2
H) compared with that of the 

reduced-order model (δ2). 
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Figure 5-15. Poles and zeros of the reduced-order model without the coupling terms compared with the 

model with coupling terms. 

5.6 CONCLUSION 

In this chapter, the lowest possible reduced-order model for secondary level controller 

design/tuning and primary level control tuning purposes was derived. The model was derived 

based on our physical insights of the system as opposed to using other mathematical methods. 

This approach made it possible to derive a simple, useful, and low-order model that captures 

significant modes while keeping important effects of those modes such as network dynamics and 

coupling between DGs. This was not possible in other reduced order models available in the 

literature because they relied only on utilizing some mathematical techniques without utilizing 
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the complete understanding of the system. Eigenvalue analysis showed that coupling greatly 

influences the dominant modes of the microgrid. The order of the model derived is 2n lower than 

that of the reduced ones available in the literature of similar accuracy. Although the developed 

model order is almost one third of the order of the full-order models, simulation results showed 

strong agreement between the reduced-order model with the high-order, nonlinear model. 
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6.0  ROBUST CONTROLLER DESIGN UTILIZING THE REDUCED-ORDER 

MODEL 

The reduced order model will be utilized to synthesize a controller robust against large load 

changes. This is for the purpose of demonstrating the usefulness of the model developed. The 

controller is designed using linear quadratic integral (LQI) control method. The controller is 

designed based on the low-order model and a comparison is made between the performance of 

the controller on the low-order linearized model and the high-order non-linear model. This 

comparison showed that the controllers’ behavior is the same regardless of the model utilized 

which demonstrates the effectiveness of the reduced-order model.   

6.1 INTRODUCTION 

Microgrids have the ability to operate in grid connected and islanded modes allowing it to be 

operational in the case of planned or unplanned outages on the main utility grid. However, when 

the islanded mode becomes operational, this produces unbalances in the supply and demand of 

the active and reactive power of the microgrid [123]. Primary control, which is the first layer of 

the hierarchal control structure, is used to balance the mismatch of power between distributed 

generation (DG) units. Droop control is often used for this layer, which causes deviations in the 
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voltage and frequency. Hence, a second layer called secondary control is used to compensate for 

the voltage and frequency deviations [36].  

The focus of this chapter is secondary voltage control. Secondary control can be 

performed in a centralized, de-centralized, or distributed fashion [36], [43], [45], [124]. 

Decentralized control has plug and play capabilities and is independent of communication links 

[125]. However, decentralized is harder to control and has operational limitations, and also has 

drawbacks in voltage and frequency regulation with load changes; hence, affect voltage and 

frequency of sensitive loads [105], [126]. Centralized control, however, can achieve the 

restoration of voltage during such load changes.  Centralized control uses communication links 

to pass information in order to generate the appropriate voltage and frequency [125]. The data is 

fed through low bandwidth communication links in order to achieve voltage and frequency 

restoration during islanding operations [45]. Generally speaking, centralized control is 

appropriate for islanded conditions while de-centralized and distributed approaches are suitable 

for grid-connected conditions [32]. The focus of this chapter is islanded conditions under 

extreme load changes. Hence, the centralized approach will be adopted. 

The main contribution of this chapter is the utilization of LQI control to regulate the 

voltage following sharp load changes. This is for the purpose of showing the effectiveness of the 

reduced-order model for secondary controller design. 
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6.2 EXTREME LOAD CHANGES WITHOUT SECONDARY CONTROL 

Here the microgrid is modified to be rated at 66 kVA and a load of 65 kVA with 0.87 power 

factor is applied at 3 seconds to show the behavior of the system under large load change. The 

simulation results is shown for both the reduced order linear model and the full-order non-linear 

model. All the states of the system are shown in Figure 6-1 to Figure 6-11. We can see that the 

voltage at DG 1 drops to 355.8 V which is around 7% drop from the nominal of 381.05 V and 

the voltage at DG2 drops to 369.82 V, which is around 3% drop from the nominal. The voltage 

drop is different at both terminals due to the unequal line impedances. The LQI control which 

will be designed in the next sub-sections will regulate these voltage back to the nominal. 
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Figure 6-1. Plot of the real power of the high-order, nonlinear model at DG 1 (P1
H) compared with that of the 

reduced-order model (P1). 
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Figure 6-2. Plot of the reactive power of the high-order, nonlinear model at DG 1 (Q1
H) compared with that 

of the reduced-order model (Q1). 

 

Figure 6-3. Plot of the d-axis's current of the high-order, nonlinear model at DG 1 (Iod1
H) compared with 

that of the reduced-order model (Iod1). 

 

Figure 6-4. Plot of the q-axis's current of the high-order, nonlinear model at DG 1 (Ioq1
H) compared with that of the 

reduced-order model (Ioq1). 



110 

 

 

Figure 6-5. Plot of d-axis's voltage of the high-order nonlinear model at DG 1 (voq1
H) compared with that of the 

reduced-order model (vod1). 
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Figure 6-6. Plot of the real power of the high-order, nonlinear model at DG 2 (P2
H) compared with that of the 

reduced-order model (P2). 
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Figure 6-7. Plot of the reactive power of the high-order, nonlinear model at DG 2 (Q2
H) compared with that of the 

reduced-order model (Q2). 
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Figure 6-8. Plot of the d-axis's current of the high-order, nonlinear model at DG 2 (Iod2
H) compared with that of the 

reduced-order model (Iod2). 

 

 

Figure 6-9. Plot of the q-axis's current of the high-order, nonlinear model at DG 2 (Ioq2
H) compared with that of the 

reduced-order model (Ioq2). 

 

Figure 6-10. Plot of d-axis's voltage of the high-order nonlinear model at DG 2 (vod2
H) compared with that of the 

reduced-order model (vod2). 
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Figure 6-11. Plot of the angle of the high-order nonlinear model at DG 2 (δ2
H) compared with that of the reduced-

order model (δ2). 

6.3 SECONDARY LQI VOLTAGE CONTROL 

Our goal here is to regulate the voltage at the terminal of the inverter, which is the voltage across 

the capacitor Cfi (i.e. the voltages voi and voj). The system makes the d-axis voltage lag the phase 

A voltage by 90o such that the q component of the voltage is driven to zero [35].  Hence, 

regulating the terminal voltage is nothing but regulating the d-axis voltage (i.e vodi and vodj). 

Figure 6-12 shows how the secondary LQI controller is applied to the 2DG micorgrid system. 
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Figure 6-12. Microgrid system with the proposed LQI secondary controller 

The objective of the secondary controller is to regulate the voltage at the terminal to its 

nominal value within a tight tolerance. The voltage deviations cannot exceed 5% according to 

ANSI C84.1 standard  [127]. The most common approach to do this is to shift the droop curve as 

in Figure 6-13 to achieve the desired voltage. Here, the system is assumed to have high X/R 

ratio. This makes the reactive power proportional to voltage and the real power proportional to 

the frequency.  If the system does not have high X/R ratio, then coupling between both droop 

equations can occur. The controller design approach that will be presented in the next section can 

be easily modified to account for any X/R ratio. 
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Figure 6-13. Primary control curve with secondary control 

6.3.1 Linear Quadratic Integral Control Approach 

The LQI controller will be designed to alleviate voltage deviations due to extreme load changes 

in islanded conditions. The controller is  designed with the architecture shown in Figure 6-14 

[128]. The microgrid plant can be modeled in state-space format by  

 
Cxy

BuAxx
=

+=
 (6.1) 

Σr s
1

K Plant ujx

x yyre −=

−
+ −

 

Figure 6-14. Proposed linear quadratic integral controller 

where A is the open loop system matrix derived as in equation (5.66), and x is vector of all the 

states of the system. The input is defined as in the previous chapter, which is expressed again 

here for convenience as  

 T
nn VVu ][ 21=  (6.2) 
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where Vn1 and Vn2 are the set-points for the droop controller 1 and 2, respectively.  Hence, the B 

matrix can be chosen accordingly as in equation (5.60). It is desired to control the terminal d-axis 

voltage. Hence, the output is defined as in the previous chapter, which is expressed again here 

for convenience as 

 T
odod vvy ][ 21= . (6.3) 

Hence, the C matrix is chosen as in (61). The controller K designed will add two extra states (xj 

is a vector of size 2). The addition of the two extra states corresponds to the two states to be 

controlled (one for each DG). Hence, the number of integrators have to equal the number of 

controlled outputs. The two states are the voltage error (difference between nominal and actual 

values) as  

 111 odvryre −=−=  (6.4) 

and  

 222 odvryre −=−= . (6.5) 

The control law becomes  

 Kzu −=  (6.6) 

 where z contains the states of the system after adding the two extra states i.e.   

 








=

newx
x

z  , 
(6.7) 

 where  

 








=

2

1

e
e

xnew . 
 

Therefore, the overall model (with the augmented integrator) becomes: 
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zCy
uBzAz

aug

augaug

=

+=
 (6.8) 

where augA contains the original A with the addition of two new rows that account for additional 

integral states. The matrixes augB and augC are also constructed in a similar manner. The control 

law is derived using LQI method, which minimizes the cost function [128] 

 ( )∫
∞

++=
0

2)( dtNuzRuuQzzuJ TTT  (6.9) 

with the following assumptions held true:  

1) the augments system ),( augaug BA  is stabilizable.  

2) 0>R and 01 ≥− − TNNRQ  

3) ),( 11 T
augaug

T NRBANNRQ −− −− detectable 

The weighting functions Q, R, and N are defined in Appendix A. 

6.4 EXTREME LOAD CHANGES WITH SECONDARY LQI CONTROL 

The LQI controller designed in the previous sub-section is applied to the microgrid reduced-

order linearized model and the full-order nonlinear model. Simulation results under the extreme 

load change (refer to section 6.2) is shown here with proposed controller applied to the system. 

The simulation results here show that the behavior of controller applied to the reduced order 

model matches with the behavior when the controller is applied to the full-order nonlinear 

model. Figure 6-15 to Figure 6-25 show the behavior of the controller on all states of the system 

for both models. Figure 6-19 and Figure 6-24 show that the proposed LQI controller designed 



117 

 

based on the reduced-order model is able to regulate voltages of DG1 and DG2 back to their 

nominal values, respectively.  This shows the effectiveness of the reduced-order model for 

controller design purposes.  
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Figure 6-15. Plot of the real power of the high-order, nonlinear model at DG 1 (P1
H) compared with that of the 

reduced-order model (P1) with LQI control applied to both. 
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Figure 6-16. Plot of the reactive power of the high-order, nonlinear model at DG 1 (Q1
H) compared with that of the 

reduced-order model (Q1) with LQI control applied to both. 
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Figure 6-17. Plot of the d-axis's current of the high-order, nonlinear model at DG 1 (Iod1
H) compared with that of the 

reduced-order model (Iod1) with LQI control applied to both. 

 

Figure 6-18. Plot of the q-axis's current of the high-order, nonlinear model at DG 1 (Ioq1
H) compared with that of the 

reduced-order model (Ioq1) with LQI control applied to both. 

 

Figure 6-19. Plot of d-axis's voltage of the high-order nonlinear model at DG 1 (vod1
H) compared with that of the 

reduced-order model (vod1) with LQI control applied to both. 
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Figure 6-20. Plot of the real power of the high-order, nonlinear model at DG 2 (P2
H) compared with that of the 

reduced-order model (P2) with LQI control applied to both. 
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Figure 6-21. Plot of the reactive power of the high-order, nonlinear model at DG 2 (Q2
H) compared with that of the 

reduced-order model (Q2) with LQI control applied to both. 

 

Figure 6-22. Plot of the d-axis's current of the high-order, nonlinear model at DG 2 (Iod2
H) compared with that of the 

reduced-order model (Iod2) with LQI control applied to both. 
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Figure 6-23. Plot of the q-axis's current of the high-order, nonlinear model at DG 2 (Ioq2
H) compared with that of the 

reduced-order model (Ioq2) with LQI control applied to both. 

 

Figure 6-24. Plot of d-axis's voltage of the high-order nonlinear model at DG 2 (vod2
H) compared with that of the 

reduced-order model (vod2) with LQI control applied to both. 
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Figure 6-25. Plot of the angle of the high-order nonlinear model at DG 2 (δ2
H) compared with that of the reduced-

order model (δ2) with LQI control applied to both. 
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6.5 CONCLUSION 

This chapter demonstrated the effectiveness of utilizing the reduced-order linear model for 

secondary voltage control. The secondary LQI controller designed using the reduced-order 

model showed the same behavior when applied to the full-order model in MATLAB/SIMULINK 

simulation environment.  
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7.0  CONCLUSION AND FUTURE WORK 

Global warming and the increased demand in electricity is pushing researchers and engineers to 

explore energy options alternative to fossil fuel. These issues have led to a move towards higher 

penetrations of renewable energy resources. When large amounts of renewable energy resources 

are integrated, the traditional electrical grid will face difficulties.  Hence, researchers and 

engineers have proposed a different grid architecture called the “microgrid”. The microgrid 

concept was proposed not only as a way to facilitate renewable energy integration but also to 

increase grid reliability and security.  

However, microgrids have their own protection challenges that need to be resolved in 

order to fully utilize their projected benefits. One of these challenges, is that traditional 

protection methods, such as overcurrent protection, cannot be used mainly because of low fault 

currents, bi-directionality of power flow, and IEEE1547 requirements.  Therefore, fault current 

and voltage magnitudes cannot be used alone as protective indicators because they may cause 

breaker mis-operation or slow tripping times. Therefore, alternative fault indicators could be 

potential practical solutions to microgrids, which will help make our society more sustainable.   

 Hence, two novel methods are developed here to protect different microgrid 

configurations. The first method is a high-speed phase-based fault detection method. The speed 

of detection for this method was increased by exploiting all the phases of the three-phase power 



123 

 

system. The increased speed of the method can potentially be faster than high-speed directional 

relays. Detection using the proposed method could be done in about one third of a cycle. The 

effectiveness of the proposed solution was demonstrated in a PSCAD simulation environment.   

The second fault detection approach is a model-based detection method.  Analytical 

models for different fault conditions were derived to be used for this method. It is desired that the 

detection is not dependent upon communication channels. Hence, analytical derivations of the 

conditions that make the model-based detection approach work without communication channels 

are derived. This analytical derivation is an approach to quantify the blinding and nuisance 

tripping scenarios that commonly occur in renewable energy based systems. 

Besides that, properly restoring the microgrid after faults or after disturbances is critical 

for better energy security and reliability. Therefore, it is desirable to have controllers that are 

robust and able to regulate and stabilize the system properly. Primary and secondary level 

controllers of microgrids are responsible for the stability and regulation of the system. Hence, 

modifying secondary controllers can be done to improve the robustness of the system. Model-

based controllers can by synthesized to achieve this objective. However, they require adequate 

models that describe the dynamics of interests. Many of the models available have large number 

of states, which could result in high-order controllers and slow simulation time. Hence, a 

linearized symbolic dq based reduced-order model for secondary controller synthesis purposes 

was proposed in this dissertation. The model developed is convenient for the investigation of 

many issues such as controller design and tuning, parameter variations, and robust stability 

analysis under parametric uncertainty. Simulation results were performed to show that this model 

matches the high-order nonlinear model. Finally, a linear quadratic integral controller (LQI) was 
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synthesized. The controller was applied to both the reduced-order and the full-order model to 

demonstrate the application and the effectiveness of the model developed.  

Future work based on this dissertation could focus on multiple aspects. One aspect is 

performing experimental studies to validate both the phase-based and model-based fault 

detection methods. Another research direction is performing more analytical studies on different 

fault types and conditions.  In addition, enhancing the model-based fault detection method using 

principles of adaptive control so that the method is not reliant on the knowledge of system 

parameters is an interesting research direction to take.  Finally, the reduced-order model 

developed laid a solid foundation to perform robust stability analysis under parametric 

uncertainty and synthesize robust controllers.  
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APPENDIX A 

LQI CONTROL PARAMETERS 

The weighting parameters used for LQI synthesis are 
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The augmented B matrix is  

 T

aug c
c

B 





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−
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The augmented C matrix is  
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