
 
 

DEVELOPMENT, OPTIMIZATION, AND PRECLINICAL TESTING OF AN 

IMPEDIMETRIC APTAMER-BASED PLATINUM WIRE BIOSENSING PLATFORM 

FOR CARDIAC BIOMARKERS 

 

 

 

 

by 

Mitali Shirish Patil 

B.S. Biological Sciences, University of Alaska Fairbanks, 2008 

M.S. Biochemistry and Molecular Biology, University of Alaska Fairbanks, 2011 

 

 

 

 

Submitted to the Graduate Faculty of  

Swanson School of Engineering in partial fulfillment 

of the requirements for the degree of 

Doctor of Philosophy in Bioengineering 

 

 

 

 

University of Pittsburgh 

2018 

 



ii 
 

UNIVERSITY OF PITTSBURGH 

 

SWANSON SCHOOL OF ENGINEERING 

 

 

 

 

 

 

 

 

This dissertation was presented 

 

 

by 

 

 

 

Mitali Patil 

 

 

 

It was defended on 

 

February 12, 2018 

 

and approved by 

 

Sanjeev Shroff, PhD, Department of Bioengineering 

 

Harvey Borovetz, PhD, Department of Bioengineering 

 

Robert Kormos, MD, FRCS (C), FACS, FAHA, Department of Cardiothoracic Surgery 

 

Dissertation Director: Prashant Kumta, PhD, Department of Bioengineering, Chemical and  

 

Petroleum Engineering, Mechanical Engineering, and Materials Science, Department of Oral  

 

Biology 

 

 

 

 

 

 

 



iii 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Copyright © by Mitali Patil 

 

2018 

 

 

 

 

 

 

 

 

 

 

 



iv 
 

FABRICATION AND SCIENTIFIC UNDERSTANDING OF AN IMPEDIMETRIC 

APTAMER-BASED PLATINUM WIRE BIOSENSING PLATFORM FOR CARDIAC 

BIOMARKERS 

 

Mitali Patil, PhD 

 

University of Pittsburgh, 2018 

 

 

Cardiovascular diseases (CVDs) are the leading national cause of death, impacting nearly 92.1 

million Americans and accounting for 801,000 deaths annually. Unfortunately, CVDs are 

clinically silent until serious complications arise, thus allowing CVDs to go undetected or even 

be misdiagnosed at earlier stages. In addition, while biomarker testing and other cardiovascular 

tests can lead to earlier diagnoses, these tests are usually not ordered unless the probability of the 

patient having a CVD is high due to the expenses, effort, and time required. Therefore, a rapid 

point-of-care device would be highly useful for screening CVD conditions.  

This research effort was designed to fabricate a biosensing platform using aptamers and 

electrochemical impedance spectroscopy to rapidly detect two of the most prominent CVDs, 

myocardial infarction (MI) and congestive heart failure (CHF). To detect these two diseases, we 

screened for corresponding biomarkers Troponin T (TnT) and Brain Natriuretic Peptide (BNP). 

The first aim focused on fabricating platinum electrode disks using vertically aligned platinum 

wires cast in epoxy, and optimization of electrode diameter and surface polish. The second aim 

assessed optimal incubation times, concentrations, and functionalization layer combinations 

required for sensitive biosensing of biomarkers. The results demonstrated the feasibility of the 
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platform, importance of surface parameters, and significance of each functionalization layer in 

constructing the biosensor. 

The third aim focused on testing fully optimized biosensor platforms against rat whole 

blood samples to assess the impact of (and correct for) factors in whole blood on the biosensor. 

The corrected biosensor model was tested against clinically derived human serum samples to 

determine whether the corrected model could accurately detect BNP concentrations. The results 

demonstrated preliminary efficacy of fabricated biosensor platforms in both serum and whole 

blood. However, further investigation is required to affirm model accuracy and to miniaturize the 

platform into a point-of-care device in the future. 
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1.0 INTRODUCTION 

 

 

1.1 CARDIOVASCULAR DISEASES 

 

1.1.1 Clinical significance 

  

The World Health Organization (WHO) cites cardiovascular diseases (CVDs) as the global 

leading cause of death, causing approximately 17.7 million deaths (31% of all global deaths) in 

2015 alone [1]. In 2017, the American Heart Association (AHA) estimated that nearly 92.1 

million American adults were living with some form of cardiovascular disease or the after effects 

of stroke, and that cardiovascular disease accounted for nearly 801,000 deaths in the US alone, 

averaging out to 1 death every 40 seconds. Currently, the direct and indirect costs of 

cardiovascular diseases and stroke amount to more than $315 billion, including both health 

expenditures and lost productivity [2]. Unfortunately, the prevalence and costs of CVDs are only 

going to escalate as the projections for prevalence of risk factors such as obesity, hypertension, 

and diabetes continue to rise. According to the American Heart Association, the prevalence of 

CVDs will rise from 37.8% to 40.5%, and the associated costs will rise from $315 billion to $818 

billion by 2030 [2, 3]. This high prevalence and increased projection results from CVDs being 

clinically silent until signs of serious complications arise, which leads to a lack of standard 

methods for CVD diagnosis [4]. As a result, prominent CVDs are often misdiagnosed (nearly 20-
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40% of the time) at earlier stages and go undetected until further complications incite the need 

for more in-depth testing and sophisticated disease detection techniques [1, 2, 3].  

 

1.1.2 Current CVD diagnostic techniques 

 

The current diagnostic techniques for CVDs are entirely dependent on the use of expensive non-

invasive imaging techniques, invasive methods, or on the timely and accurate interpretation of 

physical symptoms experienced by patients. Unfortunately, current protocols dictate that medical 

professionals treat any people reporting chest pains (one of the most common symptoms of heart 

attacks) as potential acute myocardial infarction (AMI) patients. Therefore, resources are often 

strained and can lead to situations where people with a milder form of cardiovascular disease or 

other unrelated diseases are unnecessarily admitted and tested for possible heart attacks. 

However, in medical facilities with fewer resources, the lack of these more sophisticated testing 

procedures can lead to a possible misdiagnosis, thus potentially treating the patient for an 

entirely different condition [5, 6, 7]. Listed below are the most commonly used techniques for 

the diagnosis of CVDs 

1.1.2.1  Non-invasive techniques 

 

Electrocardiography (ECG): Electrocardiography is the most commonly used diagnostic 

apparatus for cardiovascular disease due to its affordability and wide availability. 

Electrocardiograms depend upon the temporal electrical changes that occur as the heart 

completes its usual cycle, and these changes differ between a healthy state and certain disease 

states. There are two components to the electrocardiograph test – resting testing (which has 

relatively low sensitivity) and exercise or stress testing, which is performed under conditions that 
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are aimed to exasperate underlying complications. However, ECGs can be unreliable and provide 

only a limited amount of information [4, 7, 8]. 

Imaging techniques: Magnetic Resonance Imaging (MRI) has many applications in 

CVD diagnosis, ranging from providing information on plaque composition, enhancing contrast 

in vasculature to clearly denote stenosis, detection of vascular remodeling, and determining the 

pathology of plaques for patients who are at high risk for AMI. Echocardiograms evaluate the 

pumping function of the heart chambers and valves through the use of echo sound waves and 

ultrasound probes. Positron emission tomography (PET) scans deduce the flow of blood through 

the coronary arteries to the heart muscle. Computed Tomography (CT) scans use x-ray machines 

and computers to create a three-dimensional picture of the heart, and can use a dye injection to 

view the arteries. Unfortunately, some of these imaging techniques, especially MRIs, are quite 

costly, require specialized equipment and trained technicians, and have a variety of drawbacks. 

For instance, MRIs cannot be utilized on patients with metallic stents or pacemakers due to the 

necessity for a strong magnet. In addition, the imaging techniques typically analyze only certain 

parameters (i.e. echocardiograms primarily focus on pumping function, PET on blood flow, and 

CT on physical aspects of the heart), so the use of only certain techniques could lead to missing 

certain medical problems. However, perhaps the main underlying issue is that imaging 

techniques are only ordered when there is a strong suspicion of an underlying CVD, and 

therefore misdiagnosis at earlier stages can lead to physicians not ordering tests until a later, 

more acute stage [7, 8, 4, 9, 10, 11]. 
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1.1.2.2  Physical symptoms 

 

Dependence on physical symptoms alone is extremely unreliable. The standard method for 

determining if a person is suffering from severe heart disease (particularly MIs) is dependent 

upon chest pains and pain radiating in one or both arms, shortness of breath, and fatigue. 

Unfortunately, the magnitude of these symptoms are unreliable, vary from person to person, and 

may even be misinterpreted as symptoms of other diseases or less severe complaints. In addition, 

there are subtle differences in the symptoms of heart attacks for men and women – men are more 

likely to experience chest pains and discomfort, while women commonly experience a myriad of 

symptoms such as nausea, vomiting, and back/jaw pain. Therefore, people can attribute their 

physical symptoms to acid reflex, indigestion, or pulmonary issues when their symptoms could 

be the result of a cardiovascular problem [9, 1, 2].  

 

1.1.2.3  Invasive techniques 

 

Invasive techniques are highly dependent on expensive equipment and must be operated by 

trained and skilled staff. Invasive procedures are not utilized for mass screening and are ordered 

only when the suspicion of a cardiac event is extremely high. This reticence is due to the possible 

technical difficulties and associated risks with the procedure, the length and the processing time 

to perform the procedure, and the necessary skills required to perform the procedure and 

interpret the findings. Coronary angiography (CA) is often performed to assess coronary 

circulation, especially within the chambers of the heart, via a catheter. This technique is highly 

effective for diagnosis, has a short performance time, and has potential therapeutic applications 

(such as balloon angiography, which can be utilized to reduce narrowing of arteries and veins 
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caused by plaque buildup). However, the preparation steps are lengthy, and the equipment and 

analysis are expensive, so CA is only performed when physicians highly suspect or are confident 

that the patient is suffering from CVD [7, 8, 4]. 

Another invasive technique, although minimally invasive, is biochemical marker testing 

for cardiovascular markers. The most common biochemical testing assays are membrane-based 

immunoassays such as lateral flow devices (LFD) and the current gold standard, enzyme-linked 

immunosorbent assays (ELISAs). These tests are highly dependent on the use of fluorescently 

labeled antibodies and spectrophotometers for the analysis of fluorescence levels. However, 

while the actual detection time of biomarkers for both of these techniques is approximately 20 

minutes, these assays need to be performed in specialized laboratories with the appropriate 

equipment and skilled and trained personnel. In addition, they both have additional preparation 

steps prior to the “analytical time” (the duration of the assay itself), known as the “pre-analytical 

time”, which includes sample collection, sample preparation, and setting up the analyzer. 

Therefore, the actual “turn-around time” necessary for biomarker testing can range up to 4-5 

hours depending on the “pre-analytical time”. In addition, the analyzers themselves, the 

fluorometers and spectrophotometers, are expensive and bulky pieces of equipment, restricting 

this test to a specialized benchtop assay [7, 10, 11, 12]. 

Therefore, while there are various methods for the diagnosis of CVDs, there are still no 

specific standard methods for diagnosis. The methods currently available require specialized 

equipment and trained personnel to perform these tests, and many are expensive and time-

consuming, and some are invasive or require additional preparation. These additional factors 

automatically ensure that these tests will not be ordered unless the physicians suspect the 

presence of a CVD, and unfortunately, physicians can easily misdiagnose CVDs at earlier stages, 
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allowing the disease to progress until the symptoms become too severe. Therefore, the lack of an 

inexpensive standard diagnostic for prominent CVDs indicates the need for a more simplistic and 

on-demand technique to screen and monitor CVDs in patients [7, 12, 13]. 

1.1.3 Prominent cardiovascular diseases 

Cardiovascular disease (CVD) is a blanket term that includes several heart and blood vessel 

medical conditions, mostly triggered by a process known as artherosclerosis (Figure 1-1). 

Figure 1-1. Artherosclerosis 

Buildup of plaque (increase in severity left to right) in artherosclerosis [9] 
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Artherosclerosis is a medical condition that is often referred to as Coronary Heart Disease (CHD) 

or Coronary Artery Disease (CAD) interchangeably. CAD/CHD results from plaque (a waxy 

substance formed by a combination of fat, cholesterol, calcium and other substances from the 

bloodstream) build up in the walls of arteries. As plaques form and build up, they narrow the 

arteries, making it harder for the blood to flow through [14, 15, 16]. Therefore, as CAD/CHD 

progresses, it can lead up to one of the following, more severe conditions –  

Myocardial infarction (MI, heart attack): MIs occur when a blood clot forms in an 

artery or vein of the heart. These blood clots form when pieces of plaque float through the 

bloodstream and cut off the blood flow completely once becoming lodged in the already narrow 

Figure 1-2. Myocardial infarction 

Depiction of myocardial infarction and how it progresses from blocked artery to reduced blood flow 

to muscle damage [17]
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arteries and veins. Once the blood flow is cut off completely, the part of that heart muscle 

supplied by that blood vessel begins to die (Figure 1-2), and the severity of the heart attack is 

dependent upon how badly the heart was damaged and the severity of CHD/CAD prior to the 

damage [14]. While MIs are not always fatal, approximately 790,000 people in the US have heart 

attacks each year (so approximately one heart attack occurs every 40s in the US), and of those, 

about 114,000 (14.5%) will die as a result. Out of the 790,000 MIs, approximately 580,000 MIs 

are new incidences, while 210,000 are recurrent incidences. In addition, heart attacks are one of 

the most expensive hospital principal discharge diagnoses, costing $11.5 billion annually, and 

the medical costs are going to double by approximately 2030, especially as the risk factors for 

MIs and CAD/CHD will only continue to increase [2].  

Stroke (ischemic stroke): Ischemic stroke occurs when a blood clot blocks a blood 

vessel that supplies the brain. Similar to MI, when the blood supply to part of the brain is shut 

off, the brain cells in that particular part will die, resulting in the inability to carry out previous 

functions attributed to that part of the brain. The stroke can increase in severity by becoming a 

hemorrhagic stroke, which occurs when the blood vessel in the brain bursts due to uncontrolled 

high blood pressure (hypertension). The severity of the stroke is once again dependent on the 

extent and area of the damage, as some areas of the brain have cells that can repair themselves, 

while others can be irreparably damaged [14]. When considered separately from other 

cardiovascular diseases, stroke is the fifth leading cause of death, but is the leading cause of 

serious long-term disability in the US [2].  
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Heart failure (congestive heart failure, CHF): In CHF, the heart is not pumping blood 

to the necessary capacity. The heart is still pumping, but the body’s blood and oxygen needs are 

not being met. The heart initially tries to address this deficit by stretching and enlarging to 

contract more strongly, which in turn can lead to the development of more muscle mass as the 

contracting cells become bigger (Figure 1-3). The heart also tries to pump faster to increase 

output, narrow blood vessels to maintain blood pressure and make up for the loss of power, or 

divert blood away from less important tissues and organs (i.e. kidneys, liver, etc) to the heart and 

brain. Unfortunately, these compensations only mask the problem of CHF, and CHF will 

continue to worsen until the heart and body cannot keep up, resulting in fatigue, breathing 

problems, and various other symptoms [18]. Nearly 5 million Americans are living with CHF, 

Figure 1-3. Congestive heart failure 

Two outcomes of congestive heart failure – enlarged heart due to weakened muscle (left) or stiff 

heart muscle due to increase in muscle mass (right) [19] 
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and approximately 555,000 new cases are diagnosed in the US each year, and the burden on the 

healthcare system is significant. CHF is responsible for nearly 11 million physician visits each 

year, and causes approximately 287,000 deaths per year [20]. 

Other CVDs include arrhythmias (abnormal rhythm of the heart), heart valve problems, 

and various other diseases that are not as common as the three listed above. Arrhythmias can 

range from too slow (bradycardia, <60 beats per minute), too fast (tachycardia, >100 beats per 

minute), or irregular. As effective pumping of blood throughout the heart is dependent upon the 

heartbeat (which is dependent upon the normal sequence of electrical impulses through the heart 

chambers), an arrhythmia can reduce the effectiveness of blood pumping if it is a sustained 

arrhythmia. Heart valve problems, on the other hand, can occur when the heart valves do not 

open enough and permit proper blood flow (stenosis), or if they do not close properly and allow 

for blood to leak through (regurgitation). Heart valve problems can also extend to possible 

bulging or prolapsing of the valve leaflets [14]. 

While there are a variety of CVDs, the most prominent ones in terms of mortality are 

coronary heart (artery) disease (which is the precursor to myocardial infarction and heart failure) 

is the leading cause of death among cardiovascular diseases, causing 45.1% of the deaths, 

followed by stroke (16.5%), heart failure (9.1%), high blood pressure (8.5%), diseased arteries 

(3.2%), and other cardiovascular diseases [17, 2, 20]. Therefore, focusing on earlier detection of 

prominent CVDs that impact the heart primarily like CHD/CAD, MI, and CHF could be the key 

to reducing the burden CVDs have on the healthcare system, finances, quality of life, and 

mortality. 
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1.1.4 Cardiovascular disease biomarkers 

 

One possibility to reduce the burden of CVDs on the populace is to focus on rapid biomarker 

screening [21]. The National Institute of Health (NIH) standardized definition of a biomarker is 

“a characteristic that is objectively measured and evaluated as an indicator of normal biological 

processes, pathogenic processes, or pharmacologic responses to therapeutic intervention” [22] . 

A biomarker can therefore be measured from a biosample (i.e. blood, urine, or tissue test), can be 

a recording obtained from a person (i.e. ECG, blood pressure), or an imaging test (i.e. MRI, CT, 

echocardiogram). Biomarkers can indicate a variety of health or disease characteristics, but 

simplistically can be thought of as indicators of a disease trait (risk factor), disease state 

(preclinical/clinical), or disease rate (progression). Alternatively, biomarkers can also be 

categorized as antecedent biomarkers (risk of developing illness), screening biomarkers 

(screening for disease at subclinical level), diagnostic biomarkers (recognizing disease), staging 

biomarkers (recognizing stage of disease by severity), or prognostic biomarkers (predictive of 

future disease course, recurrence, and monitoring the response and effectiveness to therapies) 

[22, 23, 24]. However, the screening of biomarkers will be dependent on the limited healthcare 

budget, and will depend upon the cost-effectiveness, point-of-care diagnostic ability, and the 

ability to rapidly rule-in or rule-out patients for high-risk or low-risk testing and treatment [22]. 

The table below (Table 1-1) outlines CVD biomarkers from the bloodstream that could possibly 

have potential as screening biomarkers. 

However, as described earlier, while LFDs and ELISAs are excellent tools for measuring 

biochemical markers in serum and plasma from the bloodstream, they have long pre-analytical 

procedural times, and require the use of expensive equipment with skilled and trained personnel. 

In addition, they require a more invasive procedure (blood draw) to obtain sufficient sample 
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volume, and some ELISAs fail to be sensitive enough to detect proteins at levels corresponding 

to earlier or advanced stages of the disease [25]. Therefore, in order to use cardiac bloodstream 

biomarkers as a method for screening CVDs, there is a need for an inexpensive, rapid, on-

demand, and portable point-of-care device that can screen for CVD biomarkers in a highly 

Table 1-1. Prominent cardiovascular biomarkers 

Table demonstrating cardiac biomarkers, specific CVD disease diagnostic, and corresponding clinical ranges 

Biomarker CVD 
Clinical Range 

Sources 
Low Moderate High 

Tissue Necrosis Factor 

(TNFα) 
Inflammation 

4.8 

pg/mL 
- 

48 

pg/mL 
[7, 26] 

Intercellular adhesion 

molecule-1 (ICAM-1) 
Cardiac risk 

227 

ng/mL 
- 

513 

ng/mL 
[7, 27] 

Interleukin-6 

(IL-6) 

Inflammation, 

cardiac risk, 

ischemia 

<1.5 

pg/mL 
- 

>2.5

pg/mL

[7, 26, 28, 22, 29, 

30, 31] 

Interleukin-18 

(IL-18) 

Inflammation, 

ischemia 

<0.1 

ng/mL 
- 

>0.3

ng/mL
[32, 22, 29, 33, 34] 

Troponin I 
Myocardial 

infarction 

0.01 

ng/mL 
- 

0.1 

ng/mL 
[35, 36] 

Troponin T 
Myocardial 

infarction 

0.02 

ng/mL 
- 

0.1 

ng/mL 

[7, 35, 6, 37, 38, 

32, 22, 28, 39, 40] 

Myoglobin 
Myocardial 

infarction 

70 

ng/mL 
- 

200 

ng/mL 
[7, 36, 37, 32, 28] 

Myeloperoxidase Inflammation - - 
> 350

ng/mL
[7, 41] 

Brain Natriuretic 

Peptide 
Heart Failure 

<0.1 

ng/mL 

0.1-0.6 

ng/mL 

<0.6 

ng/mL 

[37, 32, 28, 29, 22, 

39] 

C-Reactive Protein Inflammation 
1.0 

ug/mL 

1.0-3.0 

ug/mL 

>3.0

ug/mL
[37, 32, 28, 29, 42] 

D-Dimer
Thrombosis, heart 

failure 

<500 

ng/mL 
- 

>1000

ng/mL
[29, 43, 44, 45, 39] 
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sensitive fashion to determine the general levels of the biomarkers present in the bloodstream. 

Determining these levels can then allow physicians to order additional testing or procedures to 

confirm the patient’s condition, the severity, and the potential treatments at much earlier time 

points, thus reducing the mortality and financial burden of these diseases and improving the 

quality of life of the patients. This need can be fulfilled by simplifying biochemical marker 

testing by developing targeted and rapid-action biosensors. 

1.2 BIOSENSORS 

1.2.1 Definition and components 

A biosensor is a bioanalytical device designed to detect or measure a chemical or biological 

substance by measuring the interaction between the target substance and a corresponding 

detection element and translating that interaction into a readable signal [46]. This implies that 

previously stated techniques such as ELISAs and LFDs can also be categorized as biosensors. 

However, recently developed biosensors focus on providing rapid results with very little 

preparation and turnover time, such as glucose biosensors for measuring blood glucose (which 

operates in a matter of seconds), or over-the-counter pregnancy tests (which operates in a matter 

of minutes)A typical biosensor consists of five components as outlined below (Figure 1-4). 
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Analyte: The analyte is the target molecule that the biosensor is intended to detect. 

Biosensors typically focus upon markers that are released into bodily fluids such as sweat, blood, 

urine, saliva, or other such biological fluids. Analytes can range from being molecules, proteins, 

antigens, ligands, and DNA strands to possibly being complexes or even cells. 

Figure 1-4. Components of biosensors 

Schematic demonstrates the five main components of biosensors and examples of each component

Biological detection element: The biological detection element is the detection element 

that corresponds to the target analyte with strong selectivity and specificity to avoid interaction 

with other analytes in solution. The most common biological detection elements utilized in 

biosensors are enzymes, antibodies, and receptors, although aptamers have been gaining ground 

recently. 
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Bio/material interface: In order to translate the interaction between the analyte and the 

biological detection element into a readable signal, the biological detection element must be 

tethered to some sort of material interface that interacts favorably with the transducer. The 

interface is often a material – such as metals (gold, silver, platinum, titanium), chitosan, 

grapheme, carbon, silica, polymers, gold – that the biological detection element can directly bind 

to, or a material interface with biological tethering groups. The material interface is often 

presented as nanoparticles, nanowires, or even patterned metal on a non-conductive surface. The 

biological interfaces can be crosslinkers that tether the biological detection element directly to 

the surface, or even self assembled monolayers (SAMs), which are molecular assemblies of 

molecues or proteins forming ordered domains spontaneously on surfaces via adsorption or 

chemical linkage. 

Transducer: The transducer is coupled with the bio/material interface in a manner that 

allows the interaction between the biological detection element and the analyte to be 

“transduced” (translated) into a readable signal. Popular transducers utilized in biosensors are 

electrochemical (amperometry, potentiometry, conductimetry, impedimetry), optical 

(colorimetric, fluorescence, luminescence), and mass change (piezoelectric/acoustic wave). 

Electrochemical biosensors are most often used in point-of-care devices as they are portable, 

simple, easy to use, cost-effective, and disposable. For instance, glucose biosensors are 

electrochemical biosensors based on screen-printed amperometric disposable electrodes. While 

amperometric and potentiometric transducers have been the most commonly used for biosensing 

devices, impedimetric devices have rapidly been gaining ground due to their classification as 

label-free detection biosensors. 
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Measuring device: The measuring device reads the transduced signal and translates the 

signal into an output that can be transformed into the concentration or level of the analyte present 

in the sample. The measuring device is highly dependent on the transducer utilized. For instance, 

electrochemical transduction often requires a potentiostat for the detection of the electrochemical 

signal, optical requires fluorometers and spectrophotometers, and mass change based 

transduction requires the use of a quartz crystal microbalance (QCM). However, most of these 

instruments can be rather expensive, and in the case of optical sensors, are more suitable for 

laboratory-based testing rather than point-of-care devices. ELISAs can be categorized as a 

fluorescence-based optical biosensor that utilizes fluorescent antibodies tethered to a 96 well 

plate by a corresponding enzyme and antibody, but as mentioned earlier, ELISAs are not suitable 

for rapid, point-of-care assays. 

 

1.2.2 Necessary parameters 

 

 

When designing a biosensor, the major challenge lies in determining the interaction between the 

biological detection element and the analyte that has high affinity, sensitivity, and selectivity 

with the target analyte, and can give reproducible results without losing its bio-recognition 

capabilities over time. Therefore, it is paramount that the following parameters are addressed 

when developing a biosensor –  

Accuracy: Accuracy is the amount of uncertainty in comparison to a standard value, 

which, in this situation, is represented by values derived from ELISA assays. The biosensor must 

accurately detect the analyte concentrations (or accurately differentiate between stages of 

diseases) in order to be successful. The biosensor must also demonstrate comparable accuracy to 
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the current gold standards of detection, the ELISA assay. Accuracy will therefore be determined 

by analyzing how the biosensor-derived analyte concentrations compare to the ELISA-derived 

analyte concentrations statistically. There are two possible measures of accuracy the biosensor 

can achieve – exact analyte concentration (in which there is a low amount of uncertainty between 

the exact value of the ELISA assay versus to biosensor-derived value), or range concentration (in 

which the biosensor can successfully differentiate between concentration ranges rather than 

deriving the exact concentration of the analyte). 

Specificity: The biosensor must only detect the analytes that the biosensor is specifically 

targeting. In biological samples, it is impossible to isolate the target biomarkers among the 

remaining biological substances present in the sample (i.e. in a serum sample, there are 

numerous biomarkers, not just the target, present in a sample). If the biosensor is capturing other 

analytes, then the accuracy of the measurement is impacted and is therefore suspect. Specificity 

is often determined by selecting a suitable biological detection element. In this research effort, 

aptamers were selected as the biological detection element, which demonstrate specificity 

comparable to antibodies. Specificity will be addressed by examining the correlation coefficient 

of the calibration curves (determined by comparing the change in signal against analyte 

concentration) in laboratory samples. In clinical samples, specificity will depend upon how the 

biosensor-derived analyte concentration and the clinically-derived analyte concentration compare 

statistically. 

Precision: The biosensor must be able to detect levels or concentrations within a narrow 

and acceptable range of error. If the error margin for the measurements is too wide, then the 

biosensor will have difficulty differentiating between levels or concentrations, thus impacting the 

ability of the biosensor to determine the severity or stage of the disease in question. Therefore, 
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biosensor precision will be addressed by examining the error bars for each point on the 

calibration curve. Smaller error bars demonstrate better precision, whereas larger error bars 

demonstrate poor precision, especially if the error bars of each calibration curve point overlap, 

thus indicating the biosensor’s inability to differentiate between points (concentrations) on the 

calibration curve. 

Sensitivity: The biosensor must be able to detect the concentrations or levels within and 

even beyond a clinically relevant range of analytes (especially the lower concentration ranges, as 

the lowest concentration a biosensor can detect represents its limit of detection), and must be 

able to differentiate between stages and cutoff points. In this research effort, sensitivity is 

represented by the slope of the calibration curve – a higher slope indicates greater sensitivity 

because a higher slope indicates that there is a greater change in signal between the points on the 

calibration curve. This greater change in signal between concentrations can therefore allow for 

larger error bars (poorer precision) without allowing the error bars to overlap. However, lower 

slope values demonstrate lower changes in signal between concentrations, thus exhibiting lower 

sensitivity, which will require measurements to be extremely precise to avoid overlap in error 

bars. 

Selectivity: The biosensors must not be impacted by the interference (i.e. proteins, cells, 

ions, sugars, molecules, etc) present in the biological sample, or should be able to accurately 

distinguish between the detection of the target analyte and the background interference generated 

by the biological sample. Biosensor selectivity can be dependent on biosensor specificity 

(especially if the specificity of the detection element utilized is poor). However, aptamers are 

stated to have specificity comparable to antibodies, so the detection element specificity should 

not be a significant factor in the selectivity of the biosensor. Biosensor selectivity will be 
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dependent on whether the correlation coefficient of the calibration curve decreases with the 

addition of interference in the samples. 

Reproducibility: It is essential that the biosensors do not demonstrate significant batch-

to-batch variation, both within batches and between batches. Batch-to-batch variation can lead to 

highly variable readings, which will negatively impact the sensitivity, precision, and ultimately 

accuracy of the biosensor. Biosensor reproducibility is dependent upon precision, as poor 

precision can lead to a lack of reproducibility (as there is too much room for error to propagate). 

In this research effort, biosensor reproducibility is not only assessed by examining the precision 

of the various testing procedures, but also by examining whether trends exist when measuring 

the biosensing signal across a variety of samples. The existence of a trend will indicate that most 

samples will behave similarly, thus allowing us to establish potential reproducibility. 

 

1.2.3 Currently available cardiac biosensors 

 

 

Biosensing devices currently on the market are primarily used within a clinical setting rather than 

in a domestic setting, and all of the devices are based upon antibody assays utilizing different 

material interfaces (ie. Gold, silicon, etc). Devices such as RAMP 200 (Response Biomedical), 

BioCentrix Cardiac Panel (BioCentrix), Quantech CK-MB and Myoglobin Assay (Quantech), 

AlphaDX (First Medical), Cardiac Reader (Roche Diagnostics), and Triage Troponin I Test 

(Alere) are still primarily benchtop analyzers that are based upon fluorescent-immunoassays, 

thus requiring fluorescently-labeled antibodies and a benchtop analyzer for the fluorescent assay 

detection. In addition, many of these devices require more blood than the typical glucose 

detector, hence requiring skilled personnel for patient blood drawing. Unlike these devices, I-stat 
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(Abbott) is a hand-held device based upon electrochemical assays, specifically, potentiometry 

[47]. However, I-stat depends on use of cartridges for individual biomarkers with only three 

developed cardiac cartridges (Troponin I, Creatinine Kinase, and Brain Natriuretic Peptide), 

wherein the cartridges are expensive and are antibody-based assays limited to only single use 

cartridges. 

 

 

1.3 IMPEDIMETRIC BIOSENSORS 

 

 

1.3.1 Electrochemical impedance spectroscopy 

 

 

 

Electrochemical impedance spectroscopy (EIS) is a technique that measures the impedance 

(opposition to the flow of alternating current, AC) of a system over a range of frequencies within 

an electrochemical cell, thus measuring the frequency response of the system. Impedance (Z) 

essentially translates the concept of resistance to an AC system and possesses both magnitude 

and phase due to the sinusoidal current, whereas resistance possesses only magnitude (resistance 

can be depicted as an impedance with zero phase angle). Impedimetric biosensors are highly 

sensitive and are label-free, thus reducing the complexity of the system by removing the need for 

labels such as fluorescent tags. In addition, impedimetric biosensors are amenable to 

miniaturization and are cost-efficient, thus offering a low-cost path forward for rapid analysis. 

Therefore, impedimetric biosensors are ideal for point-of-care diagnostics and can be highly 



promising for direct use at the patient-bedside, in-ambulance use by paramedics, or even during 

clinical visits as a useful screening device [46, 48, 49]. 

The principle of impedimetric biosensors is dependent on the ability of the chosen redox 

probe in the analyte to access the surface of the electrode (Figure 1-5). As layers (target, Figure 

1-5 c) are bound to the electrode surface (receptor, Figure 1-5 a), the redox probe encounters

more barriers to the surface of the electrode and therefore encounters more resistance (Figure 1- 

Figure 1-5. Principle of electrochemical impedance spectroscopy 

Schematic demonstrating the fundamental principle of EIS, where (a) represents the redox probe 

encountering a barrier represented by Rct (1) (d), (b) represents the equivalent circuit for the particular 

system by which Rct is derived, (c) represents the redox probe encountering an additional barrier with 

binding of the target to the receptor, and (d) representing how the additional barrier results in an increase 

in Rct (2) [50] 

21 



22 

5 c), depicted as charge transfer resistance (Rct) in the output Nyquist plot (Figure 1-5 d). A 

Nyquist plot is a parametric plot of frequency response in an EIS spectra, and when depicted in 

cartesian coordinates, can be depicted as imaginary impedance (Z”, y-axis on Figure 1-5 d) 

versus real impedance (Z’, x-axis on Figure 1-5 d). Nyquist plots are often analyzed by creating 

an equivalent circuit model (Figure 1-5 b) to assess the value of each component of the Nyquist 

plot. In Figure 1-5 b, the circuit consists of solution resistance (Rs), a charge transfer resistance 

(Rct), a dual layer capacitor (Cdl), and a Warburg impedance (Zw). The Rs is the resistance 

inherent in the system due to the use of an electrolyte (Fe(CN)6
3-/4-

) for impedimetric testing

(Figure 1-5 b, d). Cdl represents the storage of electrical energy by the system, which is achieved 

by the separation of charge between the surface of the biosensor interface and the electrolyte 

(Figure 1-5 b). Rct represents the point at which the system focuses wholly on resistance (the real 

component of impedance) against electron transfer rather than examining both the real and 

imaginary components of impedance (Figure 1-5 b), thus “eliminating” any imaginary 

parameters. Therefore, on a Nyquist plot, Rct is depicted by the point at which the semi-circle of 

the Nyquist plot (when extrapolated) touches the x-axis (Z’, Figure 1-5 d). Zw represents the 

Warburg impedance, which focuses on the diffusion processes in the system as opposed to the 

electron transfer process (Figure 1-5 c). Therefore, the most important component of the circuit 

for impedimetric analysis is the Rct value, especially when assessing differences between layers, 

such as a receptor layer (Figure 1-5 d, red), and a receptor layer bound with the target protein 

(Figure 1-5 d, green). Using impedimetric measurements for biosensing is dependent on the 

same principle, where as more analyte binds to the biological detection elements, the Rct value 

will continue to increase until the point of saturation [50]. 
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1.3.2 Advantages compared to other transduction methods 

 

 

While electrochemistry is not the only transducer available for biosensors, it is one of the most 

advantageous. While optical transducers are popular (such as ELISAs), they do require labeling, 

which makes them more sensitive to bio-fouling (for instance, ELISA assays can only be used 

with serum or plasma, not whole blood, due to the interference with the fluorescent label). In 

addition, fluorescent biosensors require more sophisticated and expensive readout equipment, 

therefore making them more suitable for laboratory assays rather than point-of-care devices [51].  

Mass sensitive transducers (such as quartz crystal microbalances) are also categorized as 

label free, and are simplistic in nature as they depend upon minute changes in mass, but are 

occasionally at a disadvantage due to the need to be highly selective. Therefore, mass sensitive 

transducers often have issues with sensitivity in more complex samples. In addition, mass 

sensitive transducers, while gaining popularity, are still more difficult to miniaturize than 

electrochemical methods [52, 53, 54]. 

 

1.3.3 Impedimetric cardiac marker biosensors 

 

While impedimetric biosensors are gaining popularity, especially as simplistic point of care 

devices, there are still few impedimetric biosensors for the detection of cardiac markers, and  

typically focus on myoglobin or C-Reactive Protein (CRP) as the target. Table 1-2 gives a brief 

(but not comprehensive) overview of popular targets and material interfaces for impedimetric 

cardiac marker biosensors. 
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Table 1-2. Examples of impedimetric cardiac biosensors 

Table demonstrating cardiac biomarkers, material interfaces, and assay type for various impedimetric 

cardiac biosensors 

Biomarker Material Interface Assay Type Source 

Myoglobin Interdigitated electrodes Single Analyte [55] 

CRP CNT-modified carbon electrodes Single Analyte [56] 

CRP Gold electrodes Single Analyte [57] 

Lipoprotein-Associated 

Phospholipase 

Iridium-modified carbon electrodes Single Analyte [58] 

IL-6 Gold electrodes Single Analyte [59] 

Low-density 

Lipoprotein 

Gold-NP modified carbon electrodes Single Analyte [60] 

CRP Magnetic beads with carbon electrodes Single Analyte [61] 

TnT Al interdigitated electrodes Multi Analyte [62] 

CRP Gold electrodes Single Analyte [63] 

CRP Carbon electrodes Single Analyte [64] 

IL-6 Au interdigitated electrodes Single Analyte [65] 

CRP Au interdigitated electrodes Single Analyte [66] 

CRP and MPO Iridium oxide modified electrodes Multi Analyte [67] 

TnI and CRP Au-NP composites Single Analyte [68] 

NT-proBNP Gold and carbon nanotube composite Single Analyte [69] 

CRP Al interdigited electrodes Single Analyte [70] 

TnT Streptavidin microsphere screen printed 

electrodes 

Single Analyte [71] 

CRP Polystyrene electrodes Single Analyte [72] 

Myoglobin NP-modified electrodes Single Analyte [73] 

TnI Gold modified ITO electrodes Single Analyte [74] 

Myoglobin Fe-graphite modified electrodes Single Analyte [75] 

TnT Silicon nanowires Single Analyte [76] 

Myoglobin Polyalanine nanowires Single Analyte [77] 

TnI Tin oxide electrodes Single Analyte [78]
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2.0 PROPOSED BIOSENSOR PLATFORM 

While there are endless possibilities for creating a biosensing platform as seen in Section 1.0, 

developing an impedimetric biosensor (where the transducer is electrochemical impedance 

spectroscopy and the measuring device is a potentiostat) seems most advantageous towards 

building up a facile and rapid assay that can be translated to a less sophisticated device in the 

future. However, to create an effective biosensor, much focus must be placed on the analyte in 

question, the detection element for the analyte, and how the detection element will be tethered to  

a substrate amenable to the transducer. 

2.1 ANALYTE AND DETECTION ELEMENT 

Section 2.1.1 Brain Natriuretic Peptide and Troponin T 

Table 1-1 gives an overview of the many prominent  cardiac biomarkers that would be useful for 

diagnosis of various cardiovascular diseases, but it would be easier to primarily tailor the 

biosensor for one or two markers initially. Therefore, we targeted the biosensor for cardiac 

biomarkers brain natriuretic peptide (BNP) and Troponin T (TnT) simultaneously on a single 
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device. BNP is a polypeptide secreted by heart ventricles into the bloodstream upon excessive 

stretching of cardiomyocytes during cardiac stress, thus serving as an indicator for congestive 

heart failure (CHF) and coronary artery disease (CAD). TnT, on the other hand, is a protein 

released into the bloodstream upon myocyte injury or death during cardiac injury, thus serving as 

an indicator for myocardial infarctions (MI) [32, 28, 38, 22]. Therefore, tailoring a biosensor to 

these two cardiac markers would be of significant interest to the cardiovascular health 

community, especially in the detection and monitoring of prominent CVDs such as CHF, CAD, 

and MI, which are some of the primary CVDs of interest. 

 

Section 2.1.2  Aptamers 

 

 

While antibodies and enzymes (which are currently the golden standard for most biosensing and 

ELISA assays) have desirable properties, the chemical instability of antibodies and enzymes 

reduces their longevity and effectiveness [79, 80, 81, 82]. In this regards, aptamers, which are 

single-strand DNA, and RNA nucleotides, not only demonstrate high affinity, sensitivity, and 

selectivity like enzymes and antibodies, but they also exhibit a range of attributes. These include: 

(a) High reproducibility and purity during synthesis procedures, (b) Chemical stability at higher 

temperatures than antibodies and enzymes and therefore have a longer shelf-life, (c) Ability to 

undergo reversible denaturation and therefore regenerate [83, 84, 85, 86, 87], which is essential 

for designing a reusable biosensor, and finally, (d) Ability to undergo conformational changes 

upon binding of analytes, thus offering more flexibility for biosensor design [79, 80, 81, 82].  

Therefore, the use of aptamers in a biosensor, especially in tandem with the components of the 
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proposed biosensor, can be essential in the development of a highly accurate, sensitive, and 

precise biosensor. 

 

 

 

2.2 PLATINUM SUBSTRATE 

 

 

 

 

Platinum (Pt) wires are the ideal candidate for the material interface due to its noble metal status, 

high conductivity, and biocompatibility [88]. Silver (Ag) and gold (Au) also demonstrate similar 

properties, but Ag is known to oxidize very easily when exposed to ambient air. Au on the other 

hand, demonstrates oxidation resistance and has been commonly used for biosensing applications 

(thus reducing its novelty for the application). It is also highly adsorptive and may lead to 

diminished sensitivity, especially when testing clinical samples in which proteins other than the 

cardiac markers of interest exist [89]. Therefore, the use of Pt may be able to reduce the 

probability of adsorption while maintaining excellent conductivity and biocompatible properties. 

In addition, most biosensor studies conducted on Pt interfaces still utilize antibodies and 

enzymes as detection elements, and often use Pt electrodes or nanoparticles in tandem with other 

material interfaces such as carbon nanotubes or nanocomposites, graphene, chitosan, silica, 

polymers, or gold [88, 89, 90, 91, 92, 93, 94, 95, 96, 97]. Moreover, all studies that focus on the 

use of Pt electrodes or nanoparticles require hybridizing the electrodes with another material, 

thus increasing the complexity of the biosensor, which could negatively impact the precision and 

reproducibility, thereby impacting sensitivity and accuracy.  
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2.3 BIO/MATERIAL INTERFACE 

 

 

 

 

Self-assembled monolayers (SAM) are molecular assemblies of molecules or proteins that form 

ordered domains spontaneously on surfaces via adsorption [98, 99]. SAMs are necessary to 

tether the aptamer (biological detection element) to the Pt wires (material interface) to maintain a 

connection between these two elements that can be transduced into a readable output. SAMs can 

be either simple (consisting of few components) or complex (consisting of multiple 

components), with each of the components playing a role in functionalizing the surface or the 

biological detection element to promote binding [100, 101, 102]. However, with increasing 

complexity of SAM, there is growing possibility of inconsistencies or errors, which can impact 

the precision and reproducibility of the biosensors [50, 100]. Therefore, while the SAM outlined 

here will be applied to Specific Aim 1 (Section 4.0), it will be assessed in detail in Specific Aim 

2 (Section 5.0) to determine if all the layers are necessary. 

In order to reduce the complexity of the SAM, the linkers in the biosensor were kept 

simple – cysteamine [C2H7NS] was utilized to thiolate the Pt substrate and expose an amine 

group for binding [98, 103]. Glutaraldehyde [C5H8O2] was then bound to cysteamine’s free 

amine group with one aldehyde to expose the other aldehyde group for binding [104]. 

Neutravidin, a tetrameric protein was then bound to the exposed aldehyde group via amine 

groups present on the protein, creating four binding sites for the biotinylated aptamer to bind to. 

The extremely strong and well known chemistry between biotin and Neutravidin ensures that the 

complex is stable at room temperature and the electrolyte pH, and the tetrameric nature of 

Neutravidin opens up more binding sites then just binding aptamer alone [105]. 
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Therefore, with all the elements of the biosensor (the analyte, biological detection 

element, bio/material interface, transducer, and measuring device), we are now prepared to move 

on to the overall goal of this thesis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



30 
 

 

 

3.0 SPECIFIC AIMS 

 

 

The overall goal of this thesis is to improve biochemical marker testing by fabricating and 

optimizing an impedimetric platinum wire-based multi-array aptamer biosensor (where multi-

array pertains to the detection of multiple biomarkers on one platform) to detect cardiac markers 

present in just µL of biological sample. The simplicity of the platform lends itself to facile 

miniaturization and eventual translation to a point-of-care cardiac marker biosensor that can be 

easily used in emergency rooms in on-demand situations, in ambulances, in clinics that lack the 

expensive equipment and facilities that hospitals have, and possibly even for at home use by the 

patients themselves. Successful execution of this thesis will not only open doors for rapid 

screening of CHF and MI (via BNP and TnT detection respectively), but could possibly be 

applied to various other disease states that can be diagnosed or screened for via biochemical 

marker testing due to the universal nature of the platform. We plan to achieve our overall goal by 

pursuing three aims –  

 

 

 

 

 



31 
 

3.1 SPECIFIC AIM 1 

 

 

Fabricate platinum wire multi-array platforms and optimize the electrode parameters to 

enhance precision and antigen detection.  

The purpose of this aim is to create and optimize an electrode platform that can maintain 

precision and reproducibility without compromising biosensing capabilities across all electrodes 

on a single platform. Achieving this aim could assist in reducing batch-to-batch variation and 

promoting reproducibility across a wide array of electrodes. 

 

3.1.1 Aim 1.1 – Construction of a functional multi-array arrangement of vertically 

aligned platinum wires where one end serves as the point of contact and the other end 

serves as the electrode surface intended for testing.  

 

While the initial tests will not focus on the detection of multiple cardiac markers, the platform 

should be designed to do so. Even at this early stage, the biosensor should have multi-array 

capability so that multiple cardiac markers can be detected using a single platform in the future. 

In addition, creating a simple biosensor that uses one end of the platinum wire as the biosensor 

surface and the other as the electrical point of contact reduces the complexity of the biosensor 

significantly and also allows for miniaturization and easy translation to a portable or handheld 

device. 
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3.1.2 Aim 1.2 – Assessment of the electrochemical properties of various polishing grits 

and electrode diameters to determine which electrode demonstrates ideal electrochemical 

properties.  

 

The bio/material interface is essential as that serves as the platform on which the biosensor will 

be created. While the selection of platinum allows for biocompatibility with minimal oxidation 

and absorption, the surface roughness and the diameter of the platinum wire will definitely have 

an impact upon the conductivity and impedimetric response of the electrodes. Therefore, it will 

be necessary to assess whether these differences are significant and how that may impact 

biosensor performance. 

 

3.1.3 Aim 1.3 – Functionalization of the electrodes to create biosensors specific for TnT 

and BNP to determine which polishing and diameter parameter results in most precise and 

linear antigen detection.  

 

This sub-aim analyzes the effectiveness of the biosensor on each of the surface diameters and 

roughness factors to assess which parameters are ideal for the biosensor fabrication, not just the 

electrode performance. For the entirety of this thesis, the focus will be on the detection of BNP 

and TnT, although future studies can assess a wide array of biomarkers. 
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3.2 SPECIFIC AIM 2 

Optimize the concentrations, incubation times, and self-assembled monolayer (SAM) 

combinations to improve biosensor precision and sensitivity.  

This purpose of this aim is to focus on optimizing the components of the SAM of the 

biosensor and the antigen incubation time to enhance the precision and sensitivity of the 

biosensors. Achieving this aim can allow us to reduce the complexity of the biosensor, which 

could potentially assist reproducibility, elucidate the necessity for each functionalization layer, 

and can possibly reduce detection time, thus increasing the rapidity of the assay. 

3.2.1 Aim 2.1 – Assessment of the optimal incubation time and concentration necessary 

for each of the functional layers to promote enhanced binding of the layers.  

In this sub-aim, the focus is to optimize the concentrations and incubation times. This 

optimization will allow for us to determine whether higher or lower concentrations of the SAM 

components are more effective for biosensor performance, and how long the SAM components 

require to bind to the biosensor surface without losing efficacy. 
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3.2.2 Aim 2.2 – Determination of whether certain functional layers can be removed from 

the biosensor to reduce complexity while maintaining specificity, precision, and sensitivity.  

 

While the SAM components are all outlined in Section 2.0, there may be a possibility that some 

of those components can be removed without impacting biosensor performance greatly. Removal 

of SAM components will allow for reduced complexity of the biosensor, which may in turn 

improve the reproducibility and lower batch to batch variation in the biosensors. However, the 

removal of the SAM components should not impact the sensitivity, precision, or specificity of 

the biosensor as that will have a negative effect on the biosensors. 

 

3.2.3 Aim 2.3 – Optimization of the time required for antigen incubation to maintain 

precision, sensitivity, and specificity while exhibiting a linear pattern (indicator of lack of 

saturation of binding sites).  

 

This sub-aim looks specifically at antigen incubation time (antigen concentrations will be set 

values within the clinical ranges). Longer antigen incubation times lead to greater antigen 

binding, but there is a possibility that greater antigen binding at lower concentrations can cause 

the biosensors to saturate at higher concentrations. Therefore, it is necessary to strike a balance 

between the antigen incubation/binding time and the linearity of the calibration curves derived 

from the biosensor. 
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3.3 SPECIFIC AIM 3 

 

 

Determine a single-frequency for cardiac marker detection, optimize aptamer 

regeneration, and test the biosensor against clinical samples for cardiac marker detection.  

The purpose of this aim is to further simplify the testing procedure and to determine how 

to achieve a baseline reading for successful clinical testing of the biosensor. Achieving this aim 

will allow for possibly even faster detection times as well as a methodology for factoring 

biological interference, which is a large contributor to biosensor fouling. 

  

3.3.1 Aim 3.1 – Assessment the resultant Bode plots from electrochemical impedance 

spectroscopy to determine a single-frequency for each cardiac biomarker that exhibits 

excellent antigen detection.  

 

The previous aims observe biosensor performance across a range of frequencies. However, this 

sub-aim will focus on determining the best single-frequency that will exhibit optimal antigen 

detection. By focusing on a single-frequency (rather than a range of frequencies), the biosensor 

sensitivity could be greatly improved, and the use of a single-frequency will also make 

miniaturization more facile and less complex.  
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3.3.2 Aim 3.2 – Determination of the applied voltage necessary for regenerating the 

aptamer (without damaging the biosensor functional layers and antigen detection 

capability) to create a reusable biosensor.  

A unique quality of aptamers (compared to antibodies, which are currently the golden standard 

for ELISA assays) is that they can be reused by inducing the unfolding and refolding of the 

aptamer. However, current strategies for regeneration of aptamers focus on chemicals that could 

damage the other layers of the biosensor. Therefore, this aim will look into applied voltage or 

current regeneration to assess biosensor regeneration without compromising the biosensing 

signal. 

3.3.3 Aim 3.3 – Testing the fully optimized biosensor against clinical whole blood and 

serum samples to determine the effectiveness and capability of the fabricated biosensor as a 

potential in-vitro diagnostic device.  

At this stage, fabrication, optimization, and simplification will have been assessed, thus paving 

the way for clinical testing. Clinical testing will focus on whole blood and serum. Serum and 

plasma are the current gold standards for biochemical marker testing. However, testing the 

biosensor against whole blood will allow for us to determine whether no blood processing is 

required for cardiac marker detection with the biosensor, thus allowing our device to bypass 

additional processing time. 
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4.0 SPECIFIC AIM 1 – FABRICATE PLATINUM WIRE MULTI-ARRAY 

PLATFORMS AND OPTIMIZE THE ELECTRODE PARAMETERS TO ENHANCE 

PRECISION AND ANTIGEN DETECTION 

4.1 INTRODUCTION 

Selection of a biosensor material interface for an impedimetric biosensor is highly dependent on 

the conductivity and biocompatibility of the selected material, especially when using any sort of 

biological linker and biological detection element. Therefore, the selection of platinum, with its 

excellent conductivity and biocompatibility, lends itself as an excellent substrate. However, as 

outlined in Table 1-2, most biosensor studies are single-analyte, and even though we chose to 

target BNP and TnT, we wanted the platform to be open to multi-analyte testing in the future. 

Therefore, creating a platform with an array of electrodes rather than a singular electrode can act 

as both a single (where all arrays are focused on detecting a single analyte for a larger sample 

size) or multi-analyte (where each array focuses on detecting a different analyte for a larger 

variety of analyte detection) platform testing. In addition, having an array of electrodes on a 

single platform may reduce batch to batch variation between electrodes significantly rather than 

producing each array on a different platform. 

Use of Pt wires (where one end serves as the electrical contact and the other serves as the 

biosensing surface) could alleviate the need for hybridization and the difficulty with 
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miniaturization, as the diameter and the surface polish of the wire can be easily controlled and 

reduced to a nanoscale level. To the best of our knowledge, there are no studies to date, utilizing 

standalone, un-hybridized Pt wires for biosensors, especially a simplistic model where one end 

of the wire serves as the surface while the other end serves as the electrical contact. Therefore, 

creating a multi-array biosensor using individual platinum wires as different electrodes in a 

platform could be extremely useful for and future applications of biosensors in diagnostic fields, 

especially in terms of scaling and miniaturizing the construct into a point-of-care device. 

 

 

4.2 EXPERIMENTAL METHODS 

 

 

4.2.1 Reagents 

 

Potassium ferrocyanide and Potassium ferricyanide were purchased from Fisher Scientific, 

Cysteamine was purchased from Acros Organics, and Glutaraldehyde was purchased from 

Sigma-Aldrich. Avidin was purchased from Thermo-Fisher Scientific, brain natriuretic peptide 

(BNP) and TroponinT (TnT) biotinylated aptamers were purchased from OTC Biotech (BNP 

aptamer sequence – ATA CGG GAG CCA ACA CCA CGT TGC GCA GCT GGG GGC AGT 

GCT CTT TCG ATT TGG AGA GCA GGT GTG ACG GAT; TnT aptamer sequence – ATA 

CGG GAG CCA ACA CCA GGA CTA ACA TTA TAA GAA TTG CGA ATA ATC ATT 

GGA GAG CAG GTG TGA CGG AT). BNP antigen was purchased from ABDSerotec, and 

TnT antigen was purchased from LeeBio. All the aqueous solutions needed were either prepared 
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in Phosphate-Buffered Saline (PBS) purchased from Lonza or Millipore de-ionized water (18 

MΩ cm
-1

).

4.2.2 Electrode preparation 

Vertically aligned Pt wires (0.25 mm dia, 0.5 mm dia, and 1.0 mm dia, 99.9% metals basis, Alfa-

Aesar) were arranged in a polydimethylsiloxane (PDMS) mold (Krayden) in a circular pattern 

and then cast in a non-conducting epoxy resin disk (Buehler) in a circular pattern so that 8 Pt 

electrodes were housed in each disk (Figure 4-1) and polished to 50 µm on 320 grit, 5 µm on  

Figure 4-1. Biosensing disk preparation  

Schematic demonstrates how vertically aligned platinum wires are arranged and then cast in 

epoxy resin to form a multi-array platinum electrode disk
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1200 grit, and 50 nm and 2400 grit silicon carbide (SiC) paper (Allied High Tech Products, Inc.). 

The resulting disk was sonicated in de-ionized water followed by 95% ethanol (EtOH) for five 

minutes each prior to electrochemical characterization and functionalization. The electrode disk 

was designed to ensure that each set of electrodes (categorized by diameter) were exposed to the 

same polishing, characterization, and functionalization techniques and conditions.  

4.2.3 Electrochemical characterization 

All electrochemical characterization was carried out using a Gamry series G Potentiostat 

(GAMRY PCI4-G300) in an electrolyte solution of 5mM potassium ferro/ferricyanide redox 

couple in 10 mM PBS (Fe(CN)6
3-/4-

), utilizing Ag wire (+0.7996 V vs. Standard Hydrogen

Electrode) as the reference electrode and Pt wire as the counter electrode (Figure 4-2). For 

electrode characterization, both cylic voltammetry (CV) and EIS experiments were conducted, 

and for functionalization and antigen binding assessments, EIS experiments were executed after 

each step. CV experiments were carried out across a potential range of -0.4V to 0.6V at a scan 

rate of 100mV/s, and EIS experiments were directed across a frequency range of 300,000 Hz – 

0.01 Hz with an AC voltage of 10 mV rms, and were analyzed using Z-view (Scribner 

Associates, Inc.) to determine charge-transfer resistances. 
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Figure 4-2. Electrochemical cell setup  

Schematic demonstrates the electrochemical cell setup and how the platinum disk working electrodes, silver 

reference electrode, and platinum counter electrode fit into the Ferro/Ferricyanide electrolyte chamber

4.2.4 Electrode functionalization 

Pt electrodes were treated with 2 µl of each functional layer. Electrodes were first treated with 10 

mg/mL cysteamine prepared in de-ionized water for 1 hour at room temperature, followed by 

25% glutaraldehyde in water for 1 hour at room temperature for thiolation and carboxylation of 

the surface. The surface was then treated with 1 mg/mL Neutravidin prepared in 10 mM PBS for 
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2 hours at room temperature, followed by incubation with 148 µg/mL biotinylated BNP and TnT 

aptamers for 2 hours at room temperature. Electrodes were stored in PBS at 4°C. 

4.2.5 Antigen testing 

Four concentrations for both BNP and TnT were prepared, each falling within the clinical range 

representing low to high risk for cardiovascular disease (CVD). BNP-aptamer biosensors were 

thus successively treated with 2 µl of 0.2 ng/mL, 0.6 ng/mL, 1.0 ng/mL, and 2.0 ng/mL BNP, 

and TnT-aptamer biosensors were successively treated with 2 µl of 0.005 ng/mL, 0.01 ng/mL, 

0.02 ng/mL, and 0.04 ng/mL TnT in order to develop a calibration curve for future biosensor 

testing. The concentrations selected not only fall within the clinical ranges for BNP (>0.3-0.6 

ng/mL is prognostic for unstable heart function, and higher levels, especially near and above1 

ng/mL, typically indicate greater degree of heart failure) and TnT (> 0.02 ng/mL levels of TnT 

are prognostic for heart attacks), but also go beyond the minimum and maximum limits of the 

clinical ranges. EIS measurements were then taken after each antigen incubation for calibration 

curves. All antigen binding steps were conducted at room temperature for 5 minutes to examine 

the rapidity of detection by the biosensor. 

4.2.6 Graphical representation 

Graphical representation of antigen detection was performed using Microsoft Excel (Microsoft 

Office). Increase in Rct between concentrations was compared between wire diameters and 
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polishing grit (n =3 per concentration) using standard error (SE). Graphical representations 

reflect mean ± SE. 

4.3 RESULTS & DISCUSSION 

4.3.1 Characterization of electrode parameters (within batches) 

Three disks of vertically aligned platinum wire electrodes were prepared utilizing 0.25 mm 

diameter (0.059 mm
2
 surface area), 0.5 mm diameter (0.19 mm

2
 surface area), and 1.0 mm

diameter (0.79 mm
2
 surface area) platinum wire electrodes. Each disk was polished with each of

the three grits (50 µm, 5 µm, 50 nm), thus, creating a total set of nine parameters that were 

characterized, functionalized, and tested for antigen detection. Electrochemical characterization 

of the bare platinum electrodes within each of nine possible parameters was depicted via cyclic 

voltammagram (CV, Figures 4-3, 4-4, 4-5) and electrochemical impedance spectroscopy (EIS, 

Figures 4-6, 4-7, 4-8). In the CVs, the current of the working electrode (Pt wires) was measured 

across a voltage range at a particular scan rate (mV/s), and the potential was cycled across +0.6V 

and -0.3V at a scan rate of 100 mV/s to exhibit the oxidation and reduction cycle of the redox 

couple, Fe(CN)6
3-/4-

, present in the electrolyte. As the CV was being measured against a

reference electrode (Ag wire), 0V does not result in a 0A current – rather, the point on the CV at 

which we saw 0A current was at approximately 150 mV, which corresponds to the open circuit 

potential (the difference between the electrode potentials of the working electrode and the 



Figure 4-3. CV comparisons – 320 grit (50 µm) polish 

Electrode cyclic voltammagram comparisons across 320 grit (50 µm) surface polish at Pt wire diameters 

0.25 mm, n = 8 (a), 0.50 mm, n = 8 (b), and 1.00 mm, n = 6 (c) 
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Figure 4-4. CV comparisons – 1200 grit (5 µm) polish 

Electrode cyclic voltammagram comparisons across 1200 grit (5 µm) surface polish at Pt wire diameters 

0.25 mm, n = 8 (a), 0.50 mm, n = 8 (b), and 1.00 mm, n = 6 (c) 
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Figure 4-5. CV comparisons – 2400 grit (50 nm) polish 

Electrode cyclic voltammagram comparisons across 2400 grit (50 nm) surface polish at Pt wire diameters 

0.25 mm, n = 8 (a), 0.50 mm, n = 8 (b), and 1.00 mm, n = 6 (c) 
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reference electrode when no current is passed through the system). In the oxidation reaction, the 

electrons flowed from the electrode surface to the redox couple and exhibited a positive peak 

current, known as cathodic peak current (IpC). In the reduction reaction, the electrons flowed 

from the redox couple of the electrode surface, thus exhibiting a negative peak current, known as 

the anodic peak current (IpA). So when comparing CVs across parameters, the most important 

aspects of note were the maintenance of peak separation across parameters (approximately 60 – 

80 mV), and the peak currents, especially the ratio of IpC to IpA. 

For EIS (Figures 4-6, 4-7, 4-8), the opposition of the circuit to an AC current flow of 10 

mV rms across a frequency range of 300,000 Hz – 0.01 Hz was measured. As the EIS was 

measured from an AC current flow (rather than DC current flow), the resulting impedance 

possessed both phase and magnitude (thus making impedance a vector quality. Resistance, the 

opposition of a circuit to a DC flow is a scalar quality, possessing only magnitude). The resultant 

Nyquist plots demonstrated the Cartesian coordinates derived from the parametric coordinates of 

the frequency response, where the real component of impedance (Z’) was plotted on the X-axis 

and the imaginary component of (-Z”) was plotted on the Y-axis. The higher frequencies 

typically represent the semicircle on the Nyquist plot, while the lower frequencies typically 

represent the line on the Nyquist plot. When comparing the EIS plots, the most important aspect 

was to examine where the semicircle of the Nyquist plot met the X-axis, the real component of 

impedance, as that value represents the charge-transfer resistance (Rct). 

At the lowest Pt diameter (Figure 4-3, 4-4, 4-5, 4-6, 4-7, 4-8, a) and at the 1200 grit (5 

µm) polish (Figure 4-4, 4-7), the consistency between electrodes was harder to maintain. 

However, the consistency at the highest Pt diameter (Figure 4-3, 4-4, 4-5, 4-6, 4-7, 4-8, c) and 

both the 320 grit (50 µm, Figure 4-3, 4-6) and the 2400 grit (50 nm, Figure 4-5, 4-8) was much 
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Figure 4-6. EIS comparisons – 320 grit (50 µm) polish 

Electrode electrochemical impedance spectroscopy comparisons across 320 grit (50 µm) surface polish at 

Pt wire diameters 0.25 mm, n = 8 (a), 0.50 mm, n = 8 (b), and 1.00 mm, n = 6 (c)



Figure 4-7. EIS comparisons – 1200 grit (5 µm) polish 

Electrode electrochemical impedance spectroscopy comparisons across 1200 grit (5 µm) surface polish at 

Pt wire diameters 0.25 mm, n = 8 (a), 0.50 mm, n = 8 (b), and 1.00 mm, n = 6 (c)
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Figure 4-8. EIS comparisons – 2400 grit (50 nm) polish 

Electrode electrochemical impedance spectroscopy comparisons across 2400 grit (50 nm) surface polish at 

Pt wire diameters 0.25 mm, n = 8 (a), 0.50 mm, n = 8 (b), and 1.00 mm, n = 6 (c) 
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better in comparison. This indicates that at the roughest surfaces, the conductivity was improved 

due to the increased surface area, and that at the smoothest surfaces, the consistency was 

improved due to more uniformity in the surface area. In addition, increasing the diameter of the 

Pt wire also improved consistency as a result of increasing the surface area affected by the 

polishing. We also saw that the differences between electrodes for each parameter was more 

pronounced in the EIS (Figure 4-6, 4-7, 4-8) than in the CV (Figure 4-3, 4-4, 4-5), 

demonstrating the sensitivity of EIS measurements compared to amperometric measurements. 

Therefore, within the individual parameters, the surface polish and the diameter can have a 

significant impact on the consistency of the electrodes within a batch, which will be important 

for future biosensor applications where consistency is essential. 

4.3.2 Characterization of electrode parameters (among batches) 

A representative from each parameter was selected and then compared to the other parameters to 

determine the effect of surface area and surface roughness between parameters rather than 

between electrodes within parameters (Figure 4-9, Table 4-1).  Figure 4-9 demonstrates that an 

that an increase in wire diameter leads to an increase in current, allowing for more facile passage 

of current through the electrode (Figure 4-9 a-c,  Table 4-1) and a decrease in charge-transfer 

resistance (Figure 4-9 b-d, Table 4-1). As the diameter of the electrode increases, the peak 

currents tend to cluster together, demonstrating that polishing has less impact on current passage 

with greater surface area. In addition, within a diameter (i.e. within 0.25 mm), the polishing 

differences are less pronounced than between different diameters (i. e. between 0.25 mm and 1.0 

mm), thus demonstrating that while polishing introduces minor differences, the change in 

diameter introduces the more dramatic difference in peak currents and impedance. The electrode 
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Figure 4-9. Electrode comparisons between parameters 

(a-c) Cyclic voltammagrams at a scan rate of 100 mV/s, and Nyquist interpretations (e-g) of EIS experiments 

at different platinum wire diameters – 0.25 mm (a, c), 0.5 mm (b, e), and 1.0 mm (c, f) demonstrating the 

differences in peak current, peak separation, and impedance between polishing grits at different diameters 
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Table 4-1. Electrode comparisons between parameters 

 Numerical values corresponding to Figure 4-5 depicting peak cathodic currents and peak anodic currents for 

cyclic voltammagrams and charge-transfer resistance for Nyquist plots derived from electrochemical 

impedance spectroscopy between different polishing grits at different diameters 

Pt. Diameter Particle Size 
Cyclic Voltammetry Impedance Spectroscopy 

Rct (Ω) IpC (µA) IpA (µA) 

0.25 mm 

50 µm 1.223 -1.203 4558 

5 µm 0.829 -0.829 57053 

50 nm 1.005 -0.973 24568 

0.50 mm 

50 µm 4.248 -4.620 1205 

5 µm 3.495 -3.463 5352 

50 nm 4.005 -4.027 3030 

1.00 mm 

50 µm 15.62 -15.84 158.3 

5 µm 15.20 -15.46 747.5 

50 nm 15.33 -15.57 568.3 

polished with 50 µm polishing medium always exhibits the highest peak currents (due to higher 

surface area), while 5 µm inevitably exhibits the lowest peak currents. These trends are also 

observed in the Nyquist interpretations of EIS experiments, with 50 µm polished electrodes 

displaying the lowest charge-transfer resistance and 5 µm polished electrodes having the highest 

charge-transfer resistance. 5 µm polishing may have exhibited the lowest peak currents and 

highest charge-transfer resistance (regardless of diameter) due to the underlying physics of 

electron transfer in relation to the surface roughness. An increase in diameter directly led to an 

increase in surface area, but the surface roughness also impacted the surface area as well. 

Rougher surfaces like 50 µm (Figure 4-9, black lines) had the highest peak currents (Figure 4-9 

a-c) and lowest charge transfer resistances (Figure 4-9, d-f) because the surface roughness led to



54 

higher surface area exposure. However, smoother surfaces like 50 nm (Figure 4-9, blue lines) 

had higher peak currents and lower charge transfer resistances than 5 µm too, despite having a 

smoother surface polish. However, the smoother surface polish may also have lent to more 

consistent electron transfer kinetics than a rougher surface. 5 µm, as the middle parameter, did 

not have a rough enough or smooth enough surface to achieve a high surface area exposure or 

consistent electron transfer kinetics, thus leading to 5 µm consistently exhibiting the poorest 

peak currents and charge transfer resistances across all three diameters. While the range of 

charge-transfer resistances across polishing do decrease, there are still substantial differences 

between polishing, especially between 50 µm and 5 µm, thus establishing EIS as a highly 

sensitive technique compared to current based experiments such as cyclic voltammetry. 

4.3.3 Biosensor functionalization and antigen detection 

All charge-transfer resistances obtained from EIS characterization for all nine parameters of the 

biosensors at any stage of the experiment fit the equivalent circuit shown in Figure 4-10 (a). The 

equivalent circuit is a theoretical circuit that models the electrical characteristics of an 

experimental circuit in order to aid with analyzing electronic components in an experiment. The 

equivalent circuit derived for these experiments depicted a solution resistance (Rs, due to the 

ferro/ferricyanide electrolyte couple) in series with the two constant phase element (CPE) 

components, with each CPE component in parallel to a resistance (Rct) component. The CPE 

components result from an electrochemical double layer, which is indicative of exposure of the 

electrode to the electrolyte, thus creating two parallel CPE- Rct circuits representing different 

layers of charge – the first layer being surface charge resulting from surface chemical 
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interactions, while the second layer constitutes ions attracted to but loosely associated with the 

electrode made from 0.5 mm diameter Pt wire polished using 5 mm polishing SiC grit.. Each 

CPE-Rct circuit was marked as inner layer or outer layer, with the inner layer being the 

semicircular portion of the Nyquist plot, and the outer layer being the second portion of the 

Nyquist plot, which would represent a second semicircle with further extrapolation. The outer 

layer semi-circle could also be elucidated further by extending the frequency range past the 

lower limit of 0.01 Hz. However, performing experiments at lower frequencies can introduce a 

higher degree of noise and require more time. In addition, when performing the equivalent circuit 

fit, while the inner layers were derived with a very low error margin, the outer layers often 

exhibited a high degree of error. Therefore, when analyzing for charge-transfer resistance, the 

inner layer semicircle (represented by the first CPE-Rct circuit) was selected. The inner layer 

represented the chemical interaction of interest, while the outer layer represented the possible 

interaction of ions with other charged layers of the electrode/biosensor. Figure 4-10 (b) and (c) 

demonstrates the multiple chemical interactions required to bind the detection element 

(aptamers) to the platinum electrode surface. Cysteamine, glutaraldehyde, Avidin, and aptamer 

were added in succession to one another, followed by storage in PBS (which served as the buffer 

fluid and as the 0.00 ng/mL baseline for antigen detection experiments). As each component was 

sequentially added to the biosensing surface, the charge transfer resistance increased (Figure 4-

10 b, Table 4-2), with Neutravidin binding demonstrating the largest change in charge-transfer 

resistance with respect to the previous functionalization step due to its large size compared to 

cysteamine, glutaraldehyde, and aptamers. Once the biosensors were prepared, the biosensors 

were tested for antigen detection for four clinically relevant concentrations of BNP (Figure 4-11 

a) and TnT (Figure 4-11 b) respectively. As the antigen concentration increased, the charge 
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Figure 4-10. Electrode functionalization 

(a) Equivalent circuit used for fitting and determination of charge-transfer resistance values in following 

Nyquist plots, (b) Nyquist interpretation of EIS experiments conducted after each step of functionalization 

for the biosensor (10 mg/mL cysteamine, 25% glutaraldehyde, 1 mg/mL Neutravidin, and 150 µg/mL 

aptamer), (c) Functionalization schematic with accompanying chemical interactions between 

functionalization layers 
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Table 4-2. Electrode functionalization. 

Table depicting Rct values for each functionalization step as well as the percent change from platinum and 

from previous functionalization steps 

 

Functionalization 

Step 

Rct 

(Ω) 

ΔRct from 

Platinum 

(%) 

ΔRct from 

Previous 

Functionalization 

Step (%) 

Platinum 5833 - - 

Cysteamine 8024 37.6 37.6 

Glutaraldehyde 10713 83.7 33.5 

Avidin 17066 192.6 59.3 

Aptamer 17606 201.8 3.2 

Phosphate Buffered Saline (PBS, Mg
+
) 19247 229.9 9.3 

 

 

transfer resistance increased, thus indicating that as more antigen was bound to the aptamer-

functionalized biosensors, the impedance correspondingly increased. These successive increases 

in impedance allow for the concentration to be electrochemically quantified as a specific charge-

transfer resistance value. 
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Figure 4-11. Nyquist interpretation of antigen detection 

(a) Nyquist interpretation of EIS experiments conducted after each successive concentration of BNP

demonstrating an increase in charge-transfer resistance with an increase in BNP concentration, (b) Nyquist 

interpretation of EIS experiments conducted after each successive concentration of TnT demonstrating an 

increase in charge-transfer resistance with an increase in TnT concentration. Electrode parameters utilized 

for both Nyquist interpretations was 0.50 mm diameter Pt wire polished to 5 µm (1200 grit) 

4.3.4 Linearity and reproducibility of calibration curves for biosensor parameters 

Once all nine parameters were electrochemically tested for both BNP and TnT antigen detection 

through EIS, the percent change between each antigen charge-transfer resistance value and the 

baseline charge-transfer resistance value (%Δ Rct) obtained for PBS was calculated using the 

following equation,   

Percent change Rct (%Δ Rct) = Antigen deposition Rct – Baseline Rct × 100     (Equation 4-1) 

Baseline Rct 
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where baseline Rct represents the charge-transfer resistance of the biosensor without any antigen 

deposition, and antigen deposition Rct represents charge-transfer resistance obtained after the 

biosensor was incubated with an antigen concentration. Once all antigen concentrations were 

tested, the percent changes between the baseline and the antigen charge-transfer resistances 

(Equation 4-1) were plotted against concentration to determine the calibration curve for each 

parameter for both BNP (Figure 4-12, a-c) and TnT (Figure 4-12, d-f). Saturation of these 

clinically relevant levels is indicative of low sensitivity of the biosensor at these crucial 

concentrations. However, linearity is indicative of the success of the biosensor to detect within 

the crucial concentration range and possibly beyond that range as well. Standard error (n = 3) 

was calculated for each concentration and for each parameter, with a smaller standard error 

reflective of precision and reproducibility while larger standard errors served as an indicator of 

inconsistency across the electrodes. Therefore, the parameter that demonstrated excellent 

linearity, correlation, and precision for both BNP and TnT would be considered the ideal 

parameters for future experimentation. At 0.25 mm diameter, all but one parameter (50 nm) 

saturated for BNP (Figure 4-12 a), and all parameters saturated for TnT (Figure 4-12 d), and 

only the 50 nm polish displayed linearity. On the other hand, for 0.5 mm diameter Pt wire, both 

50 µm and 5 µm for BNP demonstrated linearity, but the correlation between concentration and 

percent change in charge-transfer resistance is smaller for 50 µm (R
2
 = 0.89, linear fit) than for 5 

µm (R
2
 = 0.98, linear fit). All the parameters save for 5 µm saturated in TnT (Figure 4-12 e), 

and the 5 µm calibration curve had an excellent correlation (R
2
 = 0.98, linear fit). However, for 

1.0 mm diameter Pt wire, all polishing parameters saturate for both BNP (Figure 4-12 c) and 

TnT (Figure 4-12 f). Another minor aspect to note is that for 0.25mm wire, 5 µm and 1.0 mm 

wire, 50 nm, we see that the calibration curve dips below 0% ΔRct. This drop at the beginning of  



Figure 4-12. Antigen detection calibration curves (all parameters) 

Calibration curves depicting average percent change in charge-transfer resistance as a function of 

concentration and standard error (n = 3) for aptasensors utilizing three polishing grits (50 µm, 5 µm, 50 nm) 

for different platinum wire diameters – 0.25 mm (a, d), 0.5 mm (b, e), and 1.0 mm (c, f) for both BNP (a-c) 

& TnT (d-f) antigen concentration ranges 

60 
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the calibration curve could be the result of instability of the functionalization layers for those 

particular parameters, perhaps either due to smoothness of the surface (50 nm polish) or the 

small area (0.25 mm diameter), although human error may also contribute to possible damage or 

improper binding of the layers.  

 Another interesting observation was that at the 0.5 mm diameter wire, the calibration 

curves did not match the trends demonstrated in Figure 4-9. For the 0.25 mm and 1.0 mm 

diameter wire, we observed that the 50 µm surface polish biosensors (Figure 4-12, black) 

exhibited the highest sensitivity due to their favorable bare electrode characteristics, followed by 

50 nm (Figure 4-12, blue), and then 5 µm (Figure 4-12, red). However, at 0.5 mm diameter, we 

observed that the 50 nm surface polish biosensors demonstrated better sensitivity than the 50 µm 

surface polish biosensors. This switch in performance could be the result of human error, 

especially as Figure 4-9 (e) depicts the difference in charge-transfer resistance between 50 µm 

and 50 nm as smaller for 0.5 mm than the other two wire diameters. This smaller difference, 

coupled with the possibility of human error in polishing and preparation, could account for the 

switch in order of sensitivity. 

While emphasis was placed on the linearity of calibration curves to avoid biosensor 

saturation, the sensitivity and precision of the biosensor is also of importance. At the 0.25 mm 

diameter (Figure 4-12 a, d), the diameter was too small for sufficient attachment of 

functionalization layers, and thus led to a wide margin of the error for each concentration that 

made the biosensor highly unreliable within that concentration range. Both the 0.5 mm (Figure 

4-12 b, e) and 1.0 mm (Figure 4-12 c, f) diameter biosensors demonstrated smaller error 

margins, thus indicating that higher diameter biosensors led to better precision. In terms of 

sensitivity, the 1.0 mm biosensors demonstrated better sensitivity as they had higher calibration 
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curve slopes. However, at the 1.0 mm diameter, all the biosensors demonstrated a logarithmic 

trend, saturating at higher concentrations, making them unreliable for detecting larger 

concentrations of BNP and TnT. Therefore, a balance must be struck between saturation, 

sensitivity, and precision, and it is crucial to select a parameter that best exhibits all three 

characteristics. 

Therefore, the ideal parameter was determined to be 0.5 mm diameter wire polished to 

5 µm. This parameter may have been ideal due to the fact that rougher surfaces (50 µm) tend to 

be better for protein attachment than the polished and more smoother surfaces (50 nm) due to the 

presence of a greater surface area, but rougher surfaces can also induce greater protein 

denaturation [106, 107]. Hence, a surface that is between these two spectra would be considered 

ideal (5 µm). The same compromise could be extended to interpretation of the results for the 

wire diameters, wherein the smaller diameter (0.25 mm) had reduced area for binding, while the 

larger diameter (1.0 mm) had larger area for binding, but also a higher probability of expressing 

inconsistencies or defects on the surface [108, 109], justifying the middle diameter (0.5 mm) to 

be the ideal condition. Therefore, surface area (especially in terms of the electrode area and the 

surface roughness of the electrode) can have a significant impact in the biosensor assembly, 

especially when the biosensor depends upon adsorption or chemisorptions of chemicals and 

proteins on the surface [110]. 
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4.4 CONCLUSIONS 

In summary, we have designed a vertically aligned platinum wire-based aptasensor multi-array 

(VAPAA) impedimetric biosensor that could detect markers indicative of myocyte stress (BNP) 

and myocyte injury (TnT). This design is label-free (i.e. no fluorescent tagging) and is more cost-

effective. Furthermore, once the set-up and instrumentation is scaled down and miniaturized (i.e. 

creating a much smaller, single-function potentiostat that can function independent of a computer 

with much less complex circuitry), the integration would avoid expensive instrumentation. We 

also determined the ideal parameter (0.5 mm platinum wire polished to 5 µm) necessary for 

further experimentation, and that our platform shows relatively good reproducibility across that 

parameter, which will lead to less batch-to-batch variation in future experiments. Therefore, 

future experiments will focus on further optimizing parameters on the 0.5 mm diameter, 1200 

grit (5 µm) polished Pt surface described here, especially the functional layer concentrations, 

incubation times, and whether certain functional layers can be removed without impacting the 

biosensor effectiveness (which will reduce complexity and thus reduce the potential for error). 

Future experiments will also mandate the use of clinical samples to ensure that the biosensors 

can function in biological samples, especially to address the possible interference biological 

samples can cause to the non-detecting layers (layers aside from aptamer). 
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5.0 SPECIFIC AIM 2 - OPTIMIZE THE CONCENTRATIONS AND INCUBATION 

TIMES OF SAM LAYERS, AND SAM COMBINATIONS TO IMPROVE BIOSENSOR 

PRECISION AND SENSITIVITY

5.1 INTRODUCTION 

Self-assembled monolayers (SAMs) are ordered molecular assemblies that are formed 

spontaneously on surfaces by either adsorption or chemisorption, and can consist of multiple 

layers that form relatively organized domains [111, 112]. SAMs initially form a low density, 

disordered mass of molecules (known as the “lying down phase”) but at higher molecular 

coverage, which can occur over a period of minutes to hours, the head groups of the SAMs 

assemble together on the substrate, while the tail groups assemble further away from the surface, 

and as the molecular groups assemble, they adsorb until the surface of the substrate is covered in 

a single monolayer. More complex SAMs will employ this method to create a multi-layered 

SAM for higher sensitivity or stronger tethering of the biological detection element in biosensors 

[113, 114]. 

However, a disadvantage to creating a multi-layered SAM is that as the complexity 

increases, there is a chance for variability between various electrodes to increase as well, as there 



65 
 

are more chances for improper or poor binding of the layers [50, 100]. In addition, more complex 

SAMs can be harder to characterize using other equipment (such as FTIR, EDAX, etc), 

especially SAMs that employ biological molecules. Lastly, more complex SAMs require more 

optimization as numerous layers must be optimized and accounted for when studying the 

interaction effects between layers [114]. 

Two characteristics of SAMs that can be optimized are the concentration of the molecule 

used and the time the molecule is bound, especially if the SAM components are volatile and 

cannot be exposed to ambient temperatures for too long. Therefore, this aim focuses on 

optimizing the functionalization layers of the biosensor, determining which layers are absolutely 

essential, and assessing the concentration and time required for optimal binding of SAMs to the 

electrode surface. 

 

5.2 EXPERIMENTAL METHODS 

 

 

5.2.1 Electrode preparation and characterization 

 

Based off the findings from Specific Aim 1 (Section 4.0), all subsequent experiments will 

proceed with 0.5 mm diameter Pt wire electrode disks polish to 5 µm on 1200 grit SiC paper. 

The disks were sonicated in deionized water for 2 cycles of 10 minutes each. Electrodes were 

then immersed in PBS and subject to 10 cycles of Square Wave Voltammetry conducted across 

0.3V to -1.5V to clean the electrode surface. EIS characterization was carried out using a Gamry 

series G Potentiostat (GAMRY PCI4-G300) in an electrolyte solution of 5mM potassium 
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ferro/ferricyanide redox couple in 10 mM PBS (Fe(CN)6
3-/4-

), across a frequency range of 10,000 

Hz – 0.01 Hz with an AC voltage of 10 mV rms. The resultant spectra were analyzed using Z-

view (Scribner Associates, Inc.) to determine charge-transfer resistances.  

 

5.2.2 Functionalization – concentration and time optimization 

 

While the functional layers outlined in Specific Aim 1 (Section 4.0) demonstrated the capability 

to tether the aptamers to the Pt electrode surface for precise biosensing, the concentrations and 

incubation times of the functional layers may not be optimal. To determine the optimal 

concentrations for each functional and the optimal incubation time to required to sufficiently 

tether the reagent and promote the following layer binding, a wide range of concentrations and 

incubation times for each functional layer were tested (Table 5-1). The resultant %Δ Rct in the 

subsequent layer binding after the previous layer binding (i.e %Δ Rct with a set concentration and 

time of glutaraldehye binding following a variety of concentrations and times for cysteamine 

binding) was calculated for comparison across all time intervals and concentration ranges. All 

measurements and incubations were conducted at room temperature. 
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Table 5-1. SAM concentrations and time optimizations 

Table depicting the incubation times and concentrations for each SAM functionalization layer 

Functional Layer 
Time (minutes) 

5 15 30 60 120 240 

Cysteamine 

20 mg/mL 20 mg/mL 20 mg/mL 20 mg/mL 20 mg/mL 20 mg/mL 

10 mg/mL 10 mg/mL 10 mg/mL 10 mg/mL 10 mg/mL 10 mg/mL 

5 mg/mL 5 mg/mL 5 mg/mL 5 mg/mL 5 mg/mL 5 mg/mL 

Glutaraldehyde 

25% w/v 25% w/v 25% w/v 25% w/v 25% w/v 25% w/v 

12.5% w/v 12.5% w/v 12.5% w/v 12.5% w/v 12.5% w/v 12.5% w/v 

5% w/v 5% w/v 5% w/v 5% w/v 5% w/v 5% w/v 

Avidin 

(Streptavidin or 

Neutravidin) 

1 mg/mL 1 mg/mL 1 mg/mL 1 mg/mL 1 mg/mL 1 mg/mL 

0.5 mg/mL 0.5 mg/mL 0.5 mg/mL 0.5 mg/mL 0.5 mg/mL 0.5 mg/mL 

0.25 mg/mL 0.25 mg/mL 0.25 mg/mL 0.25 mg/mL 0.25 mg/mL 0.25 mg/mL 

Aptamer 

(BNP/TnT) 

1480 µg/mL 1480 µg/mL 1480 µg/mL 1480 µg/mL 1480 µg/mL 1480 µg/mL 

740 µg/mL 740 µg/mL 740 µg/mL 740 µg/mL 740 µg/mL 740 µg/mL 

148 µg/mL 148 µg/mL 148 µg/mL 148 µg/mL 148 µg/mL 148 µg/mL 

5.2.3 Functionalization – layer optimization 

Based upon the findings of Section 5.2.2, which determined the optimal incubation time and 

concentrations of each functional layer, we assessed which functional layer combination would 

demonstrate the best precision and sensitivity without compromising specificity and selectivity. 

Table 5-2 outlines all the potential functional layer combinations (which all contain the aptamer 

layer, as it is paramount for antigen detection). Each functional layer combination was 

successively treated with 1 µl of 0.2 ng/mL, 0.6 ng/mL, 1.0 ng/mL, and 2.0 ng/mL BNP antigen, 

or with 1 µl of 0.005 ng/mL, 0.01 ng/mL, 0.02 ng/mL, and 0.04 ng/mL TnT antigen. All 

incubations were timed for approximately five minutes. EIS measurements were taken after each 
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antigen incubation for calibration curves, and all measurements and incubations were conducted 

at room temperature. 

Table 5-2. SAM combinations 

Table depicting the various SAM combinations used for antigen testing 

Functional 

Layer on 

Platinum 

(P) 

Functional Layer Combination 

PCA PCNA PCSA PGA PGNA PGSA PCGA PCGNA PCGSA 

Cysteamine 

(C) 
X X X - - - X X X 

Glutaraldehyde 

(G) 
- - - X X X X X X 

Neutravidin 

(N) 
- X - - X - - X - 

Streptavidin 

(S) 
- - X - - X - - X 

Aptamer  

(A – BNP (B) 

/TnT (T)) 

X X X X X X X X X 

To assess how functional layers beneath the aptamer detection layer may impact 

specificity and selectivity, each functional layer combination was prepared excluding the 

aptamer layer, and was then incubated with 1.0 ng/mL BNP and 0.02 ng/mL TnT for five 

minutes at room temperature. EIS measurements were conducted after the incubation at room 

temperature to determine the impact of antigen binding on the functional layers underlying 

aptamer. 
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5.2.4 Antigen detection time optimization 

 

Based upon the findings of Section 5.2.3, we used the optimal functionalization layer 

optimization to determine which antigen incubation time would be most favorable. BNP-aptamer 

biosensors were thus successively treated with 1 µl of 0.2 ng/mL, 0.6 ng/mL, 1.0 ng/mL, and 2.0 

ng/mL BNP, and TnT-aptamer biosensors were successively treated with 1 µl of 0.005 ng/mL, 

0.01 ng/mL, 0.02 ng/mL, and 0.04 ng/mL TnT. Three antigen incubation times were tested – 1 

minute, 2.5 minutes, and 5 minutes – at room temperature, and EIS measurements were then 

taken after each antigen incubation for calibration curves. Antigen incubation times were 

selected to reflect the speed of antigen detection based on other at-home biosensor tests (i.e. 

pregnancy biosensors take approximately 2.5 minutes for incubation time, glucose biosensors 

take approximately 1 minute for incubation time, and our biosensor demonstrated effective 

antigen detection at 5 minutes in Specific Aim 1 (Section 4). 

 

5.2.5 Functional layer characterization 

 

The optimal layer combinations were prepared on Pt foil rather than Pt wire (approximately 1 

cm
2
 area, 1 mm thickness) for X-ray photoelectron spectroscopy (XPS) to determine the surface 

chemistry by means other than electrochemistry. XPS was performed using an ESCALAB 250 

Xi system (Thermo Scientific) equipped with a monochromated Al Kα X-ray source. Uniform 

charge neutralization was provided by low-energy (≤10 eV) Ar
+
 ion beams and low-energy 

electrons guided by a magnetic lens. The micro-focused X-ray source defined the standard 

analysis spot as 400 × 400 µm
2
. Measurements were performed ast room temperature in an ultra-

high vacuum (UHV) chamber with a base pressure of <5*10
-10

 mbar (the charge neutralization 
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device produced 2*10
-10

 mbar partial pressure of Ar during measurements). The binding energy 

(BE) scale of the analyzer was calibrated to produce <50meV deviations of three standard peaks 

from their standard values: 83.98 eV (Au 4f7/2), 368.26 eV  (Ag 3d5/2), and 932.67 (Cu 2p3/2). 

The aliphatic C1s peak was observed at 284.6 eV. High-resolution elemental XPS data in Pt4f, 

S2p, C1s, N1s, O1s, and P2p were acquired with the analyzer pass energy set to 20eV (which 

corresponds to the energy resolution of 0.36 eV) with the step size set to 0.1 eV. The Advantage 

Software package (Thermo Fisher Scientific) was used to fit the elemental spectra based on 

calibrated analyzer transmission functions, Scofield sensitivity factors, and effective attenuation 

lengths for photoelectrons from the standard TPP-2M formalism. 

 

5.2.6 Statistical analysis 

 

 

Statistical analysis for concentration and time optimization was performed using Graphpad Prism 

7 (Graphpad Software, Inc.). All groups were compared using a 2-way factorial ANOVA with 

Tukey’s post-hoc testing.  The two factors utilized for the ANOVA analysis were concentration 

of the SAM layer and time of incubation of the SAM layer, and the study was designed to avoid 

the use of repeated measures. Statistical analysis for antigen detection was performed using 

Microsoft Excel (Microsoft Office). Increase in Rct between concentrations was compared 

between wire diameters and polishing grit (n =3 per concentration) using standard error (SE). All 

graphical representations reflect mean ± SE. Increase in Rct values between functionalization 

layers were compared using 1-way ANOVA with Tukey’s post-hoc testing. 
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5.3 RESULTS & DISCUSSION 

5.3.1 Concentration & time optimization of PCGNA 

In Specific Aim 1 (Section 4.0), we used an arbitrary set of concentrations and times for the 

SAM functionalization of the electrodes (Figure 4-10 b, platinum surface functionalized with 

cysteamine (10 mg/mL), glutaraldehyde (25% w/v), Neutravidin (1 mg/mL), and aptamer (148 

µg/mL) added in succession). Therefore, in order to determine the optimal concentrations and 

times of each functionalization layer, we bound each layer to the electrode surface at varying 

concentrations for varying times (Table 5-1), and then bound the subsequent layer at a set 

concentration and time. The first SAM combination we focused on was that described in Section 

4.0, which was PCGNA (Figure 5-1). In PCGNA, platinum (P) is thiolated by cysteamine (C) to 

expose amine linkage groups. These amine groups bind to the carboxyl groups on one end of 

glutaraldehyde (G), exposing the carboxyl groups on the other end of glutaraldehyde. These 

exposed carboxyl groups bind to amine groups in Neutravidin (N), and the biotin group on the 

biotinylated aptamer (A) binds to the biotin binding sites present in Neutravidin. 

In order to assess the optimal concentration and binding time, each binding step was 

analyzed separately using the following equation, 

%ΔRct (binding layer) = Rct (binding layer) – Rct (optimization layer) × 100   (Equation 5-1) 

Rct (optimization layer) 

where the optimization layer is the SAM component that was being optimized, and was therefore 

being prepared at various concentrations (indicated in the graph legends, Figures 5-1, 5-2, 5-3, 
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5-4, 5-5, 5-6) and incubation times (indicated on the x-axis of graphs, Figures 5-1, 5-2, 5-3, 5-4, 

5-5, 5-6). The binding layer was the SAM component that follows the optimization layer (in the 

case of PCGNA, if we were optimizing C, then the binding layer would be G), and that layer was 

bound at a single concentration and incubation time (indicated on the y-axis of graphs, Figures 

5-1, 5-2, 5-3, 5-4, 5-5, 5-6). Therefore, as a higher %ΔRct indicated greater binding of the 

binding layer, the incubation time and concentration of the optimization layer that resulted in the 

highest %ΔRct with the binding layer was the optimal incubation time and concentration for that 

particular SAM component. 

There was a significant interaction effect between the concentration of cysteamine and 

the time of incubation (Figure 5-1 a), F (10, 36) = 4.139, p<0.001, with both time (p<0.005) and 

concentration being significant main effects (p<0.0001), indicating that glutaraldehyde binding 

was affected differently by both time and concentration of cysteamine binding. We can see that 

20 mg/mL cysteamine binding for 30 minutes was the optimal time and concentration for 

binding. Perhaps due to the volatile nature of cysteamine (and its rapid evaporation in ambient 

temperature) a higher concentration for a relatively low time point is necessary. With 

glutaraldehyde optimization (Figure 5-1 b), we saw that there was a significant interaction effect 

between the concentration of glutaraldehyde and the time of incubation, F (10, 36) = 2.897, 

p<0.01, indicating that Neutravidin binding was affected differently by both time (p<0.0001) and 

significant main effect. We saw that 5% w/v glutaraldehyde binding for 15 minutes was the 

concentration (p<0.05) of glutaraldehyde, although time of glutaraldehyde binding was the more 

optimal time and concentration for binding. A lower concentration and binding time of 

glutaraldehyde was probably more favorable due to its nature as a strong fixative agent – a too  

high concentration and too long timepoint could possibly damage the subsequent layers and 
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Figure 5-1. PCGNA concentration & time optimization 

The figure depicts the optimization of concentration and binding time for the functionalization layers (a) 

Cysteamine, (b) Glutaraldehyde, (c) Neutravidin, and (d) Aptamer. n =3 for all bars, error bars stand for ± 

SEM, and significance levels were calculated via two way ANOVA with Tukey’s multiple comparison post-

hoc testing 

render them less effective. With Neutravidin optimization (Figure 5-1 c), we saw that there is a 

significant interaction effect between concentration and time, F (10, 36) = 3.141, p <0.01, and 

while both time (p<0.0001) and concentration (p<0.05) are significant main effects, we see that 

time is clearly the stronger main effect, and that at 30 minutes, the optimal binding time, the 
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concentration does not seem to matter, perhaps because all three concentrations of Neutravidin 

are excessive for the electrode area. However, as it is always better to bind in excess in a 

biosensor to ensure full coverage, 1 mg/mL Neutravidin binding for 30 minutes was the 

optimal time and concentration for binding. Lastly, for Aptamer optimization (Figure 5-1 d), 

there was a significant interaction effect between concentration and time, F (10, 36) = 7.374, 

p<0.0001, and both time (p<0.0001) and concentration (p<0.0001) are significant main effects. 

Therefore, 1480 µg/mL Aptamer binding for 30 minutes was selected as the optimal time and 

concentration for binding. This seems to match with most of the other binding times, and a 

higher concentration of aptamer was probably favored to ensure complete binding of all biotin 

sites on Neutravidin. 

 

5.3.2 Concentration and time optimization of PCNA 

 

 

While PCGNA was the SAM combination that we originally used in Specific Aim 1, the 

complexity of the SAM may lend itself to improper binding or may be more affected by human 

error. Therefore, determining other simpler SAM combinations could have corrected for errors as 

a result of multiple layers and binding complexity. We first focused on PCNA (Figure 5-2), 

which excludes glutaraldehyde from the SAM. Therefore, the amine groups exposed upon 

thiolation of platinum (P) with cysteamine (C) bind to carboxyl groups present on Neutravidin 

(N), which then allows for binding of the biotinylated aptamer (A). 

Once again, we saw that the 30 minute binding of 20 mg/mL cysteamine (Figure 5-2 a) 

was the most optimal binding time and concentration, and while we saw a significant interaction 
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effect (p<0.0001) between the main effects time (p<0.0001) and concentration (p<0.005), time 

has a more pronounced effect on binding than concentration, especially at the 30 minutes stage. 

Figure 5-2. PCNA concentration and time optimization 

The figure depicts the optimization of concentration and binding time for the functionalization layers (a) 

Cysteamine and (b) Neutravidin. n =3 for all bars, error bars stand for ± SEM, and significance levels were 

calculated via two way ANOVA with Tukey’s multiple comparison post-hoc testing 

However, for Neutravidin (Figure 5-2 b), there was no significant interaction effect, although 

both the main effects of time (p<0.0001) and concentration (p<0.0005) are significant, depicting 

that time and concentration separately impact Neutravidin binding. The optimal conditions for 

Neutravidin were 30 minute binding of 1 mg/mL Neutravidin. 



5.3.3 Concentration and time optimization of PCGA and PGNA 

In the PCGA SAM combination, the exposed aldehyde groups of glutaraldehyde bind to the 

amine groups in biotin, although there may be a possibility that the glutaraldehyde could also be 

binding to amine groups present in the aptamer itself. For PCGA, (Figure 5-3 a), while there 

was no significant interaction effect, we saw significant main effects for glutaraldehyde 

concentration (p<0.0001) and binding time (p<0.05), wherein concentration, in this situation, 

was the more prominent main effect. Unlike PCGNA, the optimal concentration and time was 

5% w/v glutaraldehyde binding for 30 minutes. This may be due to the smaller nature of the 

biotinylated aptamer compared to the larger tetrameric Neutravidin, and it may take longer for 

the biotinylated aptamer to arrange itself properly during the SAM formation.  

Figure 5-3. PCGA and PGNA concentration & time optimization 

The figure depicts the optimization of concentration and binding time for the functionalization layers (a) 

Glutaraldehyde, PCGA (b) Glutaraldehyde, PGNA. n =3 for all bars, error bars stand for ± SEM, and 

significance levels were calculated via two way ANOVA with Tukey’s multiple comparison post-hoc testing 

76 
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In the PGNA SAM combination, cysteamine is removed from the SAM layer, thus 

allowing glutaraldehyde to directly crosslink the platinum surface and the Neutravidin, which 

then binds to the biotinylated aptamer. For PGNA (Figure 5-3 b), as glutaraldehyde is binding to  

Neutravidin once again, the optimal concentration and time was 5% w/v glutaraldehyde 

binding for 15 minutes, and we do see a significant interaction effect between concentration 

and time (p<0.0005) and significant main effects of concentration (p<0.0001) and time 

(p<0.0001). 

 

5.3.4 Concentration and time optimization of PGA 

 

 

 

In the PGA SAM combination, a more simplistic SAM combination, glutaraldehyde is the only 

linkage between the platinum surface and the biotinylated aptamer, and as stated earlier, the 

glutaraldehyde may not be binding to the biotin, but possibly to the aptamer itself. With PGA 

(Figure 5-4), we once again saw that 30 minutes of 5% w/v glutaraldehyde binding is optimal 

(Figure 5-4 a), probably because once again, it is binding directly to a smaller molecule (biotin 

on the biotinylated aptamer) compared to the tetrameric Neutravidin protein. We do see a 

significant interaction effect (p<0.001), with both time (p<0.0001) and concentration (<0.0001) 

being significant main effects. With aptamer binding in this SAM combination (Figure 5-4 b), 

we saw that 1480 µg/mL aptamer bound for 30 minutes was the most optimal, although it was 

not significantly different from the other concentrations at that timepoint. In addition, we did not 

see a significant interaction effect or concentration main effect, although there was a significant 

main effect for time (p<0.0001).  
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Figure 5-4. PGA concentration & time optimization 

The figure depicts the optimization of concentration and binding time for the functionalization layers (a) 

Glutaraldehyde and (b) Aptamer. n =3 for all bars, error bars stand for ± SEM, and significance levels were 

calculated via two way ANOVA with Tukey’s multiple comparison post-hoc testing. 

 

 

5.3.5 Concentration and time optimization of PCA 

 

 

 

In the PCA SAM combination, cysteamine is the only linkage group between the platinum 

surface and the aptamer. Unlike glutaraldehyde, the exposed amine groups from cysteamine will 

most likely bind to the carboxylic acid group present in biotin, thus ensuring that the aptamer 

itself is not bound by cysteamine. For PCA (Figure 5-5), we saw that 20 mg/mL Cysteamine 

binding for 30 minutes was the optimal concentration and time point (Figure 5-5 a). There was 

a significant interaction effect (p<0.0001), with both time (p<0.0001) and concentration 

(p<0.0001) being high significant main effects. For aptamer binding (Figure 5-5 b), we saw a 

similar pattern, where 1480 µg/mL aptamer binding for 30 minutes was most optimal, although 

while both main effects time (p<0.0001) and concentration (p<0.0001) were highly significant, 
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there was no significant interaction effect between the two. This lack of interaction effect could 

indicate that the binding of TnT to the aptamer was not really impacted by the concentration and 

time in tandem. 

 

 

 
 

 

Figure 5-5. PCA concentration & time optimization 

The figure depicts the optimization of concentration and binding time for the functionalization layers (a) 

Cysteamine and (b) Aptamer. n =3 for all bars, error bars stand for ± SEM, and significance levels were 

calculated via two way ANOVA with Tukey’s multiple comparison post-hoc testing. 

 

 

 

5.3.6 Comparison of Neutravidin and Streptavidin 

 

 

While Neutravidin is more favorable than Streptavidin due to the lack of an RGD glycosylation 

sequence, Streptavidin is actually smaller than Neutravidin (most probably because it is isolated 

from bacteria rather than egg whites like Avidin, and Avidin’s non-glycosylated form 
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Neutravidin). Therefore, we decided to compare the binding times and concentrations for both 

forms of Avidin to determine if we should move forward with Streptavidin as well. Streptavidin 

(Figure 5-6 a) behaved relatively similarly to Neutravidin (Figure 5-6 b), in that 30 minutes 

was the optimal binding time, but there was no significant difference between binding at 

concentrations at that time point. However, it is important to note that the binding of aptamer 

was marginally enhanced in Streptavidin, and that unlike Neutravidin, the only significant effect 

was the main effect of time (p<0.0001) – there was no significant interaction effect or 

concentration main effect. Therefore, Streptavidin, with its dependence mainly based on time of 

binding rather than both time and concentration, may be more effective in an SAM than 

Neutravidin. 

 

 

 

 

Figure 5-6. Comparison of Neutravidin to Streptavidin 

The figure depicts the optimization of concentration and binding time for the functionalization layers (a) 

Neutravidin and (b) Streptavidin. n =3 for all bars, error bars stand for ± SEM, and significance levels were 

calculated via two way ANOVA with Tukey’s multiple comparison post-hoc testing. 



81 
 

5.3.7 Antigen detection of SAM combinations 

 

 

 

Once the optimal incubation times and concentrations for every functional layer for all 

combinations were derived, we then proceeded to test concentrations of BNP and TnT antigen 

(the same concentration range from Section 4.2.5) against each SAM combination (described in 

Table 5-2). The calibration curves were plotted in both bar and scatterplot format (as it was 

easier to visualize the error bars in bar format), and the calibration curves and corresponding 

correlation to the concentration range were derived (Figure 5-7, Table 5-3).  

For BNP (B = BNP aptamer, Figure 5-7 a, c), while the slope was relatively high for 

PCB, PGB, and PCGB, the error bars demonstrate the lack of precision those particular SAM 

combinations have between concentrations. This may be the result of only using the linkers to 

tether the biotinylated aptamer to the electrode surface – the linkers on their own may not be 

sufficient for effective tethering. Even PCGSB suffers from a lack of precision, while PGNB and 

PGSB seem to demonstrate poor sensitivity and precision despite the high correlation coefficient 

(Table 5-3). In fact, for the BNP biosensors, the presence of Neutravidin or Streptavidin raised 

the correlation coefficient compared to the linkers alone, thus demonstrating that the presence of 

Avidin confers a degree of stability to the biosensor, especially in regards to antigen detection. 

Therefore, the SAM combination that demonstrated a high correlation value, and reasonable 

sensitivity and precision is PCGNB, the original SAM from Specific Aim 1.  

For TnT (T = TnT aptamer, Figure 5-7 b, d), we saw poor precision across all the SAM 

combinations save for PCGNA and PCGSA, although the correlation coefficients for PCA, PGA, 

PCSA, and PGNA were all relatively high. Therefore, once again, we saw the Avidin conferred a 

degree of stability to the biosensor, especially in regards to precision. Both PCGNA and 
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PCGSA exhibit good correlation and reasonable sensitivity and precision for TnT. However, an 

additional test is required to determine whether sufficient coverage of each underlying SAM is 

an issue for any of the combinations. 

 

 

 

 
 

 
Figure 5-7. Antigen detection for SAM combinations 

The figure depicts antigen detection for all 9 SAM combinations in bar and scatterplot format for BNP (a and 

c respectively) and TnT (b and d respectively). Corresponding calibration curves and correlations were 

tabulated in Table 5-3. n =3 for all bars, error bars stand for ± SEM 
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Table 5-3. SAM calibration curves 

Table depicting the various SAM calibration curves and correlation values for BNP and TnT antigen 

detection. 

 

Biomarker BNP TnT 

Combination Calibration Curve Correlation Calibration Curve Correlation 

PCA y = 11.08x + 20.57 R2 = 0.80 y = 228.42x + 2.29 R2 = 0.98 

PGA y = 29.53x + 20.53 R2 = 0.81 y = 375.75x + 5.13 R2 = 0.97 

PCGA y = 26.67x + 43.76 R2 = 0.88 y = 676.09x + 20.41 R2 = 0.65 

PCNA y = 19.67x + 2.76 R2 = 0.99 y = 612.04x + 11.52 R2 = 0.84 

PCSA y = 15.99x + 9.64 R2 = 0.79 y = 1375.80x – 0.97 R2 = 0.98 

PGNA y = 4.69x + 4.61 R2 = 0.96 y = 182.03x + 2.50 R2 = 0.96 

PGSA y = 3.75x + 0.14 R2 = 0.98 y = 291.65x + 6.94 R2 = 0.78 

PCGNA y = 23.45x + 16.34 R2 = 0.99 y = 497.75x + 7.03 R2 = 0.97 

PCGSA y = 9.26x + 6.07 R2 = 0.99 y = 392.82x + 8.84 R2 = 0.96 

 

 

 

 

5.3.8 Antigen binding to functional layers 

 

 

While the SAM combinations were optimized for ideal concentration and time incubation, there 

may be a possibility that full coverage of each of the underlying layers was not achieved. 

Therefore, if we made the assumption that the underlying layers beneath the biotinylated aptamer 

were exposed, we needed to assess which SAM combination was most susceptible to this 

problem.  

From the antigen binding to functional layers (Figure 5-8), we do see that BNP and TnT 

antigens do have the capability to bind to bare platinum. BNP and TnT antigen also easily bind 

to the linkers cysteamine and glutaraldehyde, which is to be expected. However, that does 

demonstrate that in any situation where only the linker is used to tether the aptamers (PC, PCG, 
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PG), there is a risk that if the aptamers do not full cover the underlying linker layer, antigen can 

bind to the linker and thus offset the antigen detection measurements. In fact, this may be why 

we saw such poor precision in Figure 5-7 for SAM combinations that used only the linkers to 

bind the aptamer to the electrode surface.  

 

 

 
 

Figure 5-8. Antigen binding to functional layers 

Antigen binding to each of the functional layers without the presence of biotinylated aptamer. n =3 for all 

bars, error bars stand for ± SEM 

 

 

 

Moving away from the linkers only, we then move onto SAM combinations where only 

one linker (either cysteamine or glutaraldehyde, PCN, PCS, PGN, PGS) bind to Neutravidin and 
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Streptavidin. We saw that while the binding of either form of Avidin partially neturalized the 

effects of the linkers, there was still relatively high binding of the antigens to those SAM 

combinations. This may be the result of both linkers individually being poor linkage groups to 

tether either form of Avidin. While cysteamine is an excellent linker for a metal surface, the 

amine groups may offer poor binding capabilities to either form of Avidin, and while 

glutaraldehyde has aldehyde groups that can bind to either form of Avidin effectively, 

glutaraldehyde may not effectively bind to a metal surface. 

We then looked at PCGS and PCGN, SAM combinations where both linkers were used 

successively to tether either form of Avidin to the electrode surface. Streptavidin seems be 

ineffective at blocking antigen binding completely, although it does have an insulating effect 

compared to the linkers alone. Therefore, it can be inferred that Streptavidin binds to most of the 

linkage groups, but does not provide sufficient coverage and therefore allows antigen to 

occasionally bind directly to the linker during antigen detection. In comparison, Neutravidin has 

a highly insulating effect and allows almost no antigen binding, indicating that Neutravidin 

offers full coverage of the underlying linkage groups compared to all the other SAM 

combinations. Therefore, PCGN is the best SAM combination for tethering an aptamer to the Pt 

electrode surface to ensure full coverage of the linkage groups below Neutravidin, thus 

eliminating any background interference resulting from the linkage groups. 
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5.3.9 Functionalization consistency 

 

 

 
 

Figure 5-9. Functionalization layer reproducibility (PCGNA) 

The figure depicts reproducibility of functional layer binding at (a) Rct values and (b) %Δ Rct. n =3 for all 

bars, error bars stand for ± SEM, significance determined by one-way ANOVA with post-hoc Tukey’s 

multiple comparisons test. 

 

 

After determining PCGNA to the best SAM combination from all the previous tests, we then 

needed to demonstrate whether PCGNA, despite its complexity compared to other SAM 

combinations, displayed relatively good reproducibility with binding of each functionalization 

layer (Figure 5-9).  

When looking at the Rct values alone and comparing the increase in Rct with each layer 

binding, while we saw good precision and significance across multiple layers, we did not see a 
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significant difference between cysteamine and glutaraldehyde. On the other hand, when we 

compared the %Δ Rct, we saw significance (p<0.0001) between most layers, thereby 

demonstrating that looking at %Δ Rct, rather than the raw values, was much more beneficial in 

these experiments as that helps normalize the values and enhance precision and sensitivity. We 

saw excellent precision in both approaches, thereby demonstrating that for the most part, during 

the functionalization stage, the electrodes and the SAMs are relatively consistent, which will be 

beneficial at the biological sample testing stage.  

 

5.3.10 Functionalization XPS characterization 

 

 

 

Unfortunately, due to the very low concentrations and small-scale interactions present on the 

electrode surface, our attempts to perform FTIR (Fourier Transform Infrared Spectroscopy) or 

EDS (Energy-Dispersive X-ray spectroscopy) via SEM (Scanning Electron Microscopy) were 

inconclusive and would not display the necessary IR peaks or elemental analysis. Therefore, in 

lieu of these characterization tests, we performed an X-ray Photoelectron Spectroscopy (XPS), 

which can provide both quantitative and chemical state information from the surface of a 

material. Therefore, we tested each of the functional layers using XPS characterization (Figure 

5-10, Table 5-4). 

With Platinum, we saw a decrease in the intensity of the XPS peaks as the functional 

layers are continually added, which is reflected in the elemental analysis as well (Figure 5-10 a, 

Table 5-4). With the addition of cysteamine, we saw an increase in the intensity of sulfur, but 

that also decreases substantially as additional layers are added (especially as sulfur is not a 

common element in the remaining functional layers) (Figure 5-10 b, Table 5-4). We also saw an 
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increase in the intensity of nitrogen, and the intensity of nitrogen remains relatively high in both 

the spectra and in the elemental analysis in subsequent layers as well (Figure 5-10 c, Table 5-4). 

However, for PCGNT-TnT nitrogen scan, while the elemental analysis is still high (Table 5-4), 

the intensity of the scan is barely visible, indicating that perhaps on that particular scan, the 

device had trouble detecting nitrogen as a spectra. The carbon (Figure 5-10 d) and oxygen 

(Figure 5-10 e) scans remain relatively constant in spectral intensity throughout the functional 

layers and remain relatively high in the elemental analysis as well. However, it is expected that 

oxygen, nitrogen, and carbon would remain high as all three of those elements are present in 

every biological sample and would therefore dominate the elemental analysis. The last element 

that we scanned for was Phosphorus (Table 5-4), which was not relatively high in comparison to 

all the elements as it was present only in the aptamer DNA phosphate backbone, and the 

secondary structure of the aptamer could potentially mask many of the phosphates that could 

contribute to the elemental analysis. In addition, the phosphorus spectra was too weak to 

determine the presence of any elemental peaks, once again suggesting that the phosphorus ratio 

to the other elements is very low, partially due to the presence of carbon, nitrogen, and oxygen, 

and partially due to the secondary structure of the aptamer potentially masking phosphorus.  
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Figure 5-10. XPS spectra for PCGNA functional layers 

XPS spectra for each layer of PCGNA for the following elements (a) Platinum, (b) Sulfur, (c) Nitrogen, (d) 

Carbon, (e) Oxygen. 
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Table 5-4. XPS elemental analysis for PCGNA 

 

This table depicts the elemental analysis for each functional layer of PCGNA (continued on Page 91). 

 

 

Layer P PC 

Element PeakID Peak BE Atomic % PeakID Peak BE Atomic % 

Pt4f Pt 7/2 71.42 25.59 Pt 7/2 71.53 2.53 

Pt4f Scan A Pt 5/2 74.72 17.98 Pt 5/2 74.79 2.06 

Pt4f Scan B Pt 7/2 70.8 31.99 Pt 7/2 70.79 3.84 

Pt4f Scan C Pt 5/2 74.09 24.43 Pt 5/2 74.14 3.09 

P2p - - - - - - 

S2p - - - 
S-C 

S-Pt 
163.55 2.27 

C1s - - - C-C 285.07 48.94 

C1s Scan A - - - C-S 286.47 12.1 

C1s Scan B - - - C-N 288.2 13.89 

N1s - - - C-N 400.28 11.27 

O1s - - - - - - 

Element PCG PCGN 

Name PeakID Peak BE Atomic % PeakID Peak BE Atomic % 

Pt4f Pt7/2 70.85 5.73 Pt7/2 70.88 3.68 

Pt4f Scan A Pt5/2 74.14 3.25 Pt5/2 74.16 2.22 

Pt4f Scan B Pt(OH)2 72.11 1 Pt(OH)2 72.11 0.53 

Pt4f Scan C Pt5/2 74.67 2.37 Pt5/2 74.76 1.35 

P2p - - - - - - 

S2p 
S-C 

S-Pt 
163.4 1.48 

S-C 

S-Pt 
163.43 1.22 

C1s C-C 285.08 37.88 
C-OH 

C-O-C 
285.88 28.38 

C1s Scan A C=O 288.29 11.01 C=O 288.52 6.67 

C1s Scan B 
C-OH 

C-O-C 
286.57 9.95 C-C 285.06 31.91 

N1s C-N 400.3 8.67 C-N 400.41 8.39 

O1s 
O=C-N 

C=O 
532.31 18.65 

O=C-N 

C=O 
532.48 15.65 

Element PCGNB PCGNB-BNP 

Name PeakID Peak BE Atomic % PeakID Peak BE Atomic % 

Pt4f Pt7/2 70.87 3.99 Pt7/2 70.79 2.29 

Pt4f Scan A Pt5/2 74.18 2.29 Pt5/2 74.18 2.11 

Pt4f Scan B Pt(OH)2 72.08 0.74 Pt(OH)2 71.33 2.43 

Pt4f Scan C Pt5/2 74.69 1.73 Pt5/2 74.65 1.88 

P2p (PO4)3- 132.3 1.38 (PO4)3- 134.19 1 

S2p 
S-C 

S-Pt 
163.8 1.25 

S-C 

S-Pt 
163.75 2.01 
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Table 5-4 (continued) 

 

Element PCGNB PCGNB-BNP 

Name PeakID Peak BE Name PeakID Peak BE Name 

C1s C-C 285.15 43.01 C-C 285.11 33.45 

C1s Scan A C=O 288.4 10.53 C=O 288.53 9.69 

C1s Scan B 
C-OH 

C-O-C 
286.67 9.15 

C-OH 

C-O-C 
286.52 16.26 

N1s C-N 400.41 9.16 C-N 400.44 9.6 

O1s 
O=C-N  

C=O 
532.48 16.77 

O=C-N  

C=O 
532.47 18.79 

Element PCGNT PCGNT-T 

Name PeakID Peak BE Atomic % PeakID Peak BE Atomic % 

Pt4f Pt7/2 70.86 7.84 Pt7/2 70.87 3.86 

Pt4f Scan A Pt5/2 74.13 3.75 Pt5/2 74.16 2.37 

Pt4f Scan B Pt(OH)2 72.09 1.51 Pt(OH)2 72.09 0.81 

Pt4f Scan C Pt5/2 74.59 3.84 Pt5/2 74.8 1.45 

P2p (PO4)3- 136.51 1.13 (PO4)3- 133.77 2.17 

S2p 
S-C 

S-Pt 
163.42 2.77 

S-C 

S-Pt 
162.94 1.12 

C1s C-C 284.88 36.43 C-C 285.21 36.17 

C1s Scan A 
C-OH 

C-O-C 
285.94 15.94 C=O 288.35 12.36 

C1s Scan B C=O 288.68 2.85 
C-OH 

C-O-C 
286.71 9.02 

N1s C-N 399.72 5.6 C-N 400.36 10.19 

O1s 
O=C-N 

C=O 
532.26 17.63 

O=C-N 

C=O 
532.55 20.48 

 

 

 

 

5.3.11 Antigen incubation time 

 

 

While all previous experiments focused on the functional layers itself, this experiment focused 

on the antigen detection capability as a function of time for both BNP and TnT (Figure 5-11).  

We saw a drop in sensitivity as the incubation time decreased for both BNP and TnT, which was 

expected as that may provide less or even insufficient time for antigen binding. We also see a 

drop in correlation as time increases for BNP (Figure 5-11 a), which was probably the result of 
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the biosensor saturating and therefore not demonstrating a linear response throughout the 

concentration range. However, future testing in biological samples may depend on lower antigen 

incubation times, as not only is the antigen present in the biological sample, but interference 

 

 

 

Figure 5-11. Antigen incubation time for BNP and TnT biosensors 

Various timepoints (1 minute, 2.5 minute, and 5 minute) for antigen incubation tested on (a) BNP biosensors 

and (b) TnT biosensors. Error bars represent ±SEM for n = 3, and calibration curve equations and 

corresponding correlation coefficients are located by each line for each timepoint. 

 

 

from other proteins, cells, and factors will be present in most samples as well. Therefore, during 

biological sample testing, it will be necessary to strike a balance between sensitivity and 

correlation to prevent biological sample interference from affecting the biosensor measurements 

significantly. 
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5.4 CONCLUSIONS 

 

 

 

Specific Aim 2 mainly focused on determining the optimal concentrations and binding time for 

the optimal SAM combination. We found that PCGNA, our original SAM combination and the 

most complex combination, was the best for both antigen detection and coverage of the 

underlying SAM layers. We also determined that the optimal binding times and concentrations 

for each layer were 20 mg/mL cysteamine for 30 minutes, 5% w/v glutaraldehyde for 15 

minutes, 1 mg/mL Neutravidin for 30 minutes, and 1480 µg/mL aptamer for 30 minutes. 

Therefore, future studies will now proceed with this particular optimized SAM, as it was found 

to be sufficiently robust, sensitive, and highly correlated to the target concentration range during 

antigen detection for both BNP and TnT. 

 We also determined that despite the complexity of the SAM combination PCGNA 

(especially in comparison to other SAM combinations tested), we were able to maintain 

reproducibility between functionalization steps. Therefore, although SAM complexity does lend 

itself to more variability and more risk of error due to the multiple steps and incubations required 

to build up a more complex SAM, the error can be marginalized by performing incubation steps 

with caution (and can probably be trivial if the process was automated rather than performed by 

hand). In addition, we determined that in our situation, the more complex SAM guaranteed better 

coverage of the underlying linkage groups, thus preventing any biosensing interference that 

could be generated by antigen interacting with the underlying SAM layers. 

 While we did examine antigen incubation times and noted that higher antigen incubation 

times led to greater sensitivity, we also saw that the precision was poorer at the higher incubation 

times. In addition, the experiments were performed in laboratory samples prepared in PBS, 
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whereas in subsequent experiments, the biological samples will be utilized, where there are 

numerous other proteins, cells, and factors that could impact sensitivity, precision, and 

correlation. Therefore, at this stage, we could not conclusively determine which antigen 

incubation timepoint is optimal, and will have to assess optimal antigen incubation time in future 

testing with biological samples. 
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6.0 SPECIFIC AIM 3 – DETERMINE A SINGLE-FREQUENCY FOR CARDIAC 

MARKER DETECTION, OPTIMIZE APTAMER REGENERATION, AND TEST THE 

BIOSENSOR AGAINST CLINICAL SAMPLES FOR CARDIAC MARKER 

DETECTION. 

 

 

 

6.1 INTRODUCTION 
 

 

 

Label-free affinity biosensors (such as impedimetric biosensors) enable direct and real-time 

measurements of interactions among biomolecules, and allows for rapid detection of chemical or  

biological species [115]. Therefore, such biosensors show immense promise for bioanalytical 

applications, especially in medical diagnostics, where point-of-care biosensors can be extremely 

valuable in various settings. In contrast with the current gold standard ELISA assays, label-free 

biosensors detect the target analytes directly, thus eliminating the need for multi-step assays or 

additional reagents [116, 117, 118]. However, a disadvantage to label-free biosensors is that 

because they are based on measurements caused by the direct binding of analyte molecules to the 

biological detection element immobilized on the sensor surface, their performance may be 

compromised by interfering effects. Perhaps one of the strongest interferences, especially in 

biological samples, is the non-specific adsorption of molecules on the sensor surface, especially 

in whole blood and plasma, which is known as “bio-fouling” [119]. While many coatings have 



96 
 

been developed to prevent biofouling, these coatings can deteriorate quickly, especially after the 

attachment of the biological detection elements [120, 121]. Therefore, the continual search to 

reduce bio-fouling continues. 

However, this aim takes a different approach and tries to, rather than reduce bio-fouling, 

relegate the bio-fouling to background noise/interference and normalize the interference 

sufficiently so as to be able to detect the target antigen in a wide array of samples. 

 

 

6.2 EXPERIMENTAL METHODS 
 

 

6.2.1 Single-frequency calculation 

 

The optimal single-frequency was calculated by comparing the bode plots for the optimal 

functionalization combination (PCGNB/T) antigen detection and determining the frequency at 

which the percent change in absolute impedance, known as Zmodulus (%Δ Zmod) between 

concentrations correlated best with the concentrations themselves.  

 

6.2.2 Aptamer regeneration strategy 

 

 

Aptamer regeneration was explored utilizing two strategies – applied current 

(chronopotentiometry, which measures the voltage difference with an applied current over time) 

and applied voltage (chronoamperometry, which measures the current difference with an applied 
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voltage over time). All chronopotentiometry and chronoamperometry experiments were 

performed using a Gamry series G Potentiostat (GAMRY PCI4-G300) in an electrolyte solution 

of 10mM Trizma, 50mM KCl, and 1.5 mM MgCl2 in deionized water (which represents the 

buffer used for Polymerase Chain Reactions, thus implying that this buffer will not damage or 

interfere with the DNA aptamers).   

 

6.2.3 Antigen calibration curves (various biological samples) 

 

 

In order to determine the antigen detection capabilities of the biosensor and the resistance of the 

biosensor to interference, various biological samples were tested. Concentrations of 0.2 ng/mL, 

0.6 ng/mL, 1.0 ng/mL, and 2.0 ng/mL BNP, and 0.005 ng/mL, 0.01 ng/mL, 0.02 ng/mL, and 

0.04 ng/mL of TnT were prepared in the following solutions – (1) PBS (the buffer that has been 

utilized for all testing so far), (2) Dulbecco’s Eagle Medium (DMEM) containing 10% Fetal 

Bovine Serum, (3) Filtered Human Serum, and (4) five separate rat whole blood samples (R3, 

R36, R37, R38, R39) obtained Sprague Dawley Rats sacrificed after 4-16 weeks post-

magnesium alloy (Z41) implantation. Concentrations were prepared in 25 µl volumes and stored 

at 4C until testing. Each concentration was tested on a different batch of electrodes (instead of 

successive concentrations on one set of electrodes) to avoid increased interference from 

biological substances present in the samples. Two concentration incubation times (30 seconds 

and 5 minutes) and two testing methods (single-frequency vs. frequency-range EIS) were 

employed for determining the antigen calibration curves. 
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6.2.4 Neutravidin coverage 

 

 

Two sets of electrodes were prepared as optimized in Section 5.0 up to the Neutravidin stage. 

Upon Neutravidin binding, one set of electrodes was treated with varying concentrations of 

biotin (1 ng/µL, 5 ng/µL, 10 ng/µL, and 15 ng/µL prepared in PBS), while the other was treated 

with varying concentrations of BNP and TnT aptamer (0.1 µg/µL, 0.5 µg/ µL, 1 µg/ µL, and 1.5 

µg/µL). Electrodes were tested after incubation with each concentration Each set of electrodes 

were graphically compared in Microsoft Excel to determine the approximate saturation point, 

and using the molar mass of each component, the mass bound was derived from the 

concentration saturation point.  

 

6.2.5 Two-electrode approach 

 

 

To perform the two-electrode approach for each sample from Section 6.2.3 and subsequent 

samples, three sets of electrodes were prepared – one set with Neutravidin bound with biotin 

only (herein known as Baseline Biosensor, BB), and two sets with Neutravidin bound with 

biotinylated BNP and TnT aptamer respectively (herein known as Sensing Biosensor, BS). The 

rat whole blood samples from Section 6.2.3 were tested using the BB method to obtain the BΦ 

correction values, and these correction values were then applied to future human serum testing. 
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6.2.6 Human serum testing 

Ten clinically derived serum samples from patients implanted with Ventricular Assist Devices 

(VADs) were obtained from the Cardiovascular Institute, University of Pittsburgh Medical 

Center (UPMC). Of those ten samples, only eight were measured for BNP concentration values 

at UPMC via ELISA assay, so to determine the efficacy of the biosensor, the eight samples with 

known concentrations of BNP were measured using the two-electrode approach biosensing 

(Section 6.2.5) via the same four tests described in Section 6.2.3.   

6.2.7  Statistical analysis 

Statistical analysis for antigen detection was performed using Microsoft Excel (Microsoft 

Office). Increase in Rct and Zmod between concentrations was compared between wire diameters 

and polishing grit (n =3 per concentration) using standard error (SE). Statistical analysis for 

comparing for BΦ and MΦ values was performed using Graphpad Prism 7 (Graphpad Software, 

Inc.). BΦ experimental and calculated values were compared using a 2-way ANOVA (factors 

were test type – Zmod or Rct for 30s or 5m – and evaluation type – experimental vs. calculated) 

with Sidak’s post-hoc testing. MΦ experimental values were compared using a 1-way ANOVA 

with Tukey’s post-hoc testing. Statistical analysis for comparing the obtained concentrations 

from different methods and corrections to the lab-value concentration were compared using a 2-

way ANOVA (factors were test type and sample number) with Dunnet’s multiple comparison’s 

post-hoc testing. All graphical representations reflect mean ± SE. 
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6.3 RESULTS & DISCUSSION 

 

 

 

6.3.1 Single-frequency calculation 

 

 

One of the aspects of using EIS as the transducer is the rapidity of the assay (which takes 

approximately 2 minutes at the frequency range outlined in Section 5.0). However, in order to 

make the assay even faster, we compared the resultant Bode plots from the BNP and TnT antigen 

assays and calculated the single frequency at which both antigen detection assays demonstrated 

the highest correlation across the entire concentration range (Figure 6-1, Table 6-1). A Bode 

plot is another interpretation of an EIS spectra, just like a Nyquist plot, but instead of depicting 

impedance as real and imaginary Cartesian coordinates based off a parametric frequency 

response, a Bode plot separates the real and imaginary components as a function of frequency.  

Therefore, in a Bode plot, the impedance is graphed as the absolute impedance (Zmodulus, Zmod), 

which is essentially a scalar quality and represents magnitude, and the phase angle (Zphz), which 

represents phase in a vector quality, as functions of frequency. For the sake of convenience, the 

Bode plots shown in Figure 6-1 do not include the Zphz, as that is not a component of interest. 

When comparing the Bode and the Nyquist plots, we saw that the y-axis of the Bode plots (the 

Zmod) matched the x-axis of the Nyquist plots (Z’), thus further validating that the Bode plots 

essentially reflect the real component of impedance. Based off the Bode plots, the highest change 

in Zmod across all the concentrations of BNP and TnT occur between 100 Hz and 10 Hz (Figure 

6-1). Beyond 10 Hz, we actually see a slight drop in the change in Zmod, although that change had 

to be examined numerically rather than graphically. Therefore, we calculated the calibration  
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Figure 6-1. Nyquist and Bode plots of BNP and TnT antigen curves 

Nyquist (a, c) and Bode (b, d) plot representations of EIS spectra for the baseline and four successive 

concentrations for BNP (a, b) and TnT (c, d) antigen detection. 
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Table 6-1. Single frequency calibration curve correlation coefficients

Table demonstrating the values of the calibration curve correlation coefficients between frequencies 100 Hz 

to 10 Hz across the given concentration ranges. 

Frequency 

(Hz) 

Correlation (R
2
) 

%ΔZmod : Concentration 

BNP 

(0.25 ng/mL – 2.0 ng/mL) 

TnT 

(0.005 ng/mL – 0.04 ng/mL) 

100.00 0.953 0.937 

79.41 0.955 0.985 

63.10 0.958 0.986 

50.01 0.959 0.967 

40.01 0.959 0.987 

31.58 0.961 0.989 

24.99 0.961 0.998 

20.00 0.962 0.999 

15.79 0.960 0.995 

12.50 0.957 0.993 

10.00 0.959 0.990 

curves across those frequencies and determined the frequency at which the calibration curve 

correlation coefficient was the highest (Table 6-1). At the frequencies between 100 Hz and 10 

Hz, the changes in Zmod across all the concentrations were nearly similar (similar slopes), so we 

examined the correlation coefficient to assess differences between frequencies. Based off the 

calculations, we determined that the optimal single frequency for rapid (15-30s) testing for 

antigen detection was f = 20 Hz, which demonstrated the highest correlation coefficient (Table 

6-1).
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6.3.2 Biosensor Regeneration 

 

 

 

As mentioned in Section 2.1.2, the use of aptamers can allow for the biosensor to be reused 

(regenerated) in such a way that only the aptamer unfolds, releases the antigen, and then refolds 

into its original configuration, thus allowing it to be reused for subsequent measurements. 

However, many of the regeneration strategies for aptamers require the use of weak acids, weak 

bases, detergents, or chaotropic reagents that can severely impact the impedimetric response of 

the biosensor. Therefore, one strategy for reducing the impact of regeneration on the 

impedimetric response was to use electrochemistry itself to manipulate the aptamer into 

unfolding and refolding into the current configuration. If such a strategy was possible, then rather 

than searching for an anti-bio-fouling coating, the regeneration strategy could be utilized to 

account for background interference by depositing the sample on the surface and then only 

regenerating the aptamer itself, thus leaving the bound background interference intact. 

 BNP biosensors were prepared and then tested to obtain the baseline value (no antigen 

incubation or regeneration). The BNP biosensors were then exposed to various voltages (Figure 

6-2 a) and currents (Figure 6-2 b) for a variety of times to assess if the voltages or currents 

disrupted the intact biosensor system. Ideally, to use an applied voltage or current for 

regeneration, the current or voltage must not impact the system to ensure that any reduction or 

increase in signal is the result of antigen binding and antigen removal alone. Therefore, the %Δ 

Rct between the intact biosensor and the biosensor after an applied voltage or current was 

measured for a wide variety of times (Figure 6-2). A negative %Δ Rct would be indicative of a 

stripping event, in which the SAM layers were being stripped from the biosensor, while a 
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positive %Δ Rct would be indicative of a charging event, in which the SAM layers were 

somehow storing charge and thus impacting the electrochemistry and kinetics of the system. 

 

 

 
 

Figure 6-2. Regeneration strategies 

 

Based off of a BNP biosensor, two regeneration strategies (a) Applied voltage, and (b) applied current, were 

utilized by applying a certain magnitude of voltage or current over time (ranging  

from 60 µs – 30 s). 

 

 

Both regeneration strategies were tested in PCR buffer, as this is the buffer traditionally 

used for polymerase chain reactions, during which DNA strands unzip, unfold, and then is 

replicated repeatedly. Therefore, we determined that using the PCR buffer for the 

electrochemical testing would ensure that the DNA aptamers were not damaged in the process. 

However, with applied voltage, especially at higher magnitudes of voltage, we saw that the 

biosensor layers themselves were being stripped off, even with a voltage application last only 1 

ms (Figure 6-2 a). With applied current, any current above -1.0 µA actually caused an increase 
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in Rct, whereas lower magnitudes were, like voltage, too strong and removed the biosensor layers 

themselves (Figure 6-2 b). The increase in Rct could be caused by accidentally charging the 

residues present in Neutravidin, or accidentally charging the aptamer itself as DNA can carry a 

current. However, as we cannot go below 60 µs due to the constraints of the potentiostat, we are 

unaware of whether an applied current or voltage for a smaller time frame could potentially be 

the solution. In addition, the measurements taken for this experiment were conducted 

immediately after application of the voltage or current. There may be the possibility that the 

aptamer needs time to reconfigure before the Rct return back to baseline, which was not a 

possibility explored at the time. Therefore, while the results of this experiment were 

inconclusive, there may be future opportunities to explore this methodology of aptamer 

regeneration further. 

 

6.3.3 Biological Sample Antigen Testing 

 

 

Using BNP and TnT Biosensors, we tested various different antigen concentrations (0.25 ng/mL 

– 2.0 ng/mL BNP, 0.005 ng/mL – 0.04 ng/mL TnT) in various different biological samples (PBS, 

DMEM+10% FBS, Human Serum (HS), and Rat Whole Blood Samples R3, R36, R37, R38, and 

R39). We tested for the antigen concentrations using two methods – Single frequency impedance 

(Zmod at 20 Hz), and electrochemical impedance spectroscopy (Rct across 10,000 Hz – 1 Hz) for 

two timepoints – 30s and 5m. We then compared our findings across samples for each method 

(Figure 6-3, Figure 6-4, Table 6-2, Table 6-3). 

From these experiments, we discovered that the bar graphs for PBS prepared antigens 

remained relatively constant across the different time points and measurement methods, but that 
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the bar graphs for the other biological samples varied considerably. This variation is likely the 

result of bio-fouling/interference from the other proteins and factors present in the biological 

samples, especially in human serum and the rat whole blood samples. We also saw that with the 

higher timepoints, in both methods, that the differences between the whole blood samples,  

 

 

 
 
 

 

Figure 6-3. BNP biological sample testing 

 

BNP biosensors tested across a range of biological samples via four methodologies – (a) 30s Zmod (20 Hz), (b) 

30s Rct, (c) 5m Zmod (20 Hz), (d) 5m Rct 
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especially R36, R37, and R38 vs. R3 and R39, were much larger, thus indicating that higher 

timepoints (5m) not only demonstrated better sensitivity, but also amplified outliers like R3 and 

R39 from the general trend represented by R36, R37, and R38. In addition, R36, R37, and R38 

actually fell within the same range as human serum for both BNP and TnT across all the methods 

and timepoints. Based on these experiments, we can determine that the most optimal method for 

antigen detection was Zmod, 30s, as it reduced the amplification of outlier samples and was  

 

 
Table 6-2. BNP biological sample testing 

 

BNP biosensors tested across a range of biological samples via four methodologies to derive the 

corresponding slopes, intercepts, and correlation coefficients from the calibration curves. 

 

Brain Natriuretic Peptide (BNP) 

Method 30s Zmod 30s Rct 

Sample Slope Intercept Correlation Slope Intercept Correlation 

PBS 2.98 4.10 0.95 4.94 5.06 0.96 

DMEM 5.36 8.18 0.99 7.27 9.42 0.95 

HS 12.80 14.13 0.99 9.16 20.80 0.97 

R3 11.39 43.90 0.92 14.46 52.05 0.99 

R36 7.74 14.68 0.99 11.00 21.31 0.96 

R37 11.61 25.40 0.89 11.61 25.40 0.89 

R38 11.08 23.56 0.81 9.99 42.59 0.99 

R39 13.92 36.60 0.99 13.94 54.72 0.89 

Method 5m Zmod 5m Rct 

Sample Slope Intercept Correlation Slope Intercept Correlation 

PBS 4.01 7.33 0.90 8.65 6.72 0.96 

DMEM 13.35 15.97 0.99 16.37 22.22 0.99 

HS 19.75 34.64 0.96 19.56 52.68 0.95 

R3 23.24 85.16 0.90 20.70 95.17 0.83 

R36 13.31 29.81 0.97 16.70 33.25 0.92 

R37 16.44 35.59 0.91 16.24 53.17 0.90 

R38 17.22 45.73 0.90 20.83 58.81 0.99 

R39 23.92 70.65 0.99 21.76 101.57 0.99 
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relatively consistent compared to the other samples across the board. In addition, the short time 

frame reduces the interference from all the factors present in serum and whole blood. However, 

the disadvantage of the Zmod, 30s method is that 30s is a very short time for antigen binding, 

which decreases the sensitivity considerably compared to the 5m methods. Therefore, we will  

 

 

 

 
 
 

Figure 6-4. TnT biological sample testing 

 

TnT biosensors tested across a range of biological samples via four methodologies – (a) 30s Zmod (20 Hz), (b) 

30s Rct, (c) 5m Zmod (20 Hz), (d) 5m Rct 
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Table 6-3. TnT biological sample testing 

 

TnT biosensors tested across a range of biological samples via four methodologies to derive the corresponding 

slopes, intercepts, and correlation coefficients from the calibration curves. 

 

Troponin T (TnT) 

Method 30s Zmod 30s Rct 

Sample Slope Intercept Correlation Slope Intercept Correlation 

PBS 143.27  5.80  0.92 140.64  8.85  0.91 

DMEM 301.55  5.80  0.90  446.54  7.82 0.92  

HS 458.74  13.84  0.99  782.18  15.04 0.99  

R3 595.53  37.50  0.99  754.05  42.19  0.98  

R36 360.61  14.79  0.97  487.60  17.68  0.91  

R37 364.94  19.06  0.88  488.26  23.48  0.94  

R38 748.16  18.04  0.97  922.24  25.65  0.95  

R39 505.01  38.85 0.99  714.66  44.97  0.85  

Method 5m Zmod 5m Rct 

Sample Slope Intercept Correlation Slope Intercept Correlation 

PBS 166.24  11.18  0.92  260.24  12.99  0.90  

DMEM 475.68  33.65  0.99  492.65  19.94  0.94  

HS 800.24  33.06  0.94  633.31  38.52  0.93 

R3 1634.10  74.06  0.96  1600.20  88.33  0.99  

R36 476.68  33.77  0.99  601.82  42.13  0.99  

R37 508.58  41.75  0.96  703.06  60.39  0.98  

R38 730.04  43.13  0.86  833.11  58.47  0.94  

R39 718.34  68.23  0.99  736.97  93.48  0.88  

 

 

continue to test all four methods in future experiments to determine whether the Zmod, 30s 

method is really the most amenable biosensing method, or whether the other methods (especially 

the more sensitive 5 m methods) demonstrate more promise in future experiments. 

 



110 
 

 

6.3.4 Model 1 (No Correction) 

 

 

All components for Model # 1 were derived from the average calibration curves for antigen 

concentrations prepared in rat whole blood (Figure 6-5). Therefore, using the linear equation 

below, we should be able to calculate the concentration of BNP and TnT in any biological 

sample. 

 

        y = m x + b                                            (Equation 6-1) 

 

y = %Δ in Rct or Zmod between the initial Rct or Zmod of the biosensor and the Rct or Zmod of the 

biosensor after exposure to the clinical sample 

m = slope derived from the average calibration curves in (Figure 6-5) 

x = concentration of antigen in clinical sample (the value we wish to detect in the future) 

b = intercept derived from the average calibration curves in (Figure 6-5) 

 

This model makes the assumption that the average values are sufficient to detect most 

concentrations. However, from Figure 6-5, Table 6-2, and Table 6-3, it was evident that basing 

the models off the average values alone severely impacted the precision of the biosensor, and 

that the average values were not necessarily able to account for outliers such as whole blood 

samples R3 and R39. Therefore, Model # 1 may not be sufficient to account for variations in 

blood samples in the future, such as RBC distribution or platelet count as seen in R3 and R39 

(Table 6-4). In addition, Table 6-4 demonstrates that while the RBC (Red Blood Cell) count and 
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Figure 6-5. Average whole blood calibration curves 

 

Average calibration curves for (a) BNP biosensors and (b) TnT biosensors tested via four different 

methodologies - 30s Zmod (20 Hz), 30s Rct, 5m Zmod (20 Hz), and 5m Rct. Percent change represents the percent 

change of the signal (Rct or Zmod) between the biosensor baseline (0.00 ng/mL) value and the respective 

concentration.  

 

 

the platelet counts typically fell within the reference range (R39 was the exception to the rule 

with a high platelet count), most of the samples exhibited a higher WBC (White Blood Cell 

Count) and RBC distribution width, which can also impact the efficacy of using the calibration 

curves derived from these experiments for future models. However, the slopes did fall within a 

certain range, even if the intercept values did not, so while it may be acceptable to utilize the 

average slope for future measurements, a new model may be needed to account for the 

differences in the intercept value. 
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Table 6-4. Whole blood samples generalized hematocrit 

 

 

Sample R3 R36 R37 R38 R39 Size Average 
Reference 

Range 

RBC  

(10
6
 

cells/µL) 

7.53 8.51 8.13 8.60 8.78 5-7 µm 8.31 7.00 – 9.00 

Platelets 

(10
3
/µL) 

698 774 846 747 1501 1-4 µm 913 680 - 1280 

WBC  

(10
3
/µL) 

10.4 7.6 11.1 14 14.8 7-12 µm 11.6 1.1 – 7.5 

Distribution 

Width RBC 

(%) 

15.9 18.0 18.4 21.1 22.5 - 19.2 10.5 – 14.9 

 

 

 

6.3.5 Model 2 (BΦ Intercept Correction) 

 

 

In this model, in order to correct each calibration curve’s intercept, a two electrode approach 

(outlined in Figure 6-6) was employed, where one electrode served as a baseline biosensor (BB) 

and the other electrode served as a sensing biosensor (BS). BB was a biosensor that was 

functionalized with biotin only instead of biotinylated aptamer after Neutravidin binding (Figure 

6-6 a), thus ensuring that the biosensor cannot detect the target antigen and can only detect 

interference from the biological sample. BS, on the other hand, was functionalized with 

biotinylated aptamer (Figure 6-6 b), thus enabling that biosensor to detect both the interference 

from the biological sample, but also the target antigen. Therefore, it is essential for all the biotin 

sites on Neutravidin to be bound by either biotin (in the case of BB) or biotinylated aptamer (BS). 

In order to ensure complete biotin site occupation, a coverage study was performed, where  
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Figure 6-6. Two-Electrode biosensing model 

 

Two electrode biosensing model demonstrating the differences between the baseline biosensor (a) and the 

sensing biosensor (b) without clinical sample deposition (bare biosensor), and the impact of the clinical 

sample on the baseline biosensor (c) and the sensing biosensor (d). 

 

 

various concentrations of aptamer and biotin were bound to a Neutravidin functionalized 

electrode to determine (1) the saturation point of Neutravidin with biotin and biotinylated 

aptamer (2) whether the amounts of Neutravidin and Aptamer from Section are sufficient to 

ensure complete binding/coverage, and (3) whether reverse calculations ensure that the 

determined bound amounts of Neutravidin, biotin, and biotinylated aptamer are correct within 

reason. 
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6.3.5.1  Coverage Study 

 

 

 

First, we needed to binding activity of biotin to Neutravidin, the molar masses of the aptamers, 

biotin, and Neutravidin, and the ratio of biotin to aptamer in the biotinylated aptamers. 

 

Maximum binding activity of biotin to Neutravidin = 14 ng biotin/1 µg Neutravidin 

Concentration of Neutravidin in 1 µl  1 mg/mL = 1µg/µl 

Biotin molar mass = 244 g/mol 

Neutravidin molar mass = 60,000 g/mol 

BNP biotinylated aptamer molar mass = 22778.9 g/mol (22534.9g aptamer + 244 g biotin) 

Ratio of biotin : BNP aptamer molar mass = 244 g : 22534.8 g = 0.01 

TnT biotinylated aptamer molar mass = 22458.8 g/mol (22214.8 g aptamer + 244 g biotin) 

Ratio of biotin : TnT aptamer molar mass = 244 g : 22214.8 g = 0.01 

 

We then prepared four concentrations of biotin (1 ng/µl, 5 ng/µl, 10 ng/µl, and 15 ng/µl) 

and corresponding BNP and TnT aptamer concentrations (0.1 µg/µl, 0.5 µg/µl, 1.0 µg/µl, 1.5 

µg/µl), where –  

1.5 µg/µl aptamer  0.01 × 1.5 µg/µl  15 ng/µl biotin 

1.0 µg/µl aptamer  0.01 × 1.0 µg/µl  10 ng/µl biotin 

0.5 µg/µl aptamer  0.01 × 0.5 µg/µl  5 ng/µl biotin 

0.1 µg/µl aptamer  0.01 × 0.1 µg/µl  1 ng/µl biotin 
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1 µl of each concentration of aptamer (BNP and TnT) and biotin was tested over three 

electrodes each and then plotted them against each other (Figure 6-7) to determine the  

approximate saturation point for the aptamers and biotin, which was approximately 1.0 µg/mL 

aptamer and 10 ng/mL biotin respectively, which indicates that 10 ng biotin and 1.0 µg 

  

 

 

 

Figure 6-7. Coverage study 

 

Assessment of saturation points for BNP aptamer, TnT aptamer, and biotin based on the concentration of 

biotin present in each of the samples across a concentration range of 1 ng/µl to 15 ng/µl. Error bars represent 

± SEM, n =3. 
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aptamer binds to the Neutravidin electrodes. Therefore, to determine the amount of Neutravidin 

bound to the electrode –  

1 µg Neutravidin ×10 ng biotin = 0.71 µg Neutravidin 

   14 ng biotin 

 

 

Therefore, approximately 0.71 µg of Neutravidin was bound to the electrode surface. To 

determine whether these calculations were within reason, we then performed a reverse 

calculation using the molar masses to determine the number of moles bound. 

 

0.71 µg Neutravidin = 7.1 × 10
-7

 g × 1 mol = 1.18 × 10
-11

 mol Neutravidin 

        60,000 g 

 

10 ng biotin = 1.0 × 10
-8 

g × 1 mol = 4.10 × 10
-11

 mol biotin  

244 

 

 

1 µg BNP aptamer = 1.0 × 10
-6

 g × 1 mol = 4.39 × 10
-11

 mol BNP aptamer 

22778.9 g 

 

1 µg TnT aptamer = 1.0 × 10
-6

 g × 1 mol = 4.45 × 10
-11

 mol TnT aptamer 

22458.8 g 

 

We then determined whether the molar ratios of aptamer and biotin to Neutravidin were 

approximately 4 (representing the tetrameric nature of Neutravidin, which can bind 4 biotin per 

protein) 

Biotin : Neutravidin = 4.10 × 10
-11

 mol : 1.18 × 10
-11

 mol = 3.5 

 

BNP Aptamer : Neutravidin = 4.39 × 10
-11 

mol : 1.18 × 10
-11

 mol = 3.7 

 

TnT Aptamer : Neutravidin = 4.45 × 10
-11

 mol : 1.18 × 10
-11

 mol = 3.8 

 



117 
 

Therefore, as all three molar ratios were reasonably close to 4, our calculations can be deemed 

correct, and we were able to assume that all the biotin sites on Neutravidin were saturated with 

biotin (BB) and aptamer (BS).  

 

6.3.5.2  BΦ Calcuations 

 

 

Upon depositing any biological sample (with no BNP or TnT antigen present) on both BB 

and BS, we discovered that the BB percent change from the initial value was always higher than 

the BS value, which we inferred was due to the steric hindrance from the aptamer. As modeled in 

Figure 6-6, Neutravidin bound by biotin only allowed for more exposure of the Neutravidin 

surface to the biological sample, whereas  Neutravidin bound by biotinylated aptamer was less 

exposed due to the steric hindrance presented by the aptamer itself. Therefore, we presented the 

correlation between the two biosensors as BΦ 

 

  BΦ  = %ΔBS      (Equation 6-2)      

                                                                       %ΔBB  

 

%Δ BS = %Δ Rct or Zmod between the biosensing electrode (biotinylated aptamer, BS) with and 

without the rat whole blood, where the rat whole blood does not contain any BNP or TnT protein 

(the percent change in signal between Figure 6-6 b and d) 

%Δ BB = %Δ Rct or Zmod between the baseline electrode (biotin only, BB) with and without the 

rat whole blood, where the rat whole blood does not contain any BNP or TnT protein (the 

percent change in signal between Figure 6-6 a and c) 
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Therefore, BΦ is essentially the ratio between the y-intercept (b) for the BS biosensor to 

the BB biosensor, where the y-intercept is presented as %ΔRct or Zmod (the percent change 

between the signal of the biosensors with and without whole blood), just like on the calibration 

curves in Figure 6-5. In order to calculate the individual intercept for future testing, we used the 

equation above to calculate an average BΦ for each method and timepoint (Rct and Zmod for 30s 

and 5m). The average BΦ values for each method and timepoint ranged from 0.51-0.59 and 0.4-

0.59 for BNP and TnT biosensors respectively, but did not significantly differ from one another 

(Figure 6-8, blue bars). Based off the model and the correlation, it can be assumed that BΦ 

represents the coverage of Neutravidin by the biological sample. However, in order to verify this 

assumption, we used the electrochemical resistivity equation –  

 

R = ρL/A     (Equation 6-3) 

 

R = Resistance (Rct or Zmod) 

ρ = Solution resistance (determined by the equivalent circuit fit) 

L = Length of layer 

A = Area 

 

6.3.5.3  BΦ Verification 

 

For verification purposes, we utilized a pair of electrode measurements as an example, where we 

normalized the measurements to ensure that both initial values (without blood) were identical. 

The biological sample utilized was R36, and the average BΦ was calculated to be 0.383 (Figure 

6-8). 
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Table 6-5. Raw Data for single electrode from R36 two-electrode testing 

 

 

Biosensor BB (Ω) original BB (Ω) normalized BS (Ω) 

Without blood 4160 6362 6362 

With blood 6453 9868 7721 

 

 

 

 

 

 

 

 

Figure 6-8. BΦ correction value comparisons 

 

Spread of BΦ values across whole blood samples for BNP (a), and TnT (b) per each testing method, error bars 

representing ±SEM, n = 3, and the average BΦ values for each testing method (c, d), error bars represent 

±SEM, n = 5. Asterisks stand for p-values calculated by 2-way ANOVA with post-hoc Sidak’s multiple 

comparisons between BΦ experimental and BΦ calculated. 
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Using the above measurements (Table 6-5), we first determined what the L (the length of 

the layer) of the whole blood on the biosensor would be using Equation 6-3 and BB normalized 

value, the solution resistance (550 Ωm), and the area (based on the 0.5 mm diameter Pt surface, 

approximately 1.96 × 10
-7

 m
2
). LWithoutBlood represents the baseline biosensor (BB) without any 

clinical sample (Figure 6-6 a), while LWithBlood represents the baseline biosensor after deposition 

of clinical sample (Figure 6-6 c). Therefore, the difference between the two L-values represents 

LBlood, or the length of the layer of blood on the biosensor. 

 

LWithoutBlood = 6362 Ω × 1.96 × 10
-7

 m
2
 = 2.27 × 10

-6
 m 

550 Ω m 

 

LWithBlood = 9868 Ω × 1.96 × 10
-7

 m
2
 = 3.52 × 10

-6
 m 

        550 Ω m 

 

Therefore, LBlood = LWithBlood - LWithoutBlood = 1.25 × 10
-6

 m 

 

 We then used LBlood, Equation 6-3, and the measurements for BS to determine the area of 

the biosensor (the area of exposed Neutravidin). Seeing as we normalized the baseline values for 

BB and BS, we were only concerned with signal after deposition of clinical sample (Figure 6-6 

d). LBlood represents the layer of blood that binds to the biosensor after clinical sample 

incubation, and by knowing LBlood and the resistance upon the deposition of whole blood on BS, 

we calculated the area of the biosensor that was exposed to whole blood binding (area of 

biosensor that was not bound by aptamer). 

 

Areaexposed = 1.25 × 10
-6

 m × 550 Ω m = 8.90 × 10
-8

 m
2
 

7721 Ω 

 

 

And once the Areaexposed was divided by the total area available in the biosensor, we got 

 

8.90 × 10
-8

 m
2
 = 0.45 
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 1.96 × 10
-7

 m
2
 

 

which is fairly close to the 0.383 BΦ value for that particular sample, and perfectly within the 

range of the average BΦ values. Therefore, our assumption that the BΦ value represents the 

coverage of Neutravidin by the biological sample has been validated.  

 While the above validation was best suited for any Rct-based method, as Rct and Zmod are 

essentially derived from the same EIS spectra and the same parametric coordinates (just graphed 

differently), the above validation method should work for Zmod as well. However, rather go 

through the same lengthy procedure for each electrode, we assessed the verification process to 

simplify it further. As demonstrated from the previous calculations,  

 

BΦ = Areaexposed (Ae) ÷ Total Area (A) = Ae ÷ A 

Therefore, if we solve for Ae, we get 

Ae = LBlood × ρ = {LWithBlood – LWithoutBlood} × ρ = {[(BB ×A) ÷ ρ] – [BN  × A) ÷ ρ]} × ρ 

           BS   BS             BS 

 

Ae = (A ÷ ρ) × [BB – BN] × ρ = A × [BB – BN] 

                                                BS                          BS 

 

BΦ = Ae ÷ A = A × [BB – BN] ÷ A 

                                                          BS 

   

      BΦ = BB – BN                                                          (Equation 6-4) 

                                                           BS 

 

 Therefore, by simplifying the equation to be a function of the normalized baseline (the 

signal derived from baseline and sensing biosensors without any clinical sample, BN) and the 

change from the normalized baseline upon deposition of clinical sample (BB for the baseline 

biosensor, BS for the sensing biosensor), we can compare our experimental BΦ  values (Equation 

6-2) to the calculated BΦ values (Equation 6-4) in Figure 6-8 (experimental values represented 



122 
 

by blue bars, calculated values represented by red bars). While there was a disparity between the 

experimental and calculated BΦ values when examining each rat whole blood sample at each 

method and timepoint individually for both BNP and TnT (Figure 6-8 a, b), when examining the 

average BΦ across all five rat whole blood samples for each method and timepoint (Figure 6-8 c, 

d), we observed that the average experimental and calculated BΦ values did not differ 

statistically for all but the 5m-Rct method and timepoint. A possible reason for the observed 

differences (both individually and average) could be that the experimental BΦ is a ratio of 

percentage changes of BS and BB with and without the presence of rat whole blood (where both 

values are essentially normalized to their individual baselines), while the calculated BΦ is more 

of a subtraction of absolute value ratios (BB:BS – BN:BS), which could possibly lead to a more 

imperfect measurement. 

 

6.3.5.4  Model # 2 Equation 

 

 

Based off the calculations from the previous sections, we then modified the Equation 2 to 

calculate the true intercept of the BS biosensor using the BB biosensor and the average BΦ values 

from Figure 6-8 c and d, 

 

             %ΔBS = BΦ × %ΔBB    (Equation 6-5) 

 

where %ΔBS represented the y-intercept on the calibration curve (the percent change in Rct or 

Zmod between the biosensing electrode without and with the clinical sample). The average 

experimental BΦ for each method and timepoint was already derived in Figure 6-8 c and d, and 
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BB was obtained by measuring the %Δ in Rct or Zmod between an untreated baseline biosensor (a 

biosensor containing biotin only, as opposed to biotinylated aptamer) and a baseline biosensor 

treated with the clinical sample. Using the %ΔBB of a blinded clinical sample (in which the 

concentration of BNP and TnT present is unknown) and our experimentally derived BΦ values 

(which were calculated using whole blood samples containing no BNP or TnT), we should be 

able to calculate the true intercept value of the biosensing biosensor (a biosensor containing 

biotinylated aptamer). 

And therefore, we modified Equation 6-1 as 

 

y = m x + (BΦ × BB)     (Equation 6-6) 

 

Using both Equation 6-1 and Equation 6-6, we then proceeded to analyze the human serum 

samples. 

 

 

6.3.6 Human Serum Studies (Model 3) 

 

Using the two-electrode approach, we tested BNP biosensors against human clinically derived 

serum samples, where the true value was already known. We then applied Model # 1 and Model 

# 2 to our measurements to compare the concentrations we calculated against the known value. 

(Figure 6-9). 
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Figure 6-9. Human serum sample analysis (no correction and BΦ correction) 

Eight serum samples were tested for BNP antigen with all four methodologies (in legend) and were compared 

against true value for two models – no correction (a) and BΦ correction (b). Asterisks stand for p-values 

calculated by 2-way ANOVA with post-hoc Dunnett’s multiple comparisons against a control (true value). 
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Unfortunately, both the uncorrected and the BΦ corrected models showed variability 

across all the methodologies, although for each sample, there was at least one methodology that 

came close to the true value. However, this methodology was never consistent across samples. 

This variability was probably due to the fact that both models were created based off of whole 

blood samples, which still contain cells and platelets and clotting factors, whereas human serum 

is devoid of those factors and therefore exhibits less interference on the biosensor surface. So  

 

 

  

 

Figure 6-10. Human serum sample Bland-Altman analysis (no correction) 

Eight serum samples (VAD) were tested for BNP antigen for 30s-Zmod (a), 30s-Rct (a), 5m-Zmod (a), 5m-Rct (d) 

and were each compared against the true concentration in Bland-Altman analyses. Red lines represent 95% 

confidence interval, and blue lines represent the bias. 
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Bland -Altman analyses were performed to compare the two different correction methods 

across all four testing methods. The Bland-Altman analysis compares two assay methods by 

plotting the differences between the two assays on the y-axis, and the average of the two assays 

on the x-axis, and then assessing whether the points for both assays fall within the 95% 

confidence interval and cluster closer to the bias (the average of the differences). Ideally, if two 

assays compare favorably, the bias should be nearly zero, and the 95% confidence interval 

should be small. For Model # 1 (No Correction, Figure 6-10), while the bias for all but 5m-Rct 

(Figure 6-10 d) was low, the confidence intervals were rather large. In addition, most of the 

 values clustered near the bias line for the 30s tests (Figure 6-10 a, b), but we saw more disparity 

in the 5m tests (Figure 6-10 c, d), especially with VAD 119 (which has a very high 

concentration of BNP antigen, above 3 ng/mL).  

For Model # 2 (BΦ Correction, Figure 6-11), none of the bias values were particularly 

low (the lowest was 30s-Zmod, Figure 6-11 a), and the confidence intervals were still rather 

large. However, we saw better clustering of values near the bias lines, especially for the Zmod 

tests (Figure 6-10 a, c). However, VAD 119 (which has a very high concentration of BNP 

antigen, above 3 ng/mL) remained a consistent outlier. 

Therefore, due to the statistically different concentrations in the bar graph comparisons 

(Figure 6-8, Figure 6-9), and the large confidence intervals and the larger bias in the Bland-

Altman tests (Figure 6-10, Figure 6-11), another correction must be employed in order to 

accurately detect the concentrations of BNP in the human serum clinically derived samples. 
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Figure 6-11. Human serum sample Bland-Altman analysis (BΦ Correction) 

Eight serum samples (VAD) were tested for BNP antigen for 30s-Zmod (a), 30s-Rct (a), 5m-Zmod (a), 5m-Rct (d) 

and were each compared against the true concentration in Bland-Altman analyses. Red lines represent 95% 

confidence interval, and blue lines represent the bias. 

 

 

 

6.3.6.1  Model # 3 (BΦ and MΦ Corrections) 

 

 

Based off of Equation 5, we can then further modify the equation by creating a slope correction 

factor known as MΦ, where 

 

MΦ = Calculated Value/True Value    (Equation 6-7) 
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Therefore, when incorporating the slope correction factor into Equation 5 derived from Figure 

6-12 (a), we get 

 

y = (m × MΦ) x + (BΦ × BB)     (Equation 6-8) 

 

This equation can now account for the drop interference by increasing the sensitivity of the 

calibration curve equation (which, as there is less interference in serum, the biosensor would be 

more sensitive). We then used Equation 6-8 to recalculate our measurements (Figure 6-12 b). 

 

 

 

 

Figure 6-12. Human serum sample analysis (BΦ + MΦ corrections) 

(a) MΦ for each methodology (error bars represent ± SEM for n = 8), and (b) recalculated measurements 

using both MΦ and BΦ corrections. Asterisks stand for p-values calculated by 2-way ANOVA with post-hoc 

Dunnett’s multiple comparisons against a control (true value). 
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Using Model # 3, with both MΦ and BΦ corrections, we see that for most of the 

methodologies, but especially for 30s-Zmod, that the calculated values are not significantly 

different from most of the true values. The exceptions are VAD119 and VAD122, but note that 

both samples have a true value higher than 2.0 ng/mL, which is already extremely high (and for 

both samples, the biosensors register between the 1.5 – 2.0 ng/mL range, which is also 

considered high values). Therefore, if the biosensor was solely used as a rule-in or rule-out CHF 

method, the biosensor would already meet the requirements, especially as it is fairly accurate in 

the lower concentration ranges.  

For Model # 3-Bland Altman analysis (BΦ Correction + MΦ Correction, Figure 6-13), while the 

bias values were not particularly low (0.2 – 0.4), the bias values across all four methods were 

comparable. The confidence intervals were still rather large, though we saw excellent clustering 

of values near the bias lines, especially for the Zmod tests (Figure 6-13 a, c). However, VAD 119 

(which has a very high concentration of BNP antigen, above 3 ng/mL) remained a consistent 

outlier. Removal of VAD 119 from consideration immediately dropped the bias values to 0.1 for 

all four graphs, the confidence intervals became much smaller as well, although still not as small 

as we desired. This is most likely due to the fact that although VAD 119 is the main outlier, the 

biosensor also struggled to accurately detect the concentrations above 2.0 ng/mL for VAD 122 

and VAD 125. Removal of these two points drops the 30s-Zmod bias value to nearly 0, and drops 

the confidence interval to a mere ± 0.1 ng/mL, which is excellent for differentiating between 

levels of BNP (not necessarily good for determining the actual concentration of BNP antigen 

present). 
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Figure 6-13. Human serum sample Bland-Altman analysis (BΦ + MΦ correction) 

Eight serum samples (VAD) were tested for BNP antigen for 30s-Zmod (a), 30s-Rct (a), 5m-Zmod (a), 5m-Rct (d) 

and were each compared against the true concentration in Bland-Altman analyses. Red lines represent 95% 

confidence interval, and blue lines represent the bias. 

 

 

Therefore, using Model # 3 with MΦ and BΦ corrections, especially for the 30s-Zmod 

method, we were able to achieve a biosensor that could detect concentrations below a 2.0 ng/mL 

range relatively well, and could differentiate between BNP levels or ranges very well. However, 

it is worth noting that the MΦ corrections utilized for Model # 3 are specific to these particular 

serum samples alone. In order to assess their effectiveness, these corrections would have to be 

used with a separate blinded serum sample set (preferably 20 or more samples).  
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6.4 CONCLUSIONS 

 

 

 

 

Specific Aim 3 did elucidate a single-frequency at which impedimetric measurements (Zmod) 

could be conducted (20 Hz), and the time-span of those measurements was approximately 30s 

(although we could make that time-span shorter). Unfortunately, we were unable to successfully 

regenerate our biosensor through electrochemical means due to limitations of the potentiostat, so 

we were unable to use that methodology to develop a strategy for removing sample interference. 

Therefore, we tested both BNP and TnT biosensors in biological samples (specifically, rat whole 

blood) to determine an average calibration curve for future unknown sample detection (Model # 

1 – No correction). However, the intercepts in the individual calibration curves was highly 

variable, so we developed a two-electrode model to correct the calibration curve intercept for 

each individual sample (Model # 2 - BΦ Corrections). When we utilized both Model # 1 and 

Model # 2 against human serum samples with a known value of BNP only, we discovered that 

neither Model was sufficient to accurately detect the concentrations of BNP due to the fact that 

we were using a model developed for whole blood against human serum. Whole blood is 

typically drawn from the patient without any processing (although for longer storage, 

anticoagulants are utilized to prevent the blood from clotting). Whole blood contains red blood 

cells, white blood cells, platelets, proteins, antibodies, enzymes, salts, and plasma. When whole 

blood is centrifuged at a high speed (2500 RPM for 15 minutes), the plasma separates from all 

the cells and platelets, but still contains clotting factors, proteins, antibodies, enzymes, and salts. 

If whole blood is allowed to clot and is then centrifuged, the blood serum separates, which not 

only removes all the cells and platelets, but also removes any factors or proteins involved in 

coagulation, thus leaving behind a solution containing only proteins, antibodies, enzymes, salts, 
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and water. These differences between whole blood and serum demonstrate that in a whole blood 

sample, there are more interfering factors that could bind to the biosensor than in serum, thus 

reducing the sensitivity of the biosensor and leading to calibration curves with lower slopes. 

Therefore, we created Model # 3 (BΦ Corrections and MΦ Corrections), which corrected the 

slope for sensitivity to human serum, and Model # 3 could accurately detect all BNP 

concentrations under 2.0 ng/mL, which is an acceptable clinical range, especially for a rule-

in/rule-out CHF method. Therefore, based off this pilot study, our biosensor shows immense 

potential for success in future studies. 
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7.0 CONCLUSIONS & FUTURE DIRECTIONS 

 

 

 

This thesis demonstrated how to construct an impedimetric multi-array biosensor platform based 

on platinum wires functionalized with aptamers, and worked its way through from construction 

to optimization to feasibility in biological samples. Initially, the thesis focused on creating the 

multi-array biosensing platform without compromising reproducibility between electrodes, and 

determining the optimal wire diameter and surface polish  (0.5 mm diameter polished to 5 µm 

or 1200 grit) necessary to create a biosensor that does not experience saturation within the 

clinical ranges of TnT and BNP antigens. The thesis then shifted into assessing the SAM utilized 

to tether the BNP and TnT specific aptamers to the electrode surface, determining both the 

optimal incubation time and concentration necessary for each layer as well as assessing the 

necessity of each layer. We tested 9 different SAM combinations, and in the end, we determined 

that the best one was the PCGNA (Platinum-Cysteamine-Glutaraldehyde-Neutravidin-Aptamer) 

SAM combination, especially as it showed excellent precision, reasonable sensitivity, and 

excellent insulation of the linker proteins that can easily interfere with the biosensor readings. 

Lastly, the thesis took the optimal SAM combination to develop biosensors to test in rat whole 

blood samples to create a calibration curve model. However, the calibration curve model (Model 

# 1) was not precise and was highly variable in intercept values due to the variation in whole 

blood samples, so a second model (Model # 2) was created to correct for the intercept values by 

using a two-electrode approach to essentially “erase” the impact of biofouling. However, when 
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this model was utilized for a clinically-derived human serum sample study, we discovered that 

using a whole blood-based model for serum samples was inefficient as the interference presented 

by whole blood vs. serum is quite different (due to the cells, clotting factors, and platelets present 

in the form). Therefore, using the known values of the serum samples, we corrected Model # 2 to 

ensure that the calibration curve was more sensitive by creating a slope correction factor.  The 

use of this new model (Model # 3) was highly accurate below 2.0 ng/mL BNP, which is already 

an extremely high level of antigen that signifies long-standing CHF. Therefore, the corrected 

biosensor model is reasonably within a reasonable error range and has enormous potential for 

future studies, especially for examination of BNP levels in relation to CHF (i.e. <100 ng/mL 

indicates low risk, 100 – 300 ng/mL indicates mild risk, 300 – 600 ng/mL indicates medium risk, 

and >600 ng/mL indicates high risk of CHF). 

 

7.1 NECESSARY PARAMETERS OF BIOSENSORS 
 

 

Looking back at the necessary parameters for a biosensor outlined in the introduction, if we 

compare the final biosensor model (and all of the other previous findings) to the necessary 

parameters, we find that our final biosensor model meets many of the parameters 

 Accuracy: The biosensor was accurately able to detect BNP antigen concentrations in 

human serum samples below 2.0 ng/mL, which is well above the cutoff range for risk of 

CHF, especially utilizing the 30s-Zmod method. However, due to the biosensor struggling 

to detect BNP concentrations above 2.0 ng/mL, Bland-Altman analyses demonstrate a 
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disparity between the two assays, thus indicating the need to run more samples to further 

assess the accuracy and error margin of the biosensor. 

 Specificity: Despite the presence of numerous other proteins in the serum sample, our 

biosensor was able to detect the concentrations of BNP without significantly deviating 

from the true value, and even in the presence of rat whole blood, the calibration curves 

exhibited reasonably good correlation coefficients. 

 Precision: The error ranges for each of the concentration detections were low, especially 

considering that all steps for constructing and testing the biosensor were done by hand. 

 Sensitivity: While the biosensor was unable to detect BNP antigen levels beyond a 2.0 

ng/mL threshold, it was able to detect lower concentration ranges, which indicates that 

the biosensor has potential as a rule-in/rule-out screening method for CHF. In addition, 

even in rat whole blood, the biosensor had relatively high slopes for the calibration 

curves, which indicated reasonably good sensitivity. 

 Selectivity: While the biosensors were impacted by whole blood and serum interference 

factors, by developing the two-electrode method and then using correction factors for the 

intercept and the slope of our calibration curves, we were able to create a model that was 

able to detect BNP antigen levels below 2.0 ng/mL, thus enabling the biosensor to 

become selective in the presence of human serum. 

 Reproducibility: Each test was conducted at least three times (across different electrodes 

each time), and across those three experiments for each test, we saw remarkable 

precision, thus demonstrating that our biosensor responses are reproducible. In addition, 

we saw similar trends across samples (not just within samples), thus demonstrating that 

our biosensor development procedure is reasonably reproducible. 
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While all of these parameters are ideal for biosensing, it may not be possible to achieve all 

parameters (while we reasonably achieved many of these parameters in this research effort, it 

must be noted that the sample size is rather small and is therefore not indicative of a mass-

screening effort). However, in mass-screening, there may be a point where specificity or 

sensitivity would be compromised, which could impact the generation of false positives (subject 

is misclassified as having the disease, potentially forcing the patient to suffer through 

unnecessary psychological trauma and diagnostic or invasive procedures) or false negatives 

(subject is misclassified as not having the disease, thus delaying the correct diagnosis and 

allowing the disease to manifest further). If a mass-screening biomarker test is highly specific, 

then there are fewer false positives because it is highly unlikely that the test would detect the 

biomarker unless it was present in the bloodstream. However, if the test is highly sensitive, then 

there are fewer false negatives as very trace amounts of the biomarker could be detected, thus 

allowing the disease to be detected earlier and faster. Therefore, when designing a mass-

screening test where either sensitivity or specificity could be compromised, it is essential to 

investigate whether false positives or false negatives are more common for the disease. 

Unfortunately, MI and CHF are diseases that are known to exhibit both false positives or false 

negatives depending on the screening procedure utilized. 
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7.2 FUTURE DIRECTIONS 

 

 

7.2.1 Additional Experimentation 

 

 

The models in this thesis were based upon n = 5 whole blood samples and n = 8 serum samples, 

and while those sample sizes were sufficient for a pilot feasibility study, ultimately, a much 

larger sample size is required to tweak the derived models even further to make our calibration 

curves more accurate and precise. Therefore, a future direction for further calibration curve 

analysis would be to do a small study of n = 20, use that study to conduct a power analysis, and 

use the power analysis to assess how large of a study would be necessary to validate the models  

(especially Model # 3) formulated in this thesis. Future experimentation would have to be 

conducted to further examine the impact of gender, age, ethnicity, and various other factors on 

the biosensor, especially in larger sample sizes. 

  In addition, further investigation is required to assess whether the correction factors 

developed in this thesis are due to the electrochemistry and physics of the system, or whether the 

correction factors just reflect the propagation of error in our system. There is a possibility for 

error at every stage of biosensor development (especially as all steps were conducted by hand), 

and it could be possible that the developed correction factors reflect these uncertainties. The 

amount of effort placed in examining error propagation and error correction will depend upon the 

function of the biosensor. If the biosensor will be utilized to detect an absolute concentration of 

an antigen, then thoroughly examining error correction is necessary to ensure accuracy. 

However, if the biosensor will be utilized to differentiate between ranges or levels of antigen 
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(where the levels can be classified as low, medium, or high risk), then less emphasis can be 

placed on error correction as long as the biosensor can differentiate between the classified levels 

reasonably well. 

Another future experiment should focus on exploring the electrochemical regeneration 

aspect in more detail, especially if we can custom make a small piece of equipment that can 

provide extremely short (nanosecond) voltage or current pulses to our biosensor. Another aspect 

to explore in electrochemical regeneration is to isolate the aptamer from the remaining layers by 

using a thiolated aptamer that can directly bind the Pt electrode surface, which could allow for 

determining the impact of applied voltage or current on the aptamer layer alone rather than the 

entirety of the biosensor. Once the aptamer impact is determined, then we can sequentially add 

layers to determine the impact of the applied voltage and current on all the layers (both 

separately and in tandem). 

 

7.2.2 Prototyping 

 

 

All the biosensors in this thesis were constructed, developed, polished, functionalized, and tested 

by hand. While the fact that we were able to achieve good precision and accuracy on many 

occasions with a hand-constructed biosensor, there is still some margin of human error present in 

the generation of the biosensors. Therefore, somehow automating the process during the 

prototyping stage could further boost precision, sensitivity, and accuracy. In addition, the current 

biosensing setup is a potentiostat housed in a computer connected to a Faraday cage (in which 

the biosensing chamber is stored). Therefore, prototyping could help miniaturize the setup to a 

more convenient and portable benchtop model by creating a miniaturized potentiostat (Prototype 
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# 1). As we will only be using certain functions of the potentiostat within a very small voltage 

and current range, creating a miniaturized and microcontrolled potentiostat should be reasonably 

easy. Once a miniaturized setup is developed, the focus should move to creating a more 

microfluidic assay, as currently all samples are pipetted onto the electrode surfaces individually.  

 

7.2.3 Additional biomarker testing 

 

 

As stated earlier in this thesis, one advantage of this biosensing platform is that it is universal and 

can be used with any biotinylated aptamer (or even biotinylated antibody) to create a biosensor 

with a different biomarker target (or various biomarker targets on one platform). However, each 

biomarker would require a different calibration curve, so therefore, with each additional 

biomarker tested with this platform, a new set of data would have to be generated so as to 

determine the calibration curve necessary for that particular model. In addition, the correction 

factors utilized in this thesis may vary from model to model, so those tests would have to be re-

conducted as well for every additional biomarker tested. 

Regardless of the desired application for the biosensor, rigorous testing would have to be 

performed for each new biomarker tested with this platform. In addition, these studies would 

have to be performed with larger sample sizes with more variable concentrations to ensure that 

the calculations for the calibration curves and corrections can account for outliers, especially in 

clinical samples, where the blood and serum composition of each patient will differ. However, 

point-of-care biosensors have enormous potential in the future of medicine, so even taking one 

additional step towards developing a successful point-of-care biosensor can be highly useful for 

future medical applications. 
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APPENDIX A 

 

 

 

 

GOLD COATED CARBON NANOTUBE ELECTRODE ARRAYS: IMMUNOSENSORS 

FOR IMPEDIMETRIC DETECTION OF BONE BIOMARKERS 

 

This research represents the Kumta laboratory’s initial biosensor development efforts using 

carbon nanotube electrode arrays as the material interface, bone-marker c-terminal telopeptide as 

the target analyte, and the corresponding antibody as the biological detection element. The 

author of this thesis received second but equal author contributing status for performing the 

majority of the biosensing experiments. This work was published in “Biosensors and 

Bioelectronics”, Volume 77, in 2016 [122]. 
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A.2 ABSTRACT 

 

 

In this paper, we report the development of an immunosensor utilizing carbon nanotube (CNT) 

electrode coated with gold (Au) nanoparticles for the detection of bone biomarkers.  

Electrochemical impedance spectroscopy (EIS), a label free analytical technique that is used for 

studying the electrode interface properties, was implemented to monitor and detect the antigen-

antibody binding events occurring on the surface of the Au deposited CNT electrode. Type I C-

terminal telopeptide, a bone resorption marker, was used as the model protein to test the 

developed sensor. The sensor was characterized at various stages of development for evaluation 

of the optimal sensor performance. The limits of detection for C-terminal telopeptide were found 
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to be 0.2 ng/mL. The feasibility of the sensor for point-of-care (POC) applications was 

demonstrated by determining the single frequency showing maximum changes in impedance, 

which was found to be 18.75 Hz. 
 

Keywords: CNT; gold nanoparticles; immunosensor; impedance; C-terminal telopeptide; bone 

marker 

 

A.3 INTRODUCTION 

 

Millions of individuals suffer from various forms of musculoskeletal disorders such as bone 

carcinoma, osteoporosis etc. which, when not treated efficiently in a timely fashion, often leads 

to further complications, some of which are fatal. It is estimated that among the 44 million 

Americans who suffer from low bone density or osteoporosis, 24 % of hip fracture patients older 

than age 50 are known to expire within a year following injury [123].  The yearly cost arising 

from musculoskeletal disorders alone in the United States is approximately $850 billion and the 

costs associated with osteoporosis related fractures alone are projected to reach $25 billion by 

2025 [124]. Hence, it is critical to detect and monitor any changes in bone metabolism for 

effectively treating bone diseases during the early stages of their development and at the same 

time preserving ambulatory functions. Any changes in bone metabolism, wherein the old bone is 

replaced with new bone as brought on by abnormal bone metabolism, is reflected in the bone 

turnover marker levels [125]. The bone turnover markers are classified according to those 

pertaining to bone formation, which reflects the osteoblast activity; or that which facilitates bone 
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resorption, which also in turn reflect the osteoclast activity. Therefore, these markers may serve 

as an effective tool to monitor the progression of the disease, thus enabling the necessary steps to 

be taken for effective early stage prognosis and eventual treatment. 

Conventional analytical techniques that are currently being used to detect bone markers 

include Enzyme Linked Immunosorbent Assay (ELISA), radioimmunoassay, etc [126, 127]. 

Although sensitive, these techniques suffer from several disadvantages, the most notable being: 

time consuming, expensive, unwieldy, and requiring the knowledge and expertise of skilled 

personal for operation, thus limiting their use in hospitals and clinics. On the other hand, the 

development of biosensors has gathered considerable attention in recent years. This is even more 

noteworthy when the applications involve monitoring and detection of clinical analytes with the 

following attributes: quick response times, less expensive, small, portable, and easy to use; 

thereby making them amenable to point-of-care testing [128]. In a recent development on bone 

marker detection, Bruno et. al developed a novel  DNA aptamer beacon assay using a handheld 

fluorimeter for the quantification of C-terminal telopeptide, a bone resorption marker [129]. 

Here, the aptamer and its reverse complement were modeled to fit in the binding energy 

requirements for assay development. Labeling of the loop structures enabled the transduction of 

the binding events into a measurable signal for detection. Although the fluorescence based 

detection is very sensitive, in the case of impedimetric techniques, the direct detection based on 

changes in impedance is advantageous due to the label free nature of the assay [130]. 

Additionally, the impedance based technique is extremely sensitive to interfacial binding events 

occurring at the probe surface. This is especially critical when developing sensitive detection 

platforms that are immune to bulk processes occurring in the sample matrix.  
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Among the various materials used in the development of biosensors, carbon nanotubes 

(CNTs) have gained considerable attention due to their exceptional mechanical, electrical and 

surface properties [131]. The facile bottom-up approach to grow them is particularly well suited 

as the growth conditions may be modified to achieve specific properties to fit in the needs for 

sensor integration [132]. Moreover, studies have also been performed to understand the influence 

of nanotube side walls and tips and their size, on their electron transfer kinetics. Gong et.al have 

observed that the influence of tips and sidewall on their electrochemical activity was dependent 

on the type of redox probe used for the study [133]. While understanding these parameters is 

critical from the standpoint of signal measurement, stable allocation of bioprobes on CNTs using 

suitable coupling chemistries is a requirement for selective and sensitive recognition of target 

analytes.  

Several surface chemistries have been studied in great detail involving use of side-

wall/end-tip functionalization of CNTs for bioconjugation purposes [134]. However, gold is 

better - known for its superior biocompatibility and ability to allow for stable immobilization of 

biomolecules either via self-assembled monolayers (SAMs) or direct physisorption on its 

reactive surface [135]. Recently, architectures combining gold and CNTs have garnered 

considerable attention as they allow for the integration of their individual unique properties to 

develop potentially more versatile systems. It has been shown that owing to its high conductivity, 

electro-deposition of gold on CNT tips allow for better control of electrode current density [136]. 

The immobilization of antibodies on gold tipped CNT arrays to specifically detect prostate 

cancer cells reports the extension of this work to develop biosensors embedded in microfluidic 

channels [137]. These studies laid the framework for the present work to explore such CNT-gold 
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based architectures and their functionalization to detect specific biomarkers involving bone 

turnover.  

In the current study, extra-long vertically aligned CNT (VACNT) posts were utilized to 

prepare conducting electrodes. They were further electrodeposited with gold nanoparticles on 

their tips to control the current density and reproducibility. The CNT electrode preparation, gold 

deposition conditions and the chemistries used for bioconjugation were accordingly optimized. 

Type I C-terminal telopeptide, a resorption marker that is released into the blood stream and 

urine upon the degradation of collagen, was used as the model bone marker for detection 

purposes for this developed biosensor.  The immobilization of C-terminal telopeptide antibody 

on the gold modified CNT electrode enabled the development of C-terminal telopeptide 

biosensor. To show the feasibility of the sensor developed for point-of-care (POC) applications, 

the frequency most sensitive to changes in impedance following antigen-antibody interaction 

was determined and then used for detection of the marker concentration by measuring the 

changes in impedance at a single frequency. Furthermore, this single frequency testing of various 

concentrations of Telopeptide in the presence of protein interference was also demonstrated 

 

A.4 EXPERIMENTAL METHODS 
 

 

A.4.1 Materials 

 

Non-conducting Epicure epoxy resin and silicon carbide papers of the desired grit size were 

purchased from Buehler (Lake Bluff, IL). Silver epoxy paste was purchased from AI 
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Technology, Inc. (Princeton, NJ). Hydrogen tetrachloroaurate was purchased from Sigma 

Aldrich (St. Louis, MO). Phosphate buffer solution (10 mM PBS) was purchased from Lonza 

Group Ltd. (Walkersville, MD). Potassium ferrocyanide trihydrate and potassium ferricyanide 

was purchased respectively, from Fisher Scientific, Inc. (Fair Lawn, NJ). Neutravidin and bovine 

serum albumin (BSA) was purchased from Thermo Fisher Scientific (Rockford, IL). Biotinylated 

C-terminal telopeptide antibody and the human C-terminal telopeptide antigen obtained from 

Serum CrossLaps ELISA Kit were purchased from Immunodiagnostic Systems (Scottsdale, AZ). 

Dulbecco’s Eagle Medium containing (DMEM) 4.5 g/L glucose, L-glutamine, and sodium 

pyruvate was purchased from Cellgro (Corning Life Sciences, Manassas, VA). Millipore 

Deionized (DI) water with a resistivity of 18.2 MΩcm was used for all rinsing purposes.  

A.4.1 Fabrication of gold deposited VACNT electrodes 

 

Vertically aligned carbon nanotube posts (VACNTs) were grown on Si-wafers using thermal 

chemical vapor deposition (CVD) process as described in the earlier reports 
[10]

. The annealed 

posts were peeled individually from the silicon wafer, mounted in non-conducting epoxy, and 

degassed for at least 30 minutes to remove any bubbles. The individually mounted VACNT posts 

were then allowed to cure under room temperature conditions for approximately 8 hours. 

Following this, the epoxy mounted posts were polished on one end to 50 µm using silicon 

carbide polishing paper. Electrical contact of the exposed nanotubes with copper wire was made 

using a silver epoxy paste. Non-conducting epoxy was again employed to insulate the region of 

contact between VACNTs and copper wire following which; it was cured for approximately 8 

hours under room temperature conditions. The epoxy was polished to 50 nm to expose the other 

end of the VACNTs. The electrodes were cleaned ultrasonically thrice in absolute ethanol and DI 

water for 2 minutes each, in between the polishing steps. The electrodes were then subsequently 
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rinsed in DI water and dried. Gold was electrodeposited using 0.08 M hydrogen tetrachloroaurate 

solution by applying a potential of 0.175 V vs. Ag/AgCl. The gold coated electrodes were finally 

rinsed in DI water and allowed to dry under room temperature conditions.  

 

A.4.2 Immobilization of antibody 

 

The gold coated VACNT electrodes were treated with 1 mg/mL neutravidin prepared in 10 mM 

PBS, pH ~ 7.4 for 12 hours at 4
o
C. The avidinated electrodes were then immobilized with 

biotinylated C-terminal telopeptide antibody for 8 hours at 4
o
C.  This antibody is specific in its 

interaction with C-terminal telopeptide, which are protein fragments released into urine during 

the bone remodeling process. 1 % bovine serum albumin prepared in 10 mM PBS, pH 7.4 was 

used to block the unbound sites on the electrode. The electrodes were then placed in PBS buffer 

(control solution) and were ready for testing. Various concentrations of C-terminal telopeptide 

were prepared. The developed sensor was then treated with antigen for 1 hour following which, 

the electrode was rinsed in DI water and impedance measurements were then made. For 

evaluating the protein interference, various concentrations of C-terminal telopeptide were also 

prepared in DMEM with 10 % fetal bovine serum incorporated following which impedance 

measurements were made as above. Resulting Nyquist plots were analyzed using Z-view 

(Scribner Associates, Inc.) to determine the charge-transfer resistance values, and single-

frequency plots were analyzed using the Gamry EChem Analyst (Gamry Instruments, Inc.). 
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A.4.3 Microscopy and electrochemical characterization 

 

 

Raman miroscopy (Renishaw in Via Raman Microscope 633 nm red laser) and scanning electron 

microcopy (SEM, Philips XL30, operating voltage: 10-20 KV) was used to characterize the 

obtained VACNTs/Au-VACNT electrodes. Electrochemical characterization was carried out 

using the Gamry series G Potentiostat (Gamry Instruments, Inc., Warminster, PA). ZView 

software (Scribner Associates) was used for modeling of the impedance data. Cyclic 

voltammetry was conducted in 1 M KNO3 containing 6 mM K3[Fe(CN)6]
3-

 electrolyte solution, 

and electrochemical impedance spectroscopy (EIS) characterization was executed in an 

electrolyte solution consisting of 5 mM of potassium ferrocyanide/ ferricyanide redox couple in 

10 mM PBS. Platinum wire was used as the counter electrode and Ag/AgCl was used as the 

reference electrode.  

 

A.5 RESULTS AND DISCUSSION 
 

 

A.5.1 VACNTs / Au-VACNT electrode characterization 

 

The material scaffold used for biomolecular immobilization plays a critical role in terms of the 

final sensor characteristics. In the case of carbon nanotubes that are well known for their 

exceptional electrical, electronic and surface properties; the nanotube length and bundle diameter 

significantly affect the electrode charge transfer reaction rates, background noise and 

reproducibility of the electrochemical sensor. Hence, the VACNTs grown using the CVD 
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process were first characterized using Scanning Electron Microscopy (SEM) and Raman 

Microscopy. Figure A-1 (a-c) show the SEM images of VACNTs at various magnifications. 

From the Figure A-1 (a, b), the approximate tube length of the nanotubes was estimated to be ~ 

8 mm and the bundle diameter was determined to be ~290 µm. Figure A-1 d shows the Raman 

spectrum of the VACNT posts. The G’ peak at approximately, 2640 cm
-1

 represents the long 

range order while the D and G bands at 1330 cm
-1

 and 1580 cm
-1

 correspond to the disordered 

and ordered carbon bands in carbon nanotubes, respectively. Their ratio as is well-known 

representative of the graphitization nature is also indicative of the quality of CNTs, with lower 

ratios accordingly indicative of higher purity of CNTs with lesser defects. It was found that the 

posts grown have an Id/Ig ratios of ~ 1.1, indicating that the nanotubes have a higher degree of 

disorder in their as-grown structure.  

 The electrochemical properties of the nanotubes with this degree of disorder were then 

evaluated. This was done by fabricating the CNT electrodes followed by electrodeposition with 

gold. Figure A-2 (a) shows the cyclic voltammetry of plain and 5 s gold electrodeposited CNT 

electrode in 1 M KNO3 containing 6 mM K3[Fe(CN)6]
3-

. In the case of plain CNT electrodes, 

despite the presence of a higher degree of disorder determined in the nanotube structure as 

observed with the Raman studies discussed above, the presence of peak currents with a ratio 

equaling one indicates the reversibility of the iron redox couple for the corresponding oxidation 

and reduction reactions occurring on the CNT electrodes, thus validating the Nernstian behavior 

of the plain CNT electrodes. The peak separation voltage for the redox probe was observed to be 

approximately, 100 mV for the plain uncoated CNT post electrode. Furthermore, the effective 

area of the electrode was calculated using the Randle-Sevcik equation (Equation A1-1) given 

below.  
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        ip = 2.69 × 10
5 
n

3/2 
D

1/5 
Co v

1/2 
Aeff          (Equation A1-1) 

where  ip is the peak current, n is the number of electrons transferred in the redox reaction, D is 

the diffusion coefficient (7.6x10
-4

 cm
2
/s), Co is the concentration of the redox couple (6 mM), v 

is the scan rate (100 mV/s), and Aeff is the effective surface area of the electrode. It was 

determined that the plain CNT electrodes had an effective surface area of 4.4 x 10
-4

 cm
2
.   

Electrodeposition of gold on the CNTs increased the peak currents and consequently, the 

effective surface area calculated from the Randle-Sevcik equation increased to 5.3 x 10
-4

 cm
2
. 

Additionally, the gold coating decreased the peak separation voltage indicating that gold 

improved the electron transfer kinetics of the system. The peak current ratio equaling one for 

gold deposited electrodes validated the Nernstian behavior of the electrodes. Figure A-2 (b) 

demonstrates the square root of scan rate relationship on the peak currents of plain and gold 

deposited CNT electrodes further validating the reversible electron transfer kinetics of the 

system. Figure A-2 (c) shows the Nyquist plots obtained by impedimetric characterization of the 

plain CNT and Au-CNT electrodes. The inset in Figure A-2 (c) shows the corresponding 

equivalent circuit that was used to model the impedance response experimentally obtained to 

best represent the physical structure of the interface. The observed semicircular region of the plot 

associated with electron transfer processes is represented by a parallel circuit representation of a 

resistor (Rct) and the constant phase element (CPE). The tail at the lower frequencies indicates 

the presence of diffusion limited electrochemical processes, which is represented using the 

Warburg element (Wo). The solution resistance is represented by Rs. As observed in the Nyquist 

plots, the charge transfer resistance (Rct) that characterizes the interfacial electron transfer 

resulting from the Fe
2+

/Fe
3+

 redox couple, decreased with gold deposition. This observation is in 

concurrence with an increase in linear portion of the spectrum indicating the dominance of 
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diffusionally limited electrochemical processes and hence faster electron transfer processes, 

which is consistent with the increasing peak current values for Au-CNT electrodes observed in 

the cyclic voltammograms (CV) in Figure A-2 (a).  

SEM was performed to characterize the surface morphology of the gold electrodeposited 

on the CNT electrodes. Figure A-2 (d) shows the SEM images of the Au-CNT electrode. The 

electrodeposited gold nanoparticles were spherical and their size was found to be in the range of 

2-3 microns with an average distribution density of 40 particles/electrode. Accordingly, the 

estimated area of the Au-CNT electrode was ~ 5.1 x 10
-5

 cm
2
. The lower values of the area 

obtained from SEM in comparison to the effective electrode area determined from the Randle-

Sevcik equation may be due to the fact that the current from a CV is representative of the entire 

three dimensional electrode while image used for area calculations from SEM takes into account, 

only the two dimensional nature of gold nanoparticles on the CNT electrode. Thus, the studies 

from CV, EIS and SEM show that despite the high disorder to order ratio of the carbon 

nanotubes, the CNT electrodes fabricated show reversible electrochemical kinetics for redox 

couple used in the current study and enable electrochemical deposition of Au nanoparticles. 

While the primary aim of depositing Au nanoparticles was to enhance the ease of biomolecular 

immobilization, the CV and EIS studies show that Au nanoparticles also enhance the 

electrochemical properties of the CNT electrode.   

 

A.5.2 Sensor characterization and response 

 

Faradaic impedance spectroscopy, wherein, a redox probe added to the analyte solution 

transduces the antigen-antibody interactions at the electrode interface into a measureable 
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electrical signal for detection, is usually very sensitive, especially when changes in the real 

component (charge transfer resistance, Rct) of the impedance spectrum are to be measured. This 

is due to the fact that these changes are much higher than the changes in capacitance arising from 

the imaginary component of impedance. In the current study, the gold deposited CNT electrode 

was characterized impedimetrically at every stage of preparation of the sensor. Figure A-3 (a) 

shows the impedance spectrum on the gold electrodeposited CNT electrode following the 

immobilization of avidin and biotinylated antibody. As with the gold deposited electrode, there is 

an observed semicircular region of the plot associated with the electron transfer processes, 

represented by the parallel circuit combination of a resistor in parallel with the constant phase 

element (CPE) shown in the inset in Figure A-2 (c). At lower frequencies, the presence of 

diffusion limited electrochemical processes is represented using the Warburg element as outlined 

earlier.  

The Nyquist plots showed a higher charge transfer resistance for the electrodes 

immobilized with avidin and antibody when compared to the plain Au-deposited electrode.  This 

increase in charge transfer resistance arises from the insulating interfacial protein layers 

immobilized on gold expectedly serving as a barrier for the charge transfer of the 

ferro/ferricyanide redox probe. Further, it was noted that the equivalent circuit used to fit the 

experimental results following the immobilization step continued to be best represented by a 

constant phase element with a parallel resistor and Warburg impedance similar to the inset 

shown in Figure A-2 (c) discussed above, thus indicating that the physical structure of the 

electrode interfacial layer was similar to that of the electrode prior to avidin immobilization. 

Following the immobilization of the antibody, the developed sensor was blocked with 1% BSA 

and then tested using the control solution, 10 mM PBS. Testing involved incubating the sensor 
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with known concentrations of telopeptide for 1 hour. The sensor was then rinsed in DI water and 

impedance was measured at open circuit potential for 10 mV amplitude over a frequency range 

of 0.1 Hz to 300 KHz.  

Figure A-3 (b) presents the impedance spectra of the sensor to various concentrations of 

C-terminal telopeptide.  A progressive increase in the semicircle diameter with increasing 

concentrations of C-terminal telopeptide can be observed, thereby, proving the increased charge 

transfer resistance due to the antigen-antibody interaction at the electrode interface. The 

calibration curves were the generated with the Rct parameter obtained from the theoretical fits, 

and the percent change in response was calculated using the formula below. 

                
                    

           
       

Figure A-3 (c) shows the calibration curve wherein the percent change in Rct is plotted 

for 0.05 ng/mL, 0.1 ng/mL, 0.2 ng/mL, 0.3 ng/mL, 0.4 ng/mL, 0.5 ng/mL and 0.6 ng/mL of 

telopeptide.  The developed impedimetric sensor responds linearly to the tested telopeptide 

concentrations with a correlation coefficient of 0.98.  The error bars are used to describe the 

standard error for n=3. Although concentrations as low as 0.05 ng/mL produced a measureable 

signal, the statistically relevant detection limit was found to be 0.2 ng/mL telopeptide. This is a 

significant improvement over previously reported detection limit of 50 ng/mL
[14]

 wherein, gold 

was micropatterned on a silicon wafer and functionalized with C-terminal telopeptide antibody. 

Although the detection limits obtained using standard analytical techniques, for example,an 

ELISA assay is in the range of ~0.02 ng/mL (Serum CrossLaps CTx-1 ELISA Kit, 

ImmunodiagnosticSystems), which is ten-fold lower than the value obtained and reported herein, 
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nevertheless, it should be noted the impedimetric sensing technique discussed in this manuscript 

is much simpler in terms of sample preparation and testing. 

 

A.5.3 Single frequency testing and protein interference  

 

As mentioned earlier, the developed biosensor in this study has greater potential to be used for 

point-of-care (POC) applications for diagnostic purposes if the tested frequency range were 

narrowed down to a single frequency. One of the major advantages of implementing the single 

frequency testing is that in addition to simplifying the data analysis that would not require 

modeling to extract the relevant electrochemical parameters, it would significantly reduce the 

time required for actual testing of the impedimetric sensor response. The lower frequency range 

is relatively more sensitive to quantify the antigen-antibody binding parameter as given by the 

charge transfer resistance. However, in the case of Faradiac impedance spectroscopy, higher 

impedance and signal drift result in higher noise at very low frequencies. Thus, based on the data 

analysis, a frequency of 18.75 Hz was found to have optimal signal to noise ratios producing not 

only a detectable but also reproducible response for the developed sensor.  

Figure A-4 shows the calibration curve where the percent change in absolute impedance 

is plotted for concentrations of C-terminal telopeptide ranging for 0.05 ng/mL – 0.6 ng/mL.  The 

single-frequency impedimetric biosensor responds linearly to the increasing telopeptide 

concentrations with a correlation coefficient of 0.96 (n=3), thereby showing the potential of the 

developed system for translation into a possible portable sensor for point-of-care (POC) 

applications.  Additionally, it should be noted that the single-frequency impedimetric biosensor 

demonstrates a linear response with a credible correlation coefficient of 0.91(n=3) to the increase 
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in C-terminal telopeptide concentrations when in the face of interference from Dulbecco’s Eagle 

Medium (DMEM) solution infused with 10% Fetal Bovine Serum (Figure A-5), thus 

demonstrating the ability of the impedimetric biosensor to successfully measure concentrations 

of C-terminal telopeptide despite the protein/buffer interference, particularly at the lower 

concentration range (0.05 ng/mL – 0.4 ng/mL), thus giving the GCNTA biosensor the added 

attribute of lower range detection. The result therefore validates the use of the system in dynamic 

real time applications in practical environments using blood or other bodily fluids undeterred 

from the likely interference of multiple serums, enzymes, and proteins present in these fluids. 

The results therefore not only demonstrate reproducibility among biosensors (n=3), but also 

demonstrate the potential use of the GCNTA based sensor for not only bone biomarker but also 

other biomarker detection thus representing a potential point of care (POC) diagnostic tool for 

monitoring the overall patient health condition.  

 

A.6 CONCLUSIONS 

 

 

In this study, we have therefore demonstrated the development of an impedimetric biosensor for 

the detection of bone marker namely, C-terminal telopeptide of Type I collagen. Herein, the 

CNT array (CNTA) electrodes formed the template for electrodepositing gold nanoparticles to 

form gold coated CNT array (GCNTA) electrodes. The gold surface was then functionalized 

with avidin for further immobilization of biotinylated C-terminal telopeptide antibody. The 

sensor was characterized at every stage of its development using microscopy and electrochemical 
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techniques. Given the Faradaic nature of the system from the redox ferro/ferricyanide probe, the 

parameter most relevant to quantifying the antigen-antibody interactions at the electrode 

interface was the charge transfer resistance. A linear trend was observed in the response curve 

plotted for the percent change in Rct for tested concentrations and the limit of detection was 

determined to be 0.2 ng/mL of C-terminal telopeptide. Moreover, the feasibility of the developed 

GCNTA biosensor for point-of-care (POC) applications for diagnostic purposes was achieved by 

analyzing the absolute impedance values obtained above at single frequencies. It was determined 

that at 18.75 Hz, maximum and reproducible changes in impedance were observed for various 

concentrations with a trend in response which was again linear having a good and credible 

correlation coefficient. Further ability to detect the bone marker in the presence of protein and 

buffer interference was also demonstrated using DMEM containing FBS. Thus, the developed 

sensor has the potential for translation into portable kits for point-of-care (POC) applications.  
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A.8 FIGURES AND TABLES 

 

 

 

Figure A-1. SEM images of VACNT posts  

SEM images of VACNT posts at various magnifications (a-c), Raman spectrum of VACNT posts (d). 
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Figure A-2. CNT post characterization (with and without gold) 

CNT posts electrodes before and after gold deposition characterized electrochemically using cyclic 

voltammetry (CV). (a) cyclic voltammetry (CV) for plain CNT post electrode and 5 s gold deposited CNT 

electrode in 1 M KNO3 containing 6 mM K3[Fe(CN)6]
3-

 (b) the influence of square root of scan rate on peak 

current (c) Nyquist plot for plain and gold deposited CNT electrodes in 10 mM PBS, pH ~ 7.4 containing 5 

mM [Fe(CN6)]
3-/4-

 for an amplitude of 10 mV over a frequency range of 0.1 Hz to 300 KHz at open circuit 

potential with the inset showing the corresponding equivalent circuits (d) SEM of gold deposited on CNT 

electrodes. 
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Figure A-3. C-terminal telopeptide detection 

Nyquist plots showing (a) the increase in charge transfer resistance to avidin and biotinylated C-terminal 

telopeptide antibody immobilization on gold deposited CNT electrodes, (b) the increase in charge-transfer 

resistance with increasing concentrations of C-terminal telopeptide, and (c) a calibration curve showing 

percent change in charge transfer resistance to different concentrations of C terminal telopeptide  (error bars 

describe the standard error for n=3). 
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Figure A-4. Single frequency calibration curve. 

Calibration curve showing % change in absolute impedance with increasing concentrations of C-terminal 

telopeptide when tested at 18.75 Hz (error bars describe the standard error for n=3). 
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Figure A-5. Single frequency calibration curve (with interference) 

Calibration curve showing percent change in absolute impedance at 18.75 Hz with increasing concentrations 

of C-terminal telopeptide prepared in DMEM solution in the presence of 10 % fetal serum albumin  (error 

bars describe the standard error for n=3). 
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APPENDIX B 

 

 

TARTRATE RESISTANT ACID PHOSPHATASE ASSISTED DEGRADATION OF 

SINGLE WALL CARBON NANOTUBES (SWCNTS) 

 

This research represents the Kumta laboratory’s initial efforts in developing a model for a 

degradable biosensor by examining the degradation of carbon nanotubes (used in Appendix A as 

a biosensor) via an enzyme commonly expressed during bone remodeling. The author of this 

thesis received second but equal author contributing status for performing the majority of the 

molecular modeling experiments and analysis. This work was published in “ACS Biomaterials: 

Science and Engineering”, Volume 2, in 2016 [138]. 
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B.2 ABSTRACT 
 

 

 In this study, we explored the capability of Tartrate Resistant Acid Phosphatase (TRAcP), 

a bone resorption marker, to degrade carboxylated single walled carbon nanotubes (C-

SWCNTs). Optical observations, Raman and high resolution transmission electron microscopy 

studies show that the enzyme contributes to the degradation of C-SWCNTs, although the 

degradation is not complete.  Molecular modeling implemented to investigate the binding sites 

for carboxylated and pristine SWCNTs to TRAcP elucidate the varying proximity of SWCNTs 

to the binuclear iron active site and the active site residues of TRAcP, which is clearly dependent 

upon the degree of carboxylation introduced into the SWCNT model. The modeling results 

presented provide justification to the propensity of TRAcP to degrade the C-SWCNTs alluding 

to the possibility of C-SWCNTs to be used as a potential degradable biomaterial for use in 

therapeutic applications of mineralized tissue related conditions. 

Keywords: carbon nanotubes; biodegradation; tartrate resistant acid phosphatase; bone markers 
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B.3 INTRODUCTION 

 

 

Carbon nanotubes (CNTs) are tubular solid state macromolecules of carbon possessing unique 

electrical, mechanical, and chemical properties such as high thermal, excellent electronic 

conductivity, stiffness, resilience, and strength that have made them ubiquitously popular and 

well-studied systems [139, 140, 141, 142, 143, 144]. The rich chemistry and high chemical 

reactivity of CNTs enables their surface modification with proteins, carbohydrates, and nucleic 

acids, thereby allowing for its multifaceted applications in drug or gene delivery systems [145]
 
as 

well as in the development of biosensors [146]. The high aspect ratio, excellent electrical and 

physical properties, and the nature of the graphitic vis-à-vis disordered carbon composition 

renders the CNTs platform ideal for a multitude of applications in tissue engineering, including 

tracking, labeling, sensing as well as augmenting cellular behavior, and enhancing tissue 

matrices [147, 148, 149, 150]. 

 CNTs are especially useful for bone tissue engineering related applications because their 

superior mechanical strength can serve to augment the mechanical properties of synthesized 

composite scaffolds without compromising biocompatibility, while interacting favorably with 

cell-binding proteins and regulating stem-cell differentiation, particularly that of osteogenic 

lineages [141]. Studies to date have also demonstrated their potential for orthopedic 

implantation, especially for multi-walled carbon nanotubes (MWCNTs) [151, 152].
 
For instance, 

nanocomposites of polymers such as polylactic acid and polycaprolactone with MWCNTs 

increased osteoblast proliferation and calcium production by applying an alternating current in 

vitro [153, 154, 155, 156], MWCNT coatings reinforced with hydroxyapatite promoted 

osteoblast proliferation in vitro [157], andosteoblast adhesion was enhanced on vertically aligned 
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MWCNT arrays [158].
 
These reports serve as relevant examples to demonstrate the enormous 

potential of MWCNTs for bone tissue engineering and regenerative medicine applications. 

 SWCNTs (single-walled carbon nanotubes) also demonstrate promise in bone tissue 

engineering, especially when incorporated into polymeric scaffolds to create CNT-reinforced 

polymer nanocomposites [159].
 
In addition, SWCNTs are useful for various other biomedical 

applications such as biosensing, drug and gene delivery, and as ion channel blockers, which 

could be potentially useful for orthopedic applications [146]. Many studies suggest that 

SWCNTs possess potential toxicity, but many of conducted cytotoxic studies focus on 

respiratory exposure or epidermal/dermal exposure [160]. Therefore, while SWCNTs are often 

described as potentially cytotoxic, data supporting this claim is scarce, especially in non-

respiratory or non-dermal/epidermal environments, and hence SWCNTs could indeed be 

promising for incorporation into orthopedic scaffolds, and orthopedic drug/gene delivery 

applications. 

 Many current tissue engineering and bone implantation studies also focus on the 

development of sustainable orthopedic implants. The average functional lifespan of typical 

titanium implants is only 10-15 years, and failure usually occurs due to poor fixation of the 

implant with surrounding bone [151]. This poor fixation results in an increase in total, partial, or 

secondary hip placement surgeries, increasing the likelihood of possible complications. Thus, 

development of an orthopedic implant that is not only biocompatible, but also biodegradable, 

such as magnesium and magnesium alloy implants, has been the focus of intense research 

activity over the last ten years [161, 162, 163]. Identifying and developing such alloy systems 

would be considered ideal to prevent additional surgeries after implantation. Developing a CNT-

based orthopedic implant with degradation capabilities would not only confer additional 
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desirable properties and attributes to a ‘smart and degradable’ implant, but could also open 

avenues for further exploring novel bone growth, augmenting gene or drug delivery, andsensing 

capabilities fostered by incorporating CNTs into implants. 

 A natural method for CNT degradation could be achieved through enzymatic 

degradation. Recent studies have demonstrated, both experimentally and theoretically, the 

catalytic degradation of SWCNTs by Neutrophil Myeloperoxidase (MPO) [164] and Horseradish 

Peroxidase (HRP)
 
[165], with both enzymes possessing a reactive binuclear iron active site. The 

principle behind CNT biodegradation is attributed to the formation of ferryl oxo iron upon 

heterolytic cleavage of hydrogen peroxide (H2O2) by peroxidase enzymes. Unlike the 

biodegradation route, wherein, only carboxylated SWCNTs are degraded due to the proximity 

effect, Fenton’s catalysis via homolytic cleavage of H2O2 resulting in  hydroxyl/hydroperoxyl 

radical formation is the basis of chemical degradation of both carboxylated and pristine 

SWCNTs by FeCl3. However, the hydrophobic nature of pristine SWCNTs makes them non-

dispersible in biocompatible solvents. Therefore, introducing carboxyl groups on CNT surfaces 

via functionalization renders functionalized SWCNTs more dispersible and biocompatible, and 

provides an area on SWCNT surfaces that interact more favorably with enzymes [166]. The use 

of bone related enzymes for CNT degradation appears to offer new insights while opening the 

door for using CNTs as possible biomaterials for mineralized tissue related applications. 

 In the current work, we used Tartrate-Resistant Acid Phosphatase (TRAcP), a 

metalloenzyme and a well-known bone-resorption marker that is highly expressed in osteoclasts, 

to degrade carboxylated SWCNTs in low localized concentrations of H2O2. During bone 

resorption, osteoclasts secrete osteopontin in the resorption space and the secreted osteopontin 

serves as a substrate for TRAcP, thus attracting TRAcP enzymes to the site of resorption [167, 
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168, 169]. Therefore, if a scaffold consisting of SWCNTs was implanted into the body, then 

during the bone remodeling process, TRAcP would be attracted to the scaffold and would hence 

come into proximity of the SWCNT-based scaffold. TRAcP has an active site (binuclear iron) 

similar to MPO and HRP, which have been successfully demonstrated to degrade SWCNTs. The 

interaction between TRAcP and SWCNTs was examined through optical microscopy, Raman 

spectroscopy, and transmission electron microscopy (TEM) both before and after enzymatic 

treatment to demonstrate the degradation of carboxylated SWCNTs in the presence of TRAcP. 

Due to the hydrophobic nature of pristine SWCNTs, it was difficult to disperse pristine 

SWCNTs, especially in solvents amenable to biological components such as TRAcP. In addition, 

carboxylation could not be controlled in the experimental studies. Therefore, molecular modeling 

was also implemented to further investigate binding sites for carboxylated and pristine SWCNTs 

to TRAcP by examining SWCNT orientation towards the active site, binding energies, and 

distance of SWCNTs from active site residues, thus serving as an added testimonial for 

validating the beneficial role of the enzyme in  degradating single walled carbon nanotubes 

(SWCNTs). Molecular modeling thus allowed for comparison of pristine and carboxylated 

SWCNTs, and also allowed for controlled carboxylation of the SWCNT surface. By 

demonstrating the effectiveness of TRAcP to initiate degradation of SWCNTs, this study can 

provide further support for degradable drug/gene delivery vehicles and scaffolds for bone tissue 

engineering applications. 

 

 

 



168 
 

B.4 EXPERIMENTAL METHODS 

 
 

 

B.4.1 Materials 

 

  

SWCNTs were purchased from Carbon Solutions, Inc. (P2-SWCNTs, Riverside, CA). Phosphate 

buffer Saline (10 mM, pH 7.4), 34-37% H2O2 was purchased from Fisher Scientific (Fair Lawn, 

NJ). Recombinant human Tartrate resistant acid phosphatase (TRAcP) was purchased from R&D 

Systems, Inc. (Minneapolis, MN). Sulfuric acid was purchased from Pharmco Products, Inc. 

(Brookfield, CT). Ascorbic acid was purchased from Sigma-Aldrich (St. Louis, MO). De-ionized 

water (18.2 MΩ.cm) from Millipore water purification system was used for all the described 

experimental studies.   

 

B.4.2 Carboxylation of SWCNTs (C-SWCNT) 

 

 

SWCNTs were carboxylated using the procedure described by Allen et.al [165]. with some 

modifications. Briefly, 25 mg of SWCNTs was sonicated in 200 mL of H2SO4/H2O2 (3:1) for 24 

hours under room temperature conditions in the dark. Approximately 10 mL H2O2 was added to 

this reaction solution after 10 hours of initial sonication to replenish the decomposed H2O2. 

Finally, the solution was filtered using 0.2 µm Teflon membrane filter and rinsed thoroughly 

with DI water until a neutral pH was obtained. 
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B.4.3 Incubation with TRAcP and H2O2 

 

A vial containing 20 µg/100 µL of carboxylated SWCNTs (C-SWCNTs) was prepared in DI 

water. To this, 10 µl of 0.5 mg/mL TRAcP in 25 mM Tris and 0.15 mM NaCl, pH 7.5 was 

added. Further, hydrogen peroxide was added such that the final concentration was 0.2 mM. The 

solution was then regenerated with the addition of 2.5 µL of 8 mM H2O2 every hour for up to 4 

hours. At the end of 5 hours, 10 µL of TRAcP and 5 µL of H2O2 were added and the reaction 

was allowed to continue under ambient room temperature conditions. On day 2, 1 µL of 0.1 mM 

of ascorbic acid was added. This was followed by the addition of 2.5 µL of 8 mM H2O2 every 

hour for up to 4 hours. At the end of 5 hours, 5 µL of H2O2 and 10 µL of TRAcP were added and 

the reaction was allowed to continue under room temperature conditions. On day 3, the 

procedure involving the addition of ascorbic acid, H2O2 and TRAcP was repeated. Control 

experiments were performed wherein the addition of TRAcP was replaced with an equivalent 

volume of buffer. By the end of day 3, the solutions were stored under refrigerated conditions 

and subjected to further characterization. 

 

B.4.2 SWCNT Characterization 

 

Transmission electron microscopy (TEM, JEM2100F), Raman microscopy (Renishaw in Via 

Raman microscope) and Fourier Transform Infrared spectroscopy (FTIR, Nicolet 6700) was used 

to characterize and monitor the degradation of SWCNTs-TRACP solution. KBr was used as the 

reference standard for characterizing the CNTs using FTIR. 
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B.4.5 Molecular modeling and docking 

 

The 3-D structure of SWCNTs (single-walled carbon nanotubes) was generated using Nanotube 

Modeler software (v. 1.7.3) to have a diameter of 1.4 nm and chiral indices (m, n) as (8, 8) and 

(14, 4) for metallic and semiconducting SWCNTs respectively. SWCNTs were then modified to 

contain carboxyl and hydroxyl group using the Builder Tool incorporated in the PyMOL 

visualization software (v. 1.5.05).  Modified (carboxylated and hydroxylated) and pristine 

SWCNTs were then docked to the TRAcP X-ray crystal structure (PDB ID: 1WAR, chain A) 

using the iterated Local Search Global Optimization algorithm (LSGOA) provided by AutoDock 

Vina (v. 1.1.2). The required .pdbqt input files for both the enzyme and the SWCNTs were 

generated using the AutoDock tools package provided by AutoDock4.2.  

 A cubic box was built around the protein with 70 x 70 x 70 points as the x, y, and z sizes, 

with a default AutoDock Vina spacing of 1.000 Å between the grid points. Therefore, the center 

of the protein, essentially the x, y, and z centers of the cube, were calculated to be 58.562, 

20.730, and 46.317 Å units, respectively. These given calculated grid maps allowed for the entire 

surface of the enzyme to be probed for possible binding sites without bias. A total of four CPUs 

were used to perform the docking, and any other parameters were set to default as defined by the 

AutoDock Vina. Each docking experiment generated a total of nine binding conformations. 

These binding conformations given by AutoDock Vina were further analyzed in PyMOL to 

ascertain the most preferred binding site, the binding energy for the site, and the distances 

between the SWCNT as well as the catalytic active site of TRAcP, respectively. This information 

was then used to justify and validate the experimental observations. 
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B.5 RESULTS AND DISCUSSION 

 

 

TRAcP is a metalloenzyme and a bone resorption marker that is highly expressed in osteoclasts. 

TRAcP catalyzes the hydrolysis of phosphate esters and anhydrides under acidic reaction 

conditions at a binuclear iron active site, which exists in an Fe(III)-Fe(II) state [167, 168, 169]. 

This hydrolysis occurs via a nucleophilic attack mechanism, which is catalyzed by the binding of 

a phosphate-substrate to the Fe(II) atom at the active site. The phosphorus bound in the active 

site undergoes a nucleophilic attack by the hydroxide ligand present in the active site, which 

results in the cleavage of an ester bond [170]. This method could be translated to a functionalized 

nanotube, where any esters and carboxylic acid moieties present could undergo attack and thus 

initiate and propagate the degradation process. Degradation of functionalized carbon nanotubes 

accordingly have been performed as reported in the literature using enzymes such as 

myeloperoxidase
 
[164] and horseradish peroxidase

 
[165], but the present study marks the first 

occasion wherein an osteoclastic enzyme is used for carbon nanotube degradation, and this study 

explores not only the impact of carboxylation but also defects in the SWCNTs to a greater depth. 

Therefore, it is our conviction that this study has the potential to open new avenues for the use of 

carbon nanotubes as degradable scaffolds or as delivery systems for bone tissue engineering 

applications. 

 

B.5.1 Experimental Results 

 

Figure B-1 (a) and (b) show visual digital images of vials containing carboxylated 

SWCNTs (C-SWCNTs) that were treated with TRAcP and without TRAcP, respectively on day 



172 
 

3. We can see that the vial treated with enzyme appears much lighter than the vial containing the 

untreated C-SWCNT solution. This could indicate potential degradation of carbon nanotubes by 

TRAcP under the conditions detailed in the experimental section. Furthermore, the appearance of 

a lighter solution under visual observation (unlike a clear solution as observed by Allen et.al.
28

) 

alludes to the initiation of enzymatic degradation of C-SWCNTs, although complete degradation 

is not achieved, suggesting the need for further increase in TRAcP concentration or increase in 

incubation time, and/or other parameters such as functionalization and carboxylation outlined in 

the experimental section to facilitate complete degradation. The result, albeit not complete, does 

demonstrate TRAcP’s potential in facilitating degradation of single walled CNTs, and suggests 

that an increase in TRAcP concentration or incubation time could possibly lead to further 

degradation if all the SWCNTs in solution are carboxylated. Complete degradation of 

carboxylated SWCNTs was not the primary objective of the manuscript and hence, was not 

conducted and included in this study. 

Figure B-2 (a), (b), and (c) shows the Raman spectra of pristine C-SWCNTs, and 

TRAcP treated C-SWCNTs, respectively. The peaks at 1330 cm
-1

 and 1580 cm
-1

 correspond to 

the disordered and ordered carbon bands within carbon nanotubes. In pristine SWCNTs (Figure 

B-2 (a)), we see a very minor disordered peak in comparison to C-SWCNTs (Figure B-2 (b)), 

indicating that carboxylation introduces disorder in the form of carboxyl defects on SWCNT 

surfaces. While we can observe a significant reduction in the ordered peak for C-SWCNTs 

treated with enzyme, the disordered peak nearly disappears (Figure B-2 (c)). The disappearance 

of disordered bands with enzyme treatment indicates that degradation likely begins at the defect 

sites and at the carboxylated groups introduced in SWCNTs and that the reaction likely goes to 

completion. The reduced intensity of the ordered carbon peak observed for C-SWCNTs treated 
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with TRAcP indicates possible incomplete carboxylation of SWCNTs, thereby, insulating it from 

any additional reaction or possible orientation towards the enzyme active site to initiate further 

oxidation and eventual degradation. It should be noted that the hydrophobic nature of pristine 

SWCNTs rendered them non-dispersible in biocompatible solutions, thus making it almost 

impossible to create a solution that contained both dispersed pristine SWCNTs and TRAcP 

without causing any damage to functionality of TRAcP. 

Figure B-3 (a) and (b) show TEM images of untreated and enzyme treated C-SWCNTs, 

respectively. The untreated C-SWCNTs clearly show fringes that are indicative of crystalline 

lattice framework of CNTs. However, these fringes are less pronounced in Figure B-3 (b). 

Furthermore, the lower magnification images in Figure B-3 (b) indicate the presence of clusters 

possibly formed from accumulation of carbonaceous byproducts of oxidation of CNTs. While 

the visual photographs, Raman studies and TEM results show TRAcP’s ability to degrade C-

SWCNTs, the degradation reaction is not complete. It is speculated at this point that further 

addition of TRAcP to the solution and continuation of the reaction conditions would possibly 

enable the completion of -SWCNT degradation.  

 

B.5.2 Molecular Modeling Results  

 

Molecular modeling was performed to determine the theoretical orientation of  carboxylated and 

pristine carbon nanotubes with TRAcP to elucidate the experimental observations and provide 

insight on how carboxylation/functionalization is essential for SWCNT degradation. To further 

clarify the molecular interactions between SWCNTs and TRAcP, various carboxylated and 
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pristine SWCNT configurations of two different chiralities [(8, 8), metallic SWCNTs; and (14, 

4), semi-conducting SWCNTs] with 1.4 nm diameters and 1.4 nm lengths were generated. These 

dimensions and chiralities were utilized due to their successful implementation in a previously 

published report by Allen et. al. [165], which demonstrated degradation of SWCNTs utilizing 

horseradish peroxidase.
28

 In addition, various defects and carboxylation indices were utilized to 

determine whether the extent of carboxylation or presence of defects in SWCNTs contribute to 

the degradation of SWCNTs. As there is no effective method to determine the location of 

carboxylation, degree of carboxylation, and probability or type of defects that may have been 

introduced or created during the experimental process, various degrees of carboxylation and 

various defects (carboxyl defects and methyl defects) were modeled for a total of 14 different 

configurations [see Table B-1: Column 1] The SWCNT models were docked to the TRAcP 

crystal structure (PDB ID: 1WAR, chain A) [see Figure B-4 (a)]. The docking program 

generates nine complexes for each configuration (representing the nine most probable 

orientations of the SWCNT in relation to the enzyme), and the resulting nine complexes from 

each case were further analyzed to determine the most suitable and effective docking orientation 

[see Figure B-5], average binding energy for each configuration [see Table B-1: Column 3 & 

5], and distances in angstroms from the catalytic residues of the active site [see Figure B-4 (b); 

Table B-2]. 

 

B.5.2.1  SWCNT Docking Orientations 

 

For pristine SWCNTs, there was only one possible docking orientation [see Figure B-5 (a), 

Table B-1: Row 3], referred to as ‘Pristine SWCNT Docking Conformation’. For modified 

SWCNTs, which had both carboxyl and hydroxyl groups added to the ends (in a 1:1 ratio) and 
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introduced carboxyl or methyl defects in varied locations, there were three possible docking 

orientations (Carboxylated SWCNT docking conformations: ‘Active site orientation’, ‘Side 

orientation’, and ‘Overhead orientation’), and the number of complexes out of the nine generated 

complexes for each configuration were tallied for each of the three docking orientations [see 

Figure B-5 (b)-(d); Table B-1: Rows 4-16], demonstrating the probability of each docking 

orientation. However, the most dominant docking orientation for both pristine and modified 

SWCNTs was the one oriented towards the dinuclear iron active site [see Figure B-5 (a) & (b)], 

whereas for the majority of the nine complexes for each modification, the preferred configuration 

was always with the active site orientation (ranging from 4/9 complexes – 9/9 complexes) 

demonstrating that the active site orientation [Table B-1: Columns 4 & 6] was the most 

probable orientation for  carboxylated SWCNTs. The carboxylated ends of the SWCNT were 

accordingly oriented towards positively charged residue His221 and phenol-containing residue 

Tyr53 [Figure B-4 (b), Figure B-5 (b)], and both these residues had minimal deviations in 

distance from carboxyl groups on SWCNTs throughout the SWCNT modification process in 

comparison to other residues [Table B-2: Columns 7 & 8]. Therefore, His221 and Tyr53 could 

be important not only in stabilizing modified SWCNT binding with TRAcP (thus acting as 

stabilizing residues during binding and degradation processes), but could also possibly aid in 

electron transfer from the dinuclear iron active site, thus facilitating degradation. Differences in 

chirality did not impact the docking orientation of the SWCNTs [Table B-1: Columns 4 & 6], 

implying that both semi-conducting and metallic SWCNTS interact with TRAcP in a similar 

manner in terms of enzymatic docking. 
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B.5.2.2  Binding Energies 

 

Binding energy is an indication of the mechanical energy required to disassemble a complex, 

where greater negativity is indicative of a more stable complex, that requires more energy for 

disassembly, and greater positivity represents a more unstable complex, that requires less energy 

for disassembly. In a pristine state, there is a distinct difference between the binding energies of 

metallic (-10.4 kcal/mol) and semiconducting (-13.7 kcal/mol) SWCNTs [Table B-1: Row 3; 

Figure B-6], thereby implying that while chirality differences do not play a role in enzymatic 

docking, chirality does have an impact on interaction strength between SWCNTs and TRAcP.   

The introduction of methyl and carboxyl defects in the middle of pristine SWCNTs do 

not have a significant impact on binding energy for both metallic and semiconducting SWCNTS 

[Table B-1: Rows 4-5; Figure B-6], although there is a marginal drop in binding energy upon 

introduction of a carboxyl group on a pristine semiconducting SWCNT (-13.7 kcal/mol to -12.9 

kcal/mol). The introduction of this carboxyl defect in the middle of the SWCNT may disrupt 

hydrostatic bonds between SWCNTs and the active site, thus introducing minor instability. 

However, this drop in binding energy is not significantly different from the binding energy in 

pristine SWCNTs [Figure 6]. The introduction of methyl defects most likely has no impact on 

binding energy due to their hydrophobic nature, which would impede enzymatic degradation 

rather than enhance interactions with TRAcP. 

While introduction of carboxyl defects on the side of SWCNTs had minimal impact on 

binding energy, carboxylation at one end of SWCNTs has a drastic impact on binding energy, 

especially as the degree of carboxylation increases. For metallic SWCNTs, introduction of a 

single carboxyl group at the end of SWCNTs is of no significance, dropping the binding energy 
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from -10.4 kcal/mol to -10.2 kcal/mol [Table B-1: Column 3, Row 6; Figure B-6], but as the 

degree of carboxylation increases to four and eight carboxyl groups on the end, the binding 

energy drops significantly to -9.2 kcal/mol and -8.1 kcal/mol respectively [Table B-1: Column 

3, Rows 7-8; Figure B-6]. For semiconducting SWCNTs, the introduction of a single carboxyl 

group does have a significant impact, reducing the binding energy from -13.7 kcal/mol to -11.2 

kcal/mol [Table B-1: Column 5, Row 6; Figure B-6], and as the degree of carboxylation 

increases to four and eight carboxyl groups on the end, the binding energy drops significantly to 

-9.8 kcal/mol and -7.9 kcal/mol, respectively [Table B-1: Column 5, Rows 7-8; Figure B-6] 

Once again, it can be seen that when carboxyl and methyl defects are introduced in both metallic 

and semiconducting SWCNTs that are fully carboxylated on one end, there is no significant 

effect on binding energy [Table B-1: Columns 3 & 5, Rows 9-11; Figure B-6]. 

 Continuing with carboxylation and having dual ends carboxylated, both metallic and 

semiconducting SWCNTs however, experience a minimal drop in binding energy with 

introduction of one and two carboxyl groups on the other end of SWCNTs (in which one end is 

already fully carboxylated), but this drop in binding energy is nevertheless, insignificant [Table 

B-1, Columns 3 & 5, Rows 12-13; Figure B-6]. However, when both ends are fully 

carboxylated (eight carboxyl groups on each side), we see a significant drop in binding energy 

(metallic SWNCTs: - 7.2 kcal/mol, semiconducting SWCNTs: -5.5 kcal/mol), therefore 

demonstrating that higher degrees of carboxylation, lead to greater positivity in binding energy 

[Table B-1: Columns 3 & 5, Row 14; Figure B-6]. These results indicate that increased 

carboxylation of SWCNTs introduces more instability into the system, thus increasing the 

probability and propensity of degradation of CNTs. These results also demonstrate that the 

impact of carboxylation is more drastic in semiconducting SWCNTs than in metallic SWNCTs, 
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as indicated by the rate of change in binding energy between various configuration states, 0.68 

kcal/mol per configuration for semiconducting SWCNTs, and 0.28 kcal/mol/ per configuration 

for metallic SWCNTs [Figure B-6]. Following this trend observed in the modeling results and 

correlating it with the experimental results, it can be added that there is also the possibility that 

the incomplete degradation demonstrated in the experimental results could be due to reduced 

carboxylation on lingering SWCNTs. Once again, when both carboxyl and methyl defects are 

introduced in both metallic and semiconducting SWCNTs which are fully carboxylated on both 

ends, there is no significant effect on binding energy [see Table B-1: Columns 3 & 5, Rows 15-

16; Figure B-6]. 

 

B.5.2.3  Distance from Active Site Residues & Atoms 

 

The distances of metallic and semiconducting SWCNTs from active site residues and atoms [see 

Table B-2, Figure B-7] mimic the pattern exhibited in the binding energies – an increase in 

carboxylation leads to reduced distances between SWCNTs and the active site, thus indicating 

that an increase in carboxylation makes SWCNTs more susceptible to nucleophilic attack. Once 

again, introduction of defects to SWCNT models does not lead to drastic differences in distances 

from the active site residues, and the change in distances between  SWCNT models and active 

site residues are more drastic in semiconducting SWCNTs compared tometallic SWCNTs.  

In addition, Table B-2 demonstrates that in pristine states, semiconducting SWCNTs are 

actually farther away from active site residues than metallic SWCNTs [Table B-2: Rows 3 & 

17; Figure B-7]. This difference could serve as a plausible explanation for why pristine 
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semiconducting SWCNTs are more stable and less susceptible to disassembly than pristine 

metallic SWCNTs. However, during carboxylation, the structure of semiconducting SWCNTs 

(due to the degree at which the graphene sheet is “rolled”) introduces more imperfections than 

the armchair structure of metallic SWCNTs. The effect of these additional imperfections is 

reflected in the active site distances, wherein overall, as the carboxylation increases, 

semiconducting SWCNTs [Table B-2: Rows 22, 28; Figure B-7 (b)] experience more dramatic 

reduction in distance from the active site than metallic SWCNTs [Table B-2: Rows 8, 14; 

Figure B-7 (a)]. This dramatic reduction in distancecould possibly explain why semiconducting 

SWCNTs experience a more drastic reduction in binding energy compared to metallic SWCNTs 

– the increased imperfections actually appear to bring semiconducting SWCNTs incloser vicinity 

to the active site, which in turn renders SWCNTs more susceptible to nucleophilic attack and 

therefore renders the SWCNT-enzyme complex more unstable and prone to disassembly. 

 The atoms and residues of particular importance are the oxygen atoms (O1-O3) of the 

phosphate group, the dinuclear iron active site (FeA and FeB), and residues His184, His219, and 

Asn89 [Figure B-4 (b)]. These are the atoms and residues that experience the most dramatic 

reduction in distances between SWCNTs with increased carboxylation, occasionally even 

resulting in 1-2 Å differences [Table B-2: Columns 3-5, 9, 10, 11, 12, 15]. As the phosphate 

group and the dinculear iron active site are essential for the nucleophilic attack mechanism, the 

dramatic reduction in distance with increased carboxylation is to be expected. The decrease in 

distances between SWCNTs and His184, His219, and Asn89 residues implies that these residues 

play some important role in the nucleophilic attack mechanism, while other residues could serve 

more of a role in stabilizing the enzyme-SWCNT complex. However, despite the role of the 

residues and atoms present in the active site, the reduced distances between SWCNTs and the 
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enzymatic site with increased carboxylation, and the differences between metallic and 

semiconducting SWCNTS is further evidence that the degree of carboxylation and chirality of 

SWCNTs do play an important role in the interaction between SWCNTs and the active site, thus 

profoundly affecting the degradation of SWCNTs. 

 

B.6 CONCLUSION 

 

 

 We demonstrate the ability of TRAcP, a bone resorption marker to initiate degradation of 

carboxylated SWCNTs, although not to completion. The interaction between TRAcP and 

SWCNTs was examined through optical microscopy, Raman spectroscopy, and transmission 

electron microscopy (TEM) both before and after enzymatic treatment to demonstrate 

degradation of carboxylated SWCNTs in the presence of TRAcP. Molecular modeling was also 

implemented to investigate the binding sites for carboxylated and pristine SWCNTs to TRAcP. 

The obtained models elucidated the varying proximity of SWCNTs to the binuclear iron active 

site and active site residues of TRAcP, which was dependent upon the degree of carboxylation 

introduced into the SWCNT model. These findings not only demonstrate the degradation of 

carboxylated SWCNTs by TRAcP, but also indicate the potential of using TRAcP-based CNT 

scaffolds as well as TRAcP-based CNT-biosensors to develop a degradable biomaterial that 

could also serve as a degradable biosensor. However, further investigation is warranted to move 

forward with degradable TRAcP based scaffolds – primarily, a longer timeframe study of 

degradation and also further carboxylation to observe complete degradation, and perhaps a 

similar experimental/theoretical approach towards MWCNTs. Harnessed together, these TRAcP-
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based scaffolds and biosensors could be potentially used to achieve mineralized tissue 

regeneration while also serving to monitor bone formation and resorption during the initial stages 

of orthopedic surgery.  
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B.8 FIGURES AND TABLES 

 

 
 

Figure B-1. Degradation of carbon nanotubes. 

Optical photograph showing the change in intensity of carboxylated carbon nanotube solution day 3 (a) with 

enzyme and (b) without enzyme treatment. 
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Figure B-2. Raman spectrum of carbon nanotubes. 

 Raman spectrum of (a) pristine CNTs, and carboxylated CNTs treated (b) without enzyme and (c) with 

enzyme. 
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Figure B-3. TEM images of carbon nanotubes 

TEM images of carboxylated SWCNTs treated (a) without enzyme and (b) with enzyme. 
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Figure B-4. Crystal structures of tartrate-resistant acid phosphatase and active site.  

(a) Crystal structure of TRAcP (PDB ID: 1WAR, Chain A). (b) Active site of TRAcP (iron atoms, phosphate 

ion, and catalytic residues). 
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Figure B-5. Docking conformations of metallic (8, 8) SWCNTs with TRAcP.  

(a) Pristine SWCNT docking conformation. (b) Carboxylated SWCNT docking conformation 1: Active site 

orientation. (c) Carboxylated SWCNT docking conformation 2: Side orientation. (d) Carboxylated SWCNT 

docking conformation 3: Overhead orientation. 
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Table B-1. Binding energies and docking conformations  

Table lists probability of each possible docking orientation of pristine and modified SWCNTs (metallic and 

semiconducting). 

 

 Metallic SWCNTs (8,8) Semiconducting SWCNTs (14,4) 

SWCNT Configuration Abbrev. 

Binding 

Energy 

(kcal/mol) 

Orientations of Binding 

Complexes 

Binding 

Energy 

(kcal/mol) 

Orientations of Binding 

Complexes 

Pristine CNT 

(No end carboxylation) 
P -10.4 (9/9) Active Site Orientation -13.7 (9/9) Active Site Orientation 

Pristine CNT 

+ Methyl Defect (Centered) 
P+MC -10.4 (9/9) Active Site Orientation -13.7 (9/9) Active Site Orientation 

Pristine CNT 

+ Carboxyl Defect 

(Centered) 

P+CC -10.5 
(7/9) Active Site Orientation 

(2/9) Side Orientation 
-12.9 (9/9) Active Site Orientation 

One End Partial 

Carboxylation 

(One carboxyl group) 

C1 -10.2 
(8/9) Active Site Orientation 

(1/9) Side Orientation 
-11.2 

(8/9) Active Site Orientation 

(1/9) Side Orientation 

One End Partial 

Carboxylation 

(Four carboxyl groups) 

C4 -9.2 (9/9) Active Site Orientation -9.8 

(5/9) Active Site Orientation 

(4/9) Side Orientation 

 

One End Full 

Carboxylation 

(Eight carboxyl groups) 

C8 -8.1 (9/9) Active Site Orientation -7.9 
(7/9) Active Site Orientation 

(2/9) Side Orientation 

One End Full 

Carboxylation 

+ Methyl Defect (Centered) 

C8+MC -8.2 (9/9) Active Site Orientation -8.0 
(7/9) Active Site Orientation 

(2/9) Side Orientation 

One End Full 

Carboxylation 

+ Carboxyl Defect 

(Centered) 

C8+CC -8.1 

(6/9) Active Site Orientation 

(2/9) Overhead Orientation 

(1/9) Side Orientation 

-7.5 

(4/9) Active Site Orientation 

(2/9) Overhead Orientation 

(3/9) Side Orientation 

One End Full 

Carboxylation 

+ Carboxyl Defect 
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Figure B-6. Binding energy changes. 

Graphical representation of the binding energy changes (error bars represent standard error between 

SWCNT configurations). 
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Table B-2. Distances from active site. 

Distances of pristine and modified SWCNTs (metallic and semiconducting) from phosphate, oxygen atoms, 

iron atoms, and specific atoms on the catalytic residues (P = pristine, C= carboxyl group, CC=central 

carboxyl defect, CS = side carboxyl Defect, MC = central methyl defect). 
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Figure B-7. Graphical representation of distances from active site 

Graphical representation of distances of SWCNTs from active site atoms and residues for metallic (a) and 

semiconducting (b) SWCNT configurations. 

 

 

 

 



191 
 

 

 

APPENDIX C 

 

 

 

BIOMINERALIZED TITANIUM OXIDE COATINGS WITH ENHANCED 

CORROSION PROTECTION CAPABILITIES ON MAGNESIUM ALLOYS 

 

This research represents the Kumta laboratory’s initial efforts in developing a biomineralized 

titanium oxide coating on magnesium alloys, with the focus of developing a coating that can not 

only enhance corrosion protection, but also maintain biocompatibility while providing an avenue 

for biomolecules or sensing probe encapsulation. The author of this thesis is the primary author 

on this thesis, having written the majority of the manuscript and having performed a majority of 

the experiments and analysis. This work will be sent out for publication within the year of 2018. 
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C.2 ABSTRACT 

 

 

The development of non-toxic, biocompatible inorganic oxide films via biomineralization has 

gained significant interest, especially due to the mild conditions necessary for synthesizing these 

films, which currently require expensive and harsh conditions for synthesis. The current work 

focuses on the fabrication of a biomineralized TiO film on hydroxide (HAZ31)- and fluoride 

(FAZ31)-pretreated AZ31 substrates using a layer-by-layer (LbL) technique using Lysozyme and 

TiBALDH under physiological conditions. The developed substrates were characterized via 

Fourier Transform Infrared spectroscopy, scanning electron microscopy, TAFEL, and 

electrochemical impedance spectroscopy. Biocompatibility of the substrates were assessed via a 

cytocompatibility assay performed utilized MC3T3-E1 osteoblasts and a pH change assay. The 

results of the study demonstrate that the biomineralized TiO layer developed by Lysozyme and 

TiBALDH (LT) conferred additional corrosion resistance and biocompatibility, especially on the 

FAZ31 substrates. In addition, the FAZ31 substrates performed significantly better than the 

HAZ31 substrates, therefore demonstrating the preference of fluoride-treatment over hydroxide-

treatment. These preliminary results indicate that the potential of using a biomineralized TiO 
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film via LbL shows promise for creating a more resistant magnesium-based degradable scaffold, 

especially in regards to encapsulation of biomolecules or sensing probes during the 

biomineralization process. 

Keywords: Magnesium, coating, biomineralization, titanium oxide, lysozyme, fluorophore, 

corrosion 

 

C.3 INTRODUCTION 

 

 

 Magnesium and magnesium based alloys have widespread applications in the automotive 

and aerospace industries due to their casting ability, high damping capacity, electromagnetic 

shielding, low density of around 1.74 g/cm
3
 and high strength to weight ratio [171]. Magnesium 

demonstrates good biocompatibility and has comparable mechanical properties (i.e. elastic 

modulus, compressive yield strength, fracture toughness, and density) to bone [172, 173]. In 

addition, magnesium is required for the stimulation of bone growth in bone tissue, and plays a 

critical role in regulating the metabolism of the human body [174]. While magnesium and 

magnesium-based alloys demonstrate poor resistance to corrosion due to high electrochemical 

reactivity, this poor corrosion resistance allows them to be an attractive choice of potential 

materials for biodegradable implants having load bearing applications [175]. The ability of the 

implant to degrade and dissolve after sufficient tissue healing ensures that their presence in the 

body is temporary, thereby avoiding the necessity for secondary surgical procedures for removal 

of implants, which is generally required  for titanium, stainless steel or Co-Cr alloy-based 

implants [174, 175, 176]. However, the timing of corrosion is critical; the corrosion process 
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should not adversely affect the strength of the Mg implant before the healing of tissue is 

complete [174]. Furthermore, uncontrolled degradation of the Mg implant could release large 

amounts of hydrogen gas and cause pH shifts to alkaline range, which are undesirable and 

potentially harmful for the tissue surrounding the implant [177]. Hence, much of the focus of the 

research involving Mg alloys for orthopedic applications has been on tailoring their rates of 

corrosion to preserve the mechanical integrity of implant during bone healing process.  

 Corrosion of magnesium is greatly influenced by its composition and microstructure, 

both of which may be controlled by the processing techniques used during their development 

[173]. Other techniques to control corrosion include chemical pretreatments and coatings and 

they are expected to provide only a temporary barrier to the corrosion of the underlying base 

metal. In the case of chemical pretreatments, the base metal takes part in the chemical reaction to 

form a passivation layer upon treatment with a solution of interest [174]. For instance, a simple 

approach to obtain an oxide/hydroxide layer involves immersing the metal in alkaline solutions 

(pH > 11) such as sodium hydroxide and potassium hydroxide.  Some of the other passive 

surfaces developed on Mg may include fluorides, calcium phosphates etc. As such, in addition to 

providing a temporary barrier and having good adhesion to the underlying base metal, studies 

show that the surfaces generated from the pretreatments act as an adhesive layer for subsequent 

coatings deposited on the samples. These coatings may be polymeric, organic or inorganic in 

nature and they serve to further increase corrosion resistance, release drugs, or enhance tissue 

healing and reduced inflammation at the site of implant by functionalizing the coatings [178, 

179, 180].  

 Among the inorganic coatings developed on implants, titanium oxide films are 

particularly interesting as they are non-toxic, chemically stable, exhibit antithrombotic 
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properties, and have been shown to enhance biocompatibility of the underlying implant [181]. To 

date, the methodologies that have been developed to coat titanium oxide on Mg alloys generally 

involved the route of sol-gel synthesis. For instance, in one of the approaches developed by 

Lamaka et. al. [171], the addition of Tris(trimethylsilyl)phosphate to epoxy-siloxane 

copolymerized with titanium or zirconium alkoxides formed a hydrolytically stable sol gel 

coating on AZ31 alloys. In a subsequent work, they modified this strategy by spark anodizing the 

ZK30 alloys to form a porous magnesium oxide film, onto which an interpenetrating sol gel film  

with and without Ce
3+

 doping was developed [181]. Both the coatings exhibited corrosion 

protection capabilities for the underlying Mg alloys when tested in NaCl solutions. In a recent 

approach, Hou  et. al [182]. used DC magnetron sputtering to form Ti-O film on fluoride 

pretreated Mg-Zn-Y-Nd alloy. It was found that titania films provided corrosion protection to the 

underlying Mg alloy so long as the substrate was pretreated to have MgF2 film. As promising as 

these techniques for the generation of titanium oxide coats are, they are generally expensive and 

require harsh conditions for their synthesis [181, 182].  

 Research into the development of inorganic oxides using biomineralization reactions has 

gained significant attention over the past decade, especially since the reactions involved occur 

under mild conditions of synthesis [183]. These bio-inspired approaches use biosystems such as 

proteins or synthetic peptides to catalyze the formation of oxides/phosphates such as silica, 

titania etc. One such protein is Lysozyme, a ubiquitous protein that is commercially available, 

and studies demonstrate the role of Lysozyme in mediating the formation of silica and titania 

[184]. During the silica and titania formation process, Lysozyme is encapsulated but retains its 

antibacterial properties in the bioinorganic nanocomposite [184]. While, recently, Cui et. al. 

[183] have reported on the coating of a biomimetic peptide namely, dentin sialophosphoprotein 
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on AZ31 alloy and have further used it as a template to coat calcium phosphate, to date, authors 

are not aware of the use of biomineralization reaction to coat an inorganic oxide on a degradable 

implant. In this study, magnesium alloy of AZ31 was used as the substrate base metal and the 

biomineralization capability of lysozyme to coat titanium oxide on AZ31 was explored. 

Pretreatments to generate Mg-O-Mg(OH)2 and MgF2 on the AZ31 alloy surface were carried out 

to enable the physical adsorption of lysozyme. Titanium bis ammonium lactate dihydroxide 

(TiBALDH) was used as the precursor for titanium oxide formation. The choice of pretreatment 

to form either MgO - Mg(OH)2 or MgF2, on the morphology of titanium oxide coating and the 

final corrosion characteristics were studied.   

 

C.4 EXPERIMENTAL METHODS 

 

 

C.4.1 Materials 

 

AZ31 alloys were obtained from Alfa Aesar (Ward Hill, MA, USA), were cut into squares 

approximately 10 mm x 10 mm x 0.8 mm, were cleaned using acid etching, and were then 

washed repeatedly with acetone. The AZ31 substrates were then sequentially polished with 320, 

600, and 1200 grit silicon carbide paper, and were promptly cleaned under ultra-sonication using 

acetone. Substrates were stored in fresh acetone until use. 

Lysozyme from chicken egg white (lyophilized powder, protein ≥90 %, ≥40,000 units/mg 

protein, MW 14.3 kDa) and Titanium (IV) bis(ammonium lactato)dihydroxide (TiBALDH) 
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solution ((CH3CH(O-)CO2NH4)2Ti(OH), 50% wt in H2O, MW 294.08) were obtained from 

Sigma Aldrich (St. Louis, MO, USA) 

 

C.4.2 Substrate treatments 

 

C.4.2.1  Preparation of AZ31 substrate with NaOH 

 

Polished substrates were soaked in a 5 M NaOH asolution at 60 
°
C for 2 hours. After NaOH 

treatment, the substrates were thoroughly cleaned with de-ionized water and dried at 60 
°
C. 

Sodium hydroxide treated AZ31 substrates will be denoted as HAZ31 for the remainder of the 

manuscript. 

C.4.2.2  Preparation of AZ31 substrate with MgF2 

 

Cleaned AZ31 substrates were immersed in Hydrogen Fluoride (HF, 48-51wt%, Acros Organics) 

at room temperature for 24 h under constant stirring. The prepared fluoride treated substrates 

were washed thoroughly with distilled water, then acetone, and finally dried at 50
°
C for 20 min. 

The fluoride treated AZ31 substrates will be denoted as FAZ31 for the remainder of the 

manuscript. 

 

C.4.3 Preparation of Titanium oxide coatings 

 

Lysozyme solution was prepared at a concentration of 5.0 mg/mL in Phosphate Buffered Saline 

(PBS, pH 7.4), and TiBALDH solution was prepared at a concentration of 0.1 M in de-ionized 

Millipore water. The pretreated HAZ31 and MgF2 coated FAZ31 substrates were immersed in 

lysozyme solution for 2 minutes following which the substrate was air-dried and next immersed 
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in TiBALDH solution. The TiBALDH treated substrate was again air-dried, thoroughly rinsed 

with de-ionized water, and was once again air-dried after the rinsing step. The lysozyme-

TiBALDH treatment procedure was repeated twice. The TiBALDH treated HAZ31 and FAZ31 

substrates will be denoted as HAZ31LT and FAZ31LT, respectively for the remainder of the 

manuscript. 

 

C.4.4 Characterization of coatings 

 

The untreated AZ31, HAZ31, FAZ31, HAZ31-LT and FAZ31LT substrates were analyzed using 

attenuated total reflectance Fourier transform infrared spectroscopy (ATR-FTIR, Nicolet 6700 

Thermo Scientific) at a range of 4000-500 cm
-1

. The surface morphology of the coatings was 

studied using a scanning electron microscopy (SEM, Philips-XL30 FEG, Philips) operating at 

10.0 kV. Prior to SEM analysis, all substrates were coated with Pd using a sputter coater system 

to ensure conductivity of the substrates during SEM analysis.  

 

C.4.5 Electrochemical characterization of substrates 

 

Electrochemical characterization studies were performed using CHI 604A instrument (CH 

Instruments, Inc., Austin, TX). A 3 electrode cell set-up was used, with the prepared AZ31 

substrates, an Accumet Ag/AgCl reference electrode (Fischer Scientific), and a platinum wire 

served as the working, reference and counter electrodes respectively. Dulbecco’s Modified Eagle 

Medium (DMEM) with 10% FBS and 1% penicillin/streptomycin antibiotics (P/S, Gibco, Grand 

Island, NY) was used as the electrolyte solution to simulate in-vitro conditions. All 
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electrochemical testing was performed at 37 
o
C. Working electrodes were prepared by using 

silver epoxy paste to establish contact at room temperature between sample and a copper wire. 

The region of contact was then insulated at room temperature using a non-conducting epoxy 

resin such that only one face of the alloy (the one upon which contact was not established) would 

be exposed to the media. Open circuit potential was run prior to testing to establish 

electrochemical stability of the samples in the media. Electrochemical impedance spectroscopy 

(EIS) studies were carried out at open circuit potential for sinusoidal amplitude of 10 mV over a 

frequency range of 100 kHz to 0.01 Hz. ZView software (Scribner Associates) was used to 

model the impedance results for data analysis. TAFEL experiments were carried out from a 

voltage range of approximately -1.9 V to -1.0 V at a scan rate of 1 mV/s. The tafel extrapolation 

packet from Origin Software program was used for the analysis of the polarization data to obtain 

the corrosion potential and corrosion current density values. 

 

C.4.6 Cytocompatability – Live-Dead assay 

 

Murine osteoblast cell line MC3T3-E1 was obtained from ATCC (Manassas, VA). Cells were 

cultured under 37 °C, 5% CO2 and 95% relative humidity in minimum essential medium alpha 

(MEM α; Gibco, Grand Island, NY) or Dulbecco’s modified Eagle’s medium (DMEM) 

containing 10% fetal bovine serum (FBS; Atlanta Biologicals, Lawrenceville, GA) and 1% 

penicillin streptomycin (P/S; Gibco, Grand Island, NY). The supplier of the cell line (ATCC, 

Manassas, VA) recommends the use of MEM α over DMEM, hence most of the 

cytocompatibility studies were performed using MEM α only. Cells at third to seventh passage 

were used in these experiments. Live/dead assays were performed to establish the viability of the 

cells. All the substrates were sterilized under ultraviolet (UV) light for at least 2 h. These 
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sterilized substrates were placed in 12-well plates and cells were seeded on the substrates at a 

seeding density of 80,000 cells well
−1

. One milliliter of medium per square centimeter of surface 

area was used and the culture medium was changed daily. The cells cultured on the experimental 

substrates for 5 days were subjected to live/dead assay (Molecular Probes, Eugene, OR), in 

accordance with the instructions of the manufacturer. Briefly, cells were washed twice with 

phosphate-buffered saline (PBS; Lonza Bio Whittaker, 1×, 0.0067 M (PO4) without calcium or 

magnesium) and incubated in appropriate amounts of fluorescent dye for 45 min at room 

temperature. The cells were then rinsed twice using PBS, visualized using an inverted 

microscope with a fluorescence illuminator (CKX41, Olympus, Olympus America Inc.) and 

imaged with a digital camera (Olympus DP25 Microscope Camera, Olympus, Olympus America 

Inc.). For each substrate, images were taken at least from three to six different locations to obtain 

an overview of the cell attachments. 

 

C.4.7 In-Vitro degradation – pH changes 

 

 

The in vitro degradation characteristics of the bare, FAZ31, HAZ31, and FAZ31 and HAZ31 

treated with Lysozyme and TiBALDH substrates were tested in DMEM with 10% FBS and 1% 

P/S. In order to determine the pH and magnesium ion concentration, each substrate was placed 

inside 12-well tissue culture plates and completely immersed in 2.0 ml of DMEM medium. The 

immersed samples were kept at 37 °C, 5% CO2 and 95% relative humidity for 14 days. The 

medium was changed and replaced with fresh medium after each 24 h to monitor the degradation 

rate under in vitro conditions. Three samples were used for each coating group, and the pH of the 

extracted medium was measured (350, Beckman Coulter) after each 24 h. 
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C.5 RESULTS AND DISCUSSION 

 

The aim of the present study was to explore the possibility of developing a Titanium oxide 

coating on AZ31 substrates to improve corrosion resistance of the AZ31 substrates via the 

biomineralization capability of Lysozyme. The suggested process for the formation of Titanium 

oxide using the anionic TiBALDH molecules as a precursor is that, upon binding to the amino-

groups of proteins or peptides via hydrogen or electrostatic interactions, the protein performs an 

acid-base catalysis reaction. This reaction initiates the hydrolysis of the TiBALDH complex and 

condensation of the Ti(IV)-hydroxo species, yielding titanium oxide [185]. The biocompatibility 

of titanium oxide allows for the potential use of titanium-oxide coated AZ31 for biomedical 

applications such as delayed growth factor release or delayed degradation of implants or sensors 

developed on a titanium oxide coated substrate. In addition, the anti-inflammatory properties of 

lysozyme (i.e. the inhibition of chemotaxis of activated leukocytes, mitogen-induced 

lymphoblastogenesis, and autologus mixed lymphocyte reaction) may be particularly useful in 

preventing the inflammatory response typically triggered by foreign objects implanted in the 

human body [184, 185]. 

The alkaline and hydrofluoric acid treatments on AZ31 alloys (HAZ31 and FAZ31) 

should give rise to negatively charged surfaces due to, the presence of excess hydroxyl and 

fluoride ions, thus allowing for attachment of lysozyme, which is essential for the development 

of the titanium oxide coating. In addition, alkaline and fluoride treated magnesium surfaces 

provide additional corrosion resistance through the formation of corrosion protective layers of 

magnesium oxide and magnesium fluoride, respectively [81]. Thus, it is hypothesized that the 

HAZ31 and FAZ31 substrates not only help with the coating of lysozyme to the surface for 
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subsequent titanium oxide coating formation, but also form corrosion-protective oxide and 

fluoride layers necessary to enable the lysozyme mediated biomineralized titanium oxide 

formation. In order to confirm this, the substrates at various stages of the treatment were 

characterized using various microscopy and electrochemical techniques to monitor the reactions 

resulting in the formation the coating.  

In order to achieve this, the coatings on the AZ31 substrate were first characterized using 

ATR-FTIR. Air was used as the reference baseline to characterize the coatings. Figure C-1A 

shows the FTIR of bare AZ31, HAZ31, and FAZ31. The spectra show the presence of 

hydroxides, oxides, fluorides and carbonates below 900 cm
-1

.  The bands around 877 cm
-1

, 1409 

cm
-1

 and 2500 cm
-1

 corresponds to the carbonate while the peak around 1640 cm
-1

 corresponds to 

the bending mode of H-OH from adsorbed water. The presence of 1590 cm
-1

 peak is indicative 

of the water-hydroxide interactions at the metal surface. The bands at 3640 cm
-1

 and 3696 cm
-1

 

correspond to the O-H stretching vibrations of magnesium hydroxide. Although present in 

polished AZ31 alloys, this becomes more prominent following sodium hydroxide treatment. 

Absence of this peak in HF treated samples may be attributed to the formation of a fluoride 

surface instead of a hydroxide surface.  

Figure C-1B shows the ATR-FTIR spectrum of lysozyme powder and TiBALDH 

solution in the region between 400 cm
-1

 and 4000 cm
-1

. In the case of lysozyme, the peaks 

corresponding to 1638 cm
-1

 may arise from the C=O stretching of amide I while those 

corresponding to 1232 cm
-1

 and 1513 cm
-1

 arise from the amide III of the protein structure. N-H 

stretching results in the peak at 3269 cm
-1

. The peak corresponding to 741 cm
-1

 arise from the 

rocking absorption of – (CH2)n while those at 1387 and 1455 cm
-1 

 correspond to the –CH3 

deformation modes from the aliphatic hydrocarbons of the protein structure. The peaks at 1053 
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cm
-1

 and 1120 cm
-1

 correspond to the vibrations of C-O stretching characteristic to the lactate ion 

of TiBALDH. The bands between 1300 cm
-1

 to 1400 cm
-1

 and 1500 cm
-1

 to 1600 cm
-1

 

correspond to the symmetric and asymmetric vibrations of the RCOO
-
 groups of TiBALDH. The 

peak at 3221 cm
-1

 and 1448 cm
-1

 may arise from the N-H stretching and N-H bending of the 

ammonium salt, respectively. The huge bump around 3200 cm
-1

 may be attributed to the O-H 

stretching of the hydroxyl groups of the TiBALDH solution. 

Figure C-1C compares the FTIR spectra of bare AZ31, HAZ31 substrate, and each 

subsequent layer of lysozyme and TiBALDH necessary to form two layers of lysozyme-

TiBALDH on the surface. The peak corresponding to 1652 cm
-1

 is representative of the presence 

of aliphatic secondary amines of the lysozyme protein structure. The FTIR spectrum for the first 

lysozyme immersion also masks the presence of the sharp hydroxyl peak, an indicator that 

lysozyme is bonding to the surface of the HAZ31 substrate by forming hydrogen bonds with the 

hydroxyl groups present on the surface. The FTIR spectrum for the first TiBALDH immersion 

unmasks the hydroxyl peak and also exhibits two peaks in the 1300-1700 cm
–1

 range, which 

corresponds to lactate ions present in TiBALDH. This lactate ion dual peak is an indicator that 

TiBALDH does indeed interact with the substrate surface, and the unmasking of the hydroxyl 

peak could be an indicator of a potential reaction between lysozyme and TiBALDH. The 

presence of TiBALDH coating is further evidenced from the bands at 1402 cm
-1

 and 1146 cm
-1

 

from the RCOO- bonds. The second lysozyme and TiBALDH immersion FTIR spectra show a 

similar trend, with the second lysozyme immersion FTIR spectrum also exhibiting the lactate ion 

dual peak, most probably due to the presence of the lactate ions on the substrate surface after the 

first TiBALDH immersion. Therefore, the FTIR spectra for the HAZ31 substrate and sequential 
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layers for TiBALDH-lysozyme coating demonstrate the binding of lysozyme to the HAZ31 

substrate surface and the interaction of TiBALDH with lysozyme on the HAZ31 substrate. 

Figure C-1D compares the FTIR spectra for bare AZ31, FAZ31 substrate, and each 

subsequent layer of lysozyme and TiBALDH necessary to form two coats of lysozyme-

TiBALDH on the surface of the FAZ31 substrate. The FTIR spectrum for the first lysozyme 

immersion demonstrates a weak broad dual peak at the 1400-1600 cm
-1

 range, which could be an 

indicator of molecular water or hydrogen bonds between the lysozyme and the FAZ31 substrate 

surface. The fluorine present on the surface of the FAZ31 substrate surface is sufficient for the 

formation of hydrogen bonds between lysozyme and the substrate.  However, the FTIR spectrum 

for the first TiBALDH immersion shows no presence of the lactate ion dual peak that was so 

prominent in the HAZ31 substrate, which could implicate that TiBALDH is not interacting with 

lysozyme and the FAZ31 substrate surface. The second lysozyme and TiBALDH immersion 

showed a similar trend to the first immersions. The lack of lactate ions from TiBALDH could be 

the result of the substantially weaker hydrogen bonds between fluorine and lysozyme in 

comparison to the hydrogen bonds between the hydroxyl groups and lysozyme on the HAZ31 

surface [186]. Fluorine is a poor hydrogen bond acceptor compared to oxygen and nitrogen, and 

could result in lowered lysozyme binding levels, which automatically lowers the level of 

interaction with TiBALDH [186]. Therefore, the FTIR spectra for the FAZ31 substrate and 

sequential layers for TiBALDH-lysozyme coating demonstrate the interaction of lysozyme with 

the FAZ31 substrate, but do not necessarily demonstrate the interaction of TiBALDH with 

Lysozyme on the FAZ31 substrate due to the absence of the lactate ion dual peak. 

SEM analysis was performed to examine the surface morphologies of bare AZ31, 

HAZ31, FAZ31, and Lysozyme-TiBALDH treated HAZ31 and FAZ31, prior to and after 
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corrosion (Figure C-2). The pre-corrosion FAZ31 and HAZ31 substrates (Figure C-2B,C) 

showed the formation of a homogenous protective film similar to that of the morphology of pre-

corrosion bare AZ31 (Figure C-2A). The formation of Lysozyme-TiBALDH layers of the 

surface of the FAZ31 and HAZ31 substrates (Figure C-2D,E) also formed a homogenous layer 

with minor pits or roughness, demonstrating that the treated substrates and coated substrates had 

a homogenous and relatively smooth film or coating prior to corrosion. Therefore, pre-corrosion 

SEM analysis indicated that all treatments and coatings were homogenous and relatively smooth. 

Post-corrosion SEM analysis demonstrated the presence of pits and cracks on the surface 

of bare AZ31 (Figure C-2F,K). In contrast, the FAZ31 substrate (Figure C-2G,L) underwent 

minor cracking, but the surface remained relatively smooth and impervious to corrosion. The 

HAZ31 substrate (Figure C-2H,M), on the other hand, also demonstrated cracking, and the 

surface is rougher after corrosion. The Lysozyme-TiBALDH treated FAZ31 substrate (Figure 

C-2I,N) demonstrated some pitting and surface imperfections in comparison to the pre-corrosion 

sample and the FAZ31 substrate, but was relatively smooth and impervious to corrosion in 

comparison to the Lysozyme-TiBALDH treated HAZ31 substrate (Figure C-2J,O). The 

HAZ31-LT substrate demonstrated cracking, but also had a much rougher surface in comparison 

to the HAZ31, FAZ31, and FAZ31-LT substrates after corrosion. Therefore, post-corrosion SEM 

analysis indicated that FAZ31 and FAZ31-LT substrates were more corrosion-resistant than 

HAZ31 and HAZ31-LT substrates, maintaining a relatively smooth and homogenous layer while 

the HAZ31 and HAZ31-LT substrates underwent pitting and cracking, resulting in rough and 

uneven surfaces. 

 The electrochemical characteristics of the substrates were analyzed using 

electrochemical impedance spectroscopy (EIS) and TAFEL analysis. EIS measures the 
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frequency dependent changes in impedance in response to an AC probe voltage, and is a non-

destructive technique, whereas TAFEL analysis requires the polarization of the surface and can 

irrevocably change the surface of the substrate. These techniques are useful for obtaining 

information relating to the corrosion resistance of the system, which is useful for assessing the 

ability of a coating to protect the underlying sample. The influence of the pretreatments and the 

coatings and each pretreatment on the corrosion behavior of AZ31 was studied using both EIS 

(100 kHz-0.01 Hz range, 10 mV amplitude) and TAFEL measurements. 

The Nyquist plots obtained from the EIS spectra demonstrated that the HAZ31 substrate 

had a smaller semicircle diameter than bare AZ31 and therefore had a lower charge transfer 

resistance than bare AZ31 (Figure C-3, Table C-1). This lower charge transfer resistance could 

be the result of the slightly rougher surface of the HAZ31 substrate in comparison to bare AZ31, 

which was seen in the SEM image analysis (Figure C-2A,C). In contrast, the semicircle 

diameter of the FAZ31 substrate is much larger than that of bare AZ31, so the charge transfer 

resistance of the FAZ31 substrate is much higher than that of bare AZ31 (Figure C-3A), 

approximately 15 times higher than bare AZ31 (Table C-1). The Lysozyme-TiBALDH coating 

of the HAZ31 and FAZ31 substrates demonstrated a similar trend, with the Lysozyme-

TiBALDH coating offering some protection to the underlying substrate and causing an increase 

in the charge transfer resistance (Figure C-3 and Table C-1).  All charge transfer values were 

derived from the same equivalent circuit (Figure C-3C), which determined that there were two 

factors involved in resistance – the resistance of the coating itself (Rcoat) and then the resistance 

of the underlying AZ31 substrate (Rct) conferred by the treatment and the coating. The obtained 

charge-transfer resistance values were the resistances of the underlying substrates. Therefore, the 

Nyquist plots and obtained charge transfer resistance values demonstrated that the Lysozyme-
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TiBALDH coating had a similar effect on both HAZ31 and FAZ31 substrates, passivating the 

surface and offering greater protection against corrosion. 

TAFEL curves (Figure C-4) were obtained by polarizing the substrates across a -1.9V to 

-1.0V range at a 1 mV/s scan rate. The TAFEL curves demonstrated a positive shift in corrosion 

potential for HAZ31, HAZ31-LT, and FAZ31-LT in comparison to bare AZ31, and a negative 

shift in corrosion potential for FAZ31 in comparison to bare AZ31. The TAFEL curve with the 

most positive shift in corrosion potential was FAZ31-LT, followed by HAZ31, then HAZ31-LT. 

The pronounced positive shift in corrosion potential for FAZ31-LT demonstrated that the 

Lysozyme-TiBALDH coating significantly passivates the FAZ31 substrate, thus increasing 

corrosion resistance. The corrosion potential (Ecorr) and corrosion current density values (Icorr) 

obtained from the TAFEL curves (Table C-1) further corroborate this observation. The 

corrosion current density of the FAZ31 and FAZ31-LT substrates were a magnitude smaller than 

those of the bare AZ31, HAZ31, and HAZ31 substrates. This difference in magnitude 

demonstrated that, just like the charge-transfer resistance values, the corrosion resistance for the 

FAZ31 and FAZ31-LT substrates was higher. In addition, the FAZ31-LT substrate had a 

corrosion potential of -1.425 V, which is the highest corrosion potential of all the substrates, 

further demonstrating the corrosion resistance of the FAZ31 substrate. While the HAZ31-LT 

substrate corrosion potential was higher than that of HAZ31 alone, it was lower in comparison to 

that of bare AZ31, and also had a lower corrosion current density than HAZ31. Therefore, the 

TAFEL plots provide evidence that the Lysozyme-TiBALDH coating did have a passivating 

effect for both HAZ31 and FAZ31, although the FAZ31 passivation was more pronounced. 

Cell growth/proliferation and death was monitored via a live-dead assay conducted with 

MC3T3-E1 cell line for approximately 5 days to demonstrate the cytocompatability of the 
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various substrates (Figure C-5), with the cell media (Figure C-5A) and bare AZ31 (Figure C-

5B)  serving as the controls. As expected, there was substantial cell growth and proliferation in 

the cell media (Figure C-5A), whereas bare AZ31 showed poor cell growth and cell death 

(Figure C-5B). While the HAZ31 substrate demonstrated better cell growth than the bare AZ31 

substrate (Figure C-5C), the presence of Lysozyme and TiBALDH (Figure C-5D, E) slightly 

improved the cell growth. However, FAZ31 demonstrated excellent cell growth (Figure C-5F), 

especially in the presence of Lysozyme and TiBALDH (Figure C-5G, H), thus demonstrating 

that the FAZ31 substrate outperformed the HAZ31 substrate in terms of cytocompatability, but 

also that the biomineralized TiO layer conferred additional biocompatibility. 

Changes in pH were monitored over a 14 day period in DMEM media for all substrates 

(Figure C-6), and demonstrated the same trend seen the electrochemical characterization and 

cytocompatability assays – bare AZ31 and all the HAZ31 substrates demonstrated an increase in 

pH, thus causing the media to become more basic due to the release of hydroxide ions in the 

solution, and the presence of Lysozyme and TiBALDH actually cause an increase in the basic 

nature of the solution, thus demonstrating that the passivating nature of the TiO biomineralized 

film is not sufficient to prevent degradation of the substrate in media. However, the FAZ31 

substrates demonstrated no substantial increase in pH, even with the presence of Lysozyme and 

TiBALDH, thus demonstrating that the FAZ31 does not degrade substantially during the 14-day 

period, even with the Lysozyme-TiBALDH TiO layers. Therefore, the TiO biomineralized film 

produced on fluoride-treated AZ31 via a layer-by-layer formation of Lysozyme and TiBALDH 

demonstrates electrochemical resistance/passivation and excellent biocompatibility, thereby 

opening avenues for the use of this film on degradable magnesium alloys in future research. 
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C.6 CONCLUSIONS 

 

 

Biomineralized titanium oxide films were successfully developed on hydroxide and fluoride 

pretreated AZ31 via layer-by-layer techniques of Lysozyme and TiBALDH in succession. The 

individual characteristics of these layers were characterized in depth via FTIR and SEM, 

demonstrating successful deposition of TiO films without severe impact on the surface of the 

pre-treated AZ31 surfaces. SEM and electrochemical studies demonstrated that the HAZ31 

substrates exhibited poor corrosion resistance, even with the presence of the biomineralized TiO 

films, although the TiO layer provided some passivating resistance. However, FAZ31 surfaces 

exhibited excellent corrosion resistance, and exhibited even higher resistance with the presence 

of the biomineralized TiO films. A live-dead assay for cell biocompatibility and pH studies 

further confirmed the electrochemical evaluation, demonstrating excellent cell growth and 

proliferation on FAZ31 and FAZ31-LT substrates, but poor growth and proliferation and even 

cell death on the HAZ31 and HAZ31-LT substrates. In addition, the pH changes between the 

FAZ31 substrates were very subtle and did not significantly differ from the pH change in media, 

whereas the AZ31 and HAZ31 pre-treated substrates all exhibited a significant difference in pH 

change, thus demonstrating that the FAZ31 substrates possess better cytocompatibility than the 

HAZ31 substrates, especially with the TiO films. Therefore, this preliminary study of 

biomineralized TiO films on degradable magnesium alloys provides opportunities for further 

research into new surface-based engineered material structures, especially for the encapsulation 

of growth factors, biomolecules, or even sensing probes (i.e. fluorophores) in the biomineralized 

TiO particles for successful bone regeneration and monitoring in vivo. 
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C.8 FIGURES AND TABLES 

 

 

 

Figure C-1. FTIR spectra of solutions and treatments. 

Spectrum of (A) plain AZ31 and AZ31 pretreated with NaOH and HF, (B) Lysozyme and TiBALDH 

solutions, (C) Lysozyme and TiBALDH treatment on sodium hydroxide pretreated samples of AZ31, and (D) 

Lysozyme and TiBALDH treatment on hydrogen fluoride pretreated samples of AZ31. 
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Figure C-2. SEM images (pre and post corrosion) 

SEM Images of pre-corrosion (A) AZ31, (B) FAZ31, (C) HAZ31, (D) FAZ31-LT, and (E) HAZ31-LT and 

post-corrosion, 500X magnification (F) AZ31, (G) FAZ31, (H) HAZ31, (I) FAZ31-LT, and (J) HAZ31-LT and 

15000X magnification (K) AZ31, (L) FAZ31, (M) HAZ31, (N) FAZ31-LT, and (O) HAZ31-LT 

 

 

 

 

 

 

 

 

 

 

 

 



213 
 

 

Figure C-3. Electrochemical characterization – EIS. 

(A) Nyquist plots of AZ31 alloys with no pretreatment (AZ31), HF pretreatment (FAZ31), NaOH 

pretreatment (HAZ31), HF pretreatment with Lysozyme-TiBALDH coating (FAZ31-LT), and NaOH 

pretreatment with Lysozyme-TiBALDH coating (HAZ31-LT), (B) Closeup of Nyquist plots ranging from –Z” 

of 0-4000 Ω and Z’ of 0-4000 Ω, and (C) Corresponding equivalent circuit of Nyquist plots 
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Figure C-4. Electrochemical characterization – TAFEL 

TAFEL polarization curves for AZ31, AZ31 pre-treated with HF (FAZ31), AZ31 pre-treated with NaOH 

(HAZ31), Lysozyme-TiBALDH coating on AZ31 pre-treated with HF (FAZ31-LT), and Lysozyme-TiBALDH 

coating AZ31 pre-treated with NaOH (HAZ31-LT). 
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Figure C-5. Cytocompatability assay. 

Live-dead cytocompatability assay for (A) Media, (B) AZ31, (C) AZ31 pre-treated with NaOH (HAZ31), (D) 

HAZ31 treated with Lysozyme only (HAZ31-L), (E) HAZ31 treated with Lysozyme and TiBALDH (HAZ31-

LT), (F) AZ31 pre-treated with HF (FAZ31), (G) FAZ31 treated with Lysozyme only (FAZ31-L), (H) FAZ31 

treated with Lysozyme and TiBALDH (FAZ31-LT) 
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Figure C-6. pH change assay. 

pH changes over the course of 14 days for the following samples: Media, AZ31, AZ31 pre-treated with NaOH 

(HAZ31), HAZ31 treated with Lysozyme only (HAZ31-L), HAZ31 treated with Lysozyme and TiBALDH 

(HAZ31-LT), AZ31 pre-treated with HF (FAZ31), FAZ31 treated with Lysozyme only (FAZ31-L), and 

FAZ31 treated with Lysozyme and TiBALDH (FAZ31-LT). 
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Table C-1. Electrochemical characterization values 

Charge-transfer resistance values (Rct) derived from Nyquist Plots from Figure C-3 and corrosion potential 

(Ecorr) and corrosion current density (Icorr) values derived from TAFEL polarization curves from Figure C-4. 
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