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In hierarchal control structure of microgrids, the control problem is decoupled into three control 

layers with specific goals at each layer; namely, primary control, secondary control, and tertiary 

control. While the higher control layer manages the economic aspects of operation, the objective 

of the primary control layer is to stabilizing the system and maintaining a proper load sharing 

between the DGs (distributed generators). This can be achieved via droop-controlled techniques 

that does not require any communication links between the DGs. However, this level of control 

will cause a voltage deviation (from nominal values) at each connected generator, which is resulted 

in power deficiency. Hence, the goal of the secondary control layer is to regulate these deviations 

caused by the primary control level with a minimum impact on the established power sharing 

property; preferably, at minimum communication links to have more reliable, secure and efficient 

system, which is a challenging task to realize. In this dissertation, a distributed secondary voltage 

control will be presented, that is able to successfully achieve the standard secondary control 

objectives for small/medium scale AC inverter-based & droop-controlled microgrids using 

sparsity-promoting method. In this framework, the problem of designing a distributed secondary 

controller is formulated as an optimal control problem with an additional term added to the 
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standard objective function (H2
 norm of the closed-loop system) to include sparsity structure. The 

solution of this optimization problem is a candidate K (state-feedback matrix) for the state-

feedback controller u=-Kx that minimizes the objective function (i.e. able to optimize performance 

as a regulator, lower the control effort, and eliminate insignificant elements to achieve a desired 

level of sparsity) while maintaining closed-loop stability of the system. To verify the effectiveness 

of the proposed distributed secondary voltage controller to achieve its objectives with satisfactory 

results, a simulated model of a typical microgrid system has been used and tested under various 

operation conditions. 
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1.0 INTRODUCTION 

 
To meet the rapid growth on the electric demand and to increase the overall system efficiency and 

sustainability, the challenge of integrating various forms of resources into the grid, particularly 

renewable resources, draws the attention of researchers worldwide. However, the conventional 

centralized architecture of current power grid with long transmission links is extremely large and 

complex, and adding further resources that are heterogeneous and distributed in nature, such as 

wind, photovoltaic, micro-turbines, etc., would cause the operation reliability and efficiency a 

difficult task to realize. Alternatively, microgrid is proposed as a different architecture that has the 

ability to prevent the existing grid from expanding while facilitating smooth integration of mixed 

distributed generators in order to address environmental and economic concerns in a reliable and 

sustainable manner [1]. 

In order to reach a reliable and efficient operation for the microgrid and to overcome the 

stability issues, lack of inertia, resistive nature of low voltage power-electronic based microgrids, 

uncertainty of produced energy and unbalanced conditions of system; a prosperous control design 

is required [11]. Due to the difference in timescales between the control objectives in microgrid, 

the control problem can be decoupled into different control levels with specific goals at each level; 

namely, primary control, secondary control, and tertiary control [7]- [9]. While the objectives of 

primary control are stabilizing the system and maintaining a proper load sharing between the DG’s, 

which can be achieved via droop-controlled techniques; the objective of the voltage secondary 
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control level is to regulate any deviations in voltage magnitude of each DG with minimum impact 

in the established power sharing property in the primary level; preferably, at minimum 

communication links to have more reliable, secure and efficient system, which still a challenging 

task to realize. 

1.1 RESEARCH OBJECTIVES 

The key objective of this research is to design a distributed voltage secondary control for 

small/medium scale AC inverter-based droop-controlled microgrids that is able to successfully 

achieve the standard secondary control objectives, as defined in hierarchal control structure of 

microgrid [7]- [9], as listed below: 

 

− Compensating for the deviation in voltage (magnitude) caused by the primary control level. 

− Maintaining proper active power sharing as established by the primary controllers.  

− Maintaining proper reactive power sharing as established by the primary controllers.  

− Achieving the desired level of sparsity; preferably, using only unidirectional links. 

− Fast response with stable operation. 

− Robustness against generator disturbances. 

1.2 PREVIOUS WORK 

Secondary control of electronically coupled DG’s in Hierarchical Control of Droop-Controlled AC 

microgrids has been discussed broadly in the technical literature with different proposed 
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communication structures; namely, centralized methods where a centralized controller is used with 

a dens of communication links [4], [7], [9], [32]- [34], fully decentralized methods without any 

communications between the distributed generates [27], [44]- [46], and localized methods using 

local (i.e. neighboring) communication links only [36], [48]- [55]. Each of these structures has its 

drawbacks and limitations. 

The centralized structure control has reliability concerns, as the system is costly and 

susceptible to single point of failure. Moreover, such dens bidirectional communication 

architecture is less secure, as it needs to send unencrypted data over large areas, and less robust 

against communication delays and failures [43], [91]. Likewise, the decentralized techniques have 

raised stability concerns and deteriorated power sharing property of the MG, due to lack of 

coordination between the DG’s [32]. To overcome the drawbacks of the previous two methods a 

localized structure has been proposed in several papers [36], [48]- [55]; meaning each agent (DG) 

will exchange information with other agents (typically, local agents (DG’s)) to have more 

coordinated actions; however, each method has its own weaknesses and limitations. 

 
In Chapter 2, a detailed review is presented about previous works in solving the highlighted design 

problem of a secondary control system in AC microgrids, stressing the drawbacks and limitations 

of each method. 

1.3 SUMMARY OF CONTRIBUTION 

The problem of designing a distributed secondary controller in microgrid system can be formulated 

as an optimal control problem that is driven by a stochastic exogenous disturbance, where an 
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additional term is added to the standard objective function (H2 norm of the closed-loop system) to 

include sparsity structure. The solution of this optimization problem is a candidate K (state-

feedback matrix) for the state-feedback controller u=-Kx that minimizes the objective function, 

i.e. able to optimize performance (as a regulator), lower the control effort, and eliminate 

insignificant elements (in the structured controller) to achieve the desired level of sparsity, while 

maintaining closed-loop stability of the system. 

Using the approach of Sparsity-Promoting proposed in [59], the above-mentioned 

optimization problem can be iteratively solved by gradually increasing the desired level of sparsity 

(with zero initial condition, i.e. centralized controller) and tracing the homotopic path from the 

known optimal centralized solution to the desired distributed architecture. Along the solution path, 

the previous feedback gain K is repeatedly taken as initial condition for the current iteration until 

the desired sparsity is achieved. In this framework, the optimization tool recommended for each 

iteration of solving the optimization problem is the alternating direction method of multipliers 

(ADMM). As a final step, the conventional structured design problem will be solved (polishing), 

but with stabilizing “near-optimal” initial conditions suggested by the ADMM solution. Polishing 

is well known in compressing sensing application, which usually resulted in a slight improvement 

to the final solution. 

 

Chapter 3 reviews the adopted approach (Sparsity-Promoting) that is suggested for solving the 

secondary control design problem with an illustrated example that shows the effectiveness of the 

proposed design approach in similar framework. Finally, Chapter 4 presents a design guides to 

formulate and solve the secondary control design problem as introduced in Chapter 2, using a 

customized algorithm based on the adopted approach. 
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1.4 IMPACT 

Using Sparsity-Promoting approach in designing distributed (structured) secondary voltage 

controller for droop-controlled (inverter-based) AC microgrid is a systematic flexible framework 

that’s trying to reach a balance between performance (voltage regulation “Consensus” and 

active/reactive power sharing property), Cost (control effort needed and number of communication 

links), and sparsity (Communication links needed).  Moreover, it can be used to identify the 

communication topology based on a prescribed level of performance (acceptable level of 

performance compared with a central controller case) and based on need-to-know or 

availability/accessibility (not based on predetermined topology or neighboring basis), and it’s able 

to recognize critical links. 

In comparison to the existing methods highlighted in Chapter 2, Sparsity-Promoting 

method would require much lower gain that is tunable based on the choice of the control weight 

matrix R. Furthermore, this proposed method is also considering power-sharing property not only 

the regulation problems as seen in [49]- [51]. Also, because the communication topology is 

extracted from the state-feedback matrix K, the communication links does not have to be a 

bidirectional type in all links; this would higher the system’s reliability, as unidirectional 

communication links is less susceptible to failures and delays. Furthermore, the resulted distributed 

(structured) regulator can be used to further enhance system stability (stabilizer), as sensitivity 

analysis in [29] and [83] has identified the states related to the low frequency oscillatory modes 

that has lower damping ratios (Higher frequency oscillatory modes improved their damping with 

larger Rd [83]), so it can help to regulate these states within acceptable limits. Further, as this 

method seems to provide encouraging results in homogenous scenarios, it has been evaluated in 
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heterogeneous scenarios (of multiple DGs with very dissimilar lines impedances) with satisfactory 

results, which is a challenging operating condition for most existing techniques [52]- [55]. 
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2.0 MICROGRID: STATE OF THE ART 

Current power grid is facing a critical challenge of integrating various forms of resources, which 

are distributed by their nature, into the grid to answer the rapid growth on the electric demand and 

to increase the overall system efficiency and sustainability. Due to the adopted centralized 

architecture of power grid with long transmission links, the system has become extremely large 

and complex; and with the added heterogeneous distributed resources, such as wind, photovoltaic, 

micro-turbines, etc., the operation reliability and efficiency would be a difficult task to realize.  

Therefore, existing power grid is no longer the best solution for such integration and development. 

This urged the need for a different architecture that has the ability to prevent the existing grid from 

expanding while facilitating smooth integration of such mixed distributed generators in order to 

address environmental and economic concerns in a reliable and sustainable manner. Microgrid is 

proposed for this reason, and it would allow for efficient, flexible, and reliable utilization and 

integration of various distributed energy generators [1]. 

As defined by the US Department of Energy (DOE); similarly, in Electric Power Research 

Institute (EPRI) and the Institute of Electrical and Electronic Engineers (IEEE), “a microgrid is a 

group of interconnected loads and distributed energy resources within clearly defined electrical 

boundaries that acts as a single controllable entity with respect to the grid” [2]. The locality feature 

of this architecture has added other advantageous, such as reducing transmission loss and quick  
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Figure 2-1. Schematic diagram of a typical islanded microgrid. 
 

restoration in case of system blackouts [3]. Due to the heterogeneity among the system, power 

converters, such as VSI (voltage source inverter) or CSI (current source inverter), are necessary 

interfaces between distributed energy resources and the MG system, and control algorithms can 

be implemented through these convertors. For flexibility, microgrid aimed to be able to work in 

two different operating modes depending on system’s requirements: grid-connected mode, where 

it’s connected to the grid at the point of common coupling (PCC), and islanded mode, which could 

be planned, or triggered by a fault in the main grid [2]- [5]. 

This new architecture has drawn lot of attention worldwide in the last 10 years, as more 

and more countries realized the necessity of integrating more renewable energy resources in their 

power grid, and various national polices are issued in order to encourage this movement to more 

renewable and sustainable resources. In US for instance, number of active current projects in 

microgrid has exceeded 200 projects; some of them are already in service [6], and this trend is 

expected to continue as many states plan to have more renewable share in the near future [11]. 
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Same trend is observed in EU, D. E. Olivares et al. in their study about microgrid trends, they 

indicated that UK target is to have 15% of their produced energy to be from renewable sources by 

the end of 2016, and; on the other hand, Germany with more ambitious plan their targeted is to 

reach 50% of renewable sources by 2030 [11]. 

 
In the following sections/subsections a review for the hierarchical control structure in microgrids 

will be introduced with more focus on the secondary control level as the research problem. In 

Chapter 4, the overall system modeling with further details about the primary control will be 

presented. 

2.1 HIERARCHICAL CONTROL OF DROOP-CONTROLLED AC MICROGRIDS 

In order to reach a reliable and efficient operation for the microgrid and being able to overcome 

several challenges such as; stability issues, lack of inertia, resistive nature of low voltage power-

electronic based microgrids, uncertainty of produced energy and unbalanced conditions of system, 

having a successful control design is an essential requirement [11]. The overall control system of 

a microgrid is desired to achieve the following objectives [7] – [9]: 

 
− Regulating output voltages or currents of all DG’s to their reference values with appropriate 

damping to maintain system stability.  

− Proper sharing of active/reactive power according to desired ratios, based on rated values 

of each DG in the microgrid, while keeping frequency and voltage agreement within 

acceptable limits. 
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Figure 2-2. Hierarchical levels of controlling a microgrid [11]. 
 

− Flexible switching between the two modes of operation; namely grid-connected and stand-

alone modes of operation, using a fast-response islanding detection procedure [10], [11]. 

− Optimizing the economical aspect of microgrid operating by having a proper power 

dispatching protocol.   

− Plug and play feature when adding new distributed energy resources to the microgrid, 

without a continuous changing of controllers’ settings when connecting a new DG. 

 
Due to the difference in timescales between these objectives, the control problem can be decoupled 

in different control level, each level dealing with particular goals that are sharing the same 

timescale. Unlike other proposed methods of microgrid operation [12]- [16], the suggested 
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Figure 2-3. Objectives of each control’s level in the hierarchal control structure of a microgrid. 

 

hierarchical control in [7] has considered the different control levels, and dealt with the controlling 

problem of microgrid as one problem with several layers. These control layers are: primary control, 

secondary control, and tertiary control. In the following sections, an overview and state of the art 

of each control level will be presented. 

2.1.1  Primary Control 

Primary control level has the fastest response and its main objectives are stabilizing the system by 

controlling the output voltage (amplitude and frequency) of each DG, and maintaining a proper 

load sharing between the DG’s. By achieving these goals, current circulating issue between the 
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DG’s and overloaded conditions would be avoided in the microgrid operation. Moreover, in this 

primary layer, a suitable algorithm should be implemented to detect islanding mode to ensure faster 

reaction and smooth transition between different operating modes [17], [18], [19]. 

As explained earlier, microgrid consists of various form of distributed generator; thus, 

power converters, such as VSI (voltage source inverter) or CSI (current source inverter), are 

necessary interfaces. In VSI configuration there are two loops, known as inner loops; internal loop 

to control the current and outer loop to control the voltage. On the other hand, CSI has the same 

configuration but with outer loop that is a phase-locked (PLL) for grid synchronization [7]. In 

microgrid application, VSI is preferable inverter as it has the ability to stay synchronized without 

an external reference. Still, CSI inverters are required for energy resources that needs a maximum 

power point tracker; however, CSI can act as VSI when needed. Therefore, microgrid can be 

formed as several VSI’s that are connected in parallel [7]. 

 
To realize the primary control level objectives, VSI inverter should have two phases of control: 1) 

one to regulate the output (output controller), and 2) another phase for power sharing control 

(power controller). While the inner loops of VSI considered as an output controllers that can 

regulate current and voltage, a power controller is added as an additional loop to feed reference 

voltage and current signals to the output controllers [[17], [18], [4], [20], [21], [22]- [26]]. The 

power controller in this configuration is implemented using active/reactive power and 

frequency/voltage droop controllers that imitate the droop characteristics of conventional 

synchronous generators where machine’s inertia is used [27]. These droop controller methods are 

preferable since it depends only on local measurements without any communication links, unlike 

active power sharing methods that require dense communication links that is affecting the system  
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Figure 2-4. Droop-controlled based primary control of DG inverter [58]. 

 

reliability [29, 30, 4, 28, 31]. Further discussion and details is presented in Section 4.1 covering 

the small-signal modeling of “droop-controlled” inverter-based microgrids. 

2.1.2  Secondary Control  

Secondary control level has a slower response than primary level which facilitating separable 

design [8]. As added advantages, this decoupling will also decrease the required communication 

bandwidth, as only sampled measurements of system’s parameters are acquired, and will offer a 

sufficient time for computations [11]. The key objective of this level of control is to mitigate and 

regulate any deviations in voltage magnitude or frequency. These deviations are resulted from the 

primary controller responses on load disturbances that requiring adjustments in active/reactive 

power. This level of control, for electronically coupled DG’s in Hierarchical Control of Droop-

Controlled AC microgrids, has been discussed broadly in the technical literature with different 
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Figure 2-5. Communication structures in secondary control of a microgrid. 

 
proposed structures; namely, centralized methods [4], [7], [9], [32]-[34], where a centralized 

controller is used with a dens of communication links, fully decentralized methods [27], [44]-[46], 

without any communications between the distributed generates, and localized methods [36], [48]-

[55], using local (i.e. neighboring) communication links only. 

2.1.2.1 Centralized methods Centralized secondary control has been applied widely in large 

interconnected power systems with acceptable results [35]. The idea has been extended to 

microgrids secondary control as well. However, in microgrid, secondary control is used not only 

for voltage and frequency levels regulations, but also for other objectives such as: maintaining 

adequate sharing of reactive power since it is an expected issue in small/medium scale microgrid 

due to the low r/x ratio [36], satisfying power quality requirements, such as voltage balancing for 

critical loads; and decreasing harmonic level in the microgrid. 

In the centralized structure, all distributed generators are connected to a central processor 

(Microgrid Central Controller “MGCC”) through bidirectional (from the remote sensory to 

MGCC, then from MGCC to all distributed generators and vice versa) low bandwidth (slower time 

scale) communication links to acquire sample measurements of systems’ variables periodically.  
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Figure 2-6. Centralized structure of secondary and tertiary controls in a microgrid [7]. 

 

At the central controller (MGCC), the measured frequency and terminal voltage, at a given bus or 

DG, of the microgrid, 𝑤𝑤𝑀𝑀𝑀𝑀, 𝐸𝐸𝑀𝑀𝑀𝑀 , are compared with reference values, 𝑤𝑤𝑟𝑟𝑟𝑟𝑟𝑟, 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟. The resulting 

error is processed by the MGCC then correction signals, δω and δE, are send back to the distributed 

generators so the microgrid will be restored to its reference level.  Theses references levels 𝑤𝑤𝑟𝑟𝑟𝑟𝑟𝑟, 

𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 can be chosen differently based on the operating mode. In grid-connected mode, references  

are selected by the tertiary control according to the economic aspects of the hosting grid, while in 

the islanded mode; the secondary control becomes the highest level of hierarchal control with 

references set to nominal values 50/60 Hz, 𝐸𝐸𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛, or it can be chosen to maintain a critical bus 

voltage at its nominal value [37]. 

As implemented in [7], frequency regulator at MGCC can be obtained as follows: 

 

 𝛿𝛿𝛿𝛿 = 𝑘𝑘𝑝𝑝𝑝𝑝�𝛿𝛿𝑟𝑟𝑟𝑟𝑟𝑟 − 𝛿𝛿𝑀𝑀𝑀𝑀� + 𝑘𝑘𝑛𝑛𝑝𝑝 ��𝛿𝛿𝑟𝑟𝑟𝑟𝑟𝑟 − 𝛿𝛿𝑀𝑀𝑀𝑀� 𝑑𝑑𝑑𝑑 + ∆𝛿𝛿𝑠𝑠 (2.1) 



  16 

where 𝑘𝑘𝑝𝑝𝑝𝑝& 𝑘𝑘𝑛𝑛𝑝𝑝 are the PI controller parameters, ∆𝛿𝛿𝑠𝑠 is the PLL (phase-locked loop) output 

signal to facilitate synchronization with the main grid in grid-connected mode, and it is set to zero 

during islanded mode [38]- [42]. Same procedure is used to derive the MGCC voltage regulator 

as below: 

 

 𝛿𝛿𝐸𝐸 = 𝑘𝑘𝑝𝑝𝑝𝑝�𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐸𝐸𝑀𝑀𝑀𝑀� + 𝑘𝑘𝑛𝑛𝑝𝑝 ��𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐸𝐸𝑀𝑀𝑀𝑀�𝑑𝑑𝑑𝑑 (2.2) 

 
The control protocols mentioned above for secondary centralized controller can be furthered 

enhanced to encounter for other power quality concerns such as voltage balancing for critical loads 

[37], decreasing harmonic level in the microgrid [33], and maintaining adequate power sharing 

[32]. 

 
In [37], the voltage unbalance factor VUF, at a given bus in the microgrid, is computed (in the dq 

reference frame) in order to compare it with the reference 𝑉𝑉𝑉𝑉𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟. The resulted error signal is fed 

to a PI-compensator to generate a correction signal that multiplied by the negative sequences 

before it sent back to the local (primary) controllers of the DG’s as a correction values to the 

reference value  Eref,, as illustrated in Figure 2-7. The calculation of VUB is according to the 

following equation: 

 𝑉𝑉𝑉𝑉𝑉𝑉 = 100 
�(𝐸𝐸𝑑𝑑−)2 + �𝐸𝐸𝑞𝑞−�

2

�(𝐸𝐸𝑑𝑑+)2 + �𝐸𝐸𝑞𝑞+�
2
 (2.3) 

 
where  𝐸𝐸𝑑𝑑−, 𝐸𝐸𝑞𝑞−, 𝐸𝐸𝑑𝑑+ and 𝐸𝐸𝑞𝑞+ are the negative and positive sequence voltages of a give bus in dq 

reference frame. Similar procedure can be implemented to compensate for the unbalanced 

harmonic distortion of nonlinear unbalanced loads [33]. The proposed method has the ability to 
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share the compensation effort between heterogeneous generators through some modification at 

primary control level. 

 
To improve reactive power sharing in centralized secondary control, recently the authors in [32] 

has proposed a modified algorithm implemented at MGCC to enhance reactive power sharing 

through the distributed generators. The algorithm is based on reassigning reactive power demand 

of each DG based on the total demand and the DG’s Q-E droop gain as follows: 

 

 𝑄𝑄𝑥𝑥∗ =  
𝑄𝑄𝑡𝑡𝑛𝑛𝑡𝑡𝑛𝑛𝑛𝑛

𝑛𝑛𝑥𝑥 ∑
1
𝑛𝑛𝑛𝑛

𝑘𝑘
𝑛𝑛=1

 (2.4) 

 

where  𝑄𝑄𝑡𝑡𝑛𝑛𝑡𝑡𝑛𝑛𝑛𝑛  is the total reactive power demand of the microgrid, 𝑄𝑄𝑥𝑥∗  is the calculated reactive 

power share of the xth DG, and n is Q-E droop gain of each generator. The resulted 𝑄𝑄𝑥𝑥∗  is, then, 

passed through a PI-controller to compute the change of voltage (∆𝐸𝐸𝑥𝑥) needed at each generator 

to generate the assigned reactive power as below: 

 

 ∆𝐸𝐸𝑥𝑥 = 𝑘𝑘𝑝𝑝𝑝𝑝(𝑄𝑄𝑥𝑥∗ − 𝑄𝑄𝑥𝑥) + 𝑘𝑘𝑛𝑛𝑝𝑝 �(𝑄𝑄𝑥𝑥∗ − 𝑄𝑄𝑥𝑥)𝑑𝑑𝑑𝑑 (2.5) 

 

where 𝑘𝑘𝑝𝑝𝑝𝑝& 𝑘𝑘𝑛𝑛𝑝𝑝 are the PI regulator parameters, 𝑄𝑄𝑥𝑥∗  & 𝑄𝑄𝑥𝑥 are assigned reactive power (as 

calculated in (4)) and current reactive power of the xth generator, respectively. 

            For frequency regulation, the same regulator as implemented in (2.1) is used here. 

However, voltage regulation task has been incorporated in slightly different way than the 

conventional regulator in (2.2). In this method, because of the strong coupling between voltage 

and reactive power, voltage deviation in the microgrid is interpreted as additional reactive power 
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demand ∆𝑄𝑄𝑟𝑟𝑟𝑟𝑠𝑠𝑡𝑡 added to the total reactive power 𝑄𝑄𝑡𝑡𝑛𝑛𝑡𝑡𝑛𝑛𝑛𝑛. Thus, the resulted ∆𝐸𝐸𝑥𝑥is not only 

controlling reactive power sharing, but also regulating the deviations as well. The ∆𝑄𝑄𝑟𝑟𝑟𝑟𝑠𝑠𝑡𝑡 is 

obtained as follows: 

 

 ∆𝑄𝑄𝑟𝑟𝑟𝑟𝑠𝑠𝑡𝑡 = 𝑘𝑘𝑝𝑝𝑝𝑝�𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐸𝐸𝑀𝑀𝑀𝑀� + 𝑘𝑘𝑛𝑛𝑝𝑝 ��𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐸𝐸𝑀𝑀𝑀𝑀� 𝑑𝑑𝑑𝑑 (2.6) 

 
where 𝑘𝑘𝑝𝑝𝑝𝑝& 𝑘𝑘𝑛𝑛𝑝𝑝 are the PI controller parameters, 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 & 𝐸𝐸𝑀𝑀𝑀𝑀 are reference and current (measured) 

voltage level of microgrid, respectively. 

 
As an alternative approach to the mentioned methods above, the MGCC algorithm can also be 

implemented based on minimizing potential functions that assigned for each controller, using 

gradient decent method, to achieve secondary controller objectives [34]. However, the method is 

requiring bidirectional communication links between the MGCC and the distributed units, which 

is limiting its practicality/reliability in higher scale of microgrid. 

 

 

Figure 2-7. Potential Function Method (PFM) based secondary control of a microgrid [34]. 
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In general, centralized structure control methods are costly and have lower reliability, as the system 

is susceptible to single point of failure. Moreover, such dens bidirectional communication links is 

insecure, as it needs to send unencrypted data over large areas. Also, centralized control methods 

are less robust against communication delays and failures [43], [36]. 

2.1.2.2 Decentralized methods Due to the disadvantages of the centralized structure, several 

decentralized methods were proposed to overcome the concerns and limitations of centralized 

techniques. In general, there are two ways of implementing such a decentralized structure: 1) using 

local measurements with no coordination with other DGs, 2) using estimation techniques to 

acquire global variables to react in more coordinated way.   

             The first technique, to design a fully decentralized controller, is by locally implementing 

similar regulator to the centralized case, as obtained in (1) and (2), at each generator to maintain 

DG’s reference levels. However, no communication links are needed [27]. In fact, this attempt will 

cause, in most cases, stability problems since there is no coordination and agreement with other 

DGs in the microgrid while sharing the same demand; and it will sacrifice power sharing causing 

the whole system to be susceptible to stability collapse [32].  Moreover, even though the 

decentralized seems to be having a fast response and very competitive performance with 

centralized one in a local prospective, it would be much slower in global sense (i.e. restoring MG, 

as a system, to its reference values/levels, if possible, would require longer time).   

            Another way of designing secondary control, in decentralized structure, is by using 

estimation techniques of system’s variables [44]- [46]. Hence, each DG is locally estimating the 

necessary system’s measurements for local computation, instead of acquiring them directly 

through communication links. As presented in [44], a voltage-predictive control based on system’s 

variables estimation (MG’s voltages level) is proposed. As illustrated in Figure 2-8, a local 
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estimator is used at each DG to obtain the global voltage levels of the MG. Then, to accomplish 

voltage regulation at each DG, a voltage-predictive regulator is used locally to produce a corrective 

action to the DG’s voltage value, by minimizing the following cost function: 

 

 

min
∆ 𝑢𝑢 �𝑘𝑘�𝑘𝑘�,…,∆𝑢𝑢(𝑛𝑛−1+𝑘𝑘|𝑘𝑘)

𝐽𝐽

= ����(𝑤𝑤𝑏𝑏𝑏𝑏�𝑉𝑉𝑏𝑏𝑢𝑢𝑠𝑠𝑏𝑏(𝑘𝑘 + 𝑖𝑖 + 1|𝑘𝑘) − 𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟𝑏𝑏�)2
𝑛𝑛𝑏𝑏

𝑏𝑏=1

𝑝𝑝−1

𝑛𝑛=1

+ �(𝑤𝑤𝑐𝑐𝑏𝑏∆𝑢𝑢𝑐𝑐𝑏𝑏(𝑘𝑘 + 𝑖𝑖|𝑘𝑘))2
𝑛𝑛𝑐𝑐

𝑏𝑏=1

�� 

(2.7) 

 
where wbj, wcj are weights of buses and control increments network voltages, respectively; p is 

prediction limit; nb is number of buses; nc is number of voltage control inputs; (k + i + 1 | k) 

represents information predicted at time k for time k + i + 1. Vrefj is set to zero initially.  

 
The abovementioned proposed method is tested under uncertainties of system’s parameters and 

shows the ability to overcome such robustness concerns [44]. However, still stability analysis 

needs to be further investigated, as such decentralized estimation-based techniques tend to be 

rather complicated and sensitive [47]. Moreover, the proposed control design does not consider 

reactive power-sharing problem that may cause one or more DGs to be overloaded. 
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Figure 2-8. Decentralized structure of Estimator-based secondary control of a microgrid [44]. 
 

2.1.2.3 Localized methods As discussed in the previous subsection, the main motivation of the 

decentralized design was to avoid the central computation node (MGCC), that requires dens 

communication links between agents (distributed generators) to have more reliable, flexible and 

secure system [43]. However, decentralized techniques have raised stability concerns and 

deteriorated power-sharing property of the MG, due to the lack of coordination between the DG’s 

[32]. Therefore, an alternative structure of implementing the secondary control, for droop 

controlled AC MG, is needed.   

Various methods have been proposed in the technical literature to provide a reliable 

secondary control design that can overcome the drawbacks of the previous two methods [36], [48]- 

[55]. All of these alternatives methods are implemented in a localized structure; meaning each 
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agent (DG) will exchange information with other agents (typically, local agents (DG’s)) to have 

more coordinated actions, unlike the decentralized way; and no centralized control unit is needed, 

as each agent will act based on local controller (with help of the collected measurements).  

 
In [36] and [48], a strongly connected communication topology is proposed in order to regulate 

the voltage and frequency and maintain power-sharing property based on averaging approach 

within the maximum limit of each DG. For frequency regulation, each DG will communicate its 

frequency measurement to all other DGs in the MG system, then a local controller will regulate 

the deviation of the average value from the reference value as follows: 

 

 𝛿𝛿𝛿𝛿 = 𝑘𝑘𝑝𝑝ω�𝛿𝛿𝑟𝑟𝑟𝑟𝑟𝑟 − 𝛿𝛿�𝑀𝑀𝑀𝑀� + 𝑘𝑘𝑛𝑛𝑝𝑝 ��𝛿𝛿𝑟𝑟𝑟𝑟𝑟𝑟 − 𝛿𝛿�𝑀𝑀𝑀𝑀� 𝑑𝑑𝑑𝑑 (2.8) 

 

 𝛿𝛿�𝑀𝑀𝑀𝑀 =  
∑ 𝛿𝛿𝑀𝑀𝑀𝑀𝑖𝑖
𝑁𝑁
𝑛𝑛=1

𝑁𝑁
 (2.9) 

 
where 𝑘𝑘𝑝𝑝𝑝𝑝& 𝑘𝑘𝑛𝑛𝑝𝑝 are the PI controller parameters, 𝑁𝑁 is number of connected DGs in the system, 

𝛿𝛿�𝑀𝑀𝑀𝑀 is the average frequency value. A small signal model has been developed in to tune PI 

controller parameters. 

To maintain the nominal voltage across all distributed generators (DGs), same procedure 

is used to derive a local voltage regulator as below: 

 

 𝛿𝛿𝐸𝐸 = 𝑘𝑘𝑝𝑝𝑝𝑝�𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐸𝐸�𝑀𝑀𝑀𝑀� + 𝑘𝑘𝑛𝑛𝑝𝑝 ��𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐸𝐸�𝑀𝑀𝑀𝑀�d𝑑𝑑 (2.10) 

 

 𝐸𝐸�𝑀𝑀𝑀𝑀 =  
∑ 𝐸𝐸𝑀𝑀𝑀𝑀𝑖𝑖
𝑁𝑁
𝑛𝑛=1

𝑁𝑁
 (2.11) 
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Figure 2-9. Distributed secondary control of a microgrid: strongly connected communication 
topology [36]. 

 

where 𝑘𝑘𝑝𝑝𝑝𝑝& 𝑘𝑘𝑛𝑛𝑝𝑝 are the PI controller parameters, 𝑁𝑁 is number of connected DGs in the system, 

𝐸𝐸�𝑀𝑀𝑀𝑀  is the average voltage value. 

Furthermore, to maintain a proper reactive power sharing, through communicating reactive 

power measurements between the DGs, similar averaging approach is used to keep Q of each DG 

at average value as shown below: 
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 𝛿𝛿𝑄𝑄 = 𝑘𝑘𝑝𝑝𝑝𝑝(𝑄𝑄�𝑀𝑀𝑀𝑀 − 𝑄𝑄) + 𝑘𝑘𝑛𝑛𝑝𝑝 �(𝑄𝑄�𝑀𝑀𝑀𝑀 − 𝑄𝑄)𝑑𝑑𝑑𝑑 (2.12) 

 
𝑄𝑄�𝑀𝑀𝑀𝑀 =  

∑ 𝑄𝑄𝑀𝑀𝑀𝑀𝑖𝑖
𝑁𝑁
𝑛𝑛=1

𝑁𝑁
 

(2.13) 

where 𝑘𝑘𝑝𝑝𝑝𝑝& 𝑘𝑘𝑛𝑛𝑝𝑝 are the PI controller parameters, 𝑁𝑁 is number of connected DGs in the system, 

𝑄𝑄�𝑀𝑀𝑀𝑀 is the average reactive power value. 

Despite that this method was able to remove the risk of having a central processing unit 

that is vulnerable to single-point failures, it requires high communication links and reactive power 

sharing is only possible with a very careful tuning of the controller parameters with identical DGs 

[52], [55]. 

 
In [49]- [51], a cooperative secondary control of AC microgrid is proposed by applying optimal 

design approach of multi-agent system [56]. The secondary control objectives, namely, regulating 

frequency/ voltage values of the microgrid to their reference levels, are achieved by employing 

input-output feedback linearization that transformed the nonlinear microgrid model of dissimilar 

DGs into a homogenous and linear model. This transformation has enabled the Riccati design of 

local cooperative tracker, as presented in [56], to be applied using one node (an agent “DG”) as a 

leader with either fixed reference value or varying reference value according to voltage’s variation 

of a critical bus. The linearized model of each agent (𝐷𝐷𝐷𝐷𝑛𝑛) has yield to a double integrator model, 

as follows: 

 �̇�𝑦𝑛𝑛 = 𝐴𝐴𝑦𝑦𝑛𝑛 + 𝐵𝐵𝑣𝑣𝑛𝑛 (2.14) 

 

where,  𝑦𝑦𝑛𝑛 = [𝑦𝑦𝑛𝑛 �̇�𝑦𝑛𝑛]𝑇𝑇 ,𝐴𝐴 = �0 1
0 0�, 𝑣𝑣𝑛𝑛 = �̈�𝑦𝑛𝑛,  and 𝐵𝐵 = � 01 � 

And the linearized model of the leader (𝐷𝐷𝐷𝐷𝑛𝑛) is defined as bellow:  
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 �̇�𝑦𝑛𝑛 = 𝐴𝐴𝑦𝑦𝑛𝑛 (2.15) 

where  𝑦𝑦𝑛𝑛 = �𝑦𝑦𝑟𝑟𝑟𝑟𝑟𝑟 0�
𝑇𝑇
. For voltage regulation problem, the auxiliary control 𝑣𝑣𝑛𝑛 is implemented as 

below: 

 𝑣𝑣𝑛𝑛 = −𝑐𝑐𝑘𝑘𝑒𝑒𝑛𝑛(2.16) (2.16) 

 
where c is the coupling gain, k is local feedback gain, and 𝑒𝑒𝑛𝑛 (tracking error) is expressed as: 

 𝑒𝑒𝑛𝑛 = �𝑎𝑎𝑛𝑛𝑏𝑏�𝑦𝑦𝑛𝑛 − 𝑦𝑦𝑏𝑏� + 𝑏𝑏𝑛𝑛(𝑦𝑦𝑛𝑛 − 𝑦𝑦0)
𝑁𝑁

𝑏𝑏=1

 (2.17) 

 
where a𝑛𝑛𝑏𝑏  is the corresponding value in A matrix (adjacency matrix) that capturing the 

communication topology, and b𝑛𝑛 is a nonzero value for only one node (DG). 

According to Riccati design of local cooperative tracker in [56], the diagraph should have 

a spanning tree, k is designed as standard feedback gain of local LQR, and coupling gain (c) should 

be chosen as: 

 

 𝑐𝑐 ≥  
1

2𝜆𝜆𝑛𝑛𝑛𝑛𝑛𝑛
 (2.18) 

 

where 𝜆𝜆𝑛𝑛𝑛𝑛𝑛𝑛is min eigenvalue of the matrix (L + B), L is Lablacian matrix of the communication 

graph. Finally, the control signal 𝑢𝑢𝑛𝑛 (= 𝐸𝐸𝑛𝑛∗ ”primary control reference in droop control equation”) 

is realized in term of 𝑣𝑣𝑛𝑛 as shown in Figure 2.10 [51]. 

A similar formula is used for frequency regulation and the control signal 𝑢𝑢𝑟𝑟𝑛𝑛 is proposed 

as bellow: 

 𝑢𝑢𝑟𝑟𝑛𝑛 = −𝑐𝑐𝑟𝑟(�𝑎𝑎𝑛𝑛𝑏𝑏�𝛿𝛿𝑛𝑛 − 𝛿𝛿𝑏𝑏� + 𝑏𝑏𝑛𝑛�𝛿𝛿𝑛𝑛 − 𝛿𝛿𝑟𝑟𝑟𝑟𝑟𝑟�
𝑁𝑁

𝑏𝑏=1

+ �𝑎𝑎𝑛𝑛𝑏𝑏�𝑚𝑚𝑛𝑛𝑃𝑃𝑛𝑛 − 𝑚𝑚𝑏𝑏𝑃𝑃𝑏𝑏�
𝑁𝑁

j=1

) (2.19) 
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where m is the active power droop coefficient of each DG. If the digraph is having a spanning tree 

and b is nonzero for only one DG (with relatively high gain 𝑐𝑐𝑟𝑟); then, a frequency consensus to 

𝛿𝛿𝑟𝑟𝑟𝑟𝑟𝑟 will be achieved while maintaining accurate active power sharing. 
 

                The above-proposed method was able to accurately regulate the voltage and frequency 

quickly and with very low communication links (only limited to spanning tree formation), and it 

would also facilitate plug-and-play operating of the microgrid [51]. However, the authors have 

assumed the stability of the internal dynamics of each DG and the system is worked in a lossless 

transmission network, and consequently, did not account for reactive power sharing problem, 

which could cause one or more DGs to be overloaded. Moreover, such a model-based approach 

that relying in classical input-output feedback linearization is highly susceptible to uncertainties 

since the resulted dynamics is very different from the original one [57], resulted in such a high 

gain controllers [55]. Also, it did not consider the inherent coupling between the frequency and 

the voltage in such application [58]. 
 

Alternatively, as proposed in [52]- [55], a Distributed Averaging Proportional Integral(DAPI) is 

adopted for implementing the secondary control, aimed at accurate frequency regulation & active 

power sharing, while trying to achieve the best trade-off between two conflicting objectives: 

voltage regulation & reactive power sharing [55]. The method has integrated the droop and integral 

control with consensus algorithms of multi agent system. So, this proposed method is considering 

the secondary controller design problem as a consensus problem, as seen in the previous method 

[51], but it takes into account the resistive nature of the network and trying to simultaneously solve 

reactive power sharing challenge. 
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Figure 2-10. Distributed cooperative secondary control of a microgrid: pre-specified topology 
with a spanning tree [51]. 

 

For frequency regulation, the following controller is applied: 

 
 𝛿𝛿𝑛𝑛 = 𝛿𝛿∗ − 𝑚𝑚𝑛𝑛𝑃𝑃𝑛𝑛 + Ω𝑛𝑛 (2.20) 

 

 𝑘𝑘𝑛𝑛𝑝𝑝
𝑑𝑑Ω𝑛𝑛
𝑑𝑑𝑑𝑑

= −(𝛿𝛿𝑛𝑛 − 𝛿𝛿∗) −�𝑎𝑎𝑛𝑛𝑏𝑏(Ω𝑛𝑛 − Ω𝑏𝑏) 
𝑛𝑛

𝑏𝑏=1

 (2.21) 

 
where Ω𝑛𝑛 is the additional adjustment to the frequency (frequency control input), k𝑛𝑛𝑝𝑝 is integral 

variable, and a�𝑏𝑏  is the corresponding value in A matrix (adjacency matrix) that capturing the 

communication topology. To achieve accurate power sharing and frequency regulation, 

communication topology must be connected [55].   
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For voltage regulation & reactive power sharing, as mentioned earlier these two objectives 

are conflicting for droop controlled AC microgrid, with low r/x ratio, and no precise solution can 

be achieved. Therefore, the following tunable controller is proposed to set best compromise 

between voltage regulation/ reactive power sharing, per designer’s priorities: 

 
 𝐸𝐸𝑛𝑛 = 𝐸𝐸∗ − 𝑛𝑛𝑛𝑛𝑄𝑄𝑛𝑛 + e𝑛𝑛 (2.22) 

 

 𝑘𝑘𝑛𝑛𝑝𝑝
𝑑𝑑e𝑛𝑛
𝑑𝑑𝑑𝑑

= −𝛽𝛽𝑛𝑛(𝐸𝐸𝑛𝑛 − 𝐸𝐸∗) −�𝑏𝑏𝑛𝑛𝑏𝑏(
Q𝑛𝑛

𝑄𝑄𝑛𝑛∗
−

Q𝑏𝑏

𝑄𝑄𝑏𝑏∗
) 

𝑛𝑛

𝑏𝑏=1

 (2.23) 

 
where e𝑛𝑛 is the additional adjustment to the voltage (voltage control input), k𝑛𝑛𝑝𝑝  and 𝛽𝛽𝑛𝑛 are integral 

and weighting variables; respectively, b𝑛𝑛𝑏𝑏  is the corresponding value in B matrix (adjacency 

matrix) that capturing the communication topology, and 𝑄𝑄𝑛𝑛∗ is the reactive power rating. Different 

settings of b𝑛𝑛𝑏𝑏 & 𝛽𝛽𝑛𝑛 are used to illustrate different compromises; suggesting that voltage tracking 

of a selected leader agent would yield to the best trade-off. 

 
This “model-free” method has a lower controller gains in comparison with [51], and lower 

communication links compared to [36], and it’s using communication arrangements as one of the 

design variables. Moreover, it has taken into consideration reactive power sharing property and 

facilitate plug-and-play feature. Though, the method has assumed homogeneity of the microgrid, 

that network impedances and connected DGs are having relatively comparable values. Also, the 

method needs a systematic procedure for tuning design variables in more practical/ complicated 

scenarios, as leader-follower setting would raise again the single-point failure problem in 

centralized architecture. 
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Figure 2-11. Distributed secondary control of a microgrid via distributed averaging: neighboring-
basis communication topology [55]. 
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2.1.3  Tertiary Control 

The tertiary control is the higher and slowest control level in the hierarchal control structure of the 

microgrid, and its main objective is to set voltage amplitude and frequency references to the 

microgrid based on power requirements of the hosting grid [7], based on the following equations: 

 

 𝛿𝛿𝑀𝑀𝑀𝑀
∗ = 𝑘𝑘𝑝𝑝𝑝𝑝(𝑃𝑃𝑀𝑀∗ − 𝑃𝑃𝑀𝑀) + 𝑘𝑘𝑛𝑛𝑝𝑝 �(𝑃𝑃𝑀𝑀∗ − 𝑃𝑃𝑀𝑀)𝑑𝑑𝑑𝑑 (2.24) 

 

 𝐸𝐸𝑀𝑀𝑀𝑀∗ = 𝑘𝑘𝑝𝑝𝑝𝑝(𝑄𝑄𝑀𝑀∗ − 𝑄𝑄𝑀𝑀) + 𝑘𝑘𝑛𝑛𝑝𝑝 �(𝑄𝑄𝑀𝑀∗ − 𝑄𝑄𝑀𝑀)𝑑𝑑𝑑𝑑 (2.25) 

 
where, 𝑘𝑘𝑛𝑛𝑝𝑝 ,𝑘𝑘𝑛𝑛𝑝𝑝,𝑘𝑘𝑝𝑝𝑝𝑝 ,𝑘𝑘𝑝𝑝𝑝𝑝 are the controller parameters and 𝑃𝑃𝑀𝑀∗,𝑄𝑄𝑀𝑀∗  are the desired active and 

reactive power that are compared with the measured powers 𝑃𝑃𝑀𝑀 ,𝑄𝑄𝑀𝑀.    

 

Additionally, the tertiary control can be used also for coordinating possible interconnection 

between multiple microgrids, and in this case, this level of control will work as a primary control 

that is coordinating multiple microgrids, just as multiple DGs in a single microgrid, by eliminating 

the integral control part from the above equations [11]. The settings of this tertiary control is 

designed based on economic optimization of the hosting grid and it’s not part of the microgrid, 

and won’t be discussed further in this study. 
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3.0 SPARSITY-PROMOTING OPTIMAL CONTROL VIA ALTERNATING 

DIRECTION METHOD OF MULTIPLIERS 

In this chapter, the designing approach of a sparse feedback control system using alternating 

direction method of multipliers, [59], is presented, which will be extended in the next chapter as a 

solution for distributed secondary voltage control design in microgrids.  

In the past few decades, more attention has been drawn to the problem of controlling a 

distributed plant, where the entities of the plant are dynamically coupled, using a distributed 

control system, instead of the conventional centralized approach. This distributed control 

architecture is more efficient, reliable, and flexible; and it has its application not only in 

engineering context, such as electric power system, and computer science, but also in many other 

fields, including economics, biology, and social studies. As highlighted in [60], the problem of 

designing a distributed control system can be categorized based on the overall purpose of the 

control system. The targeted goals of such distributed controlled/coordinated system can be 

generally classified as: consensus, formation, optimization, task assignment, distributed estimation 

and control, and intelligent coordination.  

Optimization problems in distributed control system, as one of the above-mentioned 

categories, can be formulated to achieve various goals in optimal manner such as consensus, 

coordination, and designing a structured controller [60].  Recently, the consensus problem of a 

homogenous system (i.e. identical agents) has been investigated as optimization problem based on  
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Figure 3-1. A generic distributed plant controlled by a distributed controller with sparse 
communication structure. 

 

local [56] and global objectives [56], [61]. While local optimal design in [56] is based on the well-

defined optimal solution of standard LQR design for local agents in order to reach consensus 

(synchronization/tracking) task in a stable manner, the resulted control protocols is by no means 

optimal in term of standard LQR objective function. Furthermore, for global optimality in the same 

framework, the local objective function was modified to form a global one, taking into account the 

communication topology as a global quantity, to achieve faster consensus, but optimization 

measure is still nonstandard, and it’s primarily focusing on convergence speed. This will result in 

high gain controllers as the proposed coupling gain, in the distributed control protocol, is 

destroying the accomplished minimized control effort gains suggested by local or global LQR 

solutions.    

Moreover, designing a structured optimal controller using usual performance measures 

(closed-loop norm of a feedback system, such as H2, H∞, LQR) is another problem that can be 

formulated as optimization problem, which is recognized as a hard problem [62], [63]. Note that, 
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even though this problem is considered as a structured optimal controller design problem, it can 

be used as well to design a consensus network as suggested in [64]. Earlier research efforts in 

solving this problem were aiming at finding special classes of structured control problems, with 

certain communication structure, that are tractable by convex optimization tools [65]- [68]. 

However; these methods have imposed prior restrictions in the communication topology.  

Recently, as proposed in latest publications [59], [69]- [74]; the focus in solving the design 

problem of a structured optimal controller has shifted from identifying classes, which are optimally 

solvable, towards finding computationally efficient algorithms that is able to provide a non-exact, 

yet satisfactory, solutions with no prior restrictions in the communication topology. As proposed 

in [73], an algorithm is developed using weighted l1 norm as a relaxation of the sparsity 

optimization cost function to design a sparse “distributed” control system that guarantee a certain 

level of H∞ measure. Further improvement is suggested to this method in [74], by modifying the 

performance constraint to maintain H∞ level of the resulted distributed control system to be within 

a prescribed margin from the optimal centralized controller, which verifies applicability of the 

algorithm. Alternatively, the authors in [59] applied the alternating direction method of multipliers 

(ADMM) algorithm, along with other structured/ unstructured H2 optimization algorithms, to 

directly solve the distributed nonconvex optimization problem. Thus, the proposed method allows 

for simultaneously identifying the communication topology, according to desired level of sparsity, 

and optimizing the H2 performance of the resulted sparse controller. This chapter is meant to 

summarize this approach and to present its recent applications as published in technical literatures.  

             

This chapter is organized as follows. Firstly, in Section 3.1, the formulation of the sparsity- 

promoting optimal control design problem is presented, where the objective function is including 
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two separated terms: performance cost (closed loop H2) and sparsity cost. Then, in Section 3.2, the 

alternating direction method of multipliers (ADMM) optimization tool is used to solve the 

optimization problem employing the separatability of the penalty functions, and provide analytical 

solutions to the sub-problems for both sparse and block sparse minimization problems and 

numerical one for performance optimizing. In Section 3.3, a summarized flowchart of the Sparsity-

Promoting optimal control algorithm is given to showing the major role of ADMM optimization 

tool in forming the overall algorithm of solving the optimization problem, which is in this case 

sparse controller with comparable performance to the standard centralized optimal control (i.e. the 

standard Linear Quadratic Regulator “LQR”). Finally, to demonstrate the effectiveness of the 

developed approach, an example of controlling a system that has 100 unstable integrator nodes, 

that are spatially distributed (randomly & uniformly) in a square region of 10 units and coupled 

with other nodes through exponentially decay coupling, is introduced [78], [59]. 

3.1 PROBLEM FORMULATION OF DESIGNING A DISTRIBUTED STATE-

FEEDBACK CONTROLLER 

First, let’s consider the standard state-feedback 𝐻𝐻2 norm problem as following; 

 

�̇�𝑥 = 𝐴𝐴𝑥𝑥 + 𝐵𝐵𝑤𝑤𝑤𝑤 + 𝐵𝐵𝑢𝑢𝑢𝑢 

𝑧𝑧 = 𝐶𝐶𝑥𝑥 + 𝐷𝐷𝑢𝑢 

𝑢𝑢 = −𝐾𝐾𝑥𝑥 

(3.1) 

where; w is an exogenous disturbance input (reference, noise, etc.),  u is a control input,  z is the 

performance output, and K is the state-feedback matrix. For standard formulation of the problem, 

we consider 𝐶𝐶 = [�𝑄𝑄 0]𝑇𝑇 and 𝐷𝐷 = [0 √𝑅𝑅]𝑇𝑇with the following assumptions: 
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- (A, 𝐵𝐵𝑢𝑢) is stabilizable. 

- (A, �𝑄𝑄) is detectable. 

- Q is a positive definite. 

- R is a positive semi-definite. 

 
Our objective is to find a state-feedback controller K that minimizes 𝐽𝐽(𝐾𝐾), which is the 𝐻𝐻22 

norm of the closed-loop system. The objective function 𝐽𝐽(𝐾𝐾), for stabilizing K, can be calculated 

as below:   

 

 
Minimize         𝐽𝐽(𝐾𝐾) =  𝑑𝑑𝑟𝑟𝑎𝑎𝑐𝑐𝑒𝑒(𝐵𝐵𝑤𝑤𝑇𝑇𝑃𝑃(𝐾𝐾)𝐵𝐵𝑤𝑤)(3.2) 

(Or equivalently "𝐽𝐽(𝐾𝐾) =  𝑑𝑑𝑟𝑟𝑎𝑎𝑐𝑐𝑒𝑒�𝐶𝐶𝑐𝑐𝑛𝑛𝑆𝑆(𝐾𝐾)𝐶𝐶𝑐𝑐𝑛𝑛𝑇𝑇�") 
(3.2) 

 
where, P(K) is the closed-loop observability Gramian (resp. S(K) is the closed-loop reachability 

Gramian) that is defined as follow: 

 

 
𝑃𝑃(𝐾𝐾) = ∫ 𝑒𝑒(𝐴𝐴−𝐵𝐵𝑢𝑢𝐾𝐾)𝑇𝑇𝑡𝑡(𝑄𝑄 + 𝐾𝐾𝑇𝑇𝑅𝑅𝐾𝐾)𝑒𝑒(𝐴𝐴−𝐵𝐵𝑢𝑢𝐾𝐾)𝑡𝑡𝑑𝑑𝑑𝑑∞

0  

(𝑂𝑂𝑟𝑟 "𝑆𝑆(𝐾𝐾) = ∫ 𝑒𝑒(𝐴𝐴−𝐵𝐵𝑢𝑢𝐾𝐾)𝑇𝑇𝑡𝑡𝐵𝐵𝑤𝑤𝐵𝐵𝑤𝑤𝑇𝑇𝑒𝑒(𝐴𝐴−𝐵𝐵𝑢𝑢𝐾𝐾)𝑡𝑡𝑑𝑑𝑑𝑑∞
0 " ) 

(3.3) 

 

The above observability (and reachability) Gramian can be obtained by solving the following 

Lyapunov equation: 

 
(𝐴𝐴 − 𝐵𝐵𝑢𝑢𝐾𝐾)𝑇𝑇𝑃𝑃 + 𝑃𝑃(𝐴𝐴 − 𝐵𝐵𝑢𝑢𝐾𝐾) = −(𝑄𝑄 + 𝐾𝐾𝑇𝑇𝑅𝑅𝐾𝐾) 

(𝑂𝑂𝑟𝑟 "(𝐴𝐴 − 𝐵𝐵𝑢𝑢𝐾𝐾)𝑇𝑇𝑆𝑆 + 𝑆𝑆(𝐴𝐴 − 𝐵𝐵𝑢𝑢𝐾𝐾) = −𝐵𝐵𝑤𝑤𝐵𝐵𝑤𝑤𝑇𝑇") 
(3.4) 
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For centralized controller case (i.e. single node with full access), even though the objective 

function 𝐽𝐽(𝐾𝐾) in (3.2) is considered as a non-convex function of the optimization variable K (the 

state-feedback matrix) [75], a global optimal solution can be obtained analytically using Algebraic 

Riccati equation (ARE) as bellow:  

 𝐾𝐾 = 𝑅𝑅−1𝐵𝐵𝑢𝑢𝑇𝑇𝑃𝑃 (3.5) 

where P can be obtained by solving the below Algebraic Riccati equation (ARE),  

 𝐴𝐴𝑇𝑇𝑃𝑃 + 𝑃𝑃𝐴𝐴 − 𝑃𝑃𝐵𝐵𝑢𝑢𝑅𝑅−1𝐵𝐵𝑢𝑢𝑇𝑇𝑃𝑃 + 𝑄𝑄 = 0 (3.6) 

The centralized problem can also be formulated as a convex optimization problem using change 

of variables technique, and can be solved via linear programming, yielding very close solutions to 

the analytical one [75]. 

            For distributed structure of the feedback controller, there will be a structural constraint G 

on the feedback matrix K and the problem is redefined as below:  

 

 
Minimize         𝐽𝐽(𝐾𝐾) =  𝑑𝑑𝑟𝑟𝑎𝑎𝑐𝑐𝑒𝑒(𝐵𝐵𝑤𝑤𝑇𝑇𝑃𝑃(𝐾𝐾)𝐵𝐵𝑤𝑤) 

Subject to         𝐾𝐾 ∈ 𝐷𝐷 
(3.7) 

In this case, change of variables method won’t be able to formulate the problem in a convex format; 

therefore, the alternative proposed approach by [59] suggests to find a non-exact, yet satisfactory 

performance, solutions using tools from control theory, optimization, and compressive sensing to 

simultaneously identify the spares structure (no prior restrictions), according to a desired level of 
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sparsity (𝑑𝑑), and optimize the 𝐻𝐻2 performance of the resulted sparse controller. To realize this 

goal, first, the objective function should be modified to include sparsity structure, and the problem 

is reformulated as following: 

 

 
Minimize         𝐽𝐽(𝐾𝐾) + 𝑑𝑑 𝑔𝑔(𝐷𝐷) 

Subject to         𝐾𝐾 − 𝐷𝐷 = 0 
(3.8) 

 

where J(K) is the standard objective function defined in (3.2), d desired level of sparsity, and g(G) 

is structure optimization cost function of K, which is relaxed to 𝑙𝑙1norm, weighted 𝑙𝑙1norm, or sum 

of logs function [59]. Note that, the equality constraint here will allow the separation between the 

sparsity optimization term and the performance optimization term.    

            Accordingly, the design goal is to find K that minimizes (3.8), i.e. optimize performance 

(as a regulator), lower control effort, and eliminate insignificant elements (in the structured 

controller) to achieve the desired level of sparsity by tracing the optimal trade-off curve [77]. 

3.2 SOLVING THE DESIGN PROBLEM USING ADMM OPTIMIZATION 

ALGORITHM 

As proposed in [59], the optimization problem in (3.8) can be iteratively solved by gradually 

increasing d desired level of sparsity (with zero initial condition, i.e. centralized controller) and 

tracing the homotopic path from the known optimal centralized solution to the desired distributed 

controller. Along the solution path, the previous feedback gain K is repeatedly taken as initial 

condition for the current iteration until the desired sparsity is achieved. In general, the resulted 
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structure of the controller depends on interconnection topology of the original plant (physical 

model of the distributed plant), and performance index, which in our case is 𝐻𝐻22 norm of the closed-

loop system 𝐽𝐽(𝐾𝐾). As highlighted earlier, this approach would provide applicable solutions with 

satisfactory performance, but not exact one due to the non-convexity characteristic of the objective 

function. The original structured design problem (3.7) will be solved as a final step (polishing), 

but this time with a stabilizing “near-optimal” initial condition suggested by the ADMM solution. 

Polishing is well known in compressing sensing application, which usually resulted in a slight 

improvement to the final solution. 

In this framework, the optimization tool recommended for each iteration of solving (3.8) 

is the alternating direction method of multipliers (ADMM), which is used offline to compute K 

with specific d, not as usual case where ADMM is used as an online distributed optimization tool. 

This optimization tool has the good robustness of method of multipliers and can support 

decomposition [76]. Because of the decomposability feature, the optimization problem in (3.8) can 

be decomposed into simpler minimization sub problems.  

 
The augmented Lagrangian for (3.8) is formed as a standard Lagrangian with added quadratic 

penalty on the deviation between F and G as following: 

 𝐿𝐿𝜌𝜌(𝐾𝐾,𝐷𝐷,Λ) = 𝐽𝐽(𝐾𝐾) + 𝑑𝑑 𝑔𝑔(𝐷𝐷) + 𝑑𝑑𝑟𝑟𝑎𝑎𝑐𝑐𝑒𝑒�Λ𝑇𝑇(𝐾𝐾 − 𝐷𝐷)� + �
𝜌𝜌
2
� ‖𝐾𝐾 − 𝐷𝐷‖𝐹𝐹2  (3.9) 

where Λ is Lagrange multiplier, 𝜌𝜌 > 0 is penalty parameter, and ‖ . ‖𝐹𝐹 is the Forbenius norm. Then, 

ADMM will minimize the augmented Lagrangian (3.9) iteratively, at given d, using the following 

iterations: 
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Figure 3-2. Communication structures for controlling a distributed plant: from the conventional 
centralized controller to the flexible distributed controllers. 

 

 

 

𝐾𝐾𝑘𝑘+1 ≔ arg min
𝐾𝐾

𝐿𝐿𝜌𝜌(𝐾𝐾,𝐷𝐷𝑘𝑘,Λ𝑘𝑘) 

𝐷𝐷𝑘𝑘+1 ≔ arg min
𝑀𝑀

𝐿𝐿𝜌𝜌(𝐾𝐾𝑘𝑘+1,𝐷𝐷,Λ𝑘𝑘) 

Λ𝑘𝑘+1 ≔ Λ𝑘𝑘 +𝜌𝜌(𝐾𝐾𝑘𝑘+1 − 𝐷𝐷𝑘𝑘+1) 

(3.10) 

(3.11) 

(3.12) 

 

The Lagrangian (3.9) will be minimized in the first iteration (3.10) with respect to K using previous 

optimized values of G and Λ. Then, in second iteration (3.11), using updated value of K and 

previous Λ, the Lagrangian is minimized with respect to G. Finally, (3.12) is updating the Lagrange 

multiplier Λ into the direction of constraint violation, with 𝜌𝜌 as a step size [76]. These iterations 

will continue till the first iteration, which optimize performance K, and second iteration, which 

optimize sparsity G, reach certain agreement (i.e. quadratic cost of the deviation between F and G 

is below stopping criteria tolerance [76]). 
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3.2.1  Performance Optimization Iteration  

For the minimization problem in the first iteration (3.11), Anderson & Moore algorithm is used to 

optimize the Lagrangian with respect to K [59]. Considering K as an optimization variable, while 

fixing other variables, the Lagrangian in (3.9) is reformed as following: 

 min
𝐾𝐾

𝜑𝜑 (𝐾𝐾) =  𝐽𝐽(𝐾𝐾) + �
𝜌𝜌
2
� ‖𝐾𝐾 − 𝑉𝑉𝑘𝑘‖𝐹𝐹2  (3.13) 

where, 𝑉𝑉𝑘𝑘 = 𝐷𝐷𝑘𝑘 − �1
𝜌𝜌
�Λ𝑘𝑘. The initial condition for K (at k=0) is the solution of (3.8) of previous 

value of d (desired level of sparsity), with no structure constraint on K. The gradient of the above 

objective function is:  

 ∇𝜑𝜑(𝐾𝐾) ∶= ∇𝐽𝐽(𝐾𝐾) + 𝜌𝜌(𝐾𝐾 − 𝑉𝑉𝑘𝑘) (3.14) 

where, ∇𝐽𝐽(𝐾𝐾) = 2(𝑅𝑅𝐾𝐾 − 𝐵𝐵𝑢𝑢𝑇𝑇𝑃𝑃)𝑆𝑆. The necessary conditions for optimality are obtained as two 

Lyapunov equations of reachability and observability Gramian (3.3), and the below Sylvester 

equation that updates K in each optimization iteration:   

 𝐾𝐾𝑆𝑆 + 𝜌𝜌(2𝑅𝑅)−1𝐾𝐾 = 𝑅𝑅−1𝐵𝐵𝑢𝑢𝑇𝑇𝑃𝑃𝑆𝑆 + 𝜌𝜌(2𝑅𝑅)−1𝑉𝑉𝑘𝑘 (3.15) 
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3.2.2  Sparsity Optimization Iteration 

For the second minimization problem (3.11), the optimized G (as relaxed in weighted l1norm) can 

be obtained analytically and element-wise using soft-thresholding (proximal mapping of the l1-

norm) as following [76]: 

 𝐷𝐷𝑛𝑛𝑏𝑏∗ = �
�1 −

𝜀𝜀
�𝑉𝑉𝑛𝑛𝑏𝑏�

� 𝑉𝑉𝑛𝑛𝑏𝑏,   𝑓𝑓𝑓𝑓𝑟𝑟 �𝑉𝑉𝑛𝑛𝑏𝑏� > 𝜀𝜀

0,   𝑓𝑓𝑓𝑓𝑟𝑟 �𝑉𝑉𝑛𝑛𝑏𝑏� < 𝜀𝜀
 (3.16) 

 
where, Vk = �1

ρ
�Λk + Fk+1, and ε = (d

ρ
)wij with the weighted value wij chosen as (1/|Kij|). So, 

ε (thresholding operator) is linearly dependent on the desired sparsity d and inversely dependent 

on the significant of the gain/contribution of each element, resulted in dropping more insignificant 

elements as d is increased. Note that it’s possible to assign zero values to some G elements 

whenever it’s desirable. 

3.3 FURTHER ENHANCEMENT FOR FINAL HEURISTIC SOLUTION 

The resulted distributed (structured) controller from the previous subsections is an approximation 

solution due to that the mentioned approach of solving the problem formulated in (3.8) by 

gradually changing d, with the suggested approximation cost functions such as 𝑙𝑙1-norm, is itself a 

heuristic approach of tracing the optimal trade-off curve between performance and sparsity [77]. 

Moreover, the objective function is not a convex function of feedback gain matrix K resulted in 



  42 

non-exact solutions. Therefore, resolving the optimization problem using the identified sparsity 

pattern can further enhanced the results to obtain a final approximation solution [59].  

In this case, the problem turned back to its original format in (3.7), as 𝐻𝐻2 optimal controller 

design problem with structural constraints, which can be solved using Newton’s method with 

conjugate gradient. Similar necessary conditions for optimality to the case of performance 

optimization in Subsection 3.2.1 are obtained as two Lyapunov equations of reachability and 

observability Gramian (3.3), and the below equation that updates K, but with structural constraint 

as follows:   

 [(𝑅𝑅𝐾𝐾 − 𝐵𝐵𝑢𝑢𝑇𝑇𝑃𝑃)𝑆𝑆] ∘ 𝐼𝐼𝑠𝑠 = 0 (3.17) 

where 𝐼𝐼𝑠𝑠 is representing the sparsity pattern identified through solving the optimization problem 

(3.8). 

3.4 SUMMARIES AND OVERALL FLOWCHART OF THE ALGORITHM 

To summarize the previous sections / subsections, a simplified flowchart of the overall algorithm 

is presented, which reveals the relationships between various steps in the algorithm. It shows the 

major role of ADMM optimization tool in forming the overall algorithm. As explained earlier, the 

algorithm is intended for solving the design problem of finding a state-feedback matrix K that can 

minimize (3.8), i.e. traces optimal trade-off curve between optimizing the performance (𝐻𝐻22-norm 

measure of the closed-loop system), lowering the control effort, and eliminating insignificant gains 

in the state-feedback matrix K to achieve the desired level of sparsity.  
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As depicted in Figure 3.3, the algorithm starts with calculating the state-feedback matrix 

(K) of the standard central LQR, and setting the resulted K matrix as initial condition for the 

algorithm. Also, as initialization step, the range for the values that could be taken by the level of 

sparsity (d) until reaching the desired one should be specified, a suggested way is based on 

logarithmic scale [59]. Then, the algorithm will run ADMM iterations for solving (3.8) as d varies 

over [∝0, d], as discussed in Sections 3.2.1, 3.2.2, and eq. (3.12) with specific stooping criterion, 

until reaching the desired level of sparsity. Finally, the resulted distributed (structured) controller 

is further enhanced based on the method discussed in Section 3.3, to obtain a final approximated 

solution.  
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Figure 3-3. A summarized flowchart of the Sparsity-Promoting optimal control algorithm. 
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3.5 AN ILLUSTRATED EXAMPLE 

To illustrate the effectiveness of the Sparsity-Promoting approach, an example of controlling a 

system that has 100 unstable integrator nodes that are spatially distributed (randomly & uniformly) 

in a square region of 10 units and coupled with other nodes through exponentially decay coupling 

[78], [59]. The goal is to minimize the state variance via a distributed state-feedback controller 

under stochastic disturbance. The dynamics of each node (including the coupling part) is as follow: 

 

 �𝑝𝑝�̇�𝚤𝑣𝑣�̇�𝚤
� = �1 1

1 2� �
𝑝𝑝𝑛𝑛
𝑣𝑣𝑛𝑛� + �𝑒𝑒−∝(𝑛𝑛,𝑏𝑏)

𝑏𝑏≠𝑛𝑛

�
𝑝𝑝𝑛𝑛
𝑣𝑣𝑛𝑛� + �01� (𝑑𝑑𝑛𝑛 + 𝑢𝑢𝑛𝑛) (3.18) 

 
where, p & v are state variables, ∝ is distance between node i and j, d stochastic disturbance input, 

and u is the control input. 

Using the Sparsity-Promoting approach, with Q & R are identity matrices and the desired 

d is set to 100, the design approach is able to come up with a distributed controller at various level 

of sparsity that is has very comparable performance to the centralized feedback gain, and able to 

maintain closed-loop stability while increasing the sparsity to desired d, which is only 2.4% non-

zero elements relative to the centralized controller. 
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Figure 3-4. 100 unstable integrator nodes with exponentially decay coupling [59]. 

 

 

 

Figure 3-5. (a) Performance versus sparsity as increasing sparsity level. (b) Performance versus 
sparsity level compared to the optimal centralized controller [59]. 
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Figure 3-6. Identified localized communication topologies of distributed controllers using 
Sparsity-Promoting approach with different desired level of sparsity [59]. 
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4.0 DISTRIBUTED SECONDARY VOLTAGE CONTROL (DSVC) FOR AC 

MICROGRID USING SPARSITY-PROMOTING APPROACH 

4.1 REDUCED SMALL-SIGNAL STATE-SPACE MODEL OF INVERTER-BASED 

MICROGRID 

In full order model, to avoid neglecting relatively important dynamics during extreme operation 

modes and large load disturbances for stability study, the assumption of an ideal inverter and 

disregarding network dynamics in [82] is avoided in [29]. Therefore, the full order model in [29] 

is intended to capture the dynamics of the whole system, all represented in a common reference 

frame, including high frequency dynamics; namely, network & load dynamics, voltage & current 

controllers. Matrices representing this model is shown in Appendix A. However, such an oversized 

model is intended for stability studies and not suitable for designing a secondary control system in 

a microgrid that may have multiple DGs. 

Therefore, to decrease dimensionality for less burden computations and to reduce the order 

of resulted secondary control, a feasible reduced order model is considered thru identifying 

dominant modes (modes of interest) and eliminating states associated with modes that are less 

significant to the secondary control level. This identification process is based on the dynamic 

analysis of a simulated prototype microgrid to detect various modes of the system, which has 

reveals the two time-scale nature of the system. Therefore, as reported in [93], the model is  
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Figure 4-1. Droop-controlled based primary control of DG inverter [93]. 
 

reconstructed considering only relevant states for the secondary control design along with the 

steady states solutions of the fast modes. Hence, the model presented in [93] is adopted in this 

study.  

 
As shown in Figure 4-1, the one DG unit includes four parts: power controller, current controller, 

voltage controller, and the LCL filter. The role of power controller is maintaining a proper load 

sharing between the DG’s, and it is implemented using active/reactive power - frequency/voltage 

droop controllers that imitate the droop characteristics of conventional synchronous generators 

where machine’s inertia is used. These droop controller methods are preferable since it depends 

only on local measurements without any communication links, unlike active power sharing 

methods that require dense communication links that is affecting system reliability [29, 30, 4, 28, 

31]. Then, a voltage controller is used to compensate for changing in the output voltage based on 

the reference voltage value that is obtained from the droop controller. An additional internal 

control loop is used following the outer one to compensate for changing in the inductor current 

based on a reference current value that is attained from the voltage controller.   
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Figure 4-2. Power controller block diagram [93]. 
 

Finally, the output of the current control loop generates a reference signal that is used to generate 

PWM pulses to control switching states of the converter. As shown in Figure 4-2, the droop 

controller equations are as follows: 

 

 
iqinioi QnVv −=*  

ipinii Pm−=ωω  

(4.a) 

(4.b) 

 
where Vni is the reference voltage, nqi is the reactive power droop gain, Qi is the reactive power, 

voi
* is the reference value of the inner current controllers. Similarly, ωni is the reference angular 

frequency, mpi is the real power droop gain, Pi is the real power, and the resulted ωi is the resulted  

angular frequency of the DG. Assuming 0* =oqiv , in case of complete alignment of phase A voltage 

to the d-axis, equation (4.b) can be rewritten as 

 iqiniodi QnVv −=*  (4.c) 

 
In Figure 4-2, the active and reactive power are the output of the LPF, that is filtering the 

fundamental elements from the instantaneous active and reactive powers, as follows: 
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𝑃𝑃 =
𝛿𝛿𝑐𝑐

𝑠𝑠 + 𝛿𝛿𝑐𝑐
𝑝𝑝� 

𝑄𝑄 =
𝛿𝛿𝑐𝑐

𝑠𝑠 + 𝛿𝛿𝑐𝑐
𝑞𝑞� 

(4.1) 

(4.2) 

 
where 𝛿𝛿𝑐𝑐 is the cut-off frequency of the LPF, and 𝑝𝑝� 𝑎𝑎𝑛𝑛𝑑𝑑 𝑞𝑞� are instantaneous active/reactive power 

obtained from:  

 
𝑝𝑝� = 𝑣𝑣𝑛𝑛𝑑𝑑𝑖𝑖𝑛𝑛𝑑𝑑 + 𝑣𝑣𝑛𝑛𝑞𝑞𝑖𝑖𝑛𝑛𝑞𝑞 

𝑞𝑞� = 𝑣𝑣𝑛𝑛𝑑𝑑𝑖𝑖𝑛𝑛𝑞𝑞 − 𝑣𝑣𝑛𝑛𝑞𝑞𝑖𝑖𝑛𝑛𝑑𝑑 

(4.3) 

(4.4) 

 
From (4.1) and (4.2), the dynamic of real and reactive power is then given by 

 

 
�̇�𝑃𝑛𝑛 = −𝛿𝛿𝑐𝑐𝑃𝑃𝑛𝑛 +

3
2
𝛿𝛿𝑐𝑐(𝑣𝑣𝑛𝑛𝑑𝑑𝑛𝑛𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 + 𝑣𝑣𝑛𝑛𝑞𝑞𝑛𝑛𝑖𝑖𝑛𝑛𝑞𝑞𝑛𝑛) 

𝑄𝑄𝚤𝚤̇ = −𝛿𝛿𝑐𝑐𝑃𝑃𝑛𝑛 +
3
2
𝛿𝛿𝑐𝑐(𝑣𝑣𝑛𝑛𝑞𝑞𝑛𝑛𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 − 𝑣𝑣𝑛𝑛𝑑𝑑𝑛𝑛𝑖𝑖𝑛𝑛𝑞𝑞𝑛𝑛) 

(4.5) 

(4.6) 

 
With a high bandwidth of the internal inner controllers, usually about 500 Hz for the voltage 

controller with a current controller that is at least 5 times higher (about 1.5 kHz), and a perfect 

alignment for the dq-transformation resulted in 0=oqiv , real and reactive power will have the 

following form: 

 
�̇�𝑃𝑛𝑛 = −𝛿𝛿𝑐𝑐𝑃𝑃𝑛𝑛 +

3
2
𝛿𝛿𝑐𝑐𝑣𝑣𝑛𝑛𝑑𝑑𝑛𝑛𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 

𝑄𝑄𝚤𝚤̇ = −𝛿𝛿𝑐𝑐𝑃𝑃𝑛𝑛 −
3
2
𝛿𝛿𝑐𝑐𝑣𝑣𝑛𝑛𝑑𝑑𝑛𝑛𝑖𝑖𝑛𝑛𝑞𝑞𝑛𝑛 

(4.7) 

(4.8) 

 
Applying Kirchhoff’s voltage law (KVL) to the circuits on the Figure 4-3, we reach the following 

expression that is representing the current dynamic of both dq-components as,  
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Figure 4-3. Equivalent d-axis and q-axis circuits of each DG [93]. 

 

 

𝚤𝚤̇̇𝑑𝑑𝑛𝑛 =
1
𝐿𝐿𝑛𝑛
𝑣𝑣𝑛𝑛𝑑𝑑𝑛𝑛 −

𝑅𝑅𝑛𝑛
𝐿𝐿𝑛𝑛
𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 + 𝛿𝛿𝑛𝑛𝑖𝑖𝑛𝑛𝑞𝑞𝑛𝑛 −

1
𝐿𝐿𝑛𝑛
𝑣𝑣𝐿𝐿𝑑𝑑 

𝚤𝚤̇̇𝑞𝑞𝑛𝑛 =
1
𝐿𝐿𝑛𝑛
𝑣𝑣𝑛𝑛𝑞𝑞𝑛𝑛 −

𝑅𝑅𝑛𝑛
𝐿𝐿𝑛𝑛
𝑖𝑖𝑛𝑛𝑞𝑞𝑛𝑛 + 𝛿𝛿𝑛𝑛𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 −

1
𝐿𝐿𝑛𝑛
𝑣𝑣𝐿𝐿𝑞𝑞 

(4.9) 

(4.10) 

 
where Li and Ri are the inductance and resistance of the sum of the cable and connector for each 

DG. Similarly, by Applying Kirchhoff’s current law (KCL), we reach 

 

 
odjodiLd iii +=  

.oqjoqiLq iii +=  

(4.11) 

(4.12) 

 
By redefining the voltage at the load by its own state along with the DG neighboring states, we 

arrive at  
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)( odjodiLLd iiZv +=  

)( oqjoqiLLq iiZv +=  

(4.13) 

(4.14) 

 
where ZL is the impedance value of the load. Now, (4.9) and (4.10) can be rewritten using (4.13) 

and (4.14) while keep the assumption of having 0=oqiv , we reach 

 

 

𝚤𝚤̇̇𝑛𝑛𝑑𝑑𝑛𝑛 =
1
𝐿𝐿𝑛𝑛
𝑣𝑣𝑛𝑛𝑑𝑑𝑛𝑛 − (

𝑅𝑅𝑛𝑛
𝐿𝐿𝑛𝑛

+
𝑍𝑍𝐿𝐿
𝐿𝐿𝑛𝑛

)𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 + 𝛿𝛿𝑛𝑛𝑖𝑖𝑛𝑛𝑞𝑞𝑛𝑛 −
𝑍𝑍𝐿𝐿
𝐿𝐿𝑛𝑛
𝑖𝑖𝑛𝑛𝑜𝑜𝑏𝑏 

𝚤𝚤̇̇𝑛𝑛𝑞𝑞𝑛𝑛 = −�
𝑅𝑅𝑛𝑛
𝐿𝐿𝑛𝑛

+
𝑍𝑍𝐿𝐿
𝐿𝐿𝑛𝑛
� 𝑖𝑖𝑛𝑛𝑞𝑞𝑛𝑛 − 𝛿𝛿𝑛𝑛𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 −

𝑍𝑍𝐿𝐿
𝐿𝐿𝑛𝑛
𝑖𝑖𝑛𝑛𝑝𝑝𝑏𝑏 

(4.15) 

(4.16) 

 
Again, substitute (4.b) into (4.15) and (4.16), we obtain the following expressions for the d-

component and q-component of the output current   

 

 

𝚤𝚤̇̇𝑛𝑛𝑑𝑑𝑛𝑛 =
1
𝐿𝐿𝑛𝑛
𝑣𝑣𝑛𝑛𝑑𝑑𝑛𝑛 − �

𝑅𝑅𝑛𝑛
𝐿𝐿𝑛𝑛

+
𝑍𝑍𝐿𝐿
𝐿𝐿𝑛𝑛
� 𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 + 𝛿𝛿𝑛𝑛𝑛𝑛𝑖𝑖𝑛𝑛𝑞𝑞𝑛𝑛 

−𝑚𝑚𝑝𝑝𝑛𝑛𝑃𝑃𝑛𝑛𝑖𝑖𝑛𝑛𝑞𝑞𝑛𝑛 −
𝑍𝑍𝐿𝐿
𝐿𝐿𝑛𝑛
𝑖𝑖𝑛𝑛𝑜𝑜𝑏𝑏 

𝚤𝚤̇̇𝑛𝑛𝑞𝑞𝑛𝑛 = −�
𝑅𝑅𝑛𝑛
𝐿𝐿𝑛𝑛

+
𝑍𝑍𝐿𝐿
𝐿𝐿𝑛𝑛
� 𝑖𝑖𝑛𝑛𝑞𝑞𝑛𝑛 + 𝛿𝛿𝑛𝑛𝑛𝑛𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 

+𝑚𝑚𝑝𝑝𝑛𝑛𝑃𝑃𝑛𝑛𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 −
𝑍𝑍𝐿𝐿
𝐿𝐿𝑛𝑛
𝑖𝑖𝑛𝑛𝑝𝑝𝑏𝑏 

(4.17) 

 

(4.18) 

Before proceeding to combine the previous modeling parts in a single form, synchronizing 

between inverters in the system should be carefully considered. For synchronizing the inverters, 

the reference frequency (Δ𝛿𝛿𝑐𝑐𝑛𝑛𝑛𝑛) should be available to all connected inverters. For synchronizing 

each inverter with the whole system, its input Δ𝑣𝑣𝑏𝑏𝑑𝑑𝑞𝑞 (from system’s network) and output Δ𝑖𝑖𝑛𝑛𝑑𝑑𝑞𝑞 

should be transformed to the common reference frame as follows [84]: 
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Using the previous transformation in (4.19), into (4.17), and (4.18) converted them into  

 

 

𝚤𝚤̇̇𝑛𝑛𝑑𝑑𝑛𝑛 =
1
𝐿𝐿𝑛𝑛
𝑣𝑣𝑛𝑛𝑑𝑑𝑛𝑛 − �

𝑅𝑅𝑛𝑛
𝐿𝐿𝑛𝑛

+
𝑍𝑍𝐿𝐿
𝐿𝐿𝑛𝑛
� 𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 + 𝛿𝛿𝑛𝑛𝑛𝑛𝑖𝑖𝑛𝑛𝑞𝑞𝑛𝑛 

−𝑚𝑚𝑝𝑝𝑛𝑛𝑃𝑃𝑛𝑛𝑖𝑖𝑛𝑛𝑞𝑞𝑛𝑛 −
𝑍𝑍𝐿𝐿
𝐿𝐿𝑛𝑛

cos�𝛿𝛿𝑛𝑛𝑏𝑏� 𝑖𝑖𝑛𝑛𝑑𝑑𝑏𝑏 +
𝑍𝑍𝐿𝐿
𝐿𝐿𝑛𝑛

sin (𝛿𝛿𝑛𝑛𝑏𝑏)𝑖𝑖𝑛𝑛𝑞𝑞𝑏𝑏 

𝚤𝚤̇̇𝑛𝑛𝑞𝑞𝑛𝑛 = −�
𝑅𝑅𝑛𝑛
𝐿𝐿𝑛𝑛

+
𝑍𝑍𝐿𝐿
𝐿𝐿𝑛𝑛
� 𝑖𝑖𝑛𝑛𝑞𝑞𝑛𝑛 + 𝛿𝛿𝑛𝑛𝑛𝑛𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 

−𝑚𝑚𝑝𝑝𝑛𝑛𝑃𝑃𝑛𝑛𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 −
𝑍𝑍𝐿𝐿
𝐿𝐿𝑛𝑛

sin�𝛿𝛿𝑛𝑛𝑏𝑏� 𝑖𝑖𝑛𝑛𝑑𝑑𝑏𝑏 −
𝑍𝑍𝐿𝐿
𝐿𝐿𝑛𝑛

cos (𝛿𝛿𝑛𝑛𝑏𝑏)𝑖𝑖𝑛𝑛𝑞𝑞𝑏𝑏 

 

(4.20) 

 

(4.21) 

Now, by applying KCL again at the filter node for the d-axis and q-axis circuits, we obtain the 

following expressions for the d-component and q-component of the output voltage   

 

 
𝐶𝐶𝑟𝑟𝑛𝑛�̇�𝑣𝑛𝑛𝑑𝑑𝑛𝑛 = 𝐶𝐶𝑟𝑟𝑛𝑛𝛿𝛿𝑣𝑣𝑛𝑛𝑞𝑞𝑛𝑛 + 𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 − 𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 

𝐶𝐶𝑟𝑟𝑛𝑛�̇�𝑣𝑛𝑛𝑞𝑞𝑛𝑛 = −𝐶𝐶𝑟𝑟𝑛𝑛𝛿𝛿𝑣𝑣𝑛𝑛𝑑𝑑𝑛𝑛 + 𝑖𝑖𝑛𝑛𝑞𝑞𝑛𝑛 − 𝑖𝑖𝑛𝑛𝑞𝑞𝑛𝑛 

(4.22) 

(4.23) 

 
where the current entering the LC filter is as follows, 

 

 
fi

odiidi
ldi R

vvi −
=

*

 (4.24) 

 
Using equation (4.c) into (4.24), we reach the following expression that is describing the same 

dynamic (i.e. system’s state) but using previously defined states, as follows    
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 .
fi

odiiqini
ldi R

vQnV
i

−−
=  (4.25) 

And again, use the above equation in (4.22), we arrive at 

     

 𝑣𝑣𝑛𝑛𝑑𝑑𝑛𝑛 =
𝑉𝑉𝑛𝑛𝑛𝑛

𝐶𝐶𝑟𝑟𝑛𝑛𝑅𝑅𝑟𝑟𝑛𝑛
−

𝑛𝑛𝑞𝑞𝑛𝑛
𝐶𝐶𝑟𝑟𝑛𝑛𝑅𝑅𝑟𝑟𝑛𝑛

𝑄𝑄𝑛𝑛 −
1

𝐶𝐶𝑟𝑟𝑛𝑛𝑅𝑅𝑟𝑟𝑛𝑛
𝑣𝑣𝑛𝑛𝑑𝑑𝑛𝑛 −

1
𝐶𝐶𝑟𝑟𝑛𝑛

𝑖𝑖𝑛𝑛𝑑𝑑𝑛𝑛 (4.26) 

 
Finally, the angle between each DG and the common reference frame is expressed as 

 �̇�𝛿 = 𝛿𝛿𝑛𝑛 − 𝛿𝛿𝑐𝑐𝑛𝑛𝑛𝑛 (4.27) 

where comω is the angular frequency of the common reference frame, which usually is chosen to 

be the angular frequency of DG1 ( comωω =1 ). Using the droop equation in (4.b) into (4.27), we get 

 

 �̇�𝛿𝑛𝑛 = 𝛿𝛿𝑛𝑛𝑛𝑛 −𝑚𝑚𝑝𝑝𝑛𝑛𝑃𝑃𝑛𝑛 − 𝛿𝛿𝑛𝑛1 + 𝑚𝑚𝑝𝑝1𝑃𝑃1 (4.28) 

 

With the states for a 2 DG system defined as follows: (Note that the state δ1=0) 

 

 T
odioqododioqod viiQPviiQPx ][ 22222211111 δ≡  (4.29) 

A small-signal linearized model is obtained as follows: 

 
�̇�𝑥 = 𝐴𝐴�̅�𝑥 + 𝐵𝐵𝑢𝑢� 

𝑦𝑦� = 𝐶𝐶�̅�𝑥 + 𝐷𝐷𝑢𝑢� 
(4.30) 
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where, the input and output of the system can be chosen as: 

 

 

T
nn VVu ][ 21=  

T
odod vvy ][ 21=  

(4.31) 

 
Hence, based on the introduced model above and the procedure followed in [93], the linearized 

state space model of a simplified microgrid system consisting of two distributed generators 

connected to a common bus, through inductive transmission lines, and supplying power to a 

common load is as follows: 

 
For a simplified microgrid with two distributed generators (DG) 

 
(i) State Matrix: 
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where the above matrices are defined as follows: 
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𝐴𝐴21 = 

 

And bi and di are defined as follows; 

i

Li
i L

ZRb −−
= , 

fifi
i RC

c 1
−=  

 

0odici vd ω= , niipii Pmm ω−= 0  

 

(ii) Input Matrix:  

 

(iii) Output Matrix: 









=

01000000000
00000010000

C  

 

For more generalized representation in case of a larger microgrid, that is consisting of multiple 

distributed generators (with number of generators “n”), the following model is used: 
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where the above matrices are defined as follows: 
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and kn ≠ , 1≠n , and 1≠k . 

            The sensitivity analysis of a full order model and a reduced order model, which has been 

developed in a similar method, are reported in [29] and [83]. In [83], a simplified system of two 

equally rated inverters supplying two different loads and connected through a distribution line is 

used as a test system. The modeling method adopted is similar to the full order model presented in 

the Appendix, except that in this model LCL filter damping resistor Rd is added and the dynamics 

of the PLL (phase locked loop) is included. Based on the sensitivity analysis, there are two groups 

of modes that are not well damped and may cause stability problems some belongs to fast decaying 

modes with high oscillatory frequency, and the others are slow decaying modes with low 

oscillatory frequency. Using participation factor analysis, states associated with these modes are 

identified. Even though the states associated with fast decaying modes can be neglected later in 
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the model reduction process, their poor damping suggested that to increase system’s stability 

margin a larger damping resistor Rd can be added (however, this would impact the efficiency of 

the system), or maintain theses states to be included in the regulator design procedure. A similar 

sensitivity analysis is conducted in [29] indicated similar sensitivity behavior. 

4.2 OPTIMIZATION PROBLEM OF DISTRIBUTED STATE-FEEDBACK 

SECONDARY CONTROLLER 

As discussed in Chapter 3, the problem of designing a distributed secondary voltage controller 

(DSVC) in microgrid system can be also formulated as an optimal control problem that is driven 

by a stochastic exogenous disturbance, where an additional term is added to the standard objective 

function (2.2) (𝐻𝐻22 norm of the closed-loop system) to include the sparsity structure. The solution 

of this optimization problem is a candidate K (state-feedback matrix) for the state-feedback 

controller 𝑢𝑢 = −𝐾𝐾𝑥𝑥 that minimizes the objective function, i.e. able to optimize performance (as a 

regulator), lower the control effort, and eliminate insignificant elements (in the structured 

controller) to achieve the desired level of sparsity, while maintaining closed-loop stability of the 

system. A similar optimization problem to (3.8) can be used here: 

 

 

𝑀𝑀𝑖𝑖𝑛𝑛𝑖𝑖𝑚𝑚𝑖𝑖𝑧𝑧𝑒𝑒         𝑑𝑑𝑟𝑟𝑎𝑎𝑐𝑐𝑒𝑒(𝐵𝐵𝑤𝑤𝑇𝑇𝑃𝑃(𝐾𝐾)𝐵𝐵𝑤𝑤) + 𝑑𝑑 𝑔𝑔(𝐷𝐷) 

𝑆𝑆𝑢𝑢𝑏𝑏𝑆𝑆𝑒𝑒𝑐𝑐𝑑𝑑 𝑑𝑑𝑓𝑓     �
𝐾𝐾 − 𝐷𝐷 = 0

�𝐴𝐴𝑛𝑛𝑚𝑚 − 𝐵𝐵𝑢𝑢𝐾𝐾�
𝑇𝑇
𝑃𝑃 + 𝑃𝑃�𝐴𝐴𝑛𝑛𝑚𝑚 − 𝐵𝐵𝑢𝑢𝐾𝐾� = −(𝑄𝑄 + 𝐾𝐾𝑇𝑇𝑅𝑅𝐾𝐾) 

(4.32) 
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where P(K) is the closed-loop observability Gramian, d desired level of sparsity, 𝐴𝐴𝑛𝑛𝑚𝑚is the overall 

microgrid system’s state matrix, 𝐵𝐵𝑤𝑤 disturbance input matrix, 𝐵𝐵𝑢𝑢 control input matrix, where the 

control input is chosen to be 𝑣𝑣𝑛𝑛𝑑𝑑 of each controller, and g(G) is structure optimization cost function 

of G, which can be relaxed to 𝑙𝑙1norm, weighted 𝑙𝑙1norm, or sum of logs function [59], with the 

following standard assumptions: 

 
- (A, 𝐵𝐵𝑢𝑢) is stabilizable. 

- (A, 𝑄𝑄) is detectable. 

- Q is a positive definite. 

- R is a positive semi-definite. 

 
The resulted distributed (structured) secondary controller (regulator) is desired to be able 

to regulate the voltage and the frequency of each DG, maintain active/reactive power sharing 

properties established in the primary control level (absorbed into the plant model), maintain the 

closed-loop system stability, and reach the desired level of sparsity. In the next section, the design 

framework of solving this problem based on Sparsity-Promoting approach will be discussed in 

further details. 

4.3 SPARSITY PROMOTING VIA ADMM 

Using the approach of Sparsity-Promoting presented in [59], as reviewed in Chapter 3, the 

optimization problem in (3.8), can be iteratively solved by gradually increasing d desired level of 

sparsity (with zero initial condition, i.e. centralized controller) and tracing the homotopic path from 

the known optimal centralized solution to the desired distributed controller. Along the solution 
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path, the previous feedback gain K is repeatedly taken as initial condition for the current iteration 

until the desired sparsity is achieved. In this framework, the optimization tool recommended for 

each iteration of solving (3.8) is the alternating direction method of multipliers (ADMM). As a 

final step, the original structured design problem, as presented in Section 3.3, will be solved 

(polishing), but this time with a very suitable initial condition suggested by the ADMM solution. 

Polishing is well known in compressing sensing application, which usually resulted in a slight 

improvement to the final solution. The overall algorithm is summarized in Section 3.4, and the 

algorithms used for each minimization step is presented in Subsections 3.2.1 and 3.2.2.  

    For the second minimization problem (3.11), the optimized G (as relaxed in weighted 

l1norm) can be obtained analytically and element-wise using soft-thresholding (proximal mapping 

of the l1-norm) as following: 

 

 𝐷𝐷𝑛𝑛𝑏𝑏∗ = �
�1 −

𝜀𝜀
�𝑉𝑉𝑛𝑛𝑏𝑏�

�𝑉𝑉𝑛𝑛𝑏𝑏,   𝑓𝑓𝑓𝑓𝑟𝑟 �𝑉𝑉𝑛𝑛𝑏𝑏� > 𝜀𝜀

0,   𝑓𝑓𝑓𝑓𝑟𝑟 �𝑉𝑉𝑛𝑛𝑏𝑏� < 𝜀𝜀
 (4.33) 

 
where, Vk = �1

ρ
�Λk + Fk+1, and ε = (d

ρ
)wij with the weighted value wij chosen as (1/|Kij|). So, ε 

(thresholding operator) is linearly dependent on the desired sparsity d and inversely dependent on 

the significant of the gain/contribution of each element, resulted in dropping more insignificant 

elements as d is increased. Note that, it’s possible to assign zero values to some G elements 

whenever it’s desirable. 
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4.4 CHOOSING THE DESIGN PARAMETERS 

As mentioned in the previous sections, the goal of the desired distributed (structured) secondary 

controller (regulator) is to regulate the voltage and the frequency of each DG, maintain 

active/reactive power sharing properties established in the primary control level (absorbed into the 

plant model), maintain the system closed-loop stability, and reach the desired level of sparsity.  In 

order to realize these objectives, which have some contradicting to some degree (e.g. the 

highlighted conflict between voltage regulation & reactive power sharing in a typical low r/x ratio 

microgrid), the design parameters; namely, 1) state weight matrix Q, 2) control weight matrix R, 

3) disturbance matrix 𝐵𝐵𝑤𝑤, and 4) the desired level of sparsity d, should be carefully chosen to 

achieve the desired performance. In this section a discussion about different possible settings of 

these design parameters is presented in order to realize the design objectives. The possible settings 

of the design parameters can be summarized as following: 

4.4.1  Augmented tunable error states for nominal voltage tracking and improved reactive 

power sharing (𝒆𝒆𝒆𝒆) 

As stated in [94] and detailed in [95], instead of tracking a reference input, it is preferable to track 

the integration of the error between the targeted state and its reference value, which resulted in an 

LQR control that’s able to achieve zero steady-state error in this tracking mode. These additional 

error states are used for correcting the deviation in the output voltage of each DG, as follows: 

 

 𝑒𝑒𝑛𝑛 = �(𝑣𝑣𝑛𝑛𝑑𝑑𝑛𝑛 − 𝑣𝑣𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) 𝑑𝑑𝑑𝑑 (4.34) 
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Figure 4-4. Achieving a balance between performance and sparsity in microgrid’s secondary 
controller via sparsity-promoting optimal control approach. 

 

where, 𝑣𝑣𝑛𝑛𝑑𝑑𝑛𝑛  is the output voltage of 𝑖𝑖𝑡𝑡ℎDG, 𝑣𝑣𝑛𝑛𝑑𝑑𝑏𝑏  is the output voltage power of 𝑆𝑆𝑡𝑡ℎDG, 𝑣𝑣𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛   

is the nominal in the microgrid. 

The lines impedances used for the microgrid connections can have very dissimilar values. 

Therefore, in order to maintain acceptable level of reactive power sharing between the DGs, the 

formulation of the above tracking states needs to be implemented in a tunable way that’s 

considering its effect of on the reactive power sharing as well between all DGs. Therefore, the 

optimal corrective control action is the one that can reach the best tradeoff between: 

- Correcting the voltage deviation of each DG from its nominal value, to avoid lower quality 

of the power system (as the connected loads will be working at lower values than its 

nominals), 
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- Correcting the voltage deviations between DGs to avoid current circulating issue between 

the connected DGs,  

- And maintaining a fair share of the produced power between all DGs based on their 

capability, to avoid overloading conditions.  

 
Based on this understating, the below expression is used for each error state dynamic. This tunable 

control protocol allows multiple options for the designers based on their preferences for the 

microgrid, as follows:  

 

 𝑒𝑒𝑛𝑛 = ��𝑙𝑙�𝑄𝑄𝑛𝑛 − 𝑄𝑄𝑏𝑏� + 𝑚𝑚�𝑣𝑣𝑛𝑛𝑑𝑑𝑛𝑛 −
𝑛𝑛
𝑚𝑚
𝑣𝑣𝑛𝑛𝑑𝑑𝑏𝑏 −

𝑝𝑝
𝑚𝑚
𝑣𝑣𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛�� 𝑑𝑑𝑑𝑑 (4.35) 

 
where,  

𝑄𝑄𝑛𝑛 is the reactive power of 𝑖𝑖𝑡𝑡ℎDG, 

𝑄𝑄𝑏𝑏 is the reactive power of 𝑆𝑆𝑡𝑡ℎDG,  

𝑣𝑣𝑛𝑛𝑑𝑑𝑛𝑛  is the output voltage of 𝑖𝑖𝑡𝑡ℎDG,  

𝑣𝑣𝑛𝑛𝑑𝑑𝑏𝑏  is the output voltage power of 𝑆𝑆𝑡𝑡ℎDG,  

𝑣𝑣𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  is the nominal in the microgrid, 

𝑙𝑙 is reactive power sharing weight of ith DG, 

𝑚𝑚 overall voltage deviation correction weight of ith DG, 

𝑛𝑛 is voltage deviation from the 𝑆𝑆𝑡𝑡ℎDGs correction weight of ith DG, 

𝑝𝑝 is voltage deviation from nominal correction weight  of ith DG. 
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            Note that 𝑚𝑚 = 𝑛𝑛 + 𝑝𝑝. As shown in the above equations, the formulation of these additional 

states can be realized with only few additional low-bandwidth communication links 

between neighboring DGs or as suggested by the sparsity promoting procedure.  

4.4.2  State Weight Matrix (Q) 

In microgrid secondary control problem, based on the design objective of regulating the voltage 

of each DG, and maintaining acceptable level of reactive power sharing between all DGs, the 

targeted states, of the state matrix 𝐴𝐴𝑛𝑛𝑚𝑚, that desired to be regulated within optimal transient 

response are the error states of each DG that was introduced in the previous section. Therefore, a 

reasonable choice of the state weight matrix Q is to be a diagonal matrix with nonzero diagonal 

elements (weights) for these targeted states. To unify the states weights with different units, all 

weights are identical and normalized according to the rating values of their DG. Note that other 

controllable states such as local currents and reactive power, can be targeted as well to improve 

their transient response during load changes. However, to focus our attention to the voltage 

correction problem, these states are not considered in the regulation problem.  

4.4.3  Control Weight Matrix (R) 

Similar to the adopted method in unifying states’ weights, the control weight (effort) are also 

follows the same arrangement. Therefore, assuming all DGs are having comparable ranges of 

control effort (𝜌𝜌), the control weight matrix can be chosen simply as 𝑅𝑅 = 1
𝜌𝜌2
𝐼𝐼, where I (identity 

matrix) ∈  ℝ𝑠𝑠𝑥𝑥𝑠𝑠 (s: number of inverters in the system). However, one needs to consider that the 

system model is a linearized one around a stable operating point; therefore, should avoid high gains 
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that may derive the system away from its linear region where the approximated linearized model 

is no longer valid. Moreover, lower gains guarantee a lower bandwidth secondary controller to 

provide the necessary decoupling between the primary control level and the secondary level to 

avoid conflicts over disturbances.   

4.4.4  Disturbance Matrix (Bw) 

It’s important here to consider the choice of 𝐵𝐵𝑤𝑤 as a part of the design parameters since the 

Reachability Gramian S(K), as discussed in Chapter 3, is highly depending on the disturbance 

matrix 𝐵𝐵𝑤𝑤 for evaluating the optimal gain K for distributed controller. For simplicity, the 

disturbance matrix can be chosen to model a noisy channel of the control signal (𝐵𝐵𝑤𝑤 = 𝐵𝐵𝑢𝑢). 

4.4.5  Desired Level of Sparsity (d) 

As shown in Section 3.2, d is a design parameter that reflects the level of sparsity that the designer 

would like to reach (i.e. number of communication links in the system). Higher value of this 

positive variable will place farther weight to the additional term in the cost function of the 

optimization problem (3.8). As suggested in [59], the desired level of sparsity is reached by solving 

the optimal problem (3.8) iteratively starting with smaller value of d until reaching the desired 𝑑𝑑∗, 

preferably in logarithmic scale.      
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4.5 SIMULATION AND RESULTS 

4.5.1  Test System Description 

In order to verify the ability of the introduced distributed secondary voltage controller (DSVC), 

presented in the previous sections, to achieve its objectives with satisfactory results, a simulated 

model of a typical microgrid system has been implemented accordingly, and tested under various 

operation conditions. The selected test system in Figure 4-5, with system parameters as shown in 

Table 4.1, has been implemented in MATLAB/SIMULINK.  The DC side of each DG is 

represented by a voltage source (ideal source) that is limited by a rating value of 10 kVA, such 

assumption is safe and has no effect on the analysis [29]. This DC power source is connected to 

the VSC converter and then to the common bus through a transmission line. As shown, the system 

is operated on the islanded mode where the point of common coupling (PCC), which connected 

the microgrid to the main grid, was kept open throughout the test.  The suggested size of the 

microgrid in this study was selected based on its capability to proof the effectiveness of the control 

method, while avoiding unnecessary additional complexity to the system. 

4.5.2  Design Guides 

1) Obtaining the steady-state initial conditions (stable operating point) by applying a stable 

load condition (within rating values of the microgrid) and use a general power-flow (load-

flow) solvers, that typically used in conventional power grid to obtain the corresponding 

stable operating point. Alternately, these steady-state initial conditions can be obtained by 

using a simulated model in MATLAB/SIMULINK environment that emulate the real  
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Figure 4-5. Microgrid test configuration. 
 

system. It’s recommended to choose an operating point that is in a moderate range of 

operation. For sanity check, one can obtain multiple operating points, especially those that 

are in the extreme end of the operation, and check their stability in the mathematical model. 

In this case the stability of these operating points would confirm the validity of the 

mathematical model. 

2) Using the attained steady-state operating point from step one along with the test system’s 

parameters, the system’s mathematical model can be calculated; namely, the state matrix 

𝐴𝐴𝑛𝑛𝑚𝑚 of the system. Since the model is linearized around a stable operating point, the 

parameters in the system are needed to obtain the state matrix of the reduced order model 

that’s developed in the previous section. A simulated mathematical model was build in 

MATLAB/SIMULINK environment as well to compare the resulted dynamic represented  
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Table 4-1 System parameters. 

DGs parameters (10 kVA rating) 

Parameter Value Parameter Value 

VDC 650 V Rf 0.1 Ω 

Vn 381.0512 V Lf 1.35 mH 

mp 0.000094 Cf 50 µF 

nQ 0.0013 Rc 0.03 Ω 

f 50 Hz Lc 0.35 mH 

Kpv 0.05 Kpc 10.5 

Kiv 390 Kic 16k 

Lines parameters 

𝑅𝑅𝑛𝑛1 0.23 Ω 𝑅𝑅𝑛𝑛2 0.5 Ω 

𝐿𝐿𝑛𝑛1 2.9 mH 𝐿𝐿𝑛𝑛2 318 µH 

𝑅𝑅𝑛𝑛3 0.23 Ω 𝑅𝑅𝑛𝑛4 0.6 Ω 

𝐿𝐿𝑛𝑛3 1.8 mH 𝐿𝐿𝑛𝑛4 1.9 mH 

Loads parameters 

𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑑𝑑1  5.8 kW 𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑑𝑑2 33 kW 

𝑄𝑄𝑛𝑛𝑛𝑛𝑛𝑛𝑑𝑑1 0 𝑄𝑄𝑛𝑛𝑛𝑛𝑛𝑛𝑑𝑑2 18.7 kVAR 

    

 

by this reduced order system with the full order nonlinear representation of the system. The 

finding of this comparison was reported in [93], which indicate a high accuracy of the 

model. 

3) Then, directed by the recommendations on Section 4.4, the design parameters of the 

distributed (structured) secondary controller (regulator) are obtained accordingly, which 

are state weight matrix Q, control weight matrix R, disturbance matrix 𝐵𝐵𝑤𝑤, and the desired 

level of sparsity d. Note that the tunable error states in the Q matrix (ei) are defined with 

the flexibility to accommodate designer preferences in case of mismatch line impedances. 

For homogenous scenario, where line impedances are identical, these error states do not 

need to be tunable and would follow the general definition as presented in (4.34). 
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4) Now, solve the design problem of distributed (structured) optimal regulator using the 

suggested Sparsity-Promoting approach, as highlighted in Section 3.4 and as detailed in 

Chapter 3, to find the state-feedback matrix K that can achieve the desired performance 

and sparsity of the controller. Note that the optimization problem is solved offline to 

calculate the recommended static gains of the state-feedback matrix K; then, this set of 

gains is uploaded to the system for real time implementation. 

4.5.3  Test Procedure and Results 

Using the design steps highlighted in the previous section, the expected outcome is to have a 

memoryless “Sparse” secondary controller (regulator), which is capable of the microgrid voltage 

levels restoration, providing needed active/reactive power, maintaining both active/reactive power 

sharing and the system’s closed-loop stability, with low communication links, preferably 

unidirectional. To verify these capabilities of the controller using the simulated model of the test 

system in MATLAB/SIMULINK environment, the simulated model was tested under 

homogenous setup (identical line impedances), heterogeneous setup (different line impedances), 

and Generators Disturbances, as follows:  

4.5.3.1 Voltage Levels Restoration and Power Correction in homogenous Setup (identical 

line impedances) To test the controller’s ability for voltage restoration, the system will be initially 

running at no load condition followed by two load interruptions. Firstly, with a relatively small 

resistive load of 5.8 kW (25 Ω per phase) at t = 1 sec. Then, by a large inductive (RL) load of 38 

kVA with power factor of 0.87 at t = 3 sec. Transmission lines in this test has identical values (Z 

= 0.23 + j 0.91). As shown in Figure 4-7, during resistive load (from t = 1 sec to t = 3 sec) primary 
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control loops were able to provide the needed active power (P), which is shared equally between 

the DGs. This control action produced by the primary control level has no effect on the output 

voltage (𝒗𝒗𝒐𝒐𝒐𝒐), as all DGs has maintained their nominal values. However, applying the inductive 

load at t = 3 sec have caused consistent deviations in voltage magnitude in all DGs in order to 

produce the required reactive power (Q), as shown in Figure 4-6. This deviation has the same value 

for all DGs (output error = 3%, bus error = 7%) since transmission lines are identical, with an 

equal share of the reactive load between DGs. However, as a result of working away from system 

nominal voltage value, the total produced active power (P) has a deficiency of 2 kW. 

             

Following the design guides highlighted in 4.5.2, a distributed secondary voltage control was 

integrated into the system. Figure 4-7 shows the suggested state-feedback matrix K based on 

sparsity-promoting method with the corresponding communication links, and Table. 4.2 illustrates 

the number of nonzero elements and performance degradation compared to the equivalent 

centralized controller. The same load conditions were applied again while using the DSVC control 

to verify the ability of the controller to correct the deviations resulted from the primary control 

loops. As shown in Figure 4-6, the DSVC controller was able to restore nominal voltage to all DGs 

with a settling time of 10 msec (resulted bandwidth < 100 Hz, much lower than the primary control 

bandwidth). It also showed that the controller didn’t disturb the operation of the primary control 

level under no-load and the resistive load periods. Moreover, as the controller was able to correct 

the voltage deviation in all DGs, the total produced active power was corrected as well with no 

deviations, as depicted in Figure 4-6. Finally, the voltage correction response of the DSVC 

controller was compared with a centralized controller, and a decentralized PID controller. Since 

both secondary controlling methods reached the same steady-state value in this homogenous test, 
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Figure 4-6. Vod, Q, and P in homogeneous system with identical line impedances before and 
after using secondary control under: no load, resistive load, and a large inductive load. 
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comparing the transient responses is more accurate in this case. As illustrated in Figure 4-8, the 

DSVC controller demonstrates its superiority over the PID controller (tuned using classical 

Ziegler-Nichols method) in term of overshooting (PID has relatively higher value 1.2%) and time 

constants (50 times faster than PID). Moreover, the DSVC controller indicates a very comparative 

step response characteristics compared to the centralized controller. 

 

 

 

Figure 4-7. Suggested state-feedback matrix K based on SP method with the corresponding 
communication links, for voltage regulation and power correction in homogenous system with 

identical line impedances. 
 

 

Table 4-2. Number of nonzero elements and performance degradation compared to the 
equivalent centralized controller, case (1). 

 Level of 
sparsity (d) 

Number of nonzero 
elements (K) 

Degradation in 
performance 

Centralized Optimal Control 0 108 0% 

Distributed Optimal Control (case 
1) 1.6 27 0.82% 
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Figure 4-8. Vod responses in homogenous system with the distributed secondary voltage control 
(DSVC) compared to PID control and centralized optimal control. 

 

4.5.3.2Voltage Levels Restoration, Power Correction, and Reactive Power Sharing in 

Heterogeneous Setup (different line impedances) Similar test will be repeated, but with different 

line impedances, to verify the controller ability for both voltage/ power corrections and active/ 

reactive power sharing property. The same load disturbances were applied within the same time 

periods; however, the line impedances in this setup have very dissimilar values as illustrated in 

table. 1. As shown in Figure 4-9, during resistive load (from t = 1 sec to t = 3 sec), primary control 
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loops were able to provide the required active power (P), which is shared equally between the 

DGs. This control action produced by the primary control level has no effect on the output voltage 

(𝒗𝒗𝒐𝒐𝒐𝒐) as all DGs have maintained their nominal values. However, applying a large inductive load 

at t = 3 sec have caused diverse deviations in voltage magnitude for all DGs to produce the required 

reactive power (Q), as shown in Figure 4-9. These voltage deviations have different values, due to 

the dissimilarity in transmission lines, with max output voltage error of 3.6% and bus voltage error 

of 7.22%. However, reactive power sharing between DGs was at acceptable level (normalized 

standard deviation between DGs = 0.8459). The total produced active power (P) during this large 

inductive load was distributed equally, but with a deficiency of 3.2 kW as a result of working away 

from system nominal values. 

 

Again, following the design guides highlighted in 4.5.2, a distributed optimal secondary voltage 

control was integrated into the system. However, in this heterogeneous setup, further 

communication links are needed to promote reactive power sharing while preserving an acceptable 

level of output voltage for all DGs.  These additional links can be chosen as suggested by sparsity-

promoting method, after decreases the level of sparsity (lower value of (d)), or can be arbitrary 

selected based on geographical restrictions or economic factors; the earlier method is adopted in 

this study. These selected communication links are considered with zero weights during sparsity 

promoting optimization iteration, and will slightly improve the performance index, as the state- 

feedback (K) been dragged toward more centralization structure (number of nonzero elements 

increases). The final step of designing the distributed secondary voltage control in heterogeneous 

condition is to use the added links in formulating the tunable error states as presented in 4.4.1 (with 

the following weight values: 𝑙𝑙 = 1
100

 ,𝑚𝑚 = 3, 𝑛𝑛 = 1 ,𝑝𝑝 = 2). 
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Figure 4-9. Vod, Q, and P responses in heterogeneous system with different line impedances, 
before and after adding the distributed secondary voltage control (DSVC), under: no load, 

resistive load, and a large inductive load. 
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Figure 4-10 shows the suggested state-feedback matrix K based on sparsity-promoting 

method with the corresponding communication links, and Table 4-3 illustrates the number of 

nonzero elements and performance degradation compared to the equivalent centralized controller. 

The same test was conducted while using the DSVC controller to verify the ability of the controller 

to correct the deviations resulted from the primary control loops and preserve acceptable level of 

power sharing. As shown in Figure 4-9, the DSVC controller was able to restore acceptable level 

 

 

Figure 4-10. Suggested state-feedback matrix K based on SP method with the corresponding 
communication links, for voltage regulation and reactive power sharing in heterogeneous system 

with different line impedances. 
 

 

 

Table 4-3. Number of nonzero elements and performance degradation compared to the 
equivalent centralized controller, case (2). 

 Level of 
sparsity (d) 

Number of nonzero 
elements (K) 

Degradation in 
performance 

Centralized Optimal Control 0 108 0% 

Distributed Optimal Control (case 
2) 0.9 31 0.6% 
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of deviation from nominal voltage of all DGs (max output error = 0.7%, bus error = 4.06%) with 

a settling time of 0.3 sec. It also showed that the controller didn’t disturb the operation of the 

primary control level under no- load and resistive load periods. Moreover, as the controller was 

able to reduce voltage deviations in all DGs, the total produced active power was also corrected 

with a minimal deviation (200 W), as depicted in Figure 4-9. Also, as shown in the same figure, 

the controller was able to preserve tolerable level of reactive power sharing between the DGs 

(normalized standard deviation between DGs = 0.9687). 

 

Finally, the reactive power sharing results of the DSVC controller was compared with the 

decentralized PID controller and the centralized controller. As illustrated in Figure 4-11, the DSVC 

controller achieved tolerable level of reactive power sharing between the DGs (normalized 

standard deviation between DGs = 0.9687), compared to the PID controller which has an 

overloaded DG with normalized standard deviation between DGs of 2.7743. Moreover, as shown 

in Figure 4-12, the centralized controller has established reactive power sharing values that has 

much lower normalized standard deviation of 0.3792 compared to the primary controller. 

Furthermore, the DSVC controller indicates very comparative results to the other controllers in 

term of total active power correction, approximately 200 W lower than the PID controller with 

very marginal difference compared to the centralized controller. 
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Figure 4-11. Q & P responses with the distributed secondary voltage control (DSVC) compared 
with PID control. 
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Figure 4-12. Q & P responses with the distributed secondary voltage control (DSVC) compared 
with optimal centralized secondary control. 
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4.5.3.3 Reliability Against Generators Interruptions Large signal stability analysis of the 

overall system is highly complex and beyond the scope of this dissertation; instead, the DSVC 

controller was tested under various challenging conditions to verify its reliability. In the previous 

two tests, the distributed secondary voltage controller was tested under the whole spectrum of the 

microgrid operation range, namely: no load, low resistive load, large inductive load; with 

satisfactory results. In this section, the controlled system is tested under generators disconnections 

as these disturbances are often expected in microgrids. 

To test the controller’s ability under generator interruptions, the system will be initially 

running at large inductive load condition followed by a generator interruption. Firstly, the 

connected load is shared by the 4 DGs; then, DG-4 was disconnected from the system at t = 2.5 

sec. The transmission line impedances in this test are on the homogenous setup as presented in the 

initial test. As shown in Figure 4.13, during the initial period where all 4 DGs are connected (from 

t = 0 sec to t = 2.5 sec), the primary and secondary control levels showed same level of performance 

as presented in previous sections in term of output voltage, power correction, and load sharing 

between generators. In the second period, where DG 4 is disconnected from the system (t = 2.5 

sec to t = 5 sec), the distributed secondary controller was able to uphold stable operation and 

maintain nominal values of the output voltages, compared to the system response without adding 

the secondary layer with output voltage error of 3.06%, and bus voltage error of 7.14%. Moreover, 

the total produced active and reactive power before adding the secondary control has a deficiency 

of 2 kW and 1.2 kVar, respectively. This has been successfully corrected after adding the 

distributed secondary control layer. It has been observed, as shown in Figure 4.13, that DG 4 has 

a lower reactive power contribution compared to the other DGs. Such unequal share of the reactive 

power is unexpected in homogenous condition where all transmission lines have similar values. In 
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fact, this reactive power deviation of DG 4 was due to the additional impedance of the circuit 

breaker that was placed at the connection point of the generator, causing again dissimilar values 

of the transmission lines. After disconnecting DG 4, reactive power was equally shared between 

the connected DGs, which confirms the above analysis. 
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Figure 4-13. Vod, Q, and P responses after DG4 disconnection at 2.5 sec, before and after using 
distributed secondary voltage control (DSVC). 



  84 

5.0 CONCLUSION AND FUTURE WORK 

5.1 CONCLUSION 

In conclusion, this research study successfully achieves its objective of designing a distributed 

secondary voltage controller for small/medium scale AC microgrids (inverter-based and droop-

controlled) that is able to realize the standard secondary control goals, as defined in hierarchal 

control structure of microgrid [7]- [9]. Firstly, the ability of the introduced distributed voltage 

controller (DSVC) to restore the output voltage of all connected DGs to their nominal values, or 

to tolerable levels of deviation in case of heterogeneous conditions. Attaining this task enables the 

connected DGs to produce a total power that matches the demand at higher accuracy. Secondly, 

the developed distributed secondary voltage controller demonstrates its capability to maintaining 

a proper level of active and reactive power sharing as established by the primary controllers, even 

during very dissimilar impedances in line transmissions. Moreover, the established structure of the 

suggested controller accomplishes a desired level of sparsity using only unidirectional links in 

homogenous condition, and limited bidirectional links in heterogeneous setups. In term of 

performance, the resulted controlled system shows superior response compared to the conventional 

PID controllers, and very similar resulted to the optimal centralized secondary controller, with 

stable operation under the full spectrum of operations. Furthermore, a robustness test against 
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challenging operation conditions such as generator interruptions was conducted, and the obtained 

results concluded a satisfactory performance of the DSVC controller under such conditions. 

The simulation results have showed that using Sparsity-Promoting approach in designing 

distributed (structured) secondary controller for droop-controlled (inverter-based) microgrid is a 

systematic flexible framework that’s trying to reach a balance between performance (voltage and 

frequency regulation “Consensus” and active/reactive power sharing property), Cost (control effort 

needed and number of communication links), and sparsity (Communication links needed).  

Moreover, it provides the flexibility to choose communication links on need-to-know or 

availability/accessibility basis (not neighboring basis), and able to identify (recognize) critical 

links. In comparison to the existing methods, as highlighted in Chapter 2, Sparsity-Promoting 

method would require much lower gain that is tunable based on the choice of the control weight 

matrix R. These lower control gains are desirable for maintaining lower bandwidth to avoid 

possible instability effects caused by improper coupling between the primary and secondary 

control levels. Furthermore, this employed method has considered power-sharing property, not 

only the regulation problems as seen in [49]- [51]. Moreover, because the communication topology 

is extracted from the state-feedback matrix K, the communication links does not have to be a 

bidirectional type in all links; this would increase the system’s reliability, as unidirectional 

communication links are less susceptible to failures and delays. Besides, as this control method 

was able to achieve encouraging results in homogenous scenarios, it was also able to provide 

satisfactory results in heterogeneous scenario, of multiple DGs with very dissimilar line 

impedances values, which is a challenge situation for most existing techniques [52]- [55]. To 

summarized these advantages, they are listed as follow: 
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- Systematic and flexible method providing a balance between performance (voltage 

regulation “Consensus” and active/reactive power sharing property), Cost (control effort 

needed and number of communication links), and level of sparsity (Communication links 

needed).   

- Communication links can be identified based on a prescribed level of performance 

(acceptable level of performance compared with a central controller case) and based on 

need-to-know or availability/accessibility basis (not based on predetermined topology or 

neighboring basis). 

- Capability of identifying (recognizing) critical links; this is a very helpful guidance for the 

system’s protection designer in the protection scheme.  

- Requiring much lower control gains that is tunable based on the selection of control weight 

matrix R as a design parameter. 

- Maintaining active/reactive power-sharing property, not only voltage magnitude regulation 

requirements. 

- The unidirectional communication links would higher the system’s reliability, as they are 

less susceptible to failures and delays. 

- Provide encouraging results in heterogeneous scenarios (very dissimilar line impedances 

values). 

 

On the other hand, the Sparsity-Promoting approach would have some limitations. The major 

drawback of this approach is the limited scalability because of the cubic complexity nature of the 

algorithm. However, microgrid is meant to be in small or medium size, so the algorithm is well 

fitting for the application. Also, a reduced order model can be used to reduce dimensionality in 
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case of larger scales microgrid. The other limitation of this method is maintaining the plug and 

play property (i.e. the flexibility of plugging-in and plugging-out system’s DGs, loads, or storages) 

when affecting a critical communication link. To allow such property, a moderate level of sparsity 

should be maintained. 

5.2 FUTURE WORK 

This dissertation provides very promising results for a distributed optimal control in appropriate 

flexible framework that allows tradeoffs in performance indexes for AC microgrid application. 

However, a set of important problems remain unconcluded, and opens avenues for further 

development and improvements, as follows:  

 
- Firstly, the resulted distributed (structured) regulator can be used to further enhance system 

stability (stabilizer), as sensitivity analysis in [29] and [83] has identified states related to 

the low frequency oscillatory modes with lower damping ratios (Higher frequency 

oscillatory modes improved their damping with larger Rd [83]), so it can help to regulate 

these states within acceptable limits. However, to enable such stabilizing task, a full order 

model should be used that representing states of interest, instead of the reduced order model 

used in this study, with a modified set of control inputs (B matrix) that can control the 

targeted states, based on an appropriate controllability analysis.  

- Moreover, in such network control systems, communications delay is a common problem 

that needs to be intensely studied to conclude time delay margins of the system where the 

system can work with a desired level of reliability. Such study is still an open problem in 
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secondary control level of AC microgrid application, and its findings would be a great 

contribution to the developed control system in this dissertation. 

- Furthermore, even though small signal analysis showed a stable operation of the system, 

which have been confirmed under challenging simulation testes, an extensive large signal 

stability study is needed to be able to run the system with a proper level of stability margins 

for higher level of reliable operation.     

- In more compact implementation of microgrid, single-phase generators might be preferable 

over the typical three-phase ones due to the small scale of the system (smaller units and 

shorter distances) and nature of the connected loads. In such a small microgrid, a similar 

control levels can still be used but in this case a centralized structure might be preferable 

as the communication cost and reliability would not be a big concern. However, a 

distributed structure can be still implemented in the same manner. The challenge task in 

this implementation is to find an effective way to convert the single-phase AC signal into 

the dqo-synchronous frame (with acceptable time delay) to maintain same level of 

performance as achieved in the three-phase implementation, such conversion can be done 

using all pass filter as suggested in [96].  

- Additionally, to preserve stability in imbalance load conditions, an additional control loop 

could be added in the primary control level to compensate for the zero-component in the 

synchronous (dqo) frame. These additional loops will follow the same control settings in 

the dq-components and its additional voltage state can be neglected holding the similar 

assumption used for the q-component. 

- Finally, similar analysis and design can be conducted and implemented for frequency 

control as well for more comprehensive solution.
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APPENDIX 

Full Order Model of AC Microgrid 
 
 
 
 

Full Order Small-Signal State-Space Model of inverter-based (droop-controlled) AC 

microgrid, as reported in [29]:  

 

Power Controller: 

 

 

Voltage Controller: 
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Current Controller: 

 

 

 

 

 

LCL output filter: 
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Reference-frame Transformation matrices: 

 

 

 

 

Single Inverter Model: 
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Multiple Inverters Model: 

 

 

�Δ𝑣𝑣𝑏𝑏𝑜𝑜𝑝𝑝� = �Δ𝑣𝑣𝑏𝑏𝑜𝑜𝑝𝑝1  Δ𝑣𝑣𝑏𝑏𝑜𝑜𝑝𝑝2   .  .   Δ𝑣𝑣𝑏𝑏𝑜𝑜𝑝𝑝𝑛𝑛� 

 

 

Network Model: 
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Individual Load Model: 
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Multiple Loads Model: 

 

 

 

microgrid Overall Model: 
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