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Abstract 

Computational Studies of Olefin Polymerization and Hydroboration with N-Hetereocyclic 

Carbene Boranes 

 

Cheng Fang, Ph.D 

 

University of Pittsburgh, 2019 

 

 

 

Alkenes and alkynes are two commonly staring materials to produce various valuable 

chemicals and bioactive organic compounds. Several chemical transformations with alkenes and 

alkynes will be discussed in this thesis, including copper-catalyzed and photoredox-mediated atom 

transfer radical polymerization (ATRP), selectivity-enhancement entropy-driven ring opening 

metathesis polymerization (SEED-ROMP) and hydroboration of alkynes using N-hetereocyclic 

carbene (NHC) boranes. Although there are tremendous advances in the development of ATRP, 

the detailed mechanisms for the key steps in ATRP are not fully explored. Also, it remains 

challenging to investigate the catalysts and initiators effects on the ATRP reactivity. In this thesis, 

I applied multiple computational approaches, including DFT calculations, Marcus theory 

calculations, energy decomposition analysis, and multivariate linear regression, to investigate the 

mechanism and the catalysts and initiators effects in ATRP. Our computational studies revealed 

that copper-catalyzed ATRP occurs via an inner-sphere electron transfer transition state in 

activation/deactivation process. Detailed analysis of the ATRP transition states suggested key 

factors controlling the reactivities of catalysts and initiators, which were further utilized to 

establish predictive models for the catalyst and initiator effects via a multivariate regression 

approach. On the other hand, the photoredox-mediated ATRP prefers an outer-sphere electron 

transfer mechanism in activation/deactivation process. Furthermore, although the mechanism for 

ROMP is well-established, it is unclear regarding the origin of the selectivity for cis-macrocyclic 
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olefin monomers over trans-monomers in SEED-ROMP. By integrating DFT calculations and 

molecular dynamics simulation, it is suggested that enhanced polymerization reactivity was due to 

the cis-macrocyclic olefin being less flexible and having a larger population of metathesis-reactive 

conformers. In addition, I applied DFT calculations and quasi-classical Born-Oppenheimer 

molecular dynamics simulations to investigate the mechanisms, dynamics effect, and the origin of 

reactivities and chemoselectivities in the hydroboration of alkynes and arynes with NHC-borane. 

Our calculations revealed that the hydroboration of alkynes occurs through a trans-selective 

hydride transfer process followed by a bifurcation pathway leading to both trans-alkenylborane 

and trans-borirane products. The hydroboration of arynes is a dynamically-stepwise hydride 

transfer process, in which the hydride prefers to attack more positively charged and more linear 

sp-hybridized carbons in substituted arynes, leading to the high levels of regioselectivity.  
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1.0 INTRODUCTION 

1.1 Background 

Alkenes and alkynes are two commonly used types of staring materials for the production 

of various valuable chemicals and organic compounds for biomedical research. Two types of 

chemical transformations with alkenes and alkynes will be discussed in this thesis, including olefin 

polymerization and the hydroboration of alkynes with N-hetereocyclic carbene (NHC) boranes.  

Olefin polymerization has been long time used to produce polyolefins in over 300 different 

commercial products, which accounts for half of the global plastics production.1, 2 Since Ziegler 

and Natta shared the Nobel Prize in Chemistry in 1963 for their discovery of olefin polymerization 

catalysts,3 the discovery of novel and better transition-metal catalyzed systems has become the 

major driving forces in the field of olefin polymerization. For instance, atom transfer radical 

polymerization (ATRP), as a powerful controlled radical polymerization technique, has shown a 

great impact on the synthesis of macromolecules with well-controlled compositions and 

architectures. ATRP can be catalyzed by both transition-metal catalysts and photoredox catalysts, 

and it is compatible with a variety of initiators and monomers. Another widely employed olefin 

polymerization reaction is ruthenium-catalyzed ring-opening metathesis polymerization (ROMP), 

which often utilizes the release of ring strain energy as the driving force. Recently, entropy-driven 

ROMP (ED-ROMP) and selectivity-enhanced ED-ROMP (SEED-ROMP) have been successfully 

developed to polymerize strainless macrocyclic olefins for sequence-controlled polymers.  
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Although tremendous developments have been made in the field of olefin polymerization, 

in particular with ATRP and ROMP, there are still several challenges that impede the design and 

discovery of better catalysts for olefin polymerization:  

1. Insufficient mechanistic understanding of olefin polymerization. Copper-catalyzed 

ATRP (Cu-ATRP) is the first developed ATRP system, involving the halogen atom transfer 

between the initiator and the catalyst to complete activation and deactivation. However, this atom 

transfer transition state has not been explored by computation so far. On the other hand, 

photoredox-mediated ATRP (photoATRP) has been discovered in recent years. The mechanism 

for photoATRP is still unveiled, which hinders the investigation of the structure-reactivity 

relationship for photoredox catalysts in ATRP. 

2. The lack of predictive models for catalyst effect in olefin polymerization. Over decades 

of development, there are a diverse set of catalysts available for olefin polymerization, especially 

for Cu-ATRP. But there is no efficient and insightful predictive model for the reactivity of 

catalysts. The lack of the predictive model makes it difficult to better understand how the 

perturbation of catalyst structure would affect the reactivity. 

3. The origin of the effect of initiators and monomers is unclear in olefin polymerization. 

Cu-ATRP is compatible with a variety of initiators, which covers a wide range of reactivities. But 

the origin of the initiator effect on reactivity is not clear. On the other hand, although the 

mechanism for ROMP is well-established, the enhanced selectivity of cis-macrocyclic olefins over 

trans-monomers in ED-ROMP is still unknown.   

In addition to olefin polymerization, the hydroboration of alkynes and arynes with NHC-

boranes is also investigated in this thesis. NHC-boranes have striking reactivity difference from 

simple boranes in the hydroboration of π bonds. For example, NHC-boranes are able to 
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hydroborate the electron-deficient alkynes and various arynes, but don’t react with electron-rich 

alkynes. Most interestingly, the hydroboration of alkynes with NHC-boranes shows unexpected 

trans-product selectivity, and it generates unusual trans-boriranes products. Also, the 

hydroboration of substituted arynes with NHC-boranes shows high levels of regioselectivities.  

1.2 Computational Approaches 

In this thesis, I applied multiple computational approaches, including density functional 

theory (DFT) calculation, Marcus theory calculation, classical molecular dynamics (MD) 

simulation, Born-Oppenheimer molecular dynamics (BOMD) simulation, and energy 

decomposition analysis (EDA), to investigate the mechanisms, dynamics, the origin of reactivity 

and selectivity for aforementioned chemical transformations of alkenes and alkynes. In the 

meantime, the multivariate linear regression was applied to establish predictive models for the 

catalyst and initiator effects on reactivity in Cu-ATRP, which facilitates rational catalyst design 

for Cu-ATRP, and can be extended to other transition metal-catalyzed reactions.  

1.2.1  Density functional theory (DFT) calculations 

Density functional theory (DFT) is a commonly-used quantum mechanical modeling 

method in computational chemistry to investigate the electronic structures of many-body 

systems. 4 , 5  Specifically, DFT has generally been the method of choice for the mechanistic 

investigation of organic and organometallic chemical reactions due to an adequate balance 

between computational speed and accuracy.6,7 
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Over decades of development, a variety of DFT methods are available for geometry 

optimizations of ground states and transition states, as well as properties and energy calculations. 

Although there is no universal method suitable for all investigated systems, there is indeed a group 

of methods that dominates in the field of organic and organometallic reaction calculations in terms 

of both geometry optimizations and energy calculations.7  

1. Geometry optimizations.  The B3LYP8 functional is still in extensive usage in geometry 

optimizations7 with its proven overall good performance across a wide range of systems. 9 

However, since B3LYP doesn’t account well for dispersion interactions,10 a couple of newer 

dispersion-correction methods, including Minnesota functionals11 (M06, M06L, M06-2X) and 

range-separated functional (ω-B97XD12), become popular in recent years especially when the van 

der Waals force or London dispersion force is significant for intermolecular or intramolecular 

interactions in the system. It is noted that M06-2X11 doesn’t work well for organometallic systems 

since it doesn’t include the transition metal chemistry experimental data in the parameterization of 

its functional. In addition, the double-zeta Pople basis set13 (e.g. 6-31G(d)) is the most commonly 

used basis set for main-group atoms in geometry optimization, and the LANL2DZ14 and Stuttgart-

Dresden (SDD)15 are the most frequently employed effective core potential (ESP) for heavy atoms 

such as Cu, Ru, etc.  

2. Energy calculations. Given the fact that the B3LYP functional might systematically 

underestimate reaction barrier heights by about a few kcal/mol,16  and it performs poorly for 

noncovalent interactions governed by van der Waals attractions, 17  an increasing usage of 

dispersion-corrected functionals, such as M06, M06L, M06-2X, ω-B97XD, in the energy 

calculations are witnessed in recent references. In addition, the triple-zeta Pople basis set with 

diffuse functions (e.g. 6-311++G(d.p)) is commonly used for main-group atoms in energy 
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calculations, and the ESP of SDD is becoming more popular than LANL2DZ for heavy atoms 

since SDD offers more flexibility in the valence shell.  

Table 1-1 shows the DFT methods used in different projects covered by this thesis. In 

Chapter 2, given the significant nonbonding interactions between the catalyst and the substrate in 

the Cu-ATRP transition state, the functional ω-B97XD, which takes medium-range and long-range 

interaction into account, was applied in both geometry optimizations and energy calculations. 

Also, the triple-zeta basis set (def2-TZVP18) was employed in energy calculations. In Chapter 3, 

the B3LYP/6-31G(d) method was used in geometry optimization. But more accurate functional 

M06-2X with large basis set 6-311++G (3df, 2p) was used in energy calculation to capture the 

difference between Br and Cl substrates. In Chapter 4, since the goal of the DFT study was to 

obtain the geometry of the Ru-catalyzed [2+2] cycloaddition transition state, and the relative 

energies for different constrained structures resembling the transition state, the method of 

B3LYP/LANL2DZ-6-31G(d) was applied in both geometry optimizations and energy 

calculations. In Chapter 4, M06-2X, which performs better for main-group chemistry, was 

employed to this metal-free system. 

Table 1-1 DFT methods and solvation models used in different projects of this thesis 

  

Project 

Geomtery Optimization Energy Calculation 

  Functional Basis Set 
Solvation 

Model 
Functional Basis Set 

Solvation 

Model 

Chapter 2 Cu-ATRP w-B97XD 

SDD for Cu;                       

6-31G(d) for other 

atoms       

Gas 

phase 
w-B97XD def2-TZVP 

CPCM 

(MeCN) 

Chapter 3 photoATRP B3LYP 6-31G(d) 
SMD 

(DMF) 
M06-2X 

6-

311++G(3df,2p)  

SMD 

(DMF) 

Chapter 4 
Ru-ED-

ROMP 
B3LYP 

LANL2DZ for 

Ru;              6-

31G(d) for other 

atoms       

Gas 

phase 
B3LYP 

LANL2DZ for 

Ru;   6-31G(d) 

for other atoms       

Gas 

phase 

Chapter 5 
NHC-borane 

hydroboration 
M06-2X 6-31G(d) 

SMD 

(THF) 
M06-2X 6-311++G(d,p)  

SMD 

(THF) 
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1.2.2  Implicit solvation models 

Although unable to describe the explicit short-range solvent-solute interactions, such as 

hydrogen-bonding, the implicit (continuum) solvation models19 are capable of describing the long-

range solvent-solute interactions, and thereby computing the solvation effect on molecular 

structures, energies, and properties accurately and efficiently in most cases.  

In implicit solvation models, the bulk of the solvent is represented as a continuum 

polarizable medium characterized by its dielectric constant (ε). The solute is placed in a molecule-

shaped cavity in the continuum solvent. Thus, the solvation free energy could be calculated by eq 

1-1.  

Gsolvation = Gcavity + Gdisperstion-repulsion + Gelectrostatic (eq. 1-1) 

where Gcavity is the energy required to create the cavity, Gdisperstion-repulsion are the non-

electrostatic interactions between the solvent and the solute molecules, including the dispersion 

interactions and repulsions, Gelectrostatic is the electrostatic interaction between the solvent and 

the solute molecules.  

Several popular implicit solvation models include: Conductor-like Polarizable Continuum 

Model (CPCM20), Solvation Model based on Density (SMD21), COnductor-like Screening MOdel 

(COSMO22), and COSMO for Real Solvents (COSMO-RS23). Among these, CPCM and SMD are 

two mostly used implicit solvation models in organic and organometallic reaction calculations. 

According to the benchmark studies, SMD provides on average better results than CPCM.24 

However, the performance of solvation models is highly system-dependent, which might require 

careful case-by-case benchmark investigation. Table 1-1 shows the implicit solvation models used 

in different projects covered in this thesis. For metal-free reactions discussed in Chapter 3 and 
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Chapter 5, both geometry optimization and energy calculations were performed in SMD solvation 

models. In Chapter 2 Cu-ATRP project, the geometry optimization was performed in gas phase 

since we validated that the transition state geometries optimized in gas phase and in solvation were 

similar, and the gas phase optimization was much more efficient. The CPCM solvation model was 

used in energy calculation instead of SMD model due to our benchmark results showing that the 

computed activation free energies with the CPCM model had better correlation with the 

experimental activation barriers than those with SMD model. In addition, since the goal in Chapter 

4 was to obtain the geometry of Ru-catalyzed [2+2] cycloaddition transition state, both of the 

geometry optimization and energy calculations were performed in gas phase.  

1.2.3  Marcus theory calculations 

Marcus theory25, which was originally developed by R. A. Marcus in 1956, was used to 

estimate the rates of single electron transfer (SET) reactions where an electron moves from the 

electron donor to the electron acceptor. Due to the fact that the electron transfer occurs very fast 

and usually doesn’t follow clear reaction coordinate, Marcus theory takes place of the transition 

state theory for the estimation of SET activation barriers. In this thesis, three types of SET 

processes will be discussed: Outer-sphere SET (OSET) without bond forming and breaking, 

Dissociative SET (DET) where the electron transfer occurs simultaneously with bond dissociation, 

and Associative SET (AET) where the electron transfer occurs simultaneously with bond 

association. Detailed discussion of Marcus theory calculations is present in Chapter 2 and 3.  



 8 

1.2.4  Molecular dynamics (MD) simulation 

Molecular dynamics (MD) simulation26 is widely used to study the physical movements of 

all atoms in a system over time, in which the positions and velocities of all atoms in the system 

evolve according to the Newton’s equations of motion. Classical MD simulations, which apply 

force-field based molecular mechanics to compute the forces acting on atoms, have shown proved 

success in investigating the time evolution of conformations of proteins or other macromolecules.27 

Nowadays, the classical MD simulation is compatible with up to 100,000 atoms at time scale of 

about 1µs.  

However, the classical MD simulation is unable to model chemical reactions due to the 

lack of accurate force fields that can describe bond forming/breaking in chemical reactions. 

Instead, Born-Oppenheimer MD (BOMD) simulation,28,29 as one type of ab initio MD simulations, 

can be used to investigate the time-resolved mechanisms of chemical reactions by propagating the 

reaction trajectories on an accurate potential energy surface (PES). In BOMD simulation, the 

optimized geometries, energies and forces at each point in the trajectories are computed with 

quantum mechanical methods such as DFT. As demonstrated in references, BOMD simulations 

have been typically used for two purposes: to study the bifurcation reaction where multiple 

products are formed via a single transition state,28 and to study the dynamically-concerted/stepwise 

mechanism29b by computing the time gap between multiple bonds formation. 

In Chapter 4, I applied classical MD simulation to generate the conformations of 

macrocyclic olefins and investigate the steric environments around the double-bonds for each 

conformer. In Chapter 5, I applied BOMD simulations to study the bifurcation pathways for the 

alkyne hydroboration with NHC-boranes, and the dynamically concerted/stepwise mechanisms for 

aryne hydroboration with NHC-boranes.  
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1.2.5  Energy decomposition analysis (EDA) 

Energy decomposition analysis (EDA)30 is a powerful method to partition the quantum 

mechanics-calculated instantaneous interaction energy into its chemical origins such as 

electrostatics, exchange–repulsion, polarization, and charge transfer between the two fragments in 

a molecule or in a transition state.  

On the basis of the original EDA methods (i.e. Kitaura-Morokuma scheme31,32 and Ziegler-

Rauk scheme33), a lot of modern variations of EDA methods have been developed, which primarily 

includes Natural EDA (NEDA),34 Absolutely Localized Molecular Orbital EDA (ALMO-EDA), 

3536and Localized Molecular Orbital EDA (LMO-EDA).37 Recently, EDA is becoming a promising 

approach to investigate the origin of reactivity and selectivity on organic and organometallic 

reactions.38 In Chapter 2, ALMO-EDA was applied to analyze the origin of bent geometry for Cu-

ATRP transition state. 

1.2.6  Multivariate linear regression 

Multivariate linear regression39 is a classical statistical model to estimate the responses 

(Ypredicted) from multiple variables (Xi) using a linear association (eq. 1-2):   

𝑌𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 = ∑ 𝑎𝑖 × 𝑋𝑖 + 𝑎0 
𝑁
𝑖                                              (eq. 1-2) 

where Ypredicted is the predicted response values derived from the eq. 1-2, ai is the coefficient for 

the ith variable Xi, Xi is the ith variable, and a0 is the intercept of the linear regression. 

Then, the coefficients ai and the intercept a0 can be solved by ordinary least squares (OLS) 

approach, in which the difference between the estimated response values (Ypredicted) and the 

experimentally observed response values (Ytrue) will be minimized (eq. 1-3) 
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min‖𝑌𝑡𝑟𝑢𝑒 − 𝑌𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑‖ = min ∑ (𝑌𝑖 − ∑ 𝑎𝑖 × 𝑋𝑖 − 𝑎0 
𝑁
𝑖 )2𝑁

𝑖               (eq. 1-3) 

Sigman’s group40 and Doyle’s group41 have successfully applied the multivariate linear 

regression approach to predict the experimental reactivity and selectivity using electronic and 

steric parameters of catalysts or substrates. Inspired by their elegant work, in Chapter 2, I 

developed a parameterization approach to predict the catalyst and initiator effect on the Cu-ATRP 

reactivities with the mechanistic insights from DFT calculations of the Cu-ATRP transition states. 

1.3 Summary 

Specifically, Chapter 2 discusses the computational studies on the mechanism, the effect 

of initiator and ligands in Cu-ATRP. I presented the first DFT study on the geometries and energies 

of the transition states in the activation/deactivation of Cu-ATRP. Detailed investigations of the 

transition states revealed key factors that control catalyst and initiator reactivities, which were 

utilized to build multivariate linear predictive models for the catalysts and initiators effects.  

Chapter 3 focuses on the mechanistic studies on photoATRP. I utilized DFT and Marcus 

theory calculations to predict the barriers of all competing pathways, including outer-sphere 

electron transfer (OSET) and inner-sphere electron transfer (ISET), in both activation and 

deactivation process in photoATRP. The most favorable mechanisms were thus identified for the 

activation & deactivation in photoATRP.   

Chapter 4 talks about the computational investigation of the origin of selectivity-

enhancement of cis-marcocyclic olefins over trans-monomers in ED-ROMP. I applied MD-DFT 

calculations to estimate the reactivity for each conformer of both cis- and trans- macrocyclic 
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olefins in ROMP, and investigate how the flexibility and conformation of the monomers affect the 

reactivity.   

In Chapter 5, I applied DFT calculations and quasi-classical BOMD simulations to 

investigate the mechanisms, dynamics effect, and the origin of chemoselectivities in the 

hydroboration of alkynes and arynes with NHC-borane. The origin of the reactivity difference 

between alkynes, and arynes was also discussed in this chapter. 

Chapter 2 is a revised version of a manuscript submitted to Journal of the American 

Chemical Society. The co-authors of the manuscript are C. Fang, M. Fantin, X. Pan, K. de Fiebre, 

M. L. Coote, K. Matyjaszewski, and P. Liu. (2019). This work is in collaboration with Prof. 

Krzysztof Matyjaszewski from Carnegie Mellon University, and Prof. Michelle Coote from 

Australian National University.  

Chapter 3 is a revised version of X. Pan, C. Fang, M. Fantin, N. Malhotra, W. Y. So, L. A. 

Peteanu, A. A. Isse, A. Gennaro, P. Liu, and K. Matyjaszewski. J. Am. Chem. Soc. 2016, 138, 7, 

2411-2425. This work is in collaboration with Prof. Krzysztof Matyjaszewski, and Prof. Armando 

Gennaro from University of Padova. 

Chapter 4 is a revised version of two published manuscripts in collaboration with Prof. 

Tara Meyer from University of Pittsburgh. J. A. Nowalk, C. Fang, A. L. Short, R. M. Weiss, J. H. 

Swisher, P. Liu, and T. Y. Meyer. J. Am. Chem. Soc, 2019 (Accepted); A. L. Short, C. Fang, J. A. 

Nowalk, R. M. Weiss, P. Liu, and T. Y. Meyer. ACS Macro Lett. 2018, 7, 7, 858-862 

Chapter 5 is a revised version of two manuscripts in collaboration with Prof. Dennis Curran 

at University of Pittsburgh. The first part about alkyne hydroboration is revised from T. R. 

McFadden, C. Fang, S. J. Geib, E. Merling, P. Liu, and D. P. Curran. J. Am. Chem. Soc. 2017, 139, 

5, 1726-1729. The second part about aryne hydroboration is unpublished. 
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2.0 MECHANISTICALLY GUIDED PREDICTIVE MODELS FOR LIGAND AND 

INITIATOR EFFECTS IN COPPER-CATALYZED ATOM TRANSFER RADICAL 

POLYMERIZATION (Cu-ATRP) 

2.1 Introduction 

Atom transfer radical polymerization (ATRP) is among the most powerful and robust 

controlled radical polymerization techniques that facilitate macromolecular engineering by 

synthesis of polymers with precise molecular weights, low dispersities, and well-controlled 

architectures.42  Although ATRP has been achieved with diverse transition metal43 and photoredox 

catalysts, 44 , 45  copper-catalyzed ATRP (Cu-ATRP) is still the most extensively used and 

investigated ATRP42a,46  with a wide range of compatible monomers, initiators, and solvents. 

Control of polymer chain growth via Cu-ATRP is largely attributed to the dynamic 

activation/deactivation equilibrium between a [CuIL]+/[Br-CuIIL]+ couple where L represents a 

multidentate nitrogen-donor ligand (Figure 2-1).47,48 The [CuIL]+ catalyst activates the dormant 

alkyl bromide chain end (Pn−Br) to reform the [Br-CuIIL]+ complex and a propagating alkyl radical 

(Pn•). The alkyl radical continues to grow by adding a few monomers before it abstracts the Br 

from [Br-CuIIL]+ to form alkyl bromide. A successful ATRP catalyst system should have a large 

activation rate constant (kact) and an even larger deactivation rate constant (kdeact) to provide good 

control over the polymerization while maintaining a reasonable polymerization rate. 
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Figure 2-1 Ligand effects on the activation/deactivation of Cu-ATRP 

 

Previous mechanistic studies from Coote, Gennaro, and Matyjaszewski indicated that Cu-

ATRP occurs via a concerted inner-sphere electron transfer (ISET) process in which the Br atom 

is transferred from the alkyl bromide to the [CuIL]+ catalyst (Figure 2-1a), because the predicted 

outer-sphere electron transfer (OSET) barriers are much higher than experimental data. 49 

However, the geometry and energy of this Br atom transfer transition state have not been explored 

by computations so far. Although a few computational studies demonstrated that the reactivity of 

alkyl halide initiators is affected by their bond dissociation energies49,50 and LUMO energies,51 it 

remains challenging to understand and computationally predict the reactivities of Cu-ATRP 

catalysts with the structurally-diverse ligands (Figure 2-1b). The lack of theoretical insights into 

the origins of ligand effects hinders the rational catalyst design for Cu-ATRP. Herein, we describe 

a workflow to establish mechanistically guided predictive models for the reactivity of Cu-ATRP 

catalysts. Inspired by the elegant work from Sigman40 and Doyle41’s groups that utilizes a 

multivariate regression approach to predict ligand effects in transition metal catalyzed reactions 
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using steric and electronic parameters, we surmised such parameterization approach may be 

facilitated by mechanistic insights from DFT calculations. In particular, in-depth analysis of 

factors that stabilize the rate-determining transition state may offer the theoretical basis for the 

rational selection of ligand parameters.52 Our workflow to establish the predictive mathematical 

equation is summarized in Figure 2-2. First, we applied DFT calculations to obtain the geometries 

and energies of Cu-ATRP activation transition sates. Detailed investigations of the transition states 

revealed key factors that control catalyst and initiator reactivities. These theoretical insights were 

then utilized to rationally select a set of chemically meaningful descriptors to define effects of 

different factors on the reactivity. Finally, a simple mathematical equation for predicting ligand 

effect was established by correlating these descriptors with experimental reactivities using a 

multivariate regression approach. Similarly, a predictive equation was developed for the reactivity 

of different alkyl halide initiators. These predictive models can be used to guide rational catalyst 

design53 and computational ligand discovery for Cu-ATRP reactions. 
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Figure 2-2 Workflow of establishing predictive models for reactivity of Cu-ATRP catalysts 

2.2 Computational methods 

2.2.1  DFT calculations 

All geometry optimizations and single point energy calculations were performed with the 

Gaussian 09 software package. 54  Geometries were optimized in the gas phase using the -

B97XD12 functional and a mixed basis set of SDD15 for Cu and 6-31G(d)13 for other atoms. Single 

point energies were calculated using -B97XD and the def2-TZVP18 basis set in acetonitrile using 

the CPCM solvation model.20 Reported Gibbs free energies and enthalpies in solution include 

thermal corrections computed at 298 K and are computed at the standard concentration (1 mol/L). 
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The activation free energies of the outer-sphere single electron transfer reactions were calculated 

using modified Marcus theory.25, 55  Distortion/interaction model and energy decomposition 

analysis (EDA) calculations were performed to dissect the computed gas-phase activation energy 

(ΔE‡). The activation energy was first decomposed into the distortion energy of the two reactive 

fragments, i.e. the [CuIL]+ catalyst and the alkyl halide, to reach their transition state geometries 

(ΔEdist = ΔEdist(CuL) + ΔEdist(RX)) and the interaction energy (ΔEint) between these two fragments 

(eq. 2-1).56,57  

 ΔE‡ = ΔEdist + ΔEint                                   (eq. 2-1) 

Here, the distortion energies were calculated from the energy difference between the 

distorted fragment in the transition state geometry and the same fragment in the fully optimized 

ground state geometry. Then, ΔEint is calculated from ΔEint = ΔE‡ − ΔEdist. Next, ΔEint was further 

dissected into chemically meaningful terms using the second-generation EDA based on absolutely-

localized molecular orbitals (ALMO-EDA2)35,36 in Q-Chem 5.0 (eq. 2-2).58 

                    ΔEint = ΔEpauli + ΔEelstat + ΔEdisp + ΔEorb                (eq. 2-2) 

Here, ΔEpauli is the Pauli repulsion, ΔEelstat is the electrostatic interactions, ΔEdisp is the 

dispersion interaction, and ΔEorb is the orbital interaction energy that consists of interfragment 

charge transfer energy and intrafragment polarization energy.  

2.2.2  Marcus Theory Calculations 

We used the modified Marcus theory to estimate the barriers for the stepwise outer-sphere 

single electron transfer (OSET-SW) and the concerted dissociative electron transfer (DET) 
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processes in the reduction of MMA-Br by [CuI-TPMA]+. The DFT calculations were performed 

at the -B97XD/def2-TZVP//-B97XD/SDD-6-31G(d) level of theory in acetonitrile at 25C. 

 

OSET-SW pathway in the activation 

 [CuI -TPMA]+ + MMA-Br     [CuII-TPMA]2+ + [MMA-Br]•−  (eq. 2-3) 

 [MMA-Br]•−      MMA• + Br−                                                   (eq. 2-4) 

The following equation was used to calculate the activation free energy of activation 

(∆𝐺𝑂𝑆𝐸𝑇−𝑆𝑊
‡

) in the OSET-SW pathway: 

∆𝐺𝑂𝑆𝐸𝑇−𝑆𝑊
‡ = ∆𝐺0

‡(1 +
∆𝑟𝐺o

4∆𝐺0
‡
)2 

Here, ∆𝑟𝐺o  = 36.1 kcal/mol is the reaction energy of eq. 2-3 obtained from DFT 

calculations. The intrinsic barrier is determined using ∆𝐺0
‡

 = 0/4, where 0 is the solvent 

reorgamization energy that can be calculated as follows:  

0 = A[(2rD)-1 + (2rA)-1  (rD + rA) -1] 

 

where rD and rA are the hard sphere radii of electron donor and acceptor, respectively. A is an 

empirical constant. Here we used A = 99 kcal mol-1 Å as suggested in the Coote and 

Matyjaszewski’s study.49 Thus,  

0 = 99[(2r[CuI -TPMA]
+)-1 + (2rMMA-Br)

-1  (r[CuI -TPMA]
+ + rMMA-Br)

 -1] 

= 99 [1/(4.292) + 1/(3.582)  1/(4.29+3.58)]  

= 12.8 kcal/mol 

leading to  

∆𝐺0
‡
 = 0/4 = 3.2 kcal/mol 
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Thus,  

∆𝐺𝑂𝑆𝐸𝑇−𝑆𝑊
‡ = 3.2 ×  (1 +

36.1

4 × 3.2
)2 = 46.7 kcal/mol 

 

The dissociation of the radical anion [MMA-Br]•− is highly exothermic (Figure 2-3) and is 

expected to be very fast. Therefore, the rate-determining step in the OSET-SW pathway is the 

outer-sphere single electron transfer (eq. 2-3).  

 

DET pathway in the activation 

 [CuI -TPMA]+ + MMA-Br     [CuII-TPMA]2+ + MMA• + Br−    (eq. 2-5) 

In the DET pathway (eq. 2-5), the electron transfer occurs with simultaneous alkyl halide 

bond dissociation to form the MMA• radical and the Br− anion in a polar solvent (MeCN) cage. 

Thus, the “sticky” model49 is used to estimate the free energy of activation of the DET pathway:  

∆𝐺𝐷𝐸𝑇
‡ = ∆𝐺0

‡(1 +
∆𝑟𝐺o − 𝐷𝑝

4∆𝐺0
‡

)2 

∆𝐺0
‡ =

(√𝐷𝑀𝑀𝐴−𝐵𝑟 − √𝐷𝑝)
2

+ 0

4
 

where ∆𝐺0
‡
 is the the intrinsic barrier;  ∆𝑟𝐺o= 26.0 kcal/mol is the DFT-calculated reaction energy 

for eq. 2-5; Dp is the interaction energy between MMA• and Br− in the solvent cage, and the 

experimental data of Dp = 0.24 kcal/mol is used in our calculation;85 DMMA-Br is the MMABr bond 

dissociation enthalpy calculated using DFT (DMMA-Br  = 56.7 kcal/mol); 0 is the solvent 

reorgamization energy that is the same as that in the OSET-SW pathway (0 = 12.8 kcal/mol). 

Thus, 
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∆𝐺0
‡ =

(√𝐷𝑀𝑀𝐴−𝐵𝑟 − √𝐷𝑝)
2

+ 0

4
=  

(√56.7 − √0.24)
2

+ 12.8

4
= 15.59 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 

∆𝐺𝐷𝐸𝑇
‡ = ∆𝐺0

‡(1 +
∆𝑟𝐺o − 𝐷𝑝

4∆𝐺0
‡

)2 = 15.59 × (1 +
26.0 − 0.24

4 × 15.59
)2 = 31.1 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 

2.3 Results and Discussion 

2.3.1  Activation mechanisms in Cu-ATRP 

In previous studies, several possible mechanisms have been proposed for the 

activation/deactivation process in Cu-ATRP (Figure 2-3a), including inter-sphere single electron 

transfer (ISET), stepwise outer-sphere single electron transfer (OSET-SW), and dissociative 

electron transfer (DET).49  
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Figure 2-3 Computed energy profiles of Cu-ATRP activation pathways in MeCN at 25 oC with tris(2-

pyridylmethyl)amine (TPMA) ligand 

 

Here, we used DFT and Marcus theory to investigate these previously proposed pathways, 

as well as the oxidative addition (OA) of alkyl bromide to the CuI catalyst to form a CuIII 

intermediate (Figure 2-3b). The barrier for the concerted DET to form the MMA radical 7 and a 

bromide was estimated using the “sticky model”, a modification of the Marcus theory.55 The 
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calculations were performed using a model system that consists of [CuI(TPMA)]+ (TPMA: tris(2-

pyridylmethyl)amine), one of the most popular ATRP catalysts, and a widely used initiator ⍺-

bromoisobutyrate (i.e. a mimic of a dormant chain end in ATRP of  methyl methacrylate, MMA-

Br, 2). In agreement with previous computational studies,49 the OSET-SW and DET processes 

both involve very high barriers that are inconsistent with experimental data. The oxidative addition 

of the sterically crowded tertiary alkyl bromide (TS2) also requires a very high barrier.59 The most 

favorable activation mechanism is the concerted ISET (TS1), which requires a substantially lower 

barrier (∆G‡ = 16.6 kcal/mol in MeCN) than other processes considered.  

The optimized geometries, Mulliken atomic charges, and spin densities of the CuI and CuII 

complexes and transition state involved in the ISET pathway are shown in Figure 2-4. The analysis 

of charge and spin density along the reaction coordinate (Figure 2-4b) indicates a dramatic change 

of charge and spin density before TS1, while both quantities remain almost constant after the 

transition state. The computed Mulliken charge of the CuL fragment in TS1 is +1.33, indicating a 

considerable amount (0.33 e) of charge transfer from the [CuIL]+ catalyst to the alkyl bromide in 

the ISET transition state. Nonetheless, since the charge transfer in TS1 is much less than unity and 

the Cu is less positively charged than that in the [Br-CuIIL]+ complex 8, the Cu…Br interaction in 

TS1 has a significant covalent character. The much-shortened Cu−Br bond distance (2.39 Å) and 

the elongated C−Br bond distance (2.59 Å) in TS1, along with the relatively large spin densities 

on the Cu and the MMA, indicate the ISET process involves a late transition state that structurally 

resembles the [Br-CuIIL]+ product. Furthermore, the computed Wiberg bond indices 60  of the 

Cu−Br bond in TS1 and 8 are 0.386 and 0.574, respectively, which is consistent with a late 

transition state with a substantial bonding interaction between the Cu and Br in TS1. 



 22 

 

Figure 2-4 Optimized geometries, energies, Mulliken charges, and spin densities of computed structures in 

the ISET pathway 

 

The optimized geometry of TS1 has a substantially bent Cu−Br−C bond angle (141.9). 

This is rather surprising considering most known halogen atom transfer processes involve a linear 

transition state structure.44,61,62 The bent geometry means a closer distance between the ancillary 

ligand and the substrate (i.e. the alkyl halide initiator or the dormant chain end). As such, the non-

covalent interactions between the ligand and the substrate, a previously underappreciated effect, 

may play a significant role on the activation/deactivation reactivity. Because of its potential 

impacts on the catalyst reactivity, we have undertaken a detailed computational analysis to 

investigate the origin of the bent geometry.  
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Figure 2-5 The origin of the bent geometry in TS1 

 

We performed a constrained optimization of the ISET transition state by forcing a linear 

geometry, fixing the Cu−Br−C bond angle at 179 (Figure 2-5a). It was found that the freely 

optimized bent transition state was 2.3 kcal/mol lower in energy than the linear transition state. 

The distortion/interaction model analysis indicates the bent TS geometry has 3.0 kcal/mol more 

favorable interaction energy (∆Eint) between the CuL catalyst and the MMA-Br. We then applied 

the energy decomposition analysis methods to dissect the interaction energy (Figure 2-5b). 

Although the bent transition state is disfavored by Pauli repulsion (EPauli = +9.4 kcal/mol), it 

has stronger attractive electrostatic interaction (Eelstat = 8.2 kcal/mol) and dispersion 

interaction (Edisp = 4.3 kcal/mol) between the catalyst and the substrate than linear transition 

state. While the increased dispersion is expected to partially compensate the Pauli repulsion effect, 

the stronger electrostatic interaction is attributed to the attraction between the positively charged 
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Cu catalyst and the partial negatively charged ester group of the substrate. DFT calculations using 

other alkyl halides also provided bent ISET transition state structures (Figure 2-6). The bent TS 

structures are stabilized by either electrostatic attraction with the Cu catalyst when an electron-

withdrawing group is present in the chain end or attractive London dispersion forces in reactions 

with benzylic halides. 

 

Figure 2-6 Optimized geometries of ISET TS of 15 initiators with [CuI(TPMA)]+ catalyst. The initiators 

highlighted in blue are reported in Section 2.3.2 

 

Collectively, the computational data indicate the ISET involves a late, open-shell singlet 

transition state that is consistent with a concerted bromine atom transfer44,61,62 process. The 

substantial C−Br bond stretch and Cu−Br interactions in the late TS implies that the BDE of the 

carbon-halogen bond and the halogen binding energy to Cu both play a significant role on the 

reaction rate.63 In addition, the charge transfer from the Cu catalyst to the alkyl bromide in the 
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ISET TS suggests a more electron-rich ligand would promote the reaction. The bent transition state 

geometry suggests the ligand-substrate non-bonding interactions are expected to affect the stability 

of the transition state. These mechanistic insights were used to develop the predictive models for 

reactivity between different alkyl halide initiators and the Cu ATRP catalysts (vide infra). 

2.3.2  Predictive Model for Initiator Effects on Reactivity 

Over the past decades, Cu-ATRP was successfully employed with a variety of initiators, 

which activation rate constants (kact) have been determined by experimental kinetic studies with 

different catalysts (Figure 2-7a). 64 , 65  Herein, we report the first computational prediction of 

activation barriers for a representative set of alkyl bromide and alkyl chloride initiators (RX, 

Figure 2-7a) using transition state calculations. The DFT-computed barriers of the ISET transition 

states (∆G‡
DFT) with the [CuI(TPMA)]+ catalyst provided a good agreement with the 

experimentally determined reactivity trend (G‡
exp)

66 for both alkyl bromide and alkyl chloride 

initiators (Figure 2-7b), which validates the robustness and reliability of the computational 

methods and computed transition state models. To further explore the origin of reactivity of the 

different initiators, we performed distortion/interaction model analysis for the computed ISET 

transition states. The results indicate the activation energies correlates well with the distortion 

energies of the R−X initiators (Figure 2-8). Furthermore, ISET transition states with alkyl 

bromides are stabilized by stronger interaction energies between the Cu catalyst and the halide 

compared to those with alkyl chlorides (Figure 2-9). Therefore, the distortion/interaction model 

analysis reaffirmed the significant roles of both the R−X bond strength and Cu−X interactions on 

the stability of the transition state. 
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Figure 2-7 Initiator effect in Cu-ATRP with the CuI-TPMA catalyst 

 

 

Figure 2-8 Correlation of distortion energies with experimental reactivities of alkyl halide initiators 

 

 

Figure 2-9 Correlation of interaction energies (ΔEint) with experimental reactivities of alkyl halide initiators 
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Because the transition state analysis indicated the R−X bond strength and the Cu−X 

covalent interactions are both important factors for the transition state energy, we surmised the 

R−X BDE and the halogenophilicity49 (i.e. the binding ability of X• to [CuIL]+) can be used as two 

appropriate descriptors for the initiator reactivity model. Although it has been widely recognized 

that the R−X BDE plays a significant role on the activation rate,49,50 the computed BDEs do not 

have a good overall correlation with experimental barriers for the entire set of alkyl bromide and 

chloride initiators (Figure 2-7c, dashed line). However, within the same type of halides (X =Br or 

Cl), R−X BDEs are good indicators of their reactivities (Figure 2-7c, solid red and blue lines). This 

indicates the halogenophilicity is another important factor impacting the reactivity. Indeed, when 

combining R−X BDE with Cu−X halogenophilicity (E(Cu, X•)), the two-parameter equation (eq. 

2-6) provides an excellent correlation with the experimentally observed activation rate constants. 

(Figure 2-10). Previous studies have revealed a good correlation between the activation rate 

constant and the activation/deactivation equilibrium constant (KATRP).65, 67  Because KATRP is 

determined by both R−X BDE and Cu−X halogenophilicity, our two-parameter equation is 

consistent with the experimentally observed effects of KATRP on the activation rate. 

G‡
predicted = 0.56  BDE(R−X) + 0.39  E(Cu, X•) + 4.8     (eq.2-6) 

 

Figure 2-10 Predictive model for initiator reactivity in Cu-ATRP 
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2.3.3  Predictive Model for Ligand Effects on Reactivity 

The reactivities of Cu-ATRP catalysts can be significantly impacted by altering the 

structures of their N-donor ligands.68 In the past decades, a structurally diverse set of multidentate 

N-donor ligands have been used experimentally, including bi-, tri-, and tetradentate ligands with 

either sp2 or sp3 N atoms (Figure 2-11). The reactivity of the Cu-ATRP catalyst appears to be 

affected by a combination of a few different types of effects, including electronic, steric, denticity, 

hybridization, and other factors. As such, rational ligand design for efficient Cu-ATRP catalysts 

remains challenging. Here, we use the three-step approach described in the Introduction (Figure 

2-2) to establish a simple mathematical equation for the prediction of the activation rate of Cu-

ATRP catalysts. We selected 9 representative ligands with distinct electronic and steric properties 

(blue squares in Figure 2-11) as a training set to understand the factors controlling the ATRP 

activation rate constants, and to identify suitable descriptors for the predictive model. The rest of 

the ligands (red squares, circles, and triangles) are used as test sets to validate the reliability of the 

predictive model. All of ISET transition states were calculated with the same initiator MMA-Br. 
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Figure 2-11 Representative ligands for Cu-ATRP catalyst. Experimentally kact are provided in parentheses68   

2.3.3.1 Ligand electronic effect 

Three TPMA derivatives (L1-L3) with similar steric properties were chosen to investigate 

the electronic effects of the ancillary ligands. Recently, Matyjaszewski group discovered that 

incorporation of electron-donating groups in the pyridine ring of TPMA profoundly increased the 

ATRP catalyst activity (Table 2-1).69 Notably, the dimethyl amino (NMe2) substituted TPMA 

(L3, TPMANMe2) ligand forms the most reactive Cu-ATRP catalyst reported to date. We performed 

DFT calculations to locate the ISET transition states for these three Cu-ATRP catalysts in Figure 

2-12. The DFT-predicted activation barriers (G‡
DFT) were consistent with the experimental 

reactivity trend. The computed percent buried volume (Vbur%)70 and the catalyst distortion energy 

in the transition state (∆Edist(TS)) are similar for all three catalysts, which confirmed the ligand steric 

properties and the distortion of the Cu catalysts are comparable among this group of ligands. As 

such, their reactivity difference is expected to be mainly controlled by inductive electronic effects 

of the ligand. A good correlation between the activation energies and the computed HOMO energy 
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of the CuI catalyst (EHOMO) was observed (Figure 2-13). Thus, EHOMO was chosen as an appropriate 

descriptor to describe the electronic effects of the ancillary ligand. 

Table 2-1 Electronic effects of the TPMA family ligands.a 

 

ligand G‡
exp G‡

DFT EHOMO
b Vbur%c Edist(TS)

d Edist(BrCuIIL)
e 

TPMA 15.0 16.6 7.66 39.2 2.1 4.0 

TPMA*3 12.0 14.6 7.41 40.3 2.0 3.6 

TPMANMe2 10.0 13.0 7.36 39.0 1.8 3.7 

a All Gibbs free energies and distortion energies are in kcal/mol; EHOMO is in eV.  b HOMO energy of the [CuIL]+ computed at the 

-B97XD/def2-TZVP level of theory in acetonitrile using the CPCM solvation model.  c Percent buried volume of the ligand 

computed from the DFT-optimized geometry of the [CuIL]+.70  d Distortion energy of the CuL catalyst in the ISET transition state 

with respect to the ground state [CuIL]+.  e Distortion energy of the CuL catalyst in the [BrCuIIL]+ complex with respect to the 

ground state [CuIL]+. 

 

 

Figure 2-12 Optimized geometries of ISET transition states with TPMA family ligands 

 



 31 

 

Figure 2-13 Correlation of experimental reactivities and the HOMO energies of five [CuIL]+ catalysts with 

TPMA family ligands 

2.3.3.2 Ligand Steric Effect 

Me6TREN (L5) is another highly effective and commonly employed ligand in Cu-ATRP.68 

When replacing all N-methyl substituents with ethyl groups (L4, Et6TREN), the ATRP reactivity 

dramatically decreases (Table 2-2). Considering their similar electronic properties, this series of 

ligands was chosen to study the ligand steric effect on reactivity. The optimized ISET transition 

states with both ligands have a greater CuBrC bond angle than that of TS1, indicating greater 

steric repulsions than with the TPMA ligand (Figure 2-14). The computationally predicted barrier 

with Et6TREN is more than 4 kcal/mol higher than that with Me6TREN (Table 2-2), in agreement 

with the experimental reactivity trend. The decreased reactivity with the Et6TREN ligand is mostly 

due to the greater steric hindrance of the ligand as evidenced by the less bent geometry in the ISET 

transition state (Figure 2-14). As shown in Table 2-2, the widely used percent buried volume 

(Vbur%)70 is an appropriate descriptor to distinguish the ligand steric properties. Et6TREN has a 

much larger Vbur% than Me6TREN (56.5% versus 45.7%), while the less hindered TPMA has a 

smaller Vbur% (39.2%) than both ligands. As expected, the computed HOMO energies for L4 and 
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L5 are similar, which confirmed the similar electronic properties of these ligands. Although the 

transition state with Et6TREN has greater distortion energy (∆Edist(TS)) than that with Me6TREN, 

the relatively small distortion energy difference between the two transition states suggests the 

ligand distortion may not strongly correlate with the steric effects of ligands. Effects of ligand 

distortion on reactivity are discussed in more detail below. 

Table 2-2 Steric effects of the TREN family ligandsa 

 

ligand G‡
exp G‡

DFT EHOMO
b Vbur%c Edist(TS)

d Edist(BrCuIIL)
e 

Et6TREN 19.3 18.5 7.33 56.5 3.5 5.1 

Me6TREN 13.8 14.3 7.34 45.7 2.2 4.0 

a All Gibbs free energies and distortion energies are in kcal/mol; EHOMO is in eV.  b HOMO energy of the [CuIL]+ computed at the 

-B97XD/def2-TZVP level of theory in acetonitrile using the CPCM solvation model.  c Percent buried volume of the ligand 

computed from the DFT-optimized geometry of the [CuIL]+.70  d Distortion energy of the CuL catalyst in the ISET transition state 

with respect to the ground state [CuIL]+.  e Distortion energy of the CuL catalyst in the [BrCuIIL]+ complex with respect to the 

ground state [CuIL]+. 

 

 

Figure 2-14 Optimized geometries of ISET transition states with TREN family ligands 
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2.3.3.3 Ligand Backbone Flexibility Effect 

Finally, we considered a series of tetradentate Cyclam family ligands (L6-L9) to 

investigate the effect of ligand backbone flexibility (Table 2-3). Albeit their similar electronic and 

steric properties, these ligands have significantly different reactivities in Cu-ATRP. Experimental 

kinetic data showed that the reactivity decreases with augmented backbone flexibility.68 For 

example, the Cu complex with the most rigid ligand, Cyclam-B, is among the most active catalysts 

for Cu-ATRP, while the complex with structurally-similar acyclic ligand N[2,3,2] is six orders of 

magnitude less reactive. This reactivity trend was successfully reproduced by the computed 

transition state energies (G‡
DFT). The computed distortion energies (∆Edist(TS)) indicated the low 

reactivities with the more flexible ligands (L6 and L7) are mainly due to the high distortion energy 

of the CuL catalyst in the ISET transition state. In reactions with L6, L7, and L8, the CuL catalyst 

is distorted from a tetrahedral geometry in the CuI ground state to a square pyramidal geometry in 

the ISET transition state (Figure 2-15). In contrast, the ligand conformation remains similar in 

reaction with the more rigid ligand L9, leading to a much smaller distortion energy. 

Because of its significant role on reactivity, a specific parameter should be included in the 

predictive model to describe the effect of ligand backbone flexibility. However, to the best of our 

knowledge, parameters specifically for ligand flexibility effects have not been developed in the 

literature. Here, we found the computed distortion energy of CuL in the ISET transition state 

(∆Edist(TS)) and in the [Br-CuIIL]+ product (∆Edist(BrCu
II
L)) can both adequately describe the ligand 

flexibility effect. Because the ISET transition states are late (vide supra) and product-like, an 

excellent linear correlation between ∆Edist (TS) and ∆Edist(BrCu
II

L)  for all 9 aforementioned ligands is 

observed (Figure 2-16). Because the computation of ∆Edist(BrCu
II
L) does not require optimization of 
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the ISET transition state geometry and thus is much more feasible, ∆Edist(BrCu
II
L) was chosen as a 

parameter to describe the ligand flexibility effect.   

Table 2-3 Flexibility effects of the Cyclam family ligandsa 

 

ligand G‡
exp G‡

DFT EHOMO
b Vbur%c Edist(TS)

d Edist(BrCu
II

L)
e 

N[2,3,2] 21.5 27.5 7.12 48.4 11.9 14.4 

N[2,2,2] 18.6 26.4 7.26 45.6 14.2 17.0 

Me4Cyclam 17.7 20.3 6.92 49.6 7.0 9.0 

Cyclam-B 13.6 16.8 6.81 47.6 4.0 5.2 

a All Gibbs free energies and distortion energies are in kcal/mol; EHOMO is in eV.  b HOMO energy of the [CuIL]+ computed at the 

-B97XD/def2-TZVP level of theory in acetonitrile using the CPCM solvation model.  c Percent buried volume of the ligand 

computed from the DFT-optimized geometry of the [CuIL]+.70  d Distortion energy of the CuL catalyst in the ISET transition state 

with respect to the ground state [CuIL]+.  e Distortion energy of the CuL catalyst in the [BrCuIIL]+ complex with respect to the 

ground state [CuIL]+. 
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Figure 2-15 Optimized geometries of CuI catalysts and ISET transition states with Cyclam family ligands 

 

 

Figure 2-16 Correlation of ∆Edist(TS) and ∆Edist(BrCuIIL) for 9 ligands in the training set 
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2.3.3.4 Predictive model for ligand effect on reactivity 

Through the detailed analysis of computed transition state structures and energies, we not 

only uncovered the factors that affect reactivity, but also identified appropriate parameters to 

describe each type of ligand effects. Therefore, these theoretical insights allowed us to establish a 

simple mathematical equation using only three parameters to predict the reactivity of the 

structurally diverse Cu-ATRP catalysts, namely, the HOMO energy of the [CuIL]+ catalyst 

(EHOMO), the percent buried volume (Vbur%), and the distortion energy of CuL in the [BrCuIIL]+ 

complex (∆Edist). Using the nine ligands discussed above (L1-L9) as the training set, eq. 2-7 was 

developed using multivariate linear regression by correlating the experimental activation free 

energies with these three calculated parameters (Figure 2-17). The rest of the ligands in Figure 8 

were then used as test sets to validate the predictive model. 

G‡
predicted = 4.50  EHOMO + 0.45  Vbur% + 0.48  ∆Edist  41.0    (eq.2-7) 

 

Figure 2-17 Predictive model for ligand effect on Cu-ATRP reactivity 
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Overall, a good correlation between the predicted activation free energies (G‡
predicted) and 

the experimentally derived activation free energies (G‡
exp). For all 18 ligands studied, the mean 

unsigned error (MUE) of the predicted activation free energy is 1.1 kcal/mol. Although the training 

set only contains tetradentate ligands, eq. 2-7 performed well for tetradentate as well as tridentate 

ligands in the test set. The barriers for all tetradentate and tridentate ligands from either the training 

set or the test set were correctly predicted within ±2 kcal/mol error ranges (between the two dash 

lines). This is very promising to Cu-ARTP ligand discovery since tetra- and tridentate ligands form 

the most reactive Cu complexes for ATRP. The less accurate prediction for the bidentate bpy 

ligand71 might be due to the fact that it only contains 100% sp2 N and thus is structurally different 

from the training set tetradentate ligands.  

To further understand the impact of each factor on the reactivity, the computed parameters 

of all 18 ligands are shown using the green-yellow-red color scale in Table 2-4. Here, green 

indicates a positive effect to enhancing the reactivity, while red indicates a negative effect as 

compared with other investigated ligands. In terms of electronic effect, ligands with a greater 

number of chelating sp3 N atoms are generally more effective due to their stronger donicity. For 

example, the all-sp3 N cyclam-family ligands (Cyclam-B, Me4Cylam, N[2,2,2], N[2,3,2], and 

N[3,2,3])) have HOMO values between 6.81 eV to 7.26 eV, while the sp3/sp2 hybrid ligands 

such as TPMA ligands have lower HOMO values ranging from 7.36 eV to 7.66 eV. Similarly, 

two TREN-type ligands (Me6TREN and Et6TREN) have higher HOMO than TPMA ligands. 

Although not among the most electronically activated ligands, TPMA ligands are advantageous 

due to their less steric repulsions and high rigidity with low Vbur% and ∆Edist values. Therefore, 

five of the seven most reactive ligands (ΔG‡
exp ≤15.0 kcal/mol) are TPMA derivatives. In fact, we 

found steric effect (Vbur%) and backbone flexibility effect (ΔEdist) have greater contribution to the 
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reactivity than the electronic effect (EHOMO) from the standardized multivariate linear equation (see 

eq. 2-8). Furthermore, the electronic properties of TPMA ligands can be easily tuned by 

substitution on the pyridine rings. As such, TPMANMe2 is the most reactive ligand discovered so 

far because it has low steric repulsion and distortion penalty, and favorable electronic effect via 

incorporation of strong electron-donating groups. 

Table 2-4 Calculated electronic (EHOMO), steric (Vbur%), and backbone flexibility (∆Edist) parameters for all 18 

ligands a 

a All calculated parameters are color-coded. Green indicates quantities that are favorable for reactivity, and red 

indicates quantities that lead to lower reactivity. All energies are in kcal/mol. EHOMO are in eV. 

 

G‡
predicted = 1.17  EHOMO’ + 2.56  Vbur’% + 2.42  ∆Edist’ + 15.7   (eq.2-8) 

ligand ΔG‡
exp ΔG‡

predicted EHOMO Vbur% ∆Edist 

TPMANMe2 10.0 11.5 -7.36 39.0 3.7 

TPMA*3 12.1 12.2 -7.41 40.3 3.6 

TPMA*2 13.4 12.6 -7.49 40.0 3.8 

Cyclam-B 13.6 13.6 -6.81 47.6 5.2 

TPMA*1 13.7 12.9 -7.57 39.6 4.0 

Me6TREN 13.8 14.5 -7.34 45.7 4.0 

TPMA 15.0 13.0 -7.66 39.2 4.0 

BPED 16.6 18.5 -7.48 41.8 14.7 

PMDTA 16.9 18.2 -7.46 40.9 14.9 

Me4Cyclam 17.7 16.8 -6.92 49.6 9.0 

N[2,2,2] 18.6 20.3 -7.26 45.6 17.0 

BPMPA 18.8 17.7 -7.82 37.5 13.9 

bpy 19.1 16.3 -7.78 38.6 10.2 

Et6TREN 19.3 19.9 -7.33 56.5 5.1 

TPMAPh 19.4 18.1 -7.62 47.7 7.0 

TMEDA 20.0 20.5 -7.39 47.4 14.4 

N[3,2,3] 20.6 21.0 -7.21 51.1 13.6 

N[2,3,2] 21.5 19.7 -7.12 48.4 14.4 
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Here the raw computed parameters were standardized to the normalized values with zero 

mean and unit variance, i.e. Parameter′ =  
Parameter𝑟𝑎𝑤− 𝜇

𝜎
, where µ and  are the mean and the 

standard deviation of individual parameters for 9 ligands in the training set, respectively.  

2.4 Conclusion 

In this study, we demonstrated a computational approach to develop predictive 

mathematical equations for the reactivity of catalysts and initiators in Cu-ATRP, a widely used 

controlled radical polymerization reaction. We report the first DFT calculations of the inner-sphere 

electron transfer transition state, which involves a halogen atom transfer between a dormant alkyl 

halide chain end and the Cu(I) catalyst. An in-depth computational analysis revealed a few key 

factors controlling the stability of the ISET transition state, and thus the activation rate constant. 

The ISET transition state involves a bent geometry of the Cu⋯Br⋯R bond, which leads to an 

enhanced non-covalent interaction between the ancillary N-donor ligand and the alkyl halide chain 

end. As such, the stability of the ISET transition state is sensitive to the steric properties of the 

ligand. A substantial amount of charge transfer from the Cu(I) catalyst to the alkyl halide is 

observed in the transition state, which indicates the ISET process can be facilitated by stronger 

donor ligands. In addition, ISET transition states with flexible multidentate ligands, such as the 

acyclic ligand N[2,3,2], suffer from a high catalyst distortion energy due to the different ligand 

conformations in the [CuIL]+ resting state and the ISET transition state. With these mechanistic 

insights into the factors controlling reactivity, we identified three parameters, namely the percent 

buried volume, HOMO energy of the [CuIL]+ catalyst, and the catalyst distortion energy of the 

[Br-CuIIL]+ complex, to describe the steric, electronic, and flexibility effects of ligand, 
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respectively. We developed a three-variable linear equation using these three DFT-computed 

parameters to predict the reactivity of a structurally diverse set of Cu-ATRP catalysts. The 

predicted activation barriers are within ±2 kcal/mol of the experimental values for 17 out of 18 

ligands used in the training and test sets.  

The same computational approach was used to develop a predictive equation for initiator 

effects on reactivity. Since the DFT calculations indicated a late ISET transition state with a 

substantial R−X bond stretch and a strong X⋯Cu interaction, the stability of the transition state is 

expected to be affected by both the R−X bond dissociation energy (BDE) and the halogenophilicity 

of the [CuIL]+ complex. These conclusions were reaffirmed by a distortion/interaction model 

analysis which indicated a good correlation between the R−X distortion energy to reach the ISET 

transition state and the in general stronger interaction energies between Br and Cu than between 

Cl and Cu in the ISET transition states. Using these mechanistic insights, a two-variable linear 

equation was developed using R−X BDE and Cu−X halogenophilicity as parameters to describe 

the effects of R−X bond stretch and Cu−X interactions, respectively.  

Taken together, we demonstrated the use of mechanistic insights derived from transition 

state calculations to guide the development of predictive mathematical relationships for reactivities 

of Cu-ATRP. We expect our models to shed light on the rational ligand design and discovery for 

Cu-ATRP. Similar approaches may be employed to benefit the ligand design in other transition 

metal-catalyzed reactions. 
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3.0 COMPUTATIONAL STUDY ON THE MECHANISM OF PHOTO-INDUCED 

METAL-FREE ATOM TRANSFER RADICAL POLYMERIZATION (photoATRP) 

3.1 Introduction 

Photoredox catalysts have been extensively investigated for water splitting,72 solar cells73 

and photodynamic therapy74 in inorganic and materials chemistry. Photoredox catalysts were also 

used in organic synthesis75  and polymerization,76 ,77  especially photoinduced electron transfer 

(PET)-RAFT. 78  Recently, photoinduced metal-free ATRP has been catalyzed by photoredox 

catalysts, such as fac-[Ir(ppy)3] (1, ppy = 2-pyridylphenyl, in Figure 3-1) and 10-

phenylphenothiazine (2, Ph-PTZ, in Figure 3-1). A simplified activation/deactivation mechanism 

for photoredox mediated ATRP (photoATRP) is shown in Figure 3-2. Both ground state catalysts 

(Cat) can be excited to form very strong reductants (Cat*, 𝐸𝟏+/𝟏∗
o  = - 1.73 V vs. SCE, 𝐸𝟐•+/𝟐∗

o  = - 

2.10 V vs. SCE), which can reduce the alkyl halide (R-X) initiator to form the catalyst radical 

cation species (Cat+) and the propagating alkyl radical (R) which initiates polymerization. The 

Cat+ is a strong oxidant (𝐸𝟏+/𝟏
o  = 0.77 V vs. SCE, 𝐸𝟐•+/𝟐

o  = 0.68 V vs. SCE), able to deactivate the 

propagating alkyl radicals and regenerate the ground state catalyst. It should be noted that these 

two types of photoredox catalysts have much more negative potential values than the Cu-based 

ATRP catalyst (e.g. 3, [CuI(TPMA*3)]+, in Figure 3-1, which is the most reactive Cu catalyst 

reported so far), indicating much greater reactivity in the activation of alkyl halides. Although it 

has been proved that the activation and deactivation in Cu-catalyzed ATRP occurs via inner-sphere 

electron transfer (ISET) only (see details in Section 2.3.1), the activation of photo-induced ATRP 

is believed to occur via dissociative electron transfer process due to the strong oxidation potential 
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of photoredox catalysts. But the mechanisms of deactivation in photoATRP is unveiled yet. Both 

outer-sphere electron transfer (OSET) and ISET pathways would be possible. 

 

Figure 3-1 Structures of photoredox catalyst 1 and 2 and a Cu-catalyzed ATRP catalyst 3 

 

 

Figure 3-2 Simplified activation/deactivation mechanism for photoredox-mediated ATRP reactions 

 

Matyjaszewski’s group developed a series of phenothiazine derivatives and other related 

compounds as photoredox catalysts to conduct metal-free ATRP of methyl methacrylate (MMA). 

Figure 3-3 shows the structures, ATRP reactivities, and the dispersity of the polymerization for 

representative photoredox catalysts. Compare to the background reaction (Entry 1), all these 

catalysts are effective in the activation step, but not all of them participated efficiently in the 

deactivation step. In addition, the chloride-based initiator might not be suitable for photoinduced 

system that is inefficient to deactivate the propagating radicals, and lead to a large dispersity. 

 

Cat = 1 or 2

Activation

Deactivation
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Entry Catalyst R-X Activation Deactivation Mw/Mn 

1 None MMA-Br  – 2.25 

2 2, Ph-PTZ MMA-Br + + 1.50 

3 2, Ph-PTZ MMA-Cl + – 3.44 

4 3, Me-PTZ MMA-Br + +/– 1.79 

5 4, Ph-CBZ MMA-Br + – 1.89 

Figure 3-3 The structures, ATRP reactivities, and the dispersity of polymerization for representative 

photoredox catalysts. 

 

In order to obtain further insights into the mechanisms of the activation and the deactivation 

processes, and to explore factors that affect the efficiency of the photoredox catalysts in ATRP, 

Marcus Theory and DFT calculations were carried out to study the activation/deactivation 

reactions with selected catalysts 2 (Ph-PTZ), 3 (Me-PTZ), and 4 (Ph-CBZ). 

3.2 Computational Methods 

3.2.1  DFT calculations 

All DFT calculations were performed with the Gaussian 09 software package.54 

Geometries were optimized using the B3LYP8 functional and the 6-31G(d)13 basis set in solution. 

The SMD21 solvation model and DMF solvent were used in the calculations. Single point energies 

were calculated using M06-2X11 and 6-311++G(3df,2p) and the SMD solvation model in DMF. 
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Reported Gibbs free energies and enthalpies in solution include thermal corrections computed at 

298 K and are computed at the standard concentration (1 mol/L). The CCSD(T) benchmark 

calculations were performed with MOLPRO Version 2012.1.79 

 

3.2.2  Marcus Theory Calculations 

1. Activation of photoinduced ATRP  

The strongly negative values for 𝐸Cat•+/Cat∗
o  (see Figure 3-1) suggested the viability of an 

OSET for the activation of photoinduced ATRP (eq. 3-1). This reaction involves a concerted 

dissociative electron transfer (DET) to R-X, as consolidated in the literature for the reductive 

cleavage of alkyl halides.80,81 Therefore, assessment of activation barriers cannot be made by a 

straight forward application of the well-known Marcus theory for electron-transfer processes. A 

modified model of Marcus theory, developed by Savéant55, is available and is currently used to 

analyze the dynamics of DET processes.  

               (eq. 3-1) 

Given the ion-dipole interaction between the two fragments of DET, R and X , in the 

solvent cage, a “sticky” model81 was used to estimate the DET barriers (eq. 3-2).   

∆𝐺𝐷𝐸𝑇
‡ = ∆𝐺0

‡(1 +
∆𝑟𝐺o−𝐷𝑝

4∆𝐺0
‡ )2                                  (eq. 3-2) 

∆𝐺0
‡ =

(√𝐷𝑅−𝑋−√𝐷𝑝)
2

+0

4
                                                                 (eq. 3-3) 

0 = A[(2rCat)
-1 + (2rRX’)

-1  (rCat+ rRX’)
 -1]            (eq. 3-4) 

where ∆𝐺0
‡
 is the intrinsic barrier of the reaction that can be derived from eq. 3-3; o is the solvent 

reorganization energy that can be calculated with eq. 3-4 where A=95 kcal mol-1 Å was used, rCat 

is the radii of the catalyst and rRX’ is the effective radii of R-X, which was calculated from the 
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equation RX X X RX(2 - ) /r r r r r 82,83; ∆𝑟𝐺o is the reaction energy for the DET process (eq. 3-1), which 

can be either calculated from DFT or obtained from standard potentials of the donor and acceptor 

redox couples in the ground state using Weller equation84 (eq. 3-5); Dp is the interaction energy 

between R• and X− in the solvent cage, and the experimental data of Dp for MMA-Br and MMA-

Cl were used in our calculation85; DR-X is the R-X bond dissociation enthalpy calculated using 

DFT. 

∆𝑟𝐺o = 𝐹(𝐸Cat•+/Cat
o − 𝐸RX/R•+X−

o − 𝐸ℎ𝑣) −
𝑁A𝑒2

4𝜋𝜀0𝜀𝑟
       (eq. 3-5) 

where NA is the Avogadro constant, e is the elementary charge, ε0 is the permittivity of vacuum 

and ε the relative permittivity of the solvent at 25 °C. The last term is the Columbic energy 

experienced by the radical ion pair at distance r. The distance was approximated to the sum of the 

radii of the two hitting molecules * RXCatr r r  ). All radii were obtained from the computed volume 

of the molecules, based on an isoelectron density surface of 0.001 electrons/Bohr3 using the DFT-

optimized structures. The relevant thermodynamic, kinetic and geometric parameters used in the 

calculations are listed in Table 3-1. 

Table 3-1 Thermodynamic, kinetic and geometric parameters for the homogenous electron transfer to R-X. 

Cat R-X rCat rRX r λo DRX 𝐸Cat•+/Cat∗
o  𝐸RX/R•+X−

o  DP 

  Å Å Å kcal/mol kcal/mol V vs. SCE V vs. SCE kcal/mol 

2*, Ph-PTZ* MMA-Br 4.49 3.42 2.80 14.53 58.7 -1.97 -0.52 0.24 

2*, Ph-PTZ* MMA-Cl 4.49 3.47 2.68 15.07 75.7 -1.97 -0.76 0.69 

3*, Me-PTZ* MMA-Br 3.94 3.42 2.80 14.94 58.7 -1.96 -0.52 0.24 

4*, Ph-CBZ MMA-Br 4.37 3.42 2.80 14.60 58.7 -1.91 -0.52 0.24 
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For example, when the catalyst is 2*, the numerical calculations are shown as follows: 
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Alternatively, the reaction energy can be calculated by DFT: 
o

rG = -30.4 kcal/mol 

    11opRX
0 mol kcal 4916mol kcal 

4

5314240758

4

 





 .
...DD

G‡  

11
o mol kcal 5314mol kcal  

1

2

1

2

1
95

CatCat

 









 .

rrrr
 

Thus,  

     ∆𝐺𝐷𝐸𝑇
‡ = ∆𝐺0

‡(1 +
∆𝑟𝐺o − 𝐷𝑝

4∆𝐺0
‡

)2 = 16.49 × (1 +
−34.59 − 0.24

4 × 16.49
)2 = 3.7 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 

Alternatively, ∆𝐺𝐷𝐸𝑇
‡ = 4.7 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 if using DFT calculated 

o

rG = -30.4 kcal/mol 

 

2. Deactivation of photoinduced ATRP  

Five possible mechanisms were considered for the deactivation process: (a) inner-sphere 

electron transfer (ISET) mechanism; (b) dissociative electron transfer (DET); (c) outer-sphere 

electron transfer between Cat+X and R (OSET-I), followed by addition of X to R+; (d) outer-

sphere electron transfer between Cat+ and R (OSET-II), followed by recombination of R+ and 

X; (e) the termolecular associative electron transfer (AET-ter). The barriers for last four 

mechanisms are estimated using Marcus Theory. Geometric and thermodynamic parameters for 

the three catalysts 2, 3 and 4 and for the initiators MMA-Br and MMA-Cl are provided in Table 
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3-2. Detailed calculations are here reported for the 2 + MMA-Br catalytic system, while results for 

all investigated systems are presented in Table 3-2. 

Table 3-2 Parameters used for the determination of energy barriers for the deactivation pathways. 

Catalyst Complex 
DRX  

(kcal mol-1) 

Radius 

(Å) 

ΔrGo  

(kcal mol-1) 

  MMA Cat+-X- Cat+ OSET-I OSET-II DET 

2●+Br- 20.9 3.0 4.6 4.1 13.6 8.7 8.4 

2●+Cl- 36.0 3.0 4.5 4.1 11.0 8.7 7.5 

3●+Br- 20.1 3.0 4.0 4.0 11.3 7.5 8.2 

4●+Br- 6.8 3.0 4.1 4.4 -3.5 -7.4 -6.6 

 

DET deactivation 

2•+Br–-C  +  R   →   2  +  Br–  +  R+              (eq. 3-6) 

Sticky interaction does not occur here, because there is no interaction between Br- and a 

radical. The activation Gibbs free energy is therefore given by: 
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o
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0G  for a dissociative electron transfer 

can be calculated from the bond dissociation energy and solvent reorganization energy: 

4

o

0




 C-B r2
D

G‡                         

Using the computed 
C-Br2 D  value of 6.3 kcal mol-1 and o calculated as 

• •

1 1 1

o Cat CatR R

1 1 1
95[(2 ) (2 ) ( ) ] 95 13.87

2 4.56 2 2.95 4.56 2.95
r r r r     

        
   

 kcal mol-1 

leads to  

  1

2

1
DET mol kcal 1314

0454

613
1mol kcal 045  










 .

.

.
.G‡  

 

 



 48 

OSET-I deactivation 

2•+Br–-C + R•     2-Br–-C + R+               (eq. 3-7) 

As in the case of OSET-II, no bond is being broken or formed during electron transfer. 

Thus, Marcus theory of outer-sphere electron transfer can be applied to the OSET-I deactivation 

pathway: 
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by 

• •

1 1 1

o Cat CatR R

1 1 1
95[(2 ) (2 ) ( ) ] 95 13.87

2 4.56 2 2.95 4.56 2.95
r r r r     

        
   

kcal mol-1 

with these values ‡
I-OSETG  is calculated as 

  1

2

1
I-OSET mol kcal 613

4734

6613
1mol kcal 473  










 .

.

.
.G‡  

 

OSET-II deactivation 

2•+ + R•     2 + R+                                             (eq. 3-8) 

Similar to OSET-I mechanism, the barrier of OSET-II mechanism can be calculated as:  
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AET-ter deactivation 

The exact reverse process of metal-free ATRP activation (eq. 3-1), which is a dissociative 

electron transfer (DET), is an associative electron transfer involving a termolecular encounter 

(AET-ter): 

act

AET-ter

• • + RX   + X  + R
k

k

 2 2                    (eq. 3-9) 

The activation free energy of the termolecular deactivation ( ‡
terAETG ) is 
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where 1
0 mol kcal 516  .G‡  and the DFT-calculated reaction free energy is rG

o = 33.6 kcal 

mol-1. In addition, Dp = 0.24 kcal mol-1. Therefore, calculation of the activation free energy gives 

1
terAET mol kcal 93 

  .G‡ . 

3.3 Results and Discussion 

3.3.1  Activation Mechanism 

The activation processes involving the reactions of excited 2*, 3*, and 4* with MMA-Br 

and 2* with MMA-Cl (eq. 3-1, Cat = 2*, 3*, or 4*, RX = MMA-Br or MMA-Cl) were examined 

through DFT calculations. Here, MMA-Br and MMA-Cl were used as a model of the PMMA 

growing chain end. Geometry optimizations of the radical anions of MMA-Br and MMA-Cl led 

to dissociation to the free MMA radical and Br– or Cl–. The instability of the RX radical anion 

confirms that ET from Cat* to RX (eq. 3-1) is a concerted dissociative ET process. The standard 
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free energies obtained from DFT calculations for the dissociative ET to form R● and X- were used 

to estimate the activation free energies according to the sticky model of DET (eq. 3-2). Table 3-3 

reports the computed reaction free energies and activation free energies. The agreement between 

the computed activation energies and those derived from experimental data, is not very good in 

some cases. This could be due to the uncertainty in the computed free energy of solvation of ions. 

For instance, experimental solvation free energy of bromide anion in DMF86, ∆Gsol
exp (Br−), is −59.9 

kcal mol-1), while the value computed by the SMD solvation model, ∆Gsol
DFT (Br−), is −54.1 kcal 

mol-1). On the contrast, the ∆Gsol
exp (Cl−) = −63.1 kcal mol-1,86 while the ∆Gsol

DFT (Cl−) = −66.3 kcal 

mol-1.  All reactions are highly exergonic and have low barrier for the dissociative electron transfer. 

This confirms that DET activation is highly likely with all three catalysts. 

Table 3-3 Computed reaction energies, and activation free energies in the activation process, with the exicted 

catalysts, 2*, 3*, and 4*. 

Cat R-X o

rG
a G ‡ b o

rG
c G ‡ c 

2*, Ph-PTZ MBiB −30.4 4.7 −34.6 3.7 

2*, Ph-PTZ MCiB −30.9 6.8 −29.1 7.2 

3*, Me-PTZ MBiB −32.0 4.4 −34.4 3.8 

4*, Ph-CBZ MBiB −25.1 6.3 −33.3 4.0 

a Reaction free energies (in kcal mol-1) are computed at the M06-2X/6-311++G(3df,2p)//B3LYP/6-31G(d) 

level of theory. The SMD solvation model with DMF solvent was used in geometry optimizations and single point 

energy calculations. b Activation barriers of DET pathway calculated from eq. 3-2 using DFT-calculated reaction 

energies. c Calculated from eq. 3-2 using experimental reaction energies. 

3.3.2  Structures and stabilities of intermediates Cat●+ and Cat●+X− 

A key factor that determines whether the deactivation occurs through an inner-sphere or an 

outer-sphere ET mechanism is the structural stability of the resulting radical cation and halide 
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anion complex Cat●+X− formed after the activation. The optimized geometries and energies of the 

radical cation 2●+ and two lowest energy isomers of the 2●+Br− complex are shown in Figure 3-4. 

The DFT calculations indicate that both isomers of 2●+Br− have similar Gibbs free energies in 

solution as the dissociated radical cation 2●+ and Br−. Isomer 2●+Br−-C (C stands for covalent) has 

stronger covalent interactions between the S atom in the catalyst and the bromide anion, while the 

interactions between the catalyst radical cation and the bromide in isomer 2●+Br−-I (I stands for 

ionic) are mostly ionic. This difference is supported by the shorter S−Br distance (3.03 vs 4.04 Å, 

respectively) and a greater S−Br Wiberg bond index (0.12 vs 0.01, respectively) in 2●+Br−-C than 

in 2●+Br−-I. In addition, the Br atom in the covalent complex 2●+Br−-C is less negatively charged 

and has greater spin density than the Br in the ionic complex (Figure 3-4). Due to the ionic 

character of 2●+Br−-I, the geometry of the phenothiazine rings in the ionic complex 2●+Br−-I is 

almost completely planar, the same as the dissociated radical cation. 87  In contrast, the 

phenothiazine is bent in 2●+Br−-C, which resembles the geometry of 2 in the ground state. 

Nonetheless, the relative Gibbs free energies, the S-Br distances and bond orders all indicate that 

the interactions between the catalyst radical cation and the bromide anion in 2●+Br− in solution are 

relatively weak, and 2●+, 2●+Br−-C, and 2●+Br−-I may all exist in equilibrium.  
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Figure 3-4a Optimized geometries of the radical cation 2●+ and the zwitterionic radical complex 2●+Br−. 

aThe bond lengths are provided in Å. NPA atomic charges of Br, S, and N atoms are shown in red in square 

brackets. Spin densities are shown in blue in parentheses. 

 

Similarly, calculations on other Cat●+X− complexes indicate that their dissociation to the 

separated radical cation and halide anion are all facile. The most stable isomers of 2●+Cl−,  3●+Br−, 

and 4●+Br− complexes are all within ±1 kcal/mol of the separated ionic species in terms of Gibbs 

free energies. The optimized geometries, computed spin densities, charges, and Wiberg bond 

indices of these ion pair complexes are shown in Figure 3-5.  
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Figure 3-5 HOMO, spin densities, NPA charges, and Wiberg bond indices of Cat●+X- 

3.3.3  Benchmark calculations of dissociation energy of 2●+Br- 

To evaluate the accuracy of the computational method, we investigated the relative 

stabilities of 2●+Br--C and 2●+ at different levels of theory (Table 3-4). DMF was used as the 

solvent in the SMD and CPCM solvation model calculations. The method used in this study, M06-

∆G = 0.2 kcal/mol
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∆G = -0.2 kcal/mol
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2X/6-311++G(3df,2p), gives good agreement with the high-level DF-LCCSD(T)-F12/cc-pVTZ 

calculations in the gas phase (entries 6 vs. 8). Although the dissociation of the ion pair is highly 

unfavorable in the gas phase, the dissociation becomes slightly exergonic in solution. Calculations 

using the CPCM solvation model (entry 5) predicted the dissociation to be exergonic by 4.7 kcal 

mol-1, while prediction of the SMD model is that dissociation is only slightly exergonic by 0.2 

kcal/mol (entry 3). Using the experimental solvation free energy of bromide anion in DMF,86 along 

with the solvation free energies computed with SMD for 2●+Br--C and 2●+, the calculations (entry 

4) indicate that the dissociation of the ion pair is exergonic by 6.0 kcal/mol. These calculations 

suggest that the exact value of the ion pair dissociation energy in solution is challenging for 

computations, due to the relatively large errors in the solvation free energy calculations with the 

explicit solvation models. Based on the previous benchmark study by Cramer and Truhlar,88 the 

average errors for SMD model for cations and anions in non-aqueous solutions are about 6 and 3 

kcal mol-1, respectively. The average errors for CPCM are greater than 10 kcal mol-1 for cations, 

and about 4 kcal mol-1 for anions. Considering these reported average errors, the SMD solvation 

model was used in the present study. It should be noted that the conclusions in this study will not 

be affected by the choice of the solvation model in the DFT calculations. Most importantly, the 

termolecular pathway in deactivation is always the most favorable regardless of the solvation 

model used.  
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Table 3-4 The relative stabilities of 2●+Br--C and 2●+ at different levels of theory. 

2●+Br--C  →  2●+  +  Br- 

Entry Methoda 

Dissociation  

energy (kcal mol-1) 

ΔG ΔH 

1 B3LYP/6-311G(3df,2p) (SMD) -0.8 5.7 

2 M06-2X/6-311G(3df,2p) (SMD) 2.3 8.8 

3 M06-2X/6-311++G(3df,2p) (SMD) -0.2 6.3 

4 M06-2X/6-311++G(3df,2p) (SMD)b -6.0 0.5 

5 M06-2X/6-311++G(3df,2p) (CPCM) -4.7 1.9 

6 M06-2X/6-311++G(3df,2p) (gas) 83.3 89.8 

7 DF-LUCCSD(T)/cc-pVDZ (gas) 87.5 94.0 

8 DF-LUCCSD(T)/cc-pVTZ (gas) 82.3 88.9 

aMethod used in singlet point energy calculations. Geometries were optimized with B3LYP/6-31G(d) with 

the SMD solvation model in DMF for all calculations. Thermal corrections to G and H at 298 K were calculated using 

the same level of theory as in geometry optimization. b Experimental solvation free energy of bromide anion in DMF 

(∆Gsol(Br−) = −59.9 kcal mol-1) was used in place of the value computed by the SMD solvation model (∆Gsol(Br−) = −54.1 

kcal mol-1).   

3.3.4  Deactivation Mechanism 

Since the DFT calculations have shown that both the catalyst radical cation 2●+ and the ion 

pair complex 2●+Br− exist in solution, five possible deactivation mechanisms of the MMA● with 

2●+ or with 2●+Br−-C89 were evaluated (Figure 3-6): (a) inner-sphere electron transfer (ISET) 

mechanism through a concerted Br atom transfer from 2●+Br−-C to MMA● via transition state 

TS1; (b) dissociative electron transfer (DET) from MMA● to 2●+Br−-C to form the carbocation, 2 

and Br−, followed by recombination of MMA+ and Br- to generate MMA-Br; (c) outer-sphere 

electron transfer (OSET-I) from MMA● to 2●+Br−-C to form an anionic 2 Br− complex and MMA+, 

followed by dissociation to the catalyst 2 and Br−, and counteriaons recombination; (d) outer-
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sphere electron transfer from MMA● to the dissociated radical cation 2●+ (OSET-II); and (e) 

associative electron transfer from 2●+ to MMA● and Br− to form the ground-state catalyst 2 and 

MMA-Br, involving a termolecular encounter (AET-ter). ISET and AET-ter pathways produce 

RX without the formation of any intermediate, while all other ET pathways (DET, OSET-I, and 

OSET-II) generate the R+ cation, which then rapidly recombines with the halide anion to form RX. 

The transition state for the concerted Br atom transfer (ISET) was optimized with DFT 

calculations. The barriers for the outer-sphere electron transfer pathways (OSET-I, OSET-II) were 

calculated using the Marcus theory (Details are seen in Section 3.2) 

 

Figure 3-6 Possible deactivation mechanisms in photoinduced metal-free ATRP 

 

The computed reaction energy profiles of the five pathways are summarized in Figure 3-7. 

The ISET pathway requires 10.5 kcal/mol of activation free energy with respect to the ion pair 

complex 2●+Br−-C. The optimized geometry of the ISET transition state (TS1) is shown in Figure 

3-7. Among the other four outer-sphere electron transfer pathways, AET-ter pathway of radical 
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cation 2●+, MMA● and Br− forming 2 and MMA-Br has the lowest activation energy, 3.9 kcal/mol. 

The electron transfer from MMA● to the dissociated radical cation 2●+ (OSET-II) requires 9.2 

kcal/mol of activation free energy, which is close to the activation energy of ISET pathway (10.5 

kcal/mol). The other two reaction pathways, OSET-I and DET, have higher barriers of 13.6 and 

13.4 kcal/mol, respectively.  

 

Figure 3-7 Computed reaction energy profiles for the reaction of 2●+Br−-C with MMA●  

  

These calculations suggest AET-ter to be the most favored pathway. Additionally, some 
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oligomer formation during the polymerization provides further evidence against the formation of 

MMA+, thus ruling out not only OSET-II pathway but also DET and OSET-I pathways. 

3.3.5  Computed Barriers for Deactivation Processes with Different Catalysts. 

The computed activation energies of deactivation reactions with different catalysts are 

summarized in Table 3-5.  

Table 3-5 Computed activation energies for possible deactivation pathways in metal-free ATRP with 

photoredox catalysts 2, 3, and 4. 

Entry catalyst initiator 

activation energy for deactivation pathways ΔG‡ (ΔH‡)  

kcal/mol 

ISETa AET-terb DETa OSET-Ia OSET-IIb 

1 

2 

3 

4 

2, Ph-PTZ 

2, Ph-PTZ 

3, Me-PTZ 

4, Ph-CBZ 

MMA-Br 

MMA-Cl 

MMA-Br 

MMA-Br 

10.5 (−3.3) 

12.5 (−2.4) 

9.0 (−2.6) 

8.3 (−3.5) 

3.9 

6.1 

3.7 

1.0 

13.4 

16.5 

13.2 

2.5 

13.6 

11.2 

11.5 

2.0 

9.2 

9.2 

8.3 

0.8 

a Activation energies with respect to the ion pair complex Cat●+X−; b Activation energies with respect to 

separated ions Cat●+ and X−, which energies are within 1 kcal/mol of the ion pair complex. 

 

In reactions with MMA-Br, the computed G‡ values are only minimally affected when 

switching the catalyst from Ph-PTZ 2 to Me-PTZ 3(entries 1 and 3). However, catalyst 3 did not 

perform as well as catalyst 2 (cf. entry 4, Figure 3-3), probably due to the slow decomposition of 

3●+.90 In the reaction with catalyst Ph-CBZ 4 (entry 4), all five possible pathways have much lower 

G‡ than the corresponding pathways with 2 and 3, due to the greater oxidizing power of 4●+ 

compared to 2●+ and 3●+. However, 4 is a very inefficient deactivator in the polymerization of 

MMA (cf. entry 5, Figure 3-3). The poor performance of 4 is due to the instability of the radical 
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cation 4●+ shown by cyclic voltammetry (CV) experiments. In fact, CV of 4 has shown an 

irreversible response even at high scan rates indicating that 4●+ has a very short lifetime. 

Computational results indicate that the homolytic cleavage of 4●+Br− to form ground state 4 and a 

Br radical is exergonic by -1.5 kcal/mol (Figure 3-8). In contrast, the homolytic dissociation of 

other Cat●+X− complexes to form free halogen radical is much more unfavorable, and requires 

14.0 kcal/mol, 13.8 kcal/mol, and 30.8 kcal/mol for 2●+Br−, 3●+Br−, and 2●+Cl−, respectively.  

 

Figure 3-8 Homolytic cleavage of the 11●+Br− complex indicates the instability of 4●+. 

 

The effects of halides on the barriers of ISET and all other four deactivation pathways were 

then explored. When MMA-Cl is used in place of MMA-Br as the initiator in the reaction with 

catalyst 2 (entry 2, Table 3-5), the barriers of the ISET, AET-ter and DET pathways increase, 

whereas that of OSET-I decreases. As expected, the halide has no effect on the barrier of the OSET-

II pathway. While the most preferred pathway with MMA-Cl is still AET-ter, the activation free 

energy is 2.2 kcal/mol higher than the reaction with MMA-Br. 

In summary, the computed activation energies indicate that the AET-ter pathway is 

preferred in the deactivation process. A combination of more effective catalysts and initiator, such 

as 2 and 3 with MMA-Br (entries 1 and 3 in Table 3-5) leads to low barriers for the AET-ter 

pathway. The performance of catalyst 4 is impeded by the instability of both radical cation 4+ and 

complex 4+Br− that can readily dissociate to form a free bromine radical. The poor control of 

polymerization of MMA with alkyl chloride as ATRP initiator provides a further support for the 
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AET-ter deactivation mechanism. With 2 as catalyst, G‡ of AET-ter increases by 2.2 kcal/mol 

when Cl− is used in place of Br−. This will result in a considerable lowering of the deactivation 

rate, which might not be able to outrun radical-radical termination reactions. 

3.4 Conclusion 

Photoinduced metal-free ATRP provides a fascinating avenue to synthesize well-defined 

polymers in the absence of residual transition metals. In this study, we conducted the first 

computational study on the mechanism of activation and deactivation of photoinduced ATRP via 

DFT and Marcus theory calculations. The structures and stabilities of the radical cation 

intermediates are analyzed with DFT studies. Our computational studies suggest that the activation 

process undergoes a dissociative electron transfer (DET) mechanism while an associative electron 

transfer involving a termolecular encounter (AET-ter) is favored in the deactivation process. This 

detailed study provides a deeper understanding of the chemical processes of metal-free ATRP that 

can aid the design of better catalytic systems.  
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4.0 COMPUTATIONAL STUDY ON CIS-SELECTIVE ENTROPY-DRIVEN RING-

OPENING METATHESIS POLYMERIZATION OF MACROCYCLIC OLEFINS 

TOWARDS SEQUNCED POLYMERS 

4.1 Introduction 

Synthetic copolymer structure is rarely defined at the monomer level despite evidence from 

biological systems that monomer sequence controls properties.91,92,93 Challenges inherent in the 

synthesis of sequenced copolymers and a lack of general understanding of structure-function 

relationships has inhibited progress in this area. Instead, efforts have been largely directed at 

creating novel monomers and controlling architectures on longer length scales. While these efforts 

have been extremely fruitful, the control of sequence would expand exponentially the library of 

polymers available to address needs in fields like energy, medicine, environmental science and 

nanotechnology. 94,95 

The idea of applying ring-opening metathesis polymerization (ROMP) to generate 

sequenced polymers has been previously explored by Hillmyer and Hawker groups.96,97 However, 

limitations of existing methodologies include the lack of molecular weight control, the narrow 

range of acceptable monomers, and/or the inclusion of property-dominating linker groups. 

Recently, Meyer’s group successfully synthesized sequenced polyesters via entropy-driven ROMP 

(ED-ROMP) 98  of strainless macromonomers with metathesis-active olefin linker (P) and 

imbedded monomer sequences of lactic (L), glycolic (G) as well as an ethylene glycol (Eg) unit 

(Figure 4-1). This method produced materials with perfect sequence retention, but a moderate 

degree of molecular weight control with dispersities of ~ 1.3, and low conversion of 35%. To 



 62 

further enhance the molecular weight control, an enhanced version of ED-ROMP, which is termed 

as selectivity-enhanced ED-ROMP (SEED-ROMP) 99 , was developed by Meyer’s group by 

replacing trans-olefins with cis-olefins in the metathesis-active segment to prepare 

macromonomers (Figure 4-2). Under the SEED-ROMP conditions, first-order kinetics and narrow 

dispersities of ~1.1 were observed with high conversion of up to 90%.  

 

Figure 4-1 Advantages of SEED-ROMP Preparation of Sequenced Polyesters Relative to ED-ROMP 

 

 

Figure 4-2 Cis-Selective Ring-Closing Methathesis and SEED-ROMP to Generate a Sequenced Copolymer 

 

The underlying source of selectivity enhancement that occurs during SEED-ROMP is 

presumably related to the improved rate of reaction with the cis-macromonomer relative to the 

trans-macromonomer. 100 As the enhanced reactivity of the cis- relative to the trans-
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macromonomers is the basis for SEED-ROMP and key to the near-living nature of the 

polymerization, we performed computational studies to investigate the origins of the difference. A 

few factors are known to affect the kinetic reactivity of ROMP, including ring strain,101 sterics, 

and electronic effects.102 However, both the cis- and trans- macromonomers are expected to have 

very small ring strain energies, and, thus, the higher reactivity of the cis-isomer should not be 

promoted by ring-strain. In addition, the electronic and steric properties of cis- and trans-double 

bonds in the macromonomers are similar. Based on the known kinetic reactivity of acyclic cis- and 

trans-olefins in cross-metathesis and ethenolysis, 103 , 104 , 105  the local steric and electronic 

environments of the cis- and trans- macromonomers are not expected to play a key role in 

differentiating their reactivities in ROMP. We surmised the conformational flexibility of the 

macrocyclic monomers might affect the ability of the C=C double bond to approach the Ru 

catalyst, which then could, in turn, affect the reactivity of cis- and trans-macromonomers. Due to 

the flexible nature of the macrocyclic monomers, a large number of conformers exist in the resting 

state and many of these conformers are expected to provide access to the [2+2] cycloaddition 

transition state. Thus, a complete understanding of the relative reactivity of cis- versus trans-

macromonomers requires the evaluation of all ground state conformers and their relative reactivity 

in the [2+2] cycloaddition transition state. 

As the large number of transition state conformers is highly challenging for conventional 

transition state calculations, we utilized a combined molecular dynamics/density functional theory 

(MD-DFT) approach to investigate the conformational flexibility of the monomers using MD 

trajectory simulations combined with evaluation of reactivities of each monomer conformer using 

DFT. 
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4.2 Computational Methods 

4.2.1  DFT calculations 

All DFT calculations were performed using the Gaussian 09 software package.54 The 

B3LYP8 density functional and a mixed basis set of LANL2DZ14 for Ru and 6-31G(d)13 basis set 

for other atoms were used in geometry optimizations and energy calculations. All DFT calculations 

were done in gas phase.  

4.2.2  Molecular Dynamics simulations 

Molecular dynamics (MD) simulation were performed using AMBER 10 software106 and 

the general AMBER force field (GAFF).107 The partial charges for the cyclic-Eg(LGLG)2 were 

generated within the antechamber module of AMBER 14 by fitting the electrostatic potential 

generated at the HF/6-31G(d) level by the RESP model.108 The charges were calculated based on 

the Merz-Singh-Kollman scheme 109  using Gaussian 09. The starting structures for the MD 

simulation were the DFT-calculated lowest-energy conformers from a pool of low-energy 

conformers generated via conformational search within MacroModel 110 in Schrodinger software 

package.111 The MD simulations were performed in explicit solvent of CH2Cl2 by immersing the 

starting structure in a pre-equilibrated truncated octahedral box of CH2Cl2 molecules with an 

internal offset distance of 10 Å, using the leap module,112 which resulted in the addition of around 

150 solvent molecules.  A two-stage geometry optimization was performed prior to the explicit 

solvation simulation. First, a short minimization of the CH2Cl2 molecules positions, with positional 

restraints on solute by a harmonic potential with a force constant of 10 kcal mol-1 Å-2, was 
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performed. The second stage was an unrestrained minimization of all the atoms in the simulation 

cell. Then, the systems were gently heated (10-300K) under constant-volume, periodic-boundary 

conditions and the particle-mesh Ewald approach113 was used to introduce long-range electrostatic 

effects. 8 Å cutoff was applied to Lennard-Jones and electrostatic interactions, and harmonic 

restraints of 10 kcal mol-1 were applied to the solute. Bonds involving hydrogen were constrained 

with the Shake algorithm,114 and the Andersen equilibration scheme was used to control and 

equalize the temperature.115 The time step was kept at 2 fs during all stages of the simulation, 

allowing potential inhomogeneities to self-adjust. Each system was then equilibrated without 

restraints for 100 ps at a constant pressure of 1 atm. Finally, a 20 ns unrestrained MD trajectory at 

constant volume and temperature (300 K) was collected and analyzed using the ptraj module.  

4.3 Results and Discussion 

4.3.1  Deviation of Macromonomer’s Conformation from Reactive Olefin Geometry 

First, we optimized the transition state geometries with DFT methods using cis- and trans-

3-hexene as model substrates that undergo [2+2] cycloaddition 14-electron Ru alkylidene complex 

derived from the G2 catalyst (Figure 4-3A). We performed 20 ns MD simulations of cis- and 

trans-cyclic-Eg-(LGL-P)2 in a dichloroethane solvent box. Snapshots of the MD simulations 

revealed both active conformers in which the two olefin substituents are placed on the same face 

of the double bond and inactive conformers with the two olefin substituents on opposite faces 

(Figure 4-3C).  
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Figure 4-3 Computational study on the conformations and reactivity of cis- and trans-macromonomers. (A) 

Optimized transition states of model substrates. (B) Molecular dynamic simulations of cis- and trans-

macromonomers. (C) Representative active and inactive conformers of cis- and trans-macromonomers. 
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To evaluate the structural deviations of MD snapshots from reactive olefin geometry in 

[2+2] cycloaddition, we calculated atomic root-mean-square deviation (RMSD) between the MD 

snapshots and the geometry of 3-hexene in the transition state (Figure 4-3A) in terms of six carbon 

atoms (i,e two olefin carbons, and two alpha, and two beta carbons which are highlighted in green 

in Figure 4-3). As shown in Figure 4-3C, the representative active conformers of cis- and trans- 

monomer have smaller RMSD (1.73 Å and 1.87 Å, respectively) than the inactive conformer in 

both cases (2.12 Å and 2.22 Å, respectively). Thus, the atomic RMSD of the highlighted carbon 

atoms can be used as the indicator of the macrocyclic olefin reactivity with Ru catalyst in [2+2] 

cycloaddition. Finally, the atomic RMSD from the all MD snapshots was plotted over time (Figure 

4-3B). The cis- macromonomer has generally smaller deviation from the reactive conformation 

which indicates the cis-double bond is more exposed to the Ru catalyst.  

4.3.2  Estimation of Activation Energies of [2+2] Cycloaddition with Different Conformers 

of cis- and trans-Macromonomers  

In Section 4.3.1, we revealed that the geometries of the cis-macromonomer have smaller 

deviations from the reactive olefin conformations in the metathesis transition state, indicating 

greater populations of metathesis-active monomers, than the trans-macromonomer. To provide a 

more quantitative understanding of how monomer conformation affects the metathesis reactivity, 

we created a model that estimates the activation energy required for each macromonomer 

conformer to undergo [2+2] cycloaddition with the 14-electron Ru alkylidene complex derived 

from the G2 catalyst (Figure 4-4). 



 68 

 

Figure 4-4 Estimantion of Activation Energies for Macromonomer’s Conformation in ROMP 

 

First, the snapshots of the MD simulations revealed great levels of conformational 

flexibility in the two dihedral angles ( and ) for the C-C sigma bonds attached to the alkene. 

These conformers are expected to exhibit dramatically different reactivity in the [2+2] 

cycloaddition. Similar to Figure 4-3A, conformers with the two olefin substituents (highlighted in 

green in Figure 4-4A) placed on the same face of the double bond have exposed C=C double bonds 
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(e.g. cis-1), which are expected to be more reactive with the catalyst. If one of the substituents is 

placed in the same plane of the double bond, an increased steric repulsion with the Ru catalyst is 

expected, and, thus, the reactivity should be lower (e.g. cis-2). For conformers with two 

substituents on opposite faces, the C=C double bond is blocked for both, which translates into the 

lowest reactivity with G2 (e.g. cis-3). Similarly, the dihedral angles ( and ) are also expected to 

affect the reactivity of the conformers of the trans-macromonomers.  

To quantify the effects of the two highlighted dihedral angles on the reactivity of the 

conformers, we established an activation energy contour by correlating the DFT-calculated 

activation energies of constrained [2+2] cycloaddition transition states (E‡) with two varying but 

fixed dihedral angles ( and ) for the model system of constrained cis- and trans-alkenes. The 

activation energy contours were calculated using a model system of constrained cis- and trans-3-

hexenes and a 14-electron Ru alkylidene complex derived from the G2 catalyst (Figure 4-4B). All 

constrained transition states were validated with the imaginary frequency vibration corresponding 

with the [2+2] cycloaddition process, and their activation energies were color-encoded where the 

blue indicated the more reactive region while the yellow to red indicated the less reactive region 

(Figure 4-4B, right). 

We next mapped the cis- and trans-macromonomer conformers from the MD snapshots 

onto the generated activation energy contour. The activation energy for each conformer was 

thereby estimated with respect to two corresponding dihedral angles via linear interpolation from 

the contour. As shown in Figure 4-4B, the conformers of cis-macromonomers were primarily 

localized on the most reactive regions (blue, E‡ <0 kcal/mol) such as cis-1 with the estimated 

activation energy of 2.7 kcal/mol. Only a relatively small fraction of cis-conformers were in the 

less reactive region, colored cyan-to-yellow. For example, cis-2 with one dihedral angle close to 
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0, which makes the top face of the double bond more sterically hindered, has a higher activation 

energy of 1.5 kcal/mol. 

In contrast, trans-macromonomers were more flexible. The conformers are more dispersed 

throughout the contour map and have a greater distribution in less reactive regions than the cis-

MCOs. For instance, trans-1, one of the most reactive conformers (E‡ =2.3 kcal/mol), has the 

double bond fully exposed to Ru catalyst from the top face. Trans-2 is less reactive (E‡ =4.3 

kcal/mol), however, with two olefin substitutes placed on the plane of the double bond.  This 

arrangement increases the steric repulsion between the substitutes and the Ru catalyst in their 

transition state.  

4.4 Conclusion 

The development of sequence-controlled polymer syntheses is an ongoing effort, in which 

homogeneity across samples in molecular weight and dispersity is critical. Selectivity-Enhanced 

Entropy-Driven ROMP (SEED-ROMP), which exploits a more reactive cis-olefin metathesis 

handle, enhanced the living character of the polymerization, improving molecular weight control, 

decreasing dispersity, and facilitating the preparation of sequenced polymers. 

We combined molecular dynamics and density functional theory calculations (MD-DFT) 

to investigate the origin of enhanced reactivity for cis-macrocyclic olefin monomers over the trans-

monomers. Two computational models were built in our studies. First, we monitored the deviation 

of MD snapshots for macrocyclic monomers from the reactive olefin geometry in the [2+2] 

cycloaddition transition states. It was found that the conformers of cis-monomers have generally 

smaller deviations than trans-monomers, indicating the larger population of reactive conformers. 
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Second, by mapping MD snapshots on the activation energy contour of [2+2] cycloaddition, we 

estimated the activation energies of [2+2] cycloaddition for each conformer of cis-monomer and 

trans-monomer, respectively. Our calculations suggested that the higher reactivity of cis-

macromonomers can be attributed to their more localized conformer ensembles with the majority 

being reactive conformations for [2+2] cycloaddition in ROMP.  It is interesting to note that this 

finding is subtly different from the intuitive rationale that cis-olefins react faster because they are 

“more accessible” and can more easily approach the metal center.  This reasoning is based on a 

model of the olefin in which the substituents present a singular steric profile rather than a 

population of profiles and does not take into account the fact that not all coordination modes lead 

to energetically favorable transition states.   

 

 

 

 

 

 

 

 

 



 72 

5.0 COMPUTATIONAL STUDY ON THE MECHANISMS, DYNMACIS, AND THE 

ORIGIN OF REACTIVITY AND SELECTIVITY OF HYDROBORATION OF AKYNES 

AND ARYNES WITH N-HETEROCYCLIC CARBENE BORANES (NHC-BORANES) 

5.1 Introduction 

N-heterocyclic carbene boranes (NHC-boranes) are a class of ligated boranes with diverse 

applications as reactants, reagents, and catalysts in many unique transformations in organic 

synthesis and radical polymerization chemistry. NHC-boranes are readily accessible and stable to 

air, water, base, and even mild acid. More interestingly, their reactivities are often fundamentally 

different from trivalent boranes and many other Lewis base complexes of boranes.116 

One of the most striking differences between free boranes and NHC-boranes is their 

behaviors in hydroboration reactions of π bonds (Figure 5-1). Figure 5-1A demonstrates the 

traditional hydroboration of alkynes with simple boranes such as BH3-THF. In this reaction, rapid 

exchange of the Lewis base THF with a π bond leads to an alkyne-BH3 complex, which then 

undergoes a concerted C-H/C-B bond formation via a four-membered cyclic transition state to 

form cis-alkenylboranes exclusively. 117  Unlike BH3-THF, NHC-boranes do not hydroborate 

electron-rich alkenes and alkynes, even at high temperatures (Figure 5-1B).118 On the other hand, 

NHC-boranes can successfully hydroborate electron-deficient alkynes to yield unexpected trans-

alkenylboranes, and even more unusual trans-borirane products (Figure 5-1C).119 Furthermore, 

NHC-boranes spontaneously react with a diverse range of arynes generated in situ to yield the 

hydroboration products (Figure 5-1D),120 while free boranes are incompatible with the reagents 

and conditions to generate benzynes due to their greater reactivity. 121  Additionally, the 
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hydroboration of substituted arynes with NHC-boranes are regioselective. In particular, for arynes 

bearing an electron-withdrawing group at C-3 position, unusual ortho regioisomers are formed. 

(Figure 5-1E) 

 

Figure 5-1 Hydroboration of alkynes and arynes with boranes and NHC-boranes 

RR +
RR

BH

H

H

R

H BH2

R

N

N

Me

Me

BH3+E E

E = CO2Me

N

N

Me

Me

H
B

E

E

H2B

H E

E

N

N

Me

Me

+

R = Electron-donating groups

trans-alkenylboranes trans-boriranes

cis-alkenylboranes

N

N

Me

Me

BH3+R R no hydroboraton products

R = Electron-donating groups

product ratio      67           :           33

N

N

dipp

dipp

BH3+E E

E = CO2Me

N

N

dipp

dipp

H
B

E

E

H2B

H E

E

N

N

dipp

dipp

+

 THF

–78 ºC to rt

product ratio      14          :           86

MeCN

80 ºC

R +

+

(A) Hydroboration of alkynes with BH3-THF

RR

BH3

BH3-THF + THF

(B) Hydroboration of electron-rich alkynes with NHC-borane

(C) Hydroboration of electron-deficient alkynes with NHC-borane

(D) Hydroboration of arynes with NHC-borane

N

N

Me

Me

BH3

H2
B

N

N

Me

Me

R

(E) Regioselectivities in hydroboration of 3-methoxy-benzyne with NHC-borane

N

N

Me

Me

BH3

B
H2

N

N

Me

Me

 THF

 THF

0 ºC

0 ºC

OMe OMe



 74 

In this Chapter, we performed a detailed mechanistic study on the hydroboration of alkynes 

and arynes with NHC-boranes to investigate the reactivity, and the origin of chemo- and 

regioselectivity. Our computational study will elucidate the following questions:1) what are the 

mechanisms of the hydroboration of electron-deficient alkynes with NHC-boranes? How to form 

the unusual trans-boriranes? is the hydroboration with NHC-borane a concerted process like the 

BH3 hydroboration? 2) what is the origin of product trans-selectivity in the alkyne hydroboration? 

3) what is the origin of product regioselectivity in the substituted aryne hydroboration? 4) what 

are the factors that controls the reactivity difference between alkynes and arynes in hydroboration 

with NHC-boranes?  

5.2 Computational Methods 

All DFT calculations were performed using the Gaussian 09 software package.54 The M06-

2X11 density functional and the 6-31G(d)13 basis set were used in geometry optimizations. The 

weakly bound zwitterionic intermediate 3 cannot be located using M06-2X. Thus, its geometry 

was optimized with the B3LYP8 density functional and 6-31G(d) basis set instead. Single-point 

energies were calculated with M06-2X and the 6-311++G(d,p) basis set. The SMD21 solvation 

model and the THF solvent were used in the geometry optimizations and single-point energy 

calculations.  

Quasi-classical Born-Oppenheimer molecular dynamics (BOMD) trajectory 

simulations28,29 were performed using Gaussian 09. The initial geometries and velocities of the 

BOMD trajectories were generated from the normal mode sampling of the investigated transition 

state at 298 K. A total of 100 trajectories were generated and were propagated using the classical 
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equations of motion with energies and forces computed using M06-2X/6-31G(d) in THF with the 

SMD solvation model. An initial kinetic energy of 0.6 kcal/mol was added along the transition 

vector. Starting from the transition state, the trajectory propagation was performed in both 

directions to form the reactant and the product. A time step of about 0.8 fs was used in the trajectory 

propagation. The Hessian was updated every 12 steps. In alkyne hydroboration, the trajectories 

stop either when the NHC borenium and the alkenyl anion are away at least 3.2 Å (i.e. two separate 

species), or the B-C1 bond is longer than 2.2 Å & B-C2 bond is shorter than 1.6 Å (i.e. the 

formation of alkenylboranes), or the B-C1 bond is shorter than 1.7 Å & H-C2 bond is shorter than 

1.2 Å (i.e. the formation of borirane). In benzyne hydroboration, the trajectories stop either the 

benzyne and NHC-boranes is away at least 2.9 Å (i.e. two separate species), or the transferred H-

C1 bond is shorter than 1.09 Å & the B-C2 bond is shorter than 1.625 Å (i.e. the formation of 

hydroboration product). 

5.3 Results and Discussions 

5.3.1  Bifurcation Trajectory of Acetylenedicarboxylate Hydroboration with NHC-Borane 

In our calculations, the hydroboration of acetylenedicarboxylate (2) with diMe-substituted 

NHC-borane (1) was investigated (Figure 5-2). Experimentally, the trans-alkenylboranes (5) and 

trans-borirane (6) are both primary reaction products with a ratio of 67:33.  
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Figure 5-2 Hydroboration of acetylenedicarboxilate with Me-substitued NHC-borane 

 

Thus, we performed DFT calculations to investigate pathways for their formation.  The 

DFT calculations were performed at the M06-2X/6-311++G(d,p)//M06-2X/6-31G(d) level of 

theory and the SMD solvation model in THF.  The most favorable pathways in the reaction of 

NHC borane 5 and 6 are shown in Figure 5-3. All energies are in kcal/mol with respect to 1 and 2. 

 

Figure 5-3 Favorable mechanim of the formation of alkenylborane and borirane. 
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Since NHC-boranes are good hydride donors, 122  we hypothesized that they might 

hydroborate electron poor alkynes like acetylenedicarboxylates via a hydride transfer pathway.  

Based on our DFT calculations, the initial hydride transfer from NHC-borane 1 to 2 is highly trans-

selective (TS1) to form a weakly bound zwitterionic complex of the NHC borenium and the 

alkenyl anion 3.  The corresponding cis-selective hydride transfer (TS1’) requires 5.0 kcal/mol 

higher activation free energy (See details in Section 5.3.2).  

Upon coordination with a THF solvent molecule, the borenium is converted to a more 

stable four-coordinated boronium cation, which forms an ion pair with the alkenyl anion 4. 

Subsequent addition of the THF-coordinated borenium to the alkenyl anion occurs via TS2•THF, 

in which the boronium approaches the π orbital that is perpendicular to the plane of the alkenyl 

anion. Although this geometry resembles the classical four-membered alkene hydroboration 

transition state, 123 the B-H bond in TS2•THF is short (1.19 Å, see Figure 5-5), suggesting this TS 

may not directly lead to B-H bond cleavage.  

To identify the product formed from the borenium addition transition state TS2•THF, we 

performed quasi-classical Born-Oppenheimer molecular dynamics (BOMD) trajectory 

simulations. The initial geometries and velocities for the BOMD trajectories were generated from 

the normal mode sampling of TS2•THF at 298 K.  100 trajectories were propagated using the 

classical equations of motion with energies and forces computed using M06-2X/6-31G(d) in THF 

with the SMD solvation model.  Each trajectory consisted a forward and reverse segment along 

the vibration of the transition state.  

Out of the 100 trajectories calculated, the alkenylborane product 5 is formed in 85, and the 

borirane product 6 is formed in 15.  These results are roughly consistent with experiment (67:33 

in Figure 5-2) and indicate that a single transition state TS2•THF leads to both the alkenylborane 
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and the borirane products via a bifurcating reaction pathway in which no stable intermediates or 

transition states exist between the TS and the two final products.124 

Snapshots of two representative BOMD trajectories that lead to the alkenylborane and the 

borirane products are shown in Figure 5-4A and 5-4B, respectively.  Both trajectories start by 

shortening of the B-C1 bond, followed by the decrease of the B-C2 bond distance.  Then the two 

trajectories diverge.  In the trajectory leading to the alkenylborane product (Figure 5-4A), the B-

C1 bond is cleaved after 85 fs.  In contrast, a 1,2-hydrogen migration occurred in the trajectory 

shown in Figure 5-4B, which leads to the formation of the C–H bond in the borirane product.  
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Figure 5-4 Snapshots of BOMD trajectory simulations of the reaction of 1 and 2  

(A) A representative MD trajectory leading to the alkenylborane product

(B) A representative MD trajectory leading to the borirane product
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In addition, we surmised that the NHC borenium generated from the hydride transfer may 

directly react with the alkenyl anion without coordination with the explicit THF molecule. The 

reaction of NHC borenium with alkenyl anion is highly exergonic and likely occurs without a 

barrier (no stable transition state can be located in geometry optimization; a scan of the reaction 

coordinate indicates no barrier for the formation of either borirane or alkenylborane from NHC 

borenium and alkenyl anion). To investigate if the reaction of NHC borenium and alkenyl anion 

also bifurcates to borirane and alkenylborane, we performed BOMD simulation of the addition of 

NHC borenium to the alkenyl anion in the absence of THF molecule. Since no stable transition 

state of this process can be located in geometry optimization, the initial geometry of the BOMD 

simulation, TS2-pseudo, was obtained by removing the THF molecule from the optimized 

geometry of TS2•THF followed by a restricted optimization with fixed B-C1 and B-C2 bond 

lengths using M06-2X/6-31G(d) in THF with the SMD solvation model (Figure 5-5).  

 

Figure 5-5 Structures used in the normal model sampling to generate initial geometries for the BOMD 

trajectory simulations.  
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Similarly, the initial geometries and velocities of 100 BOMD trajectories were generated 

from the normal mode sampling of TS2-pseudo at 298 K. The trajectories were then propagated 

using the same approach as described above. As shown in Figure 5-6, out of the 100 trajectories 

simulated, the alkenylborane product 5 was formed in 83 trajectories, and the borirane product 6 

was formed in 17 trajectories. The computed product ratio was quite similar to that obtained from 

the BOMD simulations from TS2•THF. These results indicate the NHC borenium react with the 

alkenyl anion to form the borirane and alkenylborane products in a bifurcating pathway regardless 

whether an explicit THF molecule coordinates to the NHC borenium.  

 

Figure 5-6 Mechanism of formation of alkenylborane and borirane without explicit THF molecule 
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with the experimentally observed trans-selectivity for both borirane and alkenylborane products. 

The lower energy of TS1 can be attributed to the stabilizing electrostatic interaction between the 

positively charged NHC moiety on the NHC borane and the adjacent carboxyl group on the alkyne 

(Figure 5-8).  

 

Figure 5-7 Mechanism of cis-selective hydride transfer 

 

 

Figure 5-8 Optimized geometries of trans- and cis-selcctive hydride transfer transtion states 
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5.3.3  Other mechanisms in acetylenedicarboxylate hydroboration  

In addition to the most favorable bifurcation pathway shown in Figure 5-3, other possible 

mechanisms of the formation of borirane and alkenylborane were also computed with DFT.  

1. Proton transfer/borylene cycloaddition pathway 

In the alternative pathway shown in Figure 5-9, after the initial trans-selective hydride 

transfer to form the zwitterionic complex 3, the proton transfer from the NHC borenium to the 

alkenyl anion yields borylene 7 and alkene 8. The subsequent borylene cycloaddition to the alkene 

affords the borirane product. DFT calculations indicate the proton transfer transition state (TS3, 

Figure 5-10) requires a high barrier of 51.7 kcal/mol with respect to the reactants 1 and 2. Similarly, 

the proton transfer from the THF-coordinated NHC boronium to the alkenyl anion in ion-pair 4 

was also calculated (TS3•THF). This process requires an activation free energy of 34.8 kcal/mol 

with respect to 1 and 2. Because of the high barriers of proton transfer (TS3 and TS3•THF), these 

pathways were ruled out.  

 

Figure 5-9 Proton transfer-borylene cycloaddition pathway of the formation of borirane  
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Figure 5-10 Optimized geometry of the proton transfer transition states TS3 and TS3•THF 

 

2. Interconversion between alkenylborane and borirane 

To explore the possibility of interconversion between the alkenylborane 5 and borirane 6, 

the 1,2-hydride transfer pathway was investigated (Figure 5-11). The 1,2-hydride transfer in 5 (via 

TS4) leads to a zwitterionic intermediate 9, which then undergoes C−B bond forming cyclization 

(TS5) to form the borirane product 6. The optimized geometries of TS4, 9, and TS5 are shown in 

Figure 5-12. Intermediate 9 is stabilized by the intermolecular coordination of boron and carbonyl 

group in the ester. Since both TS4 and TS5 require high barriers (31.9 and 41.7 kcal/mol with 

respect to 5 and 9, respectively), interconversion between 5 and 6 is not expected to occur under 

the experimental conditions. Additionally, the interconversion between Z-alkenylborane Z-5 and 

cis-borirane cis-6 via 1,2-hydride transfer was also calculated (via transition states cis-TS4, cis-

TS5, and intermediate cis-9) (Figure 5-11 and Figure 5-12). Due to the high barriers for cis-TS4 

and cis-TS5, this interconversion pathway for the Z- alkenylborane was ruled out as well. These 

results agree with the experiment that 5 and Z-5 do not interconvert with 6 and cis-6. 
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Figure 5-11 Interconversion between alkenylorane and borirane 

 

 

Figure 5-12 Optimized geometry of transition states and intermediates in the 1,2-hydride transfer pathway 
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3. Cis/trans isomerization of isolated alkenyl anion  

Due to the very high barriers in the 1,2-hydride transfer pathways from both cis- and trans-

alkenylborane (Figure 5-11), the cis/trans isomerization via intermediates 9 and cis-9 can be ruled 

out. Dissociation of the THF-coordinated zwitterionic complex 4 may liberate a free trans- alkenyl 

anion 11 (eq. 5-1, Figure 5-11). Although the trans-to-cis isomerization of alkenyl anion 11 

requires only a relatively low barrier of only 9.0 kcal/mol (TS6) and the resulting cis-alkenyl anion 

(cis-11) has very similar stability as the trans-alkenyl anion (eq. 5-2), such isomerization of the 

alkenyl anion is not likely to be able to compete with the addition of NHC-borenium or the THF-

coordinated NHC-boronium (eqs. 5-3 and 5-4) to form trans-alkenylborane and trans-borirane. 

Calculations indicated the reaction of 11 with NHC-borenium is barrierless, while the bimolecular 

reaction with THF-coordinated NHC-boronium requires a barrier of 14.4 kcal/mol. It should be 

noted that the later barrier is likely to be overestimated due to errors in the computations of 

activation entropy for this bimolecular reaction.125 
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Figure 5-13 Cis/trans isomerization of alkenyl anion 11 is not likely to compete with boronium addition 
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5.3.4  Mechanisms of the hydroboration of benzyne with NHC-boranes 

We first investigated the mechanism of the reaction of benzyne (12) with diMe-substituted 

NHC-borane (1) (Figure 5-14). Three possible mechanisms are proposed in Figure 5-15. Path A 

assumes that the hydroboration of benzyne with NHC-borane occurs through the formation of a 

synchronous concerted four-membered ring transition state like the reaction with BH3. But it might 

not be true because this synchronous concerted four-membered ring transition state leads to “anti-

Markovnikov” products117 that contradicts the observed fact that ortho regioisomers predominate. 

In fact, the formation of the unusual ortho regioisomoers for arynes bearing an electron-

withdrawing group is consistent with a hydroboration mechanism in which the NHC-boranes react 

as a hydride donor (path B). In addition, since NHC-boranes could serve as radical hydrogen atom 

donors and afford NHC-boryl radicals, the hydrogen atom transfer pathway (path C) might also be 

possible. 126,127 

 

Figure 5-14 Hydroboration of benzyne with diMe-substitued NHC-borane 
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Figure 5-15 Possible mechanisms of the hydroboration of benzyne with NHC-boranes 

 

1. Preferred hydride transfer mechanism in benzyne hydroboration 

We have located the concerted hydroboration transition state TS7-C that directly forms the 

hydroboration product 14 and the stepwise hydride transfer transition state TS7-SW that leads to 

an ion pair intermediate 13, which then undergoes rapid C-B bond formation through transition 

state TS8 to form the hydroboration product (Figure 5-16). The nature of the transition states has 

been confirmed by intrinsic reaction coordinate (IRC) calculations. The optimized geometries of 

the transition states and intermediates are shown in Figure 5-17. 

As shown in Figure 5-17, the concerted hydride transfer transition state (TS7-C) is highly 

asynchronous with a short forming C-H bond (1.89 Å), and a long forming C-B bond (3.58 Å). 

Although TS7-C is very early, as evidenced by the relatively short breaking B-H distance (1.25 

Å), there is significant amount of electron transfer (-0.934 electrons) from the NHC borane to the 

benzyne in TS7-C. This causes noticeable distortion of the benzene geometry. The C-C-C bond 

pa
th

 A

H

B
H2

N

N

Me

Me

path B

hydride transfer
+

N

N

BH2

Me

Me

path C

+

N

N
BH2

Me

Me

+
N

N
BH3

Me

Me

12 1
14

B
H2

N

N

Me

MeH

hydrogen atom
 transfer

15 16

17 18

H

H



 90 

angles of the two benzyne carbons are 134.4° and 117.5°, respectively. Similarly, the stepwise 

hydride transfer transition state TS7-SW is also early with short breaking B-H distances (1.26 Å). 

TS7-C is only 0.8 kcal/mol more stable than TS7-SW. Also, the conversion of intermediate 3 to 

the final product only requires the barrier of 1.2 kcal/mol (TS8). Those indicates both pathways 

may be competing under experimental conditions. It should be noted that the discrimination 

between concerted and stepwise transition states (TS7-C vs TS7-SW) was determined by IRC 

analysis, in which there was no intermediates that could be located from TS7-C to the product 14.  

However, from the IRC analysis of TS7-C (Figure 5-18), it is clear that the formation of the new 

C-H and C-B bonds is highly asynchronous. The hydride transfer occurs much earlier than the 

formation of the C-B bond. Figure 5-18 also shows the geometries of representative transient ion-

pair intermediates along the IRC pathway after hydride transfer. Those transient intermediates are 

very close to 3, which is obtained from IRC analysis of TS7-SW. In the meantime, although TS7-

SW leads to the intermediate 3 from IRC calculation, the very small barrier between 3 to the final 

product would be likely overcome by the dynamic effect.  Thus, to better capture the concerted or 

step-wise nature of the hydride transfer transition states, it is critical to measure the lifetime of 

those ion-pair intermediates, i.e. the time gap between C-H bond formation and C-B bond 

formation starting from the hydride transfer transition states. Thus, the molecular dynamics 

simulation is performed to distinguish the time-resolved nature of the hydride transfer mechanism. 

Details are shown in Section 5.3.5.  
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Figure 5-16 Calculated energy profile for hydride transfer mechanisms in benzyne hydroboration 
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Figure 5-18 Intrinsic reaction coordinate (IRC) plot for the concerted transition states of benzyne 

hydroboration 
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Figure 5-19 Theoretical calculation of KIE for benzyne hydroboration with NHC-borane 
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Regarding the stepwise mechanism, the dissociation of the ion-pair intermediate 13 is also 

considered in our calculation. As shown in Figure 5-20, the ion pair intermediate can either 

dissociate to two separate radicals (path 1) or to form a phenyl anion and an NHC borenium cation 

(path 2). Both of the two types of separate species are thermodynamically unfavored compared to 

the ion-pair intermediate 13. Also, the intermediate 13 can be attacked by a THF molecule to form 

a THF-coordinated NHC borenium cation via a barrier of 9.6 kcal/mol (path 3). This process was 

less favorable than the direct C-B bond formation from 13 (the barrier is only 1.2 kcal/mol, path 

4).  

 

 

 

 
 

kH

kD

DGH = 10.47 kcal/mol

+
N

N
BH3

Me

Me

+
N

N
BD3

Me

Me

B
H2

N

N

Me

MeH

B
D2

N

N

Me

MeD

DGD = 10.74 kcal/mol



 94 

 

Figure 5-20 Unfavored pathways that involved the dissociation of 13 

 

4. Mechanism of hydrogen atom transfer 

Other than the hydride transfer mechanism, the NHC-borane might be also likely to donate 

hydrogen atom to the benzyne to form two radical species 17 and 18 (path C in Figure 5-15). 

However, we were unable to locate the open-shell singlet transition state for this hydrogen atom 

transfer. By the contrast, the wave function for the close-shell hydride transfer transition state is 

already stable.  In addition, we also checked the wave function stabilities for 35 complexes along 

the reaction coordinate of hydrogen atom transfer by fixing the breaking B-H bond (i.e. 5 bond 

lengths were evenly distributed from 1.2Å to 2.0 Å) and the forming C-H bond (i.e. 7 bond lengths 

were evenly distributed from 1.6 Å to 2.8 Å). None of them led to a diradical species. As such, we 

confirmed the close-shell character of the species involved in the benzyne hydroboration with 

NHC-borane, and thereby rule out the hydrogen atom transfer mechanism.     
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5.3.5  Molecular dynamics of the hydride transfer mechanism: concerted or stepwise?   

To calculate the time gap between C-H bond formation and C-B bond in the hydride 

transfer mechanism of benzyne hydroboration with NHC-borane, we performed quasi-classical 

Born-Oppenheimer molecular dynamics (BOMD) trajectory simulations for both TS7-C and TS7-

SW. The initial geometries and velocities for the BOMD trajectories were generated from the 

normal mode sampling of TS7-C or TS7-SW at 298 K.  A total of 100 trajectories were propagated 

using the classical equations of motion with energies and forces computed using M06-2X/6-

31G(d) in THF with the SMD solvation model. Each trajectory consisted a forward and reverse 

segment along the vibration of the transition state. A full trajectory was retained if the forward and 

reverse segments connected reactants 1 and 12 with product 14.   

Out of the 100 trajectories calculated for TS7-C, there were 69 full trajectories, while 31 

involved recrossings or simply unproductive trajectories. Similar to IRC calculation, all 69 

productive trajectories led directly to the hydroboration product. Snapshots of a representative 

trajectory are shown in Figure 5-21A. The benzyne and the NHC-borane approach mutually from 

–75 fs to 0 fs, and reach 3.04 Å for C1-B bond, 3.67 Å for C2-B bond and 1.94 Å for C1-H bond. 

Here we define 1.1 Å as the distance at which the C-H bond is formed and 1.625 Å as the distance 

for the C-B bond formation. It is observed that the first bond (C1-H) is formed at 41 fs and the 

second bond (C2-B) is formed at 408 fs, leading to a 367 fs time gap between the formation of two 

bonds. This is much longer than the lifetime of a concerted transition state calculated from Eyring 

equation (60 fs at room temperature), and presents a typical dynamically-stepwise character.   

Similarly, out of the 100 trajectories calculated for TS7-SW, there were 68 full trajectories, 

while 32 involved recrossings or simply unproductive trajectories. Interestingly, although in IRC 

calculation, there was a located intermediate 13 found after the hydride transfer from TS7-SW that 
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requires a low barrier of TS8 to the product (Figure 5-16), all 68 productive trajectories can 

traverse through TS8 barrier to form the final product. Snapshots of a representative trajectory are 

shown in Figure 5-21B. The benzyne and the NHC-borane approach mutually from –76 fs to 0 fs, 

and reach 2.97 Å for C1-B bond, 3.93 Å for C2-B bond and 1.85 Å for C1-H bond. We observed 

that the first bond (C1-H) is formed at 45 fs and the second bond (C2-B) is formed at 485 fs, 

leading to a 440 fs time gap between the formation of two bonds. This is also much longer than 

the lifetime of a concerted transition state, and even longer than the lifetime of TS7-C.  

To monitor the dynamic behavior of all productive trajectories, we plotted the distribution 

of the timing for C1-H bond formation, and C2-B bond formation after hydride transfer transition 

states TS7-C and TS7-SW, respectively (Figure 5-22). For TS7-C, the average time for C1-H 

bond formation (i.e. hydride transfer) was 40.5±14.7 fs, and the average time for the second bond 

(i.e. C2-B bond) formation was 419.8 ± 171.8 fs. For TS7-SW, the hydride transfer step takes 

similar time (41.6 ± 17.3 fs) to the TS7-C, but the second step of C2-B bond formation is slightly 

longer (435.7 ± 162.4 fs). 
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Figure 5-21 Two representative trajectories from BOMD simulation for TS7-C and TS7-SW 
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Figure 5-22 The distribution of bond formation timing for trajectories progated from TS7-C and TS7-SW 

5.3.6  Regioselectivity for substituted aryne hydroboration with NHC-boranes 

Apart from unsubstituted benzyne, the NHC-borane can hydroborate various arynes to 

generate two possible products (Figure 5-23). Product A is generated if the hydride transfer occurs 

at the C-1, while Product B is generated if the hydride transfer occurs at the C-2. In general, for 3-

substitued arynes or pyridyne (17,18, 23), those bearing electron-withdrawing groups (EWG) such 

as -OMe, -Br, yield ortho products exclusively. In contrast, the meta- products dominate for the 

arynes bearing electron-denoting group (EDG) at C-3 position, like -Me (19), -TMS (20), but with 

lower selectivity. Additionally, 4-OMe substituted aryne (21) leads to preferred meta- product, 

while unsubstituted 3,4-pyridyne (22) generates more para- product.  
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Figure 5-23 Hydorboration of various arynes with NHC-borane 

 

To investigate the origin of regioselectivity, we applied DFT calculations to compute the 

barriers of hydride transfer leading to product-A and product-B, respectively. The difference of 

the barriers in those two transition states (ΔΔG‡) is able to estimate the observed regioselectivities. 

As shown in Figure 5-23, for 3-EWG substituted arynes (17,18, 23), ΔΔG‡ are typically larger 

than 3 kcal/mol, which is in agreement with observed exclusive ortho regioselectivities. For 3-

EDG substituted arynes (19 & 20), the hydride slightly prefers to attack C-2 position of aryne 

indicated by lower activation energy, leading to major meta- product. Meanwhile, the low 

selectivity for 4-OMe substituted aryne (21) is consistent with the subtle difference in computed 

activation energies. The only inconsistency of computed c against experimental data comes from 

the hydroboration of unsubstituted 3,4-pyridyne (22). ΔΔG‡ of +1.1 kcal/mol suggests more meta- 

product should be produced. But experimentally, the ratio of meta-/para- products is 15:85. That 

Entry X arynes

computed 

∆∆G‡

(kcal/mol)

experimental 

product ratio 

(A:B)

1

X = C

12, R=H 0.0 no selectivity

2 17, R=3-OMe 6.4 only A

3 18, R=3-Br 3.8 only A

4 19, R=3-Me −0.3 30:70

5
20, R=3-TMS,         

5-Me
−0.04 20:80

6 21, R=4-OMe 0.5 65:35

7
X = N

22, R=H 1.1 15:85

8 23, R=3-OMe 3.2 only A
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could be either due to the complexity of heterocyclic chemistry of pyridine, or the difficulty in 

separation of two products experimentally.  

Our transition state theory suggests that the regioselectivity comes from the difference in 

activation barriers of hydride transfer to two competing aryne carbons, which is affected largely 

by aryne substituents. Kouk’s group has successfully developed “aryne distortion model” and 

“charge-controlled model” to predict the regioselecitivities of aryne nucleophilic addition from the 

ground state optimized aryne geometry. Here we will apply both models to study the aryne 

hydroboration with NHC-borane where the hydride acts as a nucleophile. Figure 5-24 shows the 

geometries of the transition states and the ground state aryne for 17 and 19. In the case of 17, TS-

9A is favored over TS-9B by 6.4 kcal/mol, which indicates that hydride prefers to attack C-1 

position. The lower barrier of TS-9A is attributed to the less distortion from the geometry of 

ground state aryne (17) to the aryne geometry in the TS-9A (∆Edist = 1.1 kcal/mol) than that in TS-

9B (∆Edist = 4.9 kcal/mol). Geometrically, the triple-bond internal angles (LC-1 & LC-2) only change 

1.7° and 4° from 17 to TS-9A, respectively; while from 17 to TS-9B, the changes of LC-1 & LC-2 

are more significant: 13.6° and 11.2°, respectively. In addition to the analysis of transition state, 

we investigated the geometry and NPA charge of the triple bond in the ground state 17. It is 

observed that with 3-OMe substituted, the C-1 carries more positive charges (+0.136), and more 

pre-distorted to linear than C-2, which allows to process greater p character in the in-plane π 

orbital. Those two characters may explain the preference of the site of attack at C-1 in 17. 

Similarly, we applied transition state theory and the analysis of pre-distorted angles and charges 

to 3-Me benzyne (19). TS-10B is only 0.6 kcal/mol lower than TS-10A, leading to low observed 

regioselectivity (orth-product: meta-product = 30:70). Meanwhile, the low regioselectivity for the 
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hydroboration of 19 can also be predicted by the subtle differences in pre-distorted angels and 

charges for C-1 and C-2. 

 

Figure 5-24 Competing transtion states for hydroboration of 3-OMe benzyne (17) and 3-Me benzyne (19)  

 

In the above two cases, we found that the difference in pre-distorted angles and charges of 

triple-bond in ground state arynes might be a good indicator for experimental regioselectivity. 

Thus, we calculated the pre-distorted angles (LC-1, LC-2) and charges (QC-1, QC-2) for all 8 arynes 

shown in Figure 5-23, and plotted the correlation between the calculated activation barriers 

difference (ΔΔG‡) and the difference in pre-distorted angles (ΔL) and charges (ΔQ) (Table 5-1 and 

Figure 5-25). Good correlation between the calculated regioselectivities and the nature of  ground 

state aryne validates that the hydride is prone to attack more positive, and more linear triple bond 

carbon. Notably, for pyridine (7) which regioselectivity is not correctly predicted by the difference 

in calculated activation energy, the calculated charges and pre-distorted angles also suggests the 
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opposite trend to the experimental observation. This implies that the hydroboration of pyridyne 

might follow different mechanism other than hydride transfer. 

Table 5-1 Calculated pre-distorted angles and charges for C-1 and C-2 in arynes* 

Entry arynes L
C-1

 L
C-2

 Q
C-1

 Q
C-2

 ∆L ∆Q  

computed 

∆∆G
‡ 

 
(kcal/mol) 

experimental 
product ratio (A:B) 

1 12 127.4 127.4 -0.003 -0.003 0 0 0.0 no selectivity 

2 17 135.9 118.6 0.136 -0.184 -17.3 -0.320 6.4 only A 

3 18 134.3 119.6 0.131 -0.082 -14.7 -0.213 3.8 only A 

4 19 127.2 128.6 -0.004 0.003 1.4 0.007 −0.3 30:70 

5 20 121.0 134.8 -0.091 0.091 13.8 0.182 −0.04 20:80 

6 21 126.2 128.8 -0.031 0.025 2.6 0.056 0.5 65:35 

7 22 128.4 122.4 0.063 -0.075 -6 -0.138 1.1 15:85 

8 23 132.8 117.4 0.143 -0.200 -15.4 -0.343 3.2 only A 

* ∆∆G‡ = ∆∆G‡ 
C-2 - ∆∆G‡ 

C-1 ; ∆L = LC-2 - LC-1 ; ∆Q = QC-2 - QC-1  
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Figure 5-25 The correlation of the difference in activation barriers (ΔΔG‡) with the difference in pre-distorted 

angles (ΔL) and charges (ΔQ)  of ground state arynes 

 

5.3.7  Reactivity difference between alkynes and arynes  

To elaborate the reactivity difference between electron-deficient and electron-rich alkynes, 

and arynes in hydroboration with NHC-borane, we computed the transition states for 

hydroboration of acetylenedicarboxylate (2), 2-butyne (24), and benzyne (12) in the reaction with 

NHC-borane (1), respectively (Figure 5-26).  
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Figure 5-26 Calculated energy profiles for the hydroboration of bezyne, acetylenedicarboxylate, and 2-butyne 

with NHC-borane 

 

We can see that benzyne is the most reactive with only 10.5 kcal/mol barrier, which is not 

likely due to an electronic effect given the NPA charge on triple-bond carbons is almost neutral 

(see Entry 1 in Table 5-1). The high reactivity of benzyne is likely attributed to the less distortion 

energy (2.2 kcal/mol) of benzyne compared to linear alkynes. The high barrier of 2-butyne 

hydroboration (55.1 kcal/mol) agrees with the fact that 2-butyne doesn’t react with NHC-borane 

experimentally. The very late hydride transfer transition state (TS11), which has short C1-H 

TS1
∆Edist = 20.7 kcal/mol

TS7-C
∆Edist = 2.2 kcal/mol

TS11
∆Edist = 70.8 kcal/mol
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distance of 1.19Å, causes the huge distortion penalty. Regarding the electron-deficient alkyne 

(TS1), both advantageous electronic effect and less distortion penalty contributes to the higher 

reactivity over 2-butyne. Another interesting finding is that the trend in activation barriers of 

hydroboration is consistent with the trend of thermodynamic stabilities. The benzyne 

hydroboration product (14) is the most stable product compared to two alkenylborane products (2 

and 25), which corresponds to the lowest barrier of hydride transfer.  

5.4 Summary 

In this Chapter, we applied DFT calculations and quasi-classical Born-Oppenheimer 

molecular dynamics (BOMD) simulations to study the mechanisms, dynamics, and chemo-, and 

regioselectivity of the hydrobration of alkynes and arynes with NHC-boranes. 

 Our computational studies elucidated that the hydride transfer is the predominating 

mechanism in the hydroboration of both alkynes and arynes with NHC-borane. The trans-

selectivity in alkyne hydroboration is attributed to the lower barrier of trans-selective hydride 

transfer process over cis- hydride transfer. Also, the unusual trans-borirane is formed along with 

trans-alkenylborane via a bifurcation pathway governed by the dynamic behavior of the 

hydroboration reaction. On the other hand, the hydroboration of benzyne occurs via a highly 

asynchronous hydride transfer transition state. Molecular dynamics simulations validated the 

dynamically-stepwise nature of the transition state with very long time gap of roughly 380 fs 

between C1-H bond and C2-B bond formation. Furthermore, the regioselectivities of substituted 

arynes with NHC-boranes were investigated with “aryne distortion model” and “charge-controlled 

model”. Our calculations demonstrated that the hydride is prone to attack more positively charges, 
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more linear triple-bond carbon, and the difference between pre-distorted angles and charges on 

triple bond in the ground state aryne is able to predict the experimental observed regioselectivities. 

Finally, we investigated the origin of the reactivity difference between alkyne and arynes. The high 

reactivity of arynes is caused by the pre-distorted geometry of aryne which resembles the geometry 

in the transition state. The alkynes have larger distortion penalty than the aryne. But with the 

installment of electron-withdrawing groups, the electron-deficient alkynes have lower barriers for 

the hydride transfer transition state.   
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