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Héctor Mart́ınez Rodŕıguez
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SUPERNOVAE AND SUPERNOVA REMNANTS

Héctor Mart́ınez Rodŕıguez, PhD
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Type Ia supernovae (SNe Ia) are the thermonuclear explosions of carbon-oxygen white dwarfs

(WDs) in binary stellar systems. After many decades of research, the nature of their progen-

itors is still unclear. There are two main proposed channels: the single-degenerate scenario,

where the WD companion is a non-degenerate star (e.g. a main-sequence star, a sub-giant, a

red giant or a helium star), and the double-degenerate scenario, where the WD companion is

another WD. Some observational probes, such as the neutron excess in the supernova ejecta

and the amount and shape of the circumstellar material left behind in the post-explosion

supernova remnant (SNR), are sensitive to the properties of the progenitor before, during

and after the thermonuclear runaway. Here, we compare the predictions from models of

pre-explosion single-degenerate scenarios, explosive nucleosynthesis, and expanding SNRs

with real X-ray spectra of SNRs in order to elucidate the properties of their progenitors. We

find that a) there is observational evidence for high neutronization in several Type Ia SNRs,

b) this neutron-rich content in the supernova ejecta cannot be explained by current chem-

ical evolution models, as it is in tension with the metallicity distribution functions of the

Milky Way and the Large Magellanic Cloud, pointing to a different source for the neutron

excess, and c) simple one-dimensional hydrodynamical models with uniform ambient media

for expanding SNRs are able to reproduce the bulk properties (Fe Kα centroid energy and

luminosity, radius and expansion age) of most known Ia SNRs, with a few exceptions.
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I INTRODUCTION

I.1 OVERVIEW

Supernovae (SNe) are energetic stellar explosions that signify the demise of certain types of

stars. SNe are rare events, occurring on average twice a century in a galaxy. Typically, a

supernova (SN) explosion releases an ejecta kinetic energy ∼ 1051 erg (e.g. Thornton et al.,

1998), which is approximately the total energy the Sun will radiate during its main sequence

lifetime of ten billion years. Some SNe can even reach kinetic energies ∼ 1053 erg (super-

luminous, isotropic SNe, Gal-Yam, 2012; Howell, 2017). Hence, SNe are the main source of

energy of the interstellar medium (ISM), affecting the local star formation in their environ-

ments (Stinson et al., 2006; Dalla Vecchia & Schaye, 2012; Hopkins et al., 2014), and are

also essential to understand the chemical enrichment evolution of the Universe (Kobayashi

et al., 2006; Matteucci et al., 2006; Andrews et al., 2017; Weinberg et al., 2017; Prantzos

et al., 2018). They make many of the elements in nature, from carbon to zirconium, and by

extension in our bodies (“stardust”).

SNe are also an important source of cosmic rays below their spectrum “knee” (distinctive

bump in their intensity coming from elements with atomic numbers < 6) at 0.2 − 0.5 PeV

(Hillas, 2005; Haungs, 2015), and a key to understand gamma-ray bursts (Izzard et al., 2004;

Mazzali et al., 2005a; Pian et al., 2006; Woosley & Bloom, 2006; Kaneko et al., 2007). They

are the formation sites of neutron stars and stellar mass-black holes (e.g. Woosley et al.,

2002; Carroll, 2004; Woosley & Janka, 2005) or pulsar wind nebulae (Weiler & Panagia,

1978). Some supernovae can be used as “standard candles” (see Howell, 2011, for a review)

to measure dark energy (Riess et al., 1998; Perlmutter et al., 1999). Consequently, SNe play

a relevant role in may fields of astrophysics.
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Figure 1: Supernova classification, based on spectral and photometric properties.
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I.2 SUPERNOVA CLASSIFICATION

SNe fall into the category of transient events, as their brightness rises and then fades away

over time. Several sub-classes of SNe can be distinguished based on their spectral features

in the optical near maximum peak brightness and on the evolution of their light curves

(Filippenko, 1997). Traditionally, SNe were classified as either Type II or Type I depending

on whether or not their spectra showed hydrogen signatures (Minkowski, 1941). The current

SN classification originates from this, but distinguishes more sub-categories. Within Type

I, there are three sub-types: Type Ia, which show silicon lines, Type Ib, which show helium

but not silicon lines, and Type Ic, which show neither silicon nor helium lines. On the other

hand, Type II SNe comprise four categories: Type IIb, which evolve from early hydrogen-rich

spectra to helium-dominated Ib events near peak maximum, Type IIn, which show narrow

hydrogen emission lines, Type IIP, which have a plateau in their light curves (Anderson et al.,

2014), and Type IIL, which show a linear decline after maximum (see Gal-Yam, 2017, for a

review and an extended classification, and Figure 1 for clarification). Like all classification

systems, this oversimplifies a complex reality, as there seems to be a continuous distribution

between Type IIP and Type IIL light curves (Anderson et al., 2014; Galbany et al., 2016).

Figure 2 illustrates the near-maximum spectra of various types of SNe.

There is yet another way to label SNe, based on a different physical approach: the nature

of their progenitor systems. Following this, there are two main SN categories: thermonuclear

and core-collapse supernovae (CC SNe). The former encompasses Type Ia SNe (SNe Ia),

while the latter covers the rest of the SN types (see Figure 1), whose diversity is a consequence

of the mass of the progenitor and the mass loss history after the explosion (e.g., Woosley et al.,

2002). The light curves of SNe Ia are powered by the radioactive decay 56Ni → 56Co → 56Fe,

with decay half-lives of 6 and 77 days, respectively. At late times & 300 days after the

explosion, 57Co → 57Fe and 55Fe → 55Mn, with decay half-lives of 272 and 1000 days,

respectively, become dominant (Seitenzahl et al., 2009). The light curves of Type IIP CC

SNe are powered by a post-collapse shock, whereas for some super-luminous supernovae it

is the interaction with the surrounding medium that originates the light curve.
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Figure 2: Optical and near-infrared spectra for representative supernova types: Ia (SN2011fe,

Aldering et al., 2002; Pereira et al., 2013), II-P (CSS141118:092034+504148, Yaron & Gal-

Yam, 2012; Arcavi et al., 2017), Ib (SN2005bf, Tominaga et al., 2005; Modjaz et al., 2014),

Ic (SN2015bn, Yaron & Gal-Yam, 2012; Nicholl et al., 2016). The supernova phases are

-0.8, -2, -1 and -1 days from maximum, respectively. Data taken from the Open Supernova

Catalog (Guillochon et al., 2017).
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I.2.1 Core-collapse supernovae

CC SNe are the endpoints in the evolution of massive stars (M & 8M�, Woosley et al., 2002;

Woosley & Heger, 2007). These stars are initially powered by main sequence-hydrogen burn-

ing, followed by helium, carbon, oxygen, and finally silicon burning into iron-peak elements.

When each fuel is depleted, the star contracts because of energy losses, as the efficiency of

energy production diminishes in each successive burning stage, the star’s central tempera-

ture increases, and the losses from neutrino-antineutrino pairs increase dramatically (Janka,

2012). Every burning process leaves some unburned ashes (see Farmer et al., 2016; Sukhbold

et al., 2016; Fields et al., 2018, for recent models of each burning stage and the impact of

the nuclear reaction rates). CC SNe mainly contribute to the chemical enrichment of the

Universe via α-elements (e.g. Arnett, 1996).

The sharp decrease in the energy yield for fusion reactions with increasing mass number

drives the star to burn fuel increasingly faster to compensate gravity and maintain its equilib-

rium. While hydrogen burning lasts for millions of years, silicon burning only takes a couple

of weeks (Woosley et al., 2002; Woosley & Janka, 2005). As the binding energy per nucleon

reaches a maximum for iron, no more nuclear energy can be produced, and the star collapses

into its iron core, which can no longer support itself, when the mass of this core surpasses

the Chandrasekhar limit (MFe∼ 1.4 − 1.8M� for initial masses M ∈ 15 − 30M�, Farmer

et al., 2016). The repulsive, residual, strong nuclear force stops and thereafter reverses this

gravitational collapse. The proto-neutron star bounces and creates a shock that propagates

through the envelope, powering up the light curve of the CC SN (O’Connor, 2017).

Depending on the properties of the progenitor and of the explosion (Nomoto & Hashimoto,

1988; Woosley & Weaver, 1995; Limongi & Chieffi, 2003; Nomoto et al., 2013; Ofek et al.,

2014), massive stars will either keep or lose their hydrogen envelope, which explains the

distinction between Type Ib-c and Type II SNe (see Section I.2). Likewise, the progenitor

mass determines whether the collapsed iron core will become a neutron star or whether it

will become a black hole (Woosley & Weaver, 1995; Timmes et al., 1996; O’Connor, 2017;

Horvath & Valentim, 2017). In the first case, a rotating progenitor with sufficiently high

spin could enhance the transient’s luminosity (Sukhbold & Woosley, 2016).

5



I.2.2 Thermonuclear supernovae

For stars with low main-sequence masses (M . 8M�), the evolutionary picture differs from

the one that was explained in Section I.2.1. Such stars, in their post-main sequence stages,

cannot reach sufficiently high central temperatures and densities to achieve oxygen fusion

and lose most of their envelopes. Consequently, they will have inert carbon-oxygen (C/O),

oxygen-neon (O/Ne) or He cores with thin, outer hydrogen-helium layers. These are called

white dwarfs (WDs). The WD mass distribution ranges between M ∼ 0.4 − 1.2M�, being

M ∼ 0.6M� a typical value for a C/O WD (Kalirai et al., 2005, 2008, 2009, 2014).

In C/O WDs, the C/O abundance ratio depends on the initial mass and on the uncer-

tainties in the nuclear reaction rates (such as the α-capture by 12C, 12C(α, γ)16O, Fields

et al., 2016). The third most-abundant isotope in C/O WDs, after 12C and 16O, is 22Ne,

whose mass fraction equals the progenitor metallicity (Timmes et al., 2003). For stars with

M∼ 8M�, oxygen burning can be achieved, which results in an oxygen-neon (O/Ne) WD

(Nomoto et al., 1984; Ritossa et al., 1996; Woosley et al., 2002) unless the star undergoes

off-center carbon burning during the post-asymptotic giant branch, which creates a hybrid

C/O/Ne WD with an O/Ne/Na mantle (see Brooks et al., 2017, and references therein).

Finally, He WDs are not the product of single stellar evolution, as their progenitors would

have M . 0.5M� and thus would be unable to leave their main sequences before the Hubble

time. They originate from the binary evolution of stellar systems where the Roche lobe

overflow takes place before the onset of helium ignition in the primary star (Webbink, 1984;

Althaus & Benvenuto, 1997; Driebe et al., 1998; Althaus et al., 2010)

SNe Ia are the thermonuclear explosions of C/O WDs stars in binary systems (Hoyle &

Fowler 1960; see Bloom et al. 2012; Maoz et al. 2014 for a review, and Toonen et al. 2012 for

an analysis of the binarity of the local WD population). O/Ne WDs are expected to become

electron capture-supernovae, undergoing an accretion-induced collapse (Nomoto et al., 1984;

Schwab et al., 2015; Brooks et al., 2017; Schwab et al., 2017). In addition, the high nuclear

binding energy in O/Ne WDs would prevent these from exploding as a SN (Shen & Bildsten

2014; although see Marquardt et al. 2015).

After decades of studies on SNe Ia, the exact nature of the dominant channel in their

6



progenitor systems remains elusive. Observational and theoretical analyses have failed to

establish whether the binary companion is a non-degenerate star (the so-called single de-

generate, or SD, scenario) or another WD (double degenerate, DD – see Wang & Han 2012;

Maoz et al. 2014; Livio & Mazzali 2018; Soker 2018; Wang 2018 for recent reviews). This is

known as the Type Ia supernova progenitor problem. In both cases, a relatively massive WD

explodes after an accretion episode, but there are important differences between them.

In the SD scenario, the WD accretes material from its companion over a relatively long

timescale (t∼ 106 years) by either a strong companion wind or Roche-lobe overflow (Li & van

den Heuvel, 1997). This companion can be either a main-sequence star, a subgiant, a He star

or a red giant (see Wang & Han, 2012; Maoz et al., 2014, and references therein). Eventually,

the thermonuclear runaway ensues when the WD mass approaches the Chandrasekhar limit

MCh' 1.4M� (Nomoto et al., 1984; Thielemann et al., 1986; Hachisu et al., 1996; Han &

Podsiadlowski, 2004). One of the greatest challenges of this scenario is getting the WD mass

to grow and reach this limit, as the range of accretion rates for stable hydrogen burning

is extremely narrow (Ṁ ∼ 1− 5× 10−7M� yr−1, Nomoto, 1982; Wolf et al., 2013), in many

cases resulting into nova eruptions on the surface of the WD (e.g., Starrfield et al., 1972; Wolf

et al., 2013). In addition, this scenario predicts that there should be surviving companions,

whose discovery might be feasible based on atypical physical properties (e.g. composition,

rotation, high-velocity features or over-luminosities, Kasen, 2010; Liu et al., 2013a,b; Pan

et al., 2013; Shappee et al., 2013; Marion et al., 2016). However, recent searches around

known post-explosion SNe Ia have been unable to find those companions (e.g., Krause et al.,

2008; Rest et al., 2008a; Kerzendorf et al., 2009, 2012, 2014, 2017; Ruiz-Lapuente, 2018;

Ruiz-Lapuente et al., 2018).

In the DD scenario, there are several situations that might lead to a thermonuclear

runaway. In general, the most massive (“primary”) WD becomes unstable on a dynamical

timescale (Iben & Tutukov, 1984) and explodes with a mass either below, equal to, or above

MCh (e.g., Raskin et al., 2009; Sim et al., 2010; van Kerkwijk et al., 2010). One possibility

is that the primary WD disrupts the least massive (“secondary”) WD by tidal interactions

and accretes it in a disk configuration until the final explosion (e.g. Lorén-Aguilar et al.,

2009; Pakmor et al., 2012; Schwab et al., 2012; Shen et al., 2012; Toonen et al., 2012). This
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way, by accreting C/O-rich material, the primary WD could efficiently increase its mass and

ignite carbon in the core. Violent mergers (e.g., Pakmor et al., 2012, 2013) are an alternative

possibility. Here, right before the secondary WD is disrupted, carbon burning starts on the

surface of the primary WD and a detonation propagates through the whole merger. As an

argument in favor of WD coalescence, WDs in the Milky Way merge at a rate larger than that

of SN Ia explosions (Badenes & Maoz, 2012). However, an off-center ignition could be likely

in WD mergers, which would lead to a hybrid C/O/Ne WD, and in turn, to an accretion-

induced collapse that would create a neutron star. On the other hand, DD systems could

also originate from the collisions of multiple WDS in sufficiently dense environments (e.g.

Raskin et al., 2009; Rosswog et al., 2009; Raskin et al., 2010; Hawley et al., 2012; Kushnir

et al., 2013). However, the final collision rates in multiple systems struggle to reproduce the

rate of standard SNe Ia (Toonen et al., 2018).

Another possibility, common to both SD and DD progenitors, is the explosion of a sub-

MCh WD. In these so-called sub-Chandrasekhar scenarios (e.g., Woosley & Weaver, 1994;

Sim et al., 2010; Woosley & Kasen, 2011; Bravo et al., 2019), the WD cannot detonate

spontaneously. Double-detonations (e.g., Shen et al., 2013; Shen & Bildsten, 2014; Shen &

Moore, 2014; Shen et al., 2018) are among the most popular models. Here, the WD accretes

He-rich material from its companion. Eventually, this He layer becomes unstable, ignites,

and sends a shock wave into the core. This blast wave converges and triggers a carbon

denotation, which causes the demise of the WD. Alternatively, other sub-MCh scenarios

present pure detonations of WDs with various masses without explaining how these initiated.

Remarkably, these analyses have been successfully reconciled with observables such as light

curves, nickel ejecta masses, and isotopic mass ratios (Sim et al., 2010; Piro et al., 2014;

Yamaguchi et al., 2015; Blondin et al., 2017; Mart́ınez-Rodŕıguez et al., 2017; Goldstein &

Kasen, 2018; Shen et al., 2018; Bravo et al., 2019).

In principle, it might be feasible to discriminate between SD and DD scenarios, given that

some observational probes depend on properties such as the pre-explosion mass, the duration

of the accretion process and the amount of circumstellar material (CSM) left behind by the

progenitor (e.g., Badenes et al., 2007, 2008a; Seitenzahl et al., 2013a; Margutti et al., 2014;

Scalzo et al., 2014; Yamaguchi et al., 2015; Chomiuk et al., 2016; Mart́ınez-Rodŕıguez et al.,
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2016, 2017, 2018). This has been the main goal of my PhD thesis.

I.3 TYPE IA SUPERNOVA EXPLOSIONS AND NUCLEOSYNTHESIS

I.3.1 Explosion mechanisms

SNe Ia mainly contribute to the chemical enrichment of the Universe with stable isotopes of

iron-peak elements (iron, chromium, manganese, nickel, Matteucci & Tornambe, 1987; Mat-

teucci et al., 2009; Maoz & Graur, 2017; McWilliam et al., 2018; Prantzos et al., 2018), which

are synthesized in the inner layers of the exploding WD, and with silicon. The intermediate-

mass elements (e.g. sulphur, argon, calcium) are produced in regions with partial burning,

whereas there can be some unburned C/O material in the outer layers (e.g. Hillebrandt &

Niemeyer, 2000). Among all the elements produced in the explosion, 56Ni (alongside with

the kinetic energy of the explosion) has the strongest influence in the shape and evolution

of the light curve (e.g., Colgate & McKee, 1969; Arnett, 1982; Bersten & Mazzali, 2017).

There are several mechanisms that can explain the burning front propagation through

the exploding WD. If the WD mass is close to MCh, both pure deflagrations (Nomoto et al.,

1984) and delayed detonations (Khokhlov, 1991) are feasible. For sub-MCh scenarios, it

propagates as a pure detonation (Woosley et al., 2004; Sim et al., 2010; Woosley & Kasen,

2011).

In a pure deflagration, the strong electron degeneracy boosts a carbon flash into the

final runaway. A burning flame, subsonic with respect to the unburned material, slowly

propagates across the WD (v0 ∼ 0.03 − 0.1 vsound). The WD expands, which eventually

weakens the explosive burning (Nomoto et al., 1984). These models, in general, struggle to

reproduce the yields of iron-peak elements in SNe Ia.

In a pure detonation, a supersonic shock originated by external compression causes the

demise of the WD. The less massive the WD, the greater the amount of intermediate-

mass elements will be synthesized, and the lower the yields of iron-peak elements. The

amount of 56Ni, and thereby the brightness of the SN, is directly determined by the progen-
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itor mass. Some of these calculations are unable to account for the high-velocity features

(v ∼ 104 km s−1, Mazzali et al., 2005b) of silicon in the spectra of SNe Ia (Zhao et al., 2015).

Recent work by Wilk et al. (2018), though, was able to reproduce the high-velocity features

of calcium.

Given these difficulties to reproduce some of the observed properties of SNe Ia by pure de-

flagrations and pure detonations, delayed-detonations (DDTs) combine both explosion mech-

anisms (Khokhlov, 1991). The explosion starts as a subsonic deflagration, during which the

WD expands, and turns into a supersonic detonation at a given deflagration-to-detonation

transition density (ρDDT & 107 g cm−3, e.g. Yamaguchi et al., 2015; Bravo et al., 2019). The

higher this transition density, the more iron-peak elements will be synthesized, and thus the

brighter (determined by the amount of 56Ni) the SN explosion will be. The DDT models

introduced in Mart́ınez-Rodŕıguez et al. (2018) and Bravo et al. (2019) show a slight in-

crease in the kinetic energy with increasing ρDDT (Ek [1051 erg] = 1.18, 1.31, 1.43, 1.49 for

ρDDT [107 g cm−3] = 1.2, 1.6, 2.4, 4.0).

I.3.2 Nucleosynthesis and neutron-rich isotopes

The stable isotopes of chromium, manganese and nickel (secondary iron-peak elements,

Iwamoto et al., 1999) are especially relevant to chemically tag the progenitors of SNe Ia,

as they keep information about both pre-explosion and explosion features of the SN, such

as the number of neutrons per proton and the density of the exploding WD (see Badenes

et al., 2008a; Bravo, 2013, for a discussion). To understand how these are produced, it is

necessary to analyze the different burning regimes in SNe Ia (Thielemann et al., 1986, see

Table 1). These are determined by the physical conditions of the fuel (T, ρ), and thus will

take place in different regions of the WD. The iron-peak elements are synthesized in three

regimes: explosive silicon burning, nuclear statistical equilibrium (NSE) and neutron-rich

nuclear statistical equilibrium (n-NSE).

Explosive silicon burning is characterized by the partial photodisintegration of 28Si and

by the production of heavier nuclei, such as 32S, 36Ar, 40Ca, 56Ni and small traces of 58Ni,

55Co and 52Fe. 58Ni is a stable isotope, whereas the other two eventually decay to stable
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Table 1: Thermonuclear burning regimes in SNe Ia (adapted from Thielemann et al., 1986).

Burning regime Physical conditions Main yields (after nuclear

(T, ρ) decays, unburned fuel in brackets)

Explosive C-Ne burning T . 3.2 GK [C, Ne], O, Ne, Mg, Si

Explosive O burning 3.2 GK . T . 4.5 GK [O], Si, S

Explosive Si burning 4.5 GK . T . 5.5 GK [Si, S], Ar, Ca, Cr, Mn, Fe, Ni

NSE T & 5.5 GK , ρ . 108 g cm−3 Fe, Ni

n-NSE T & 5.5 GK , ρ & 108 g cm−3 Cr, Mn, Fe, Ni

manganese and chromium, 55Co → 55Fe → 55Mn and 52Fe → 52Mn → 52Cr.

NSE occurs at slightly higher temperatures than explosive silicon burning. 28Si gets

depleted, rearranging into 56Ni, 58Ni, 57Fe and 60Ni. The abundances are determined by

a set of coupled Saha equations that depend on the density, on the temperature and on

the number of free electrons per proton (Ye), or equivalently, on the neutron excess η =

1 − 2Ye =
∑

iXi (Ni − Zi) / Ai, where Xi, Ni, Zi and Ai are the mass fraction, neutron

number, charge and nucleon number of element i. The higher the neutron excess, the higher

the abundance of 58Ni (Hartmann et al., 1985).

n-NSE only takes place in the inner, densest regions (∼ 0.2M�) of a WD exploding close

to MCh. The densities of the degenerate material (and therefore, the Fermi energy) are high

enough for electron captures to take place during nucleosynthesis, shifting the equilibrium

point of NSE away from 56Ni to more neutron-rich species like 55Mn and 58Ni regardless of

the fuel composition (Iwamoto et al., 1999; Brachwitz et al., 2000).

As the main contribution to the yields of neutron-rich stable manganese and nickel comes

from n-NSE, exclusive of MCh-WDs, the neutron excess provides a way to discriminate

between progenitor systems, and therefore, to tackle the Type Ia progenitor
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problem (see Badenes et al., 2008a; Park et al., 2013; Yamaguchi et al., 2015; Mart́ınez-

Rodŕıguez et al., 2016, 2017). Aside from n-NSE, there are another two ways to enhance the

fuel η before the explosion: 22Ne and carbon simmering.

As mentioned in Section I.2.2, 22Ne is the third most-abundant isotope in WDs after

12C and 16O, which have zero η. Intermediate-mass stars (2 M� . M . 7 M�) burn hydro-

gen during their main sequence via the CNO cycle, whose slowest, bottle-neck reaction is

14N(p,γ)15O. At the end of hydrogen burning, most of the metals in the progenitor pile up

onto 14N, which in turn becomes 22Ne during hydrostatic helium burning through the chain

14N(α, γ)18F(β+, νe)
18O(α, γ)22Ne. Hence, this isotope contributes to all the neutron-rich

material of the final WD. Using these arguments, Timmes et al. (2003) found a linear relation

between neutron excess and progenitor metallicity Z: η = 0.1Z.

This simple relation between Z and η could be modified in MCh-WDs by means of a

process called carbon simmering (Woosley et al., 2004; Wunsch & Woosley, 2004; Chamulak

et al., 2008; Piro & Bildsten, 2008; Piro & Chang, 2008; Mart́ınez-Rodŕıguez et al., 2016;

Piersanti et al., 2017; Schwab et al., 2017). After millions of years of slow accretion from

a companion, a WD can reach sufficiently high central temperatures and densities to start

fusing carbon. Instead of exploding immediately, neutrinos cool the star until the final

runaway. The onset of simmering occurs when the heat from carbon burning overcomes the

neutrino cooling. A convective core starts growing outwards as way to efficiently transport

the energy away from the center until carbon fusion becomes fast enough, which triggers

the thermonuclear runaway at a central temperature T ∼ 0.8 GK (Woosley et al., 2004).

This convective core expands up to ∼ 1 − 1.2M� during ∼ 1000 − 10000 years (Piro &

Bildsten, 2008; Piro & Chang, 2008; Mart́ınez-Rodŕıguez et al., 2016), increasing the neutron

excess of the core via the electron capture reactions 13N(e−, νe)
13C (see Chamulak et al.,

2008) and 23Na(e−, νe)
23Ne (see Chamulak et al., 2008; Piro & Bildsten, 2008, for details).

These reactions feed upon the products of carbon fusion, therefore this enhancement in η

is directly linked to the amount of carbon consumed prior to the explosion. This increase

in η is independent of the progenitor metallicity (“simmering floor” Piro & Bildsten, 2008;

Mart́ınez-Rodŕıguez et al., 2016), but strongly depends on whether convective mixing is

advective or whether it is diffusive (Piersanti et al., 2017; Schwab et al., 2017), i.e., on
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Figure 3: Elemental mass ratios sensitive to either the neutron excess or to the n-NSE burning

regime (Badenes et al., 2008a; Yamaguchi et al., 2015; Mart́ınez-Rodŕıguez et al., 2017) in

delayed-detonation, MCh models (filled symbols) and in pure-detonation, sub-MCh models

(empty symbols) as a function of progenitor metallicity. It is assumed that Z� = 0.014

(Asplund et al., 2009).
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whether particles move along the bulk flow or whether particles move from high-concentration

to low-concentration regions.

In conclusion, neutron-rich isotopes in SNe Ia can give clues about their progenitors.

Several mass ratios are sensitive to either η (MMn/MCr, Badenes et al. 2008a; MCa/MS,

Mart́ınez-Rodŕıguez et al. 2017) or to the n-NSE burning regime (MMn/MFe, MNi/MFe, Ya-

maguchi et al. 2015). Figure 3 shows these ratios for MCh and sub-MCh nucleosynthesis

models. MMn/MCr and MCa/MS slowly increase and linearly decrease with metallicity, re-

spectively. For a given metallicity, MMn/MFe and MNi/MFe are, in general, substantially

lower for the sub-MCh detonations.

Models of the nebular phase of SNe Ia do not predict any noticeable effects of 55Mn

and 58Ni in the spectra (Botyánszki & Kasen 2017; although see Maguire et al. 2018). In

addition, the decay 55Fe → 55Mn has a long half-life of 1000 days. However, it is feasible

to quantify these mass ratios in young (t & 100 years) Ia supernova remnants (SNRs) using

X-ray telescopes (see Section I.4), which can constrain essential aspects of the physics of

explosions and of the progenitors of SNe Ia.

I.4 SUPERNOVA REMNANTS

During and after the explosion, the SN ejecta expands. At late times & 100 days, the optical

depth of the ejecta decreases due to the reduced column densities, so that it starts becoming

optically thin to its own radiation, which is called the SN nebular phase (e.g. Sollerman et al.,

2004; Mazzali et al., 2015; Botyánszki & Kasen, 2017; Jerkstrand et al., 2017; Sollerman et al.,

2019). The SN spectrum transitions from a blackbody with absorption lines to showing

multiple emission lines from the inner ejecta. In addition, all the ejecta reaches homologous

expansion (i.e., purely radial velocities with v = r/t).

After a few years, when the ejecta density becomes comparable to that of the surrounding

medium, either the ISM or a more or less extended circumstellar medium (CSM) modified

by the SN progenitor, the supernova remnant phase begins. There is no accepted lower age

boundary for this, so “SNR” usually refers to SNe & 100 years old (Jerkstrand et al., 2017).
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The ejecta drive an outwards blast wave into the ambient medium (“forward shock”, FS),

whereas the pressure gradient creates another wave that shocks the ejecta inwards (“reverse

shock”, RS; McKee & Truelove, 1995; Truelove & McKee, 1999). The ambient medium

and the ejecta are separated by a contact discontinuity (CD). The dynamical evolution

of SNRs can be divided into four phases, which depend on the relationship between the

ejecta mass and the shocked ambient mass (Woltjer, 1972): free expansion/ejecta dominated,

Sedov/adiabatic, “snow plough” and final dissipation (e.g., Reynolds et al., 2008). Figure

4 shows the evolution of a fiducial SN Ia progenitor into the SNR phase during the first

two stages, which are called “nonradiative” because radiative losses are insignificant, so that

energy is conserved (Woltjer, 1972; Truelove & McKee, 1999).

Oftentimes, SNRs undergoing free expansion are referred as “young” SNRs. In this phase,

the emission is dominated by the reverse shock, which heats, compresses and decelerates the

expanding ejecta to X-ray emitting temperatures. The RS radius initially increases, but

later decreases as it moves towards the center of the SNR. The dynamical evolution can be

approximated by means of a self-similar solution that depends on three variables: the ejecta

mass, the kinetic energy of the explosion and the ambient medium density (see Equations

9-11 from McKee & Truelove 1995, as well as, e.g., Dwarkadas & Chevalier 1998; Badenes

et al. 2003, 2007; Patnaude et al. 2012, 2017; Woods et al. 2017, 2018 to understand the

connection with SNR observations). In a nutshell, the denser the ambient medium, the

smaller the SNR and the less time it will take for the RS to reach the center (typically a few

thousands of years). Due to the low typical densities of the ISM (n∼ 1 cm−3), the number

of ionizing collisions in the SNR plasma is low, therefore the recombination and ionization

rates cannot find an equilibrium point (Itoh, 1977; Badenes, 2010). Thus, young SNRs are

plasmas in non-equilibrium ionization.

Eventually, the ejecta decelerates due to the increase in the swept-up ambient medium

mass. When the shocked medium becomes hydrodynamically relevant, the Sedov phase

begins (∼ 103 years, Shklovskii, 1962; Taylor, 1950; Sedov, 1959; Truelove & McKee, 1999).

After ∼ 104 years, when radiative losses become important, and thus energy is not conserved

anymore, the “snow plough” phase starts, until the SNR finally merges with the surrounding

medium (∼ 106 years, Reynolds et al., 2008).
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Unless a pulsar is detected at the center of a SNR, it can be difficult to classify it as Ia or

CC, but Yamaguchi et al. (2014a) proposed a successful method using the centroid energy

(ionization) of the Fe Kα emission as a diagnostics tool. As the CSM around CC SNRs is

expected to be denser than that around Ia SNRs due to the strong mass loss from the pre-

explosion progenitor, the number of ionizing collisions should be enhanced in CC plasmas,

which shifts the Fe Kα to higher values and therefore separates both types of progenitors.

Combining this measurement with its corresponding line luminosity discriminates between

bright and dim SNe, while doing so with the remnant’s physical size reveals whether the

ambient medium around the SNR is uniform or whether it has been strongly modified by

the progenitor (Patnaude & Badenes, 2017).

In conclusion, young SNRs, and especially their X-ray spectra, show imprints from both

the chemical and physical composition of their progenitors and the structure of their sur-

rounding CSM / ISM sculpted before the explosion (e.g., Badenes et al., 2005, 2006, 2008b;

Badenes, 2010; Vink, 2012; Lee et al., 2013, 2014, 2015; Slane et al., 2014; Patnaude et al.,

2015). SNRs can thus put strong constraints on fundamental aspects of both SN explosion

physics and stellar evolution scenarios for SN progenitors (Badenes, 2010). X-ray analyses of

SNRs are independent of, and complimentary to, spectroscopic follow-ups of SN light echoes.

When compared to optical studies of nebular spectra (e.g., Stehle et al., 2005; Tanaka et al.,

2011; Ashall et al., 2016; Wilk et al., 2018), X-rays offer an advantage: as the plasma is

optically thin, this allows to circumvent the intricacies of radiative transfer. The archival

data of the XMM-Newton, Chandra and Suzaku telescopes make it possible to fit the X-ray

spectra of Ia SNRs and determine elemental abundances, whose neutron-rich mass ratios

(Badenes et al., 2008a; Park et al., 2013; Yamaguchi et al., 2015; Mart́ınez-Rodŕıguez et al.,

2017, see Section I.3.2) can be reconciled with SN Ia explosion models (Bravo et al., 2019)

in order to gain knowledge about their progenitors.

I.5 THESIS OUTLINE

My PhD thesis aims to compare observational results from the X-ray spectra of Type Ia

SNRs with theoretical models of SNe Ia in order to better understand the nature of SN Ia
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progenitors. My dissertation is organized as follows. In Chapter II (Mart́ınez-Rodŕıguez

et al., 2016), I calculate the increase in the neutron excess during carbon simmering in SN

Ia progenitors near the Chandrasekhar mass by means of the MESA stellar evolution code.

In Chapter III (Mart́ınez-Rodŕıguez et al., 2017), I combine SN Ia nucleosynthesis models

with measurements of Ca/S mass ratios in the X-ray spectra of Type Ia SNRs to probe the

neutron-rich material in SN Ia ejecta. In Chapter IV (Mart́ınez-Rodŕıguez et al., 2018), I run

hydrodynamical models of expanding Type Ia SNRs in uniform ambient media by means of

the one-dimensional ChN code, use these to generate synthetic X-ray spectra, and reconcile

the bulk properties derived from these models with real observations. These three papers

have been published in The Astrophysical journal (ApJ). Finally, in Chapter V, I summarize

my work and outline future research projects that can be derived from my thesis.
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II NEUTRONIZATION DURING CARBON SIMMERING IN TYPE IA

SUPERNOVA PROGENITORS

Mart́ınez-Rodŕıguez, H., Piro, A. L., Schwab, J., & Badenes, C. 2016, ApJ, 825, 57

II.1 INTRODUCTION

Type Ia supernovae (SNe Ia) are the thermonuclear explosions of white dwarf (WD) stars

(Maoz et al., 2014). They play a key role in galactic chemical enrichment through Fe-peak

elements (Iwamoto et al., 1999), as cosmological probes to investigate dark energy (Riess

et al., 1998; Perlmutter et al., 1999) and constrain ΛCDM parameters (Betoule et al., 2014;

Rest et al., 2014), and as sites of cosmic ray acceleration along with other SN types (Maoz

et al., 2014). However, the exact nature of their progenitor systems remains mysterious.

While it is clear that the exploding star must be a C/O WD in a binary system (Bloom

et al., 2012), decades of intensive observational and theoretical work have failed to establish

whether the binary companion is a non-degenerate star (the so-called single degenerate, or

SD, scenario), another WD (double degenerate, DD – see Wang & Han 2012; Maoz et al.

2014 for recent reviews), or some combination of scenarios. Both cases result in the explosion

of a relatively massive WD after one or potentially many more mass accretion episodes, but

there are key differences between them. In the SD scenario, the accretion happens over

relatively long timescales (∼ 106 yr, Hachisu et al., 1996; Han & Podsiadlowski, 2004) until

the mass of the WD gets close to the Chandrasekhar limit (MCh = 1.45(2Ye)
2 ≈ 1.39M�,

where Ye is the mean number of electrons per baryon, Nomoto et al. 1984; Thielemann

et al. 1986; Hachisu et al. 1996; Han & Podsiadlowski 2004; Sim et al. 2010). In the DD
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scenario, the explosion is the result of the violent interaction or merging of two WDs on a

dynamical timescale (Iben & Tutukov, 1984), and the mass of the exploding object is not

expected to be directly tied to MCh (Sim et al., 2010; van Kerkwijk et al., 2010). Attempts

to discriminate between SD and DD systems based on these differences have had varying

degrees of success. On the one hand, it is known that WDs in the Milky Way merge at a

rate comparable to SN Ia explosions (Badenes & Maoz, 2012), and statistical studies of the

ejecta and 56Ni mass distribution of SN Ia indicate that a significant fraction of them are not

near-Chandrasekhar events (Piro et al., 2014; Scalzo et al., 2014). On the other hand, the

large amount of neutron-rich material found in solar abundances (Seitenzahl et al., 2013a)

and in some supernova remnants (SNRs) believed to be of Type Ia origin (Yamaguchi et al.,

2015) seems to require burning at high densities, which indicates that at least a non-negligible

fraction of SNe Ia explode close to MCh.

Here we focus on the role that these neutron-rich isotopes play as probes of SN Ia

explosion physics and progenitor evolution channels. In particular, we explore the effect

of carbon simmering, a process wherein slowly accreting near-MCh WDs develop a large

convective core due to energy input from 12C fusion on timescales of ∼ 103 − 104 yr before

the onset of explosive burning (Woosley et al., 2004; Wunsch & Woosley, 2004; Piro & Chang,

2008). Previous studies (Chamulak et al., 2008; Piro & Bildsten, 2008) have pointed out

that weak nuclear reactions during this phase enhance the level of neutronization in the

fuel that will be later consumed in the different regimes of explosive nucleosynthesis. Here,

we perform detailed models of slowly accreting WDs with the stellar evolution code MESA

(Paxton et al., 2011, 2013, 2015), paying close attention to the impact of carbon simmering

on the neutron excess.

This paper is organized as follows. In Section II.2, we provide an overview of the main

processes contributing to neutronization in SNe Ia, and the importance of understanding

these processes in the context of observational probes of SN Ia explosion physics and the

pre-SN evolution of their stellar progenitors. In Section II.3, we outline our simulation scheme

and describe our grid of MESA models for accreting WDs. In Section II.4, we present the main

results obtained from our model grid, and in Section II.5, we summarize our conclusions and

suggest directions for future studies.
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II.2 NEUTRONIZATION IN TYPE IA SUPERNOVAE

It is commonly accepted that WDs are the end product of most main-sequence stars (see

Althaus et al., 2010, and references therein). A typical WD is a ∼ 0.6M� stellar object made

up by a C/O core that encompasses most of its size, surrounded by an thin ∼ 0.01M�He

envelope that, in turn, has a shallower ∼ 10−4M�H layer on top (Althaus et al., 2010). On

the other hand, massive WDs (M & 1.1M�) are believed to have O/Ne cores. Therefore,

the composition of the core and the outer layers strongly depends on the characteristics of

the initial star (Ritossa et al., 1996). The specific chemical composition of a WD determines

its properties, which can vary after the AGB phase, along the cooling track, via important

processes such as convection, phase transitions of the core and gravitational settling of the

chemical elements (Althaus et al., 2010). For this abundance differentiation the main role is

played by 22Ne (Garćıa-Berro et al., 2008; Althaus et al., 2010) because its neutron excess

makes it sink towards the interior as the WD cools. The released gravitational energy by

this process influences both the cooling times of WDs (Deloye & Bildsten, 2002) and the

properties of SNe Ia (Bravo et al., 2010).

A critical parameter that controls the synthesis of neutron-rich isotopes in SN Ia explo-

sions is the neutron excess

η = 1− 2Ye =
∑
i

Ni − Zi
Ai

Xi , (1)

where Ni, Ai and Zi are the neutron number, the nucleon number and charge of species

i with mass fraction Xi, respectively. The starting value of η in the SN Ia progenitor is

set by its metallicity. This works as follows. Stars with zero-age main-sequence masses

> 1.3M� burn hydrogen through the CNO cycle (Thielemann et al., 1986). The slowest

step is 14N(p, γ)15O, which causes all the C, N and O present in the plasma to pile up at

14N. Subsequently, during the hydrostatic He burning, 14N converts to the neutron-enriched

isotope 22Ne through the reaction chain 14N(α, γ)18F(β+, νe)
18O(α, γ)22Ne.

Because all CNO elements are converted to 22Ne during He burning, there is a linear

relationship between the metallicity of a main sequence star and the neutron excess in the

WD it eventually produces. Indeed, Timmes et al. (2003) found that this process relates
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the neutron excess of the WD and its progenitor metallicity via η = 0.101Z, where Z refers

to the mass fraction of CNO elements, resulting in a value for solar metallicity material of

η� = 1.4× 10−3. Gravitational settling of 22Ne might enhance the relative neutronization in

the core, but only at the expense of shallower material from the outer layers (Piro & Chang,

2008).

II.2.1 Neutron production during carbon simmering

This relation between η and Z can subsequently be modified by carbon simmering (Piro

& Bildsten, 2008; Chamulak et al., 2008), and we summarize the main features of this

process in Figure 5. Carbon ignition in the core of a WD takes places through the chan-

nels 12C(12C, α)20Ne and 12C(12C, p)23Na with a branching ratio 0.56/0.44 for T < 109 K

(Caughlan & Fowler, 1988) when the heat from these nuclear reactions surpasses the neu-

trino cooling. This burning regime (Nomoto et al., 1984), which starts at the gray, dashed

line in Figure 5, marks the onset of simmering. The central conditions then trace out the ris-

ing dashed, brown line as the star heats and decreases slightly in density. At the same time,

a convective region grows outward (Woosley et al., 2004; Wunsch & Woosley, 2004), shown

at four different epochs with thick, solid lines. This convection encompasses ∼ 1M� during

a period of ∼ 103 − 104 yr before the final thermonuclear runaway at a central temperature

of Tc ≈ 8× 108 K and the explosion as a Type Ia SN (Piro & Chang, 2008).

During carbon simmering, the protons produced by the 12C(12C, p)23Na reaction cap-

ture onto 12C, producing 13N. Subsequently, the electron-capture reactions 13N(e−, νe)
13C

(discussed in detail in Section 2.2 of Chamulak et al., 2008) and 23Na(e−, νe)
23Ne (Chamu-

lak et al., 2008; Piro & Bildsten, 2008) produce an enhancement in the neutronization of

the core. These reactions consume the products of carbon fusion, so the increase in η is

directly related to the amount of carbon consumed prior to the explosion. This proceeds

until sufficiently high temperatures or low densities are reached such that timescale for the

23Na electron captures becomes longer than the heating timescale. (The location where these

timescales are equal is shown as a magenta, dashed line in Figure 5.) Additionally, as we

find here, 23Ne carried into lower density regions of the convection zone can be converted
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Figure 5: Temperature versus density profiles taken from our fiducial model (Section II.4.1),

presented analogously to Figure 1 from Piro & Bildsten (2008). Each profile represents

a snapshot in time as the central temperature increases and the convective region grows.

The convective region of each profile is represented with thick lines. The dashed, brown

line tracks the central density and temperature over time, showing how the central density

decreases as the central temperature increases during simmering. The two sharp drops at

log(ρc/γ cm−3) ≈ 9.1 − 9.2 correspond to neutrino losses in the 23Na–23Ne and 25Mg–25Na

Urca shells, as explained in Section II.2.2 and shown in Figure 6. The dashed, magenta line

shows where the heating timescale and 23Na electron-capture timescale are equal; at lower

densities/higher temperatures, electron captures on 23Na are frozen out. The dashed, gray

line is an approximate C-ignition curve from MESA that considers a 100% carbon composition

in the core.
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back to 23Na by beta decay. These nuclear processes determine the final composition and

properties of the ejected material (Iwamoto et al., 1999) and are crucial to obtain synthetic

spectra (Brachwitz et al., 2000).

Using these basic arguments, Piro & Bildsten (2008) semi-analytically calculated the

amount of carbon consumed during simmering to estimate that the increase in the neutron

excess should be ∆η∼ 10−3 with an upper bound of 0.93 η� known as the “simmering limit”.

Such a floor to the neutron excess is important to identify because it should be present in

any SN Ia progenitor that went through a simmering phase, regardless of how low the

progenitor’s metallicity is. Using a more detailed nuclear network, but only focusing on the

central conditions of the convective zone, Chamulak et al. (2008) predicted a decrement in

the mean number of electrons per baryon of |∆Ye| = 2.7− 6.3× 10−4, which corresponds to

∆η ≈ 5.4 − 13 × 10−4 . Although both these works found similar levels of neutronization,

they also made strong simplifications, and this is an important motivation for revisiting these

results here.

II.2.2 Urca-process cooling

Weak reactions can also affect the thermal state of the WD. An Urca pair consists of two

nuclei (Z,A) and (Z − 1, A) that are connected by electron-capture (Z,A) + e− → (Z −

1, A) + νe and beta-decay (Z − 1, A)→ (Z,A) + e− + ν̄e. Below a threshold density ρth the

beta-decay reaction is favored and above it the electron-capture reaction is favored. Near

this threshold density, both reactions occur at a significant rate, and since each produces a

neutrino that then free-streams from the star, this has the net effect of cooling the plasma

(Gamow & Schoenberg, 1941).

As the WD is compressed, its density increases above the threshold density of numer-

ous Urca pairs. For the compositions and densities of our WD models, the two most

important Urca pairs are 25Mg–25Na (with log(ρth/γ cm−3) ≈ 9.1) and 23Na–23Ne (with

log(ρth/γ cm−3) ≈ 9.2) (Iben, 1978). These threshold densities are below the density at

which carbon ignition occurs, and hence in the central parts of the WD this local Urca-

process cooling occurs before the simmering phase begins. This effect was discussed in the
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Figure 6: A comparison of the evolutionary tracks for the central density and temperature

in our fiducial model (Section II.4.1) with (black line) and without (dashed line) the effects

of the 23Na–23Ne and 25Mg–25Na Urca pairs (see Section II.2.2). The evolution during the

simmering phase is denoted with thick lines. The gray, dashed line is an approximate C-

ignition curve from MESA that considers a 100% carbon composition in the core.

context of accreting C/O cores by Paczyński (1973), but is often not included in progenitor

models.1 We make use of new capabilities of MESA that allow these processes to be easily

included (Paxton et al., 2015). As shown in Figure 6, additional cooling shifts the point at

which carbon ignition occurs to higher densities. The specific energy loss rate due to Urca-

process neutrinos scales ∝ T 4 (Tsuruta & Cameron, 1970), so this effect is most pronounced

in hotter WDs (those with short cooling ages).

After carbon ignition occurs and the simmering phase begins, the Urca process continues

to operate as convection mixes material from regions where it has electron-captured into

regions where it will beta-decay and vice-versa. This convective Urca process and its effects

have been an object of considerable study (e.g., Paczyński, 1972; Bruenn, 1973; Shaviv &

1This effect was included in a recent study by Denissenkov et al. (2015), who used a large nuclear network
that incorporated new weak rate tabulations from Toki et al. (2013).
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Regev, 1977; Barkat & Wheeler, 1990; Lesaffre et al., 2005). We allow for the operation of the

convective Urca process in our MESA models, inasmuch as we incorporate appropriate weak

rates and allow composition to mix throughout the convective zone. However, limitations

imposed by the temporal and spatial averaging that enter into a formulation of 1D mixing-

length theory do not allow us to self-consistently treat the effects of the Urca process on the

convection itself. In some of our models, in particular those with the solar or super-solar

metallicities and hence the highest abundances of 25Mg and 23Na, we observe that, when the

convective zone first reaches the Urca shell, it splits in two and remains split for the remainder

of the calculation. It seems likely this behavior is a manifestation of these limitations, so

when we report our results in Tables 8-10, we mark these models with the note “Convection

zone splits during simmering”. The development of a model able to fully incorporate the

interaction of convection and the Urca process is beyond the scope of this work and will

likely require multi-dimensional hydrodynamics simulations (e.g., Stein & Wheeler, 2006).

Given the existing uncertainties, Denissenkov et al. (2015) explored the possible effects of

the convective Urca process in MESA models by employing a series of mixing assumptions,

such as limiting the mass of the convective core to the mass coordinate of the 23Na–23Ne

Urca shell. Future work could employ a similar approach to explore the potential effects of

the convective Urca process on neutronization.

II.3 WHITE DWARF MODELS

Motivated by the discussion above, we next explore the impact of the neutron-rich isotopes at

WD formation and during carbon simmering using MESA2 (Paxton et al., 2011, 2013, 2015).

We create WDs with five different metallicities: Z/Z� = 0.01, 0.10, 0.33, 1.00, 2.793, where

Z� = 0.014 (Asplund et al., 2009). In each case, we start from 4.5M� ZAMS-models by

using the inlists from the suite case make co wd, which makes a protostar go through the MS

until the AGB thermal pulses and then reveals its C/O core. These models are stopped when

2http://mesa.sourceforge.net/index.html
3Our intention was to create a 3Z� star. However, MESA presents several convergence problems for this

high metallicity during the AGB phase and a 2.79Z� WD was created instead.
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the total luminosity reaches logL/L� = −0.5. MESA presents convergence problems due to

the unstable He shell burning on accreting WDs (Shen & Bildsten, 2009), so we artificially

remove the H/He shallower envelope via a negative accretion rate. The resulting WDs have

logL/L� ≈ −1.4. Then, we rescale the initial masses of our WDs to 0.70, 0.85 and 1.00M�

without changing the chemical composition as a function of the Lagrangian mass coordinate.

To evaluate the effect of cooling times in the properties of WDs (Lesaffre et al., 2006;

Althaus et al., 2010), we let our stars cool for 1 and 10 Gyr, ages that are consistent with the

spread for the delay-time distribution (DTD) of SNe Ia (∼ 40 Myr–10 Gyr, Maoz et al., 2012,

2014). We do not account for residual heating by the external H/He envelope (Althaus et al.,

2010), as this material has already been removed in our models. We also do not include the

effects of diffusion, sedimentation, or crystallization, as the development of MESA’s treatment

of these processes is ongoing. With these caveats in mind, we classify our WDs as “hot” (no

cooling applied), “warm” (1 Gyr) and “cold” (10 Gyr).

We use these 45 WDs (five metallicities, three masses, and three cooling ages) as an

input for our simmering MESA inlists, based on the suite case wd ignite, which models the

accretion in the Type Ia SNe SD channel by considering a C/O WD, a uniform, pure C/O

accretion and a stopping condition such that the total luminosity from the nuclear reactions

reaches 108 L�. We use a nuclear network consisting of 48 isotopes, shown in Table 2, and

the reactions linking them. This is the main difference between the present study and the

one performed by Chen et al. (2014), who also examined the properties of accreting C/O

WDs, but used a more limited network. We use a version of MESA based on release 7624,

but modified to incorporate a rate for the 13N(e−, νe)
13C reaction that is appropriate for

the high density conditions of a WD interior. We motivate and describe our modifications

in Appendix A.1.

For the accreted material, we consider uniform accretion with three different rates, 10−6,

10−7 and 5×10−8M� yr−1, which yield accretion ages ∼ 106 yr that agree with the literature

(Hachisu et al., 1996; Han & Podsiadlowski, 2004). The chemical abundances of the accretion

are set equal to the initial surface composition of each WD. This makes a total of 135 different

models whose results are presented in Section II.4.2. In order to achieve a higher spatial

and temporal resolution during the Urca-process cooling and carbon simmering phases, we

27



Table 2: Nuclear network used in our calculations.

Isotope A Isotope A

n 1 O 14–18

H 1–2 F 17–19

He 3–4 Ne 18–24

Li 7 Na 21–25

Be 7 Mg 23–26

Be 9–10 Al 25–27

B 8 Si 27–28

C 12–13 P 30–31

N 13–15 S 31–32

stop our accreting models when the WD mass reaches 1.3 M�, which corresponds to central

densities below the Urca cooling densities discussed in Section II.2.2. We then continue the

models with controls that incorporate timestep limits based on the the variation of the central

density and temperature. To confirm that our models are converged, we perform runs with

increased temporal and spatial resolution. To corroborate that our results are insensitive to

the treatment of the outer boundary of the central convection zone, we execute a run with

overshooting. We verify that the quantities of interest are unchanged and refer the reader

to Appendix A.2 for more detailed information.

For the stopping condition of our inlists, we choose the one derived by Woosley et al.

(2004), and broadly discussed in Chamulak et al. (2008), Piro & Bildsten (2008) and Piro

& Chang (2008), which estimates that simmering should end when dynamical burning is

triggered. This requires Tc ≈ 8 × 108 K, i.e., log(Tc/K) ≈ 8.9. In turn, Piro & Bildsten

(2008) argued that the final thermonuclear runaway should ensue when the heating time

scale th = cpTc/ε (where cp is the specific heat of the liquid ions) gets comparable to the
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Figure 7: Profiles of the ratio between the convective and the heating time scales versus the

Lagrangian mass in the growing convective region for our fiducial model (Section II.4.1). The

convective overturn timescale tconv gets comparable to th at the center of the WD right before

the final thermonuclear runaway as shown by the blue curve. Various nuclear reactions with

rates λ should freeze out when th < λ−1.

dynamical time scale tdyn ≡ (Gρc)
−1/2∼ 1 s. Our conclusion is that, in general, th & 10tdyn

when Tc ≈ 8 × 108 K, so that th∼ tdyn does not hold. Figure 7 shows that simmering ends

when the heating time scale approaches the convective time scale th ≤ tconv in the core of the

WD (Piro & Chang, 2008). Here, tconv = min{Hp, Rconv}/vconv, where vconv is the convective

velocity, Rconv the extent of the convective zone and Hp the pressure scale height, which

MESA calculates as Hp = min{P/(gρ),
√
P/G/ρ}.

II.4 RESULTS

We next summarize the main results of our survey of simmering WD models. We begin

in Section II.4.1 by focusing on a fiducial model, a 1 M�, solar-metallicity WD with an
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Figure 8: Abundance profiles of 12C (top), 16O (middle) and 22Ne (bottom) in our fiducial

model. The orange curve represents the initial model, while the purple one corresponds to

the onset of carbon simmering. The convective region of each profile is depicted with thick

lines.
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accretion rate of 10−7M� yr−1. This is used to compare and contrast with our large grid of

models in Section II.4.2.

II.4.1 Fiducial model

3 4 5 6 7 8 9 10

logρ [g cm−3 ]
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Figure 9: Temperature versus density profiles during several stages of the stellar evolution

in our fiducial model. The color legend is the same as the one of Figure 8, whereas the gray,

dashed line is an approximate C-ignition curve from MESA that considers a 100% carbon

composition in the core, which is why the purple profile does not exactly match it. Finally,

some points encompassing fractions of the stellar mass are depicted along each of the curves.

In Figure 8, we show the evolution of the chemical profiles of 12C, 16O and 22Ne for

our fiducial model during the different stages of the accretion process and through the sim-

mering phase. We have labeled our curves at different time steps with the corresponding

central temperature because of our stopping condition (Woosley et al., 2004). After carbon

simmering, all the chemical profiles become homogeneous within the convective core (shown

by the thick, fairly flat regions of the profiles). In turn, the accreted material eventually

gets mixed into the core when the edge of this convective region reaches the initial mass of

the star, which is why the carbon fraction increases at the center (carbon-rich material is

mixed in rate higher than the consumption by carbon burning). The last profiles show a
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Figure 10: Neutron excess profiles as a function of the Lagrangian mass for the same series

of snapshots as shown in Figure 8.

clear distinction between convection, which encompasses ≈ 90% of the star by mass, and the

outer, non-convective regions of the WD.

Figure 9 shows the log T − log ρ profiles for the fiducial model. Initially, the hot, accreted

material increases the effective temperature of the WD, while the interior of the star remains

unchanged. After ∼ 103−4 years, the temperature gradient steepens due to the energy lost

via neutrinos (∝ T 3, Chen et al., 2014), so that a temperature inversion arises in the outer

regions of the WD. This is critical because, for high accretion rates and cold WDs, the outer

layers will be hotter than the core and off-center ignitions might take place (Chen et al.,

2014). Finally, there is a change in the thermal structure of the star after the onset of

simmering. Since convection is very efficient in the core given the high thermal conduction

timescale ∼ 106 yr, the convective profile is nearly an adiabat (Piro, 2008).

Figure 10 shows the neutron excess as a function of depth. This starts relatively constant

with depth at a value of η ≈ 1.25−1.3×10−3 set by the progenitor metallicity. Then, as the

simmering proceeds, a region with an increased neutron excess is seen to grow out in mass.

At the onset of thermonuclear runaway, the central neutron excess is enhanced by an amount
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Figure 11: Profile of the variation of the neutron fraction dXn/dt for Tc = 8× 108 K (blue)

and the rates λ of the three weak reactions involved. The dashed line indicates the region

where it is negative. The black and the magenta lines refer to, respectively, the electron

capture reactions 13N(e−,νe)
13C and 23Na(e−,νe)

23Ne . Finally, the orange line is the beta

decay 23Ne(νe,e
−)23Na whose dominance in the outer, lower-density regions explains why

the increase in the neutron excess is smaller than the one predicted by Piro & Bildsten (2008)

and Chamulak et al. (2008).

≈ 3×10−4, so that Ye is reduced by ≈ 1.5×10−4. This is smaller than the decrement within

the convective zone at the center |∆Ye| = 2.7 − 6.3 × 10−4 predicted by Chamulak et al.

(2008), as well as than the maximum neutronization estimate |∆Ye| ≈ 6 × 10−4 calculated

by Piro & Bildsten (2008). The reason for this discrepancy is that we have resolved the

entire convective zone at each time and the range of densities encompassed by it. The

electron captures are very sensitive to density, and thus the outer, lower-density regions

do not experience the same level of electron captures and corresponding neutronization.

This can be appreciated in Figures 11 and 12. As we find here, 23Ne can be converted

back to 23Na when it is carried into the portion of the convection zone below the threshold

density. In contrast, both Piro & Bildsten (2008) and Chamulak et al. (2008) focused on the
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Figure 12: Abundance profiles of 13C, 23Na and 23Ne in our fiducial model at the onset of

simmering (Tc = 2.1×108 K; purple lines) and the end of our calculation (Tc = 8×108 K; blue

lines). During simmering, the convection zone is fully mixed, allowing 23Ne to be converted

back to 23Na when it is transported below the threshold density.

central, highest-density conditions for deriving rates, and thus overestimated the amount of

neutronization.

II.4.2 Cooled models and global results

We next consider more broadly the results of the 135 models of our parameter survey.

Figure 13 shows the behavior of the central density and temperature, the growth of the

central neutron excess and the evolution of the convective core for the “hot” fiducial model

discussed in Section II.4.1, as well as the “warm” and “cold” versions of it. The effect of

the Urca-process neutrino cooling disappears as the cooling age of the WD increases and

the central temperature of the WD at the electron capture threshold density decreases. The

local Urca-process cooling can also be appreciated in the evolutionary track of ηc, where Tc

decreases while ηc increases above its initial value ηc,0 (which is mainly determined by the

original abundance of 22Ne, as discussed in Section II.2.1). In addition, it decreases around
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Figure 13: The impact on the simmering of cooling ages equal to 0 Gyr (blue curve), 1 Gyr

(red curve), and 10 Gyr (yellow curve). In each case, the simmering region is represented

with thick lines. The top panel shows the evolution of the central temperature and the

central density of a 1M�, solar-metallicity star with an accretion rate of 10−7M� yr−1 and

different cooling ages. The middle panel plots the evolution of the central neutron excess

as a function of the central temperature. The bottom panel summarizes the growth of the

mass of the convective core. Notice that the temperature limits are different in this plot.
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Tc ≈ 3× 108 K when the outer edge of the convection zone crosses the 23Na–23Ne Urca shell.

The central neutron excess is slightly larger for the “cold” WD because the electron

captures increase for higher densities. The central temperature at the onset of simmering is

approximately the same for the three WDs, as well as the final extent of the convective core.

At the onset of the thermal runaway, ρc is the main relic of the cooling process, whereas

accretion has “erased” the memory of the initial mass of the WD.

The remainder of our results are summarized in Figures 14, 15, 16, and 17, and in Tables

8, 9 and 10. Note that there are no fast accretors (Ṁ = 10−6M� yr−1) in the case of the

cooled WDs because they lead to off-center ignitions (Chen et al., 2014). In our tabulated

results, we indicate these models with the note “Off-center carbon ignition”.
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Ṁ [M¯/yr]       Cooling age [Gyr]

10−6

10−7

5×10−8

0

1

10

Figure 14: Final mass of the convective core versus elapsed time during carbon simmering.

Note that the different initial masses and metallicities are not labeled.

Some of the general trends are as follows. The final masses of the convective core (shown

in Figures 14, 15, and 16) have relatively similar values Mconv ≈ 1.16−1.26M�, encompass-

ing ≈ 85 − 90% of the final stars. This result agrees with the estimates of Piro & Chang

(2008). The elapsed times during simmering are longer when the convective core is larger

(see Figure 14) and are typically & 104 years. The only models with ∆t∼ 103 years are the

fast accretors and the “cold” WDs with an initial mass of 1M�. Accretion times for these
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Ṁ [M¯/yr]  Cooling age [Gyr]

10−6

10−7

5×10−8

0

1

10

Figure 15: Final mass of the convective core versus final mass.

models are smaller and the shallower heat is unable to get to the core until a long time has

elapsed. This, in turn, translates into higher ignition densities and more brief elapsed times

during simmering. This is somewhat different from the estimate of ∆t ∼ 103 years obtained

by Piro & Chang (2008), which was based on the central conditions. This work does note

that a realistic value for the simmering time depends on the size of the region heated (see

Equation (8) of Piro & Chang, 2008, which describes this). The neutron excess increases

with higher central densities (see Figure 17) as the electron captures get more favored.

Finally, our results concerning the impact of simmering on the neutronization are sum-

marized in Figure 18, where we plot the expected neutron excess of a SN Ia progenitor versus

its initial metallicity. The blue curve shows the linear relationship of η = 0.101Z derived by

Timmes et al. (2003). The red region shows the range of maximum neutronization estimates,

in the range of 0.93 η�, from Piro & Bildsten (2008) and demonstrates the role played by the

simmering floor. Namely, at sufficiently low metallicity, the neutron excess no longer reflects

that of the progenitor but instead the amount of neutronization during simmering. Although

we do find some small differences between models, Figure 17 demonstrates that the range of
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Figure 16: Final mass of the convective core versus final central density.
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Figure 17: Increase in the central neutron excess versus final central density.

possible neutron excesses is relatively small, and thus we take the fiducial simmering limit

to be 0.22 η� (yellow, shaded region in Figure 18), well below the value found by Piro &

Bildsten (2008) for the reasons outlined in the discussions above.
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Figure 18: The central neutron excess as a function of the metallicity of SNe Ia progenitors

that experience no simmering (blue line), simmering according to Piro & Bildsten (2008)

(red region), and simmering according to our work here (yellow region). This highlights the

impact of the simmering floor at sufficiently low metallicities. Typical values of Z for the

Large Magellanic Cloud (Piatti & Geisler, 2013) are shown as a gray shaded region. Note

that we use Z� = 0.014 (Asplund et al., 2009).

II.5 CONCLUSIONS

We have performed the first study of carbon simmering in SNe Ia progenitors with numerical

models that fully resolve the extent of the convective region and include a complete nuclear

network with Urca processes. We find that the final mass of the convective zone in the

accreting WD is in the range of Mconv ≈ 1.16− 1.26M�. Our final values for the increase in

the central neutron excess ηc before the onset of thermonuclear runaway are fairly constant

at ≈ 3− 4× 10−4. These values are ≈ 70% lower than those found by previous studies (Piro

& Bildsten, 2008; Chamulak et al., 2008), with the difference stemming from our ability to

properly resolve the full density profile of the convection zone and determine accurately where

and at what rate electron captures occur. As the convection zone grows, it eventually spans
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many density scale heights, with electron captures favored in regions above the threshold

density and beta decays favored in regions below it. While the convective zone remains fully

mixed, the overall neutronization is determined by the mass-weighted average of the reaction

rates across the convection zone.

As summarized in Figure 18, the lower simmering floor that we obtain makes it more

challenging to find an observational “smoking gun” for the presence of simmering in SN Ia

progenitors with metallicities & 1/3Z�, typical of the thin disk of the Milky Way (Nord-

ström et al., 2004). The strongest constraints on the degree of neutronization in individual

SN Ia progenitors come from the analysis of the X-ray emission from Fe-peak nuclei (Mn, Cr,

Fe, and Ni) in Galactic SNRs like Tycho, Kepler and 3C 397 (see Badenes et al., 2008a; Park

et al., 2013; Yamaguchi et al., 2015). In the dynamically young SNRs Tycho and Kepler,

where the bulk of the shocked Fe-peak elements were synthesized in the explosive Si burning

regime (Park et al., 2013), the Mn/Cr mass ratio is a clean tracer of progenitor neutron-

ization. Badenes et al. (2008a) and Park et al. (2013) found a high level of neutronization

in these SNRs, which translates to super-solar progenitor metallicities Z/Z� = 3.4+3.6
−2.6 and

Z/Z� = 3.6+4.6
−2.0 if the contribution from simmering is neglected. The constraints on the

progenitor neutronization in SNR 3C 397 are more model-dependent because this is a dy-

namically older object, and the shocked ejecta has a large contribution from neutron-rich

NSE material. Nevertheless, Yamaguchi et al. (2015) also found that, neglecting the con-

tribution from simmering, Chandrasekhar-mass explosion models for this SNR require very

high (Z/Z� ∼ 5) progenitor metallicities. These high levels of neutronization in Galactic

Type Ia SNRs seem to be in tension with our results, because simmering is unable to recon-

cile the observations with a population of progenitors that is typical of the thin disk of the

Milky Way, which contains very few stars with Z/Z� & 3. We hope to gain further insight

on this apparent mismatch between models and observations by examining Type Ia SNRs

in the LMC, which should have progenitor metallicities ≈ 0.1 − 0.4Z� (Piatti & Geisler,

2013, see Figure 18), low enough to clearly determine whether their progenitors underwent

a carbon simmering phase and constrain the resulting degree of neutronization.

In the future, our models could be used as an input for SNe cosmology and explosion

studies, as done by Moriya et al. (2016) and Piro & Morozova (2016), who created models
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with MESA and then employed a different code (Morozova et al., 2015) to track the evolution

of the supernova light curves. Using our models as inputs for explosive burning calculations

would also be helpful for exploring the impact of the centrally neutron-enhanced core on the

explosion and the resulting light curve (e.g. Bravo et al., 2010). For example, Townsley et al.

(2009) and Jackson et al. (2010) studied the influence of 22Ne on the laminar flame speed,

energy release, and nucleosynthesis during the SN explosion. The enhanced neutronization

would have a similar impact, and although the influence of the 22Ne was found to be modest

in these studies, we also predict spatial differences caused by the presence of the convection

zone.

In addition, there are pieces of physics that could be added to our simmering models.

As mentioned in Section II.3, the gravitational settling of 22Ne will be implemented in an

upcoming MESA release. We expect to revisit these models with a more complete approach

including this process, as well as an in-depth treatment of the chemical diffusion and rotation

during convection. Piro & Chang (2008) and Piro (2008) initially explored these effects with

a series of semi-analytic models, and it will be interesting to revisit them with a more realistic

treatment. The properties of the convective zone and neutron excess we found here are fairly

homogeneous over a wide range of parameters. Therefore, it will be useful to see if other

effects can add more diversity.
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III OBSERVATIONAL EVIDENCE FOR HIGH NEUTRONIZATION IN

SUPERNOVA REMNANTS: IMPLICATIONS FOR TYPE IA SUPERNOVA

PROGENITORS

Mart́ınez-Rodŕıguez, H., Badenes, C., Yamaguchi, H., et al. 2017, ApJ, 843, 35

III.1 INTRODUCTION

Type Ia supernovae (SNe Ia) are the thermonuclear explosions of white dwarf (WD) stars that

are destabilized by mass accretion from a close binary companion. Despite their importance

for many fields of astrophysics, such as galactic chemical evolution (Kobayashi et al., 2006;

Andrews et al., 2017), studies of dark energy (Riess et al., 1998; Perlmutter et al., 1999) and

constraints on ΛCDM parameters (Betoule et al., 2014; Rest et al., 2014), key aspects of

SNe Ia remain uncertain, including the precise identity of their stellar progenitors and the

mechanism that triggers the thermonuclear runaway. Discussions of SN Ia progenitors are

often framed by the single degenerate and double degenerate scenarios, depending on whether

the WD companion is a non-degenerate star or another WD. In the single degenerate scenario,

the WD grows in mass through accretion over a relatively long timescale (t∼ 106 year) and

explodes when it gets close to the Chandrasekhar limit MCh' 1.4M� (Nomoto et al., 1984;

Thielemann et al., 1986; Hachisu et al., 1996; Han & Podsiadlowski, 2004). In most double

degenerate scenarios, by contrast, the destabilizing event (a merger or collision) happens

on a dynamical timescale (Iben & Tutukov, 1984), quickly leading to an explosion that is

not necessarily close to MCh (Raskin et al., 2009; Rosswog et al., 2009; Raskin et al., 2010;

Sim et al., 2010; van Kerkwijk et al., 2010; Kushnir et al., 2013). In principle, it is possible
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to discriminate between single degenerate and double degenerate systems exploding on a

dynamical timescale after merging, provided that some observational probes are sensitive

to the presence or absence of an extended accretion phase leading to the thermonuclear

runaway and to the mass of the exploding star (see the recent reviews by Wang & Han 2012

and Maoz et al. 2014). Here we examine one of these probes, the degree of neutronization

in SN Ia ejecta.

The neutron excess, defined as η = 1− 2Ye = 1− 2 〈ZA〉 / 〈A〉 (where Ye is the electron

fraction, ZA is the atomic number, and A is the mass number) should be zero in WDs

composed solely of 12C and 16O. The value of η can be increased through weak interactions

taking place at different stages during the life of SN Ia progenitors. So far, three such

mechanisms have been proposed.

1. Progenitor metallicity. The bottleneck reaction in the CNO cycle, 14N(p,γ)15O, causes

all the C, N, and O in the progenitor to pile up onto 14N at the end of H burning, which

then becomes 22Ne during hydrostatic He burning through the chain 14N(α, γ)18F(β+,

νe)
18O(α, γ)22Ne. Since 22Ne carries a neutron excess, this results in a linear scaling of η

with progenitor metallicity Z: η = 0.1Z (Timmes et al., 2003; Bravo et al., 2010; Moreno-

Raya et al., 2016). Hence, this 22Ne content is usually defined as the “metallicity” of a

WD.

2. Carbon simmering. In SN Ia progenitors that approach MCh through slow accretion,

carbon can ignite close to the center without immediately triggering a thermonuclear

runaway. Instead, the WD develops a large (∼ 1M�) convective core for a few thousands

of years until the heat from fusion overwhelms neutrino cooling and an explosion ensues

(Woosley et al., 2004; Wunsch & Woosley, 2004; Piro & Chang, 2008). During this ‘C

simmering’ phase, electron captures on the products of C fusion (mostly 13N and 23Na)

increase the value of η (Chamulak et al., 2008; Piro & Bildsten, 2008; Mart́ınez-Rodŕıguez

et al., 2016).

3. Neutron-rich Nuclear Statistical Equilibrium (n-NSE). When a WD explodes close

to MCh, the inner ∼ 0.2M� is dense enough for electron captures to take place during

nucleosynthesis, shifting the equilibrium point of NSE away from 56Ni to more neutron-

rich species like 55Mn and 58Ni (Iwamoto et al., 1999; Brachwitz et al., 2000).
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To summarize, the baseline neutronization level in all SNe Ia is set by progenitor metal-

licity. Additional neutronization can be introduced only in systems that explode close to

MCh, by C simmering or n-NSE. C simmering will affect most of the SN ejecta, while n-NSE

will only affect the NSE material synthesized in the innermost layers (i.e., Fe-peak elements).

Thus, while mixing may blur this distinction to some degree, accurate measurements of η in

SNe have the potential to constrain the fundamental properties of SN Ia progenitors.

Emission lines from stable Mn and Ni in the X-ray spectra of Type Ia supernova remnants

(SNRs) have been used to measure η and infer the properties of SN Ia progenitors (Badenes

et al., 2008a; Park et al., 2013; Yamaguchi et al., 2015). However, these weak lines are

often hard to detect, and it is difficult to disentangle the neutronization effects of n-NSE

and C simmering using Fe-peak nuclei (see Park et al., 2013; Yamaguchi et al., 2015, for

discussions). Here, we report on a new method to measure neutronization in SNe Ia based

on the sensitivity of the Ca/S yield to η identified by De et al. (2014). 40Ca and 32S are

produced in a quasi-nuclear statistical equilibrium in a temperature range ' 2−4×109 K.

In this regime, the nuclear abundances are determined by a set of coupled Saha equations

that ultimately depend on the temperature, density, and Ye (e.g. Clifford & Tayler, 1965;

Hartmann et al., 1985; Nadyozhin & Yudin, 2004; Seitenzahl et al., 2008; De et al., 2014).

Thus, the abundances of symmetric nuclei such as 32S and 40Ca depend on the overall Ye.

For explosive events such as SNe Ia, the freeze-out from high temperatures occurs on a

time scale faster than the nuclear rearrangement, ensuring that the abundances produced

at these temperatures are the same as the final abundances (De et al., 2014; Miles et al.,

2016). Among the intermediate-mass elements, 40Ca is the most sensitive to changes in the

electron fraction. De et al. (2014) found a systematic quasi-linear 32S yield with respect to

Ye, and a more complex trend for the global abundance of 40Ca. Thus, more neutron-rich

progenitors should have a lower Ca/S mass ratio (MCa/MS). Here we show that the Ca/S

mass ratio in SN Ia ejecta is indeed a good observational tracer of neutronization, with the

key advantages that (a) it is not affected by n-NSE and (b) it uses much stronger emission

lines that can be easily measured in a larger sample of objects.

This paper is organized as follows. In Section III.2, we describe the observations and

derive MCa/MS values. In Section III.3, we interpret the inferred MCa/MS and discuss the
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implications for SN Ia physics. In Section III.4, we analyze the relation between MCa/MS

and the 12C +16O reaction rate. Finally, in Section III.5, we summarize our results and

outline future lines of work.

III.2 OBSERVATIONS AND DATA ANALYSIS
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Figure 19: Suzaku XIS0 and XIS3 combined spectra of 3C 397, N103B, G337.2−0.7, Kepler

and Tycho between 2.0 and 5.0 keV. The SNRs are sorted in decreasing order of Fe ionization

state (Yamaguchi et al., 2014a). The most relevant atomic transitions are labeled. For Tycho,

it is necessary to extend the upper energy limit from 5.0 to 6.0 keV in order to achieve a

reduced chi-square χ2/ν < 2.

Yamaguchi et al. (2014a) list 11 Type Ia SNRs with Fe Kα emission in the Milky Way

and the Large Magellanic Cloud (LMC). We re-reduce and analyze all these Suzaku spectra,

paying special attention to the emission lines from S, Ar, Ca, Cr, Mn, Fe, and Ni. We do not

include Si in our analysis because of the well-known calibration problems around ∼ 1.5 keV

in the Suzaku CCDs (https://heasarc.gsfc.nasa.gov/docs/suzaku/analysis/sical.

html).
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We merge the data from the two active front-illuminated CCDs (XIS0 and 3) to increase

photon counts. The spectrum of each SNR is fit in the 2.0−5.0 keV energy range with a

plane-parallel shock model (vvpshock, Borkowski et al., 2001) plus an additional component

for the continuum (either bremsstrahlung or a power law), using the XSPEC software (Arnaud,

1996, version 12.9.0i, https://heasarc.gsfc.nasa.gov/xanadu/xspec/manual/) and the

most recent non-equilibrium ionization atomic data from AtomDB (Foster et al., 2012, 2014).

We fix the hydrogen column densities NH and the continuum components to values previously

reported for each SNR (see references in Table 3). We let the electron temperature Te, the

ionization time scale net (defined as the product of the electron density and the expansion

age) and the abundances of the α-elements in the shock model vary until we get a valid

fit, with a reduced chi-square χ2/ν < 2 (where ν is the number of degrees of freedom).

This allows us to derive confidence intervals for the different parameters. We convert these

abundances retrieved by the best-fit spectral model into mass ratios using the Anders &

Grevesse (1989) factors.

Our goal is to measure Ca/S mass ratios to better than ∼ 20% in order to compare with

a grid of SN explosion models (where physically meaningful variations of MCa/MS are of this

order or larger). Only the five objects shown in Figure 19 pass this quality cut: 3C 397,

G337.2−0.7, Kepler and Tycho in the Milky Way, and N103B in the LMC. The relevant

parameters for the observations are listed in Table 3. Additionally, we determine Ar/S mass

ratios for these SNRs.

As a sanity check, we also fit all spectra using two single-ionization timescale non-

equilibrium ionization models (vvrnei, Hughes et al., 2000), and find mass ratios consistent

with the values obtained with the plane-parallel shock models. For Tycho, we are unable

to get a valid fit with a plane-parallel shock model, so we use two non-equilibrium ioniza-

tion models in an enlarged energy window between 2.0 and 6.0 keV (See Figure 19). Only

this spectral model can successfully fit the Ca Heα feature (see Badenes et al., 2006, for a

discussion about this line in the spectrum of Tycho and the difficulties to reproduce it with

explosion models). We follow the same procedure around the Fe Kα line (5.0−8.0 keV) for

each SNR, but can confidently detect the Mn and Ni lines only for 3C 397, Kepler and Tycho

(measurements reported in Yamaguchi et al., 2015), so we choose to determine the Cr/Fe
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mass ratio (MCr/MFe) for all objects as a baseline measurement of Fe-peak ejecta.

The final Ar/S, Ca/S and Cr/Fe mass ratios are listed in Table 3. The relative errors in

the inferred MCa/MS are in the range of ∼ 5−16%, which allows for meaningful comparisons

with explosion models. These are lower than the previous Fe-peak relative errors for 3C 397,

Kepler and Tycho: ∼ 35−70% (MMn/MCr) and ∼ 28−65% (MMn/MFe, MNi/MFe). Hence,

the mass ratios of intermediate-mass elements can be measured with better precision than

those of Fe-peak elements. Prior measurements of MCa/MS in the optical spectra of SNe Ia

are based on tomography (e.g. 0.299 for SN 2002bo, Stehle et al. 2005; 0.029 for SN 2003du,

Tanaka et al. 2011; between 0.250+0.088
−0.088 and 0.40+0.14

−0.14 for SN 1986G, Ashall et al. 2016),

and strongly depend on the radiative transfer treatment and on the chosen explosion model.

The error bars from these tomography estimates are either undetermined or higher (∼ 35%)

than our measured errors. It is worth mentioning that all these measurements, with the

exception of SN 2003du, overlap the ones reported in this paper (see Figure 23).

Before doing a direct comparison between models and SNR observations, we must dis-

tinguish between dynamically old objects like 3C 397 and G337.2−0.7, which have likely

thermalized the entire SN ejecta (Rakowski et al., 2006; Yamaguchi et al., 2015), and dy-

namically young objects like Kepler and Tycho, which probably have not (Badenes et al.,

2006; Patnaude et al., 2012), with N103B being a transitional object between the two classes

(Lewis et al., 2003; Williams et al., 2014). The X-ray spectra of dynamically young objects

are only representative of the shocked material, not of the entire SN ejecta, and comparisons

to bulk yields from SN explosion models should be done with some caution. However, the

diagnostic Ca/S mass ratios in Kepler and Tycho are largely unaffected by this, since the

vast majority of the explosive Si-burning material has already been shocked in these two

objects (Badenes et al., 2006; Patnaude et al., 2012).

The MCa/MS values measured in our SNRs span the range between 0.17 and 0.28. N103B

has MCa/MS ≈ 0.26, between Tycho (0.25) and Kepler (0.28). This alone makes it challeng-

ing to invoke progenitor metallicity as the only source of neutronization in SN ejecta (e.g.,

Timmes et al., 2003), unless Kepler’s progenitor was more metal-poor than most LMC stars,

which seems unlikely given its measured Fe-peak mass ratios (Park et al., 2013) and location

toward the Galactic center region. Therefore, our observations alone, without any compari-
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son to models, indicate that progenitor metallicity is not the only source of neutronization

in SN Ia progenitors.

III.3 INTERPRETATION

III.3.1 Comparison with explosion models

To interpret our measured mass ratios, we use the spherically symmetric SN Ia explosion

models introduced in Yamaguchi et al. (2015), which are calculated with a version of the

code described in Bravo & Mart́ınez-Pinedo (2012), updated to account for an accurate

coupling between hydrodynamics and nuclear reactions (Bravo et al., 2016). In this model

grid, the MCh explosions are delayed detonations (Khokhlov, 1991) with a central density

ρc = 2×109 g cm−3 and different deflagration-to-detonation densities (ρDDT): 3.9, 2.6, 1.3 and

1.0× 107 g cm−3, labeled as DDTa, DDTc, DDTe, and DDTf (see Badenes et al., 2003, 2005,

2008b). The sub-MCh models are central detonations of CO WDs with a core temperature

Tc = 108 K and masses MWD = 0.88, 0.97, 1.06 and 1.15M�, similar to the models by

Sim et al. (2010). Each model in the grid is calculated with five different values of the

progenitor metallicity, Z = 0.02, 0.18, 0.71, 1.8 and 5.4Z�, taking Z� = 0.014 (Asplund

et al., 2009). This progenitor neutronization is set by increasing the abundance of 22Ne in

the pre-explosion WD according to the Timmes et al. (2003) metallicity relation. Additional

neutronization from C simmering in MCh models with large convective cores (∼ 1M�) should

behave in a similar way, i.e., increasing the value of η throughout the convective region of

the pre-explosion WD (Mart́ınez-Rodŕıguez et al., 2016). However, for simplicity, we have

not included a separate enhancement of η due to simmering in this model grid. Because

no simmering is included in our models, the level of neutronization in intermediate-mass

elements is controlled exclusively by progenitor metallicity. The value of η in the inner

∼ 0.2M� of ejecta in the MCh models is further modified by n-NSE nucleosynthesis during

the explosion (Iwamoto et al., 1999; Brachwitz et al., 2000). Although simplified, this model

grid captures the basic phenomenology of neutronization in SN Ia progenitors.

49



The bulk Cr/Fe vs. Ca/S mass ratios in the models are shown in Figure 20, together

with the values measured in the five SNRs in our sample. As expected from De et al. (2014),

the Ca/S mass ratio in the models is a good tracer of progenitor neutronization (see also

Figure 21). Models with different metallicities that burn Ca and S at similar temperatures

have MCa/MS values that can be discriminated by observations. This is because the main

contribution to both elements comes from the isotopes 40Ca and 32S, whose abundances are in

quasi-statistical equilibrium at the temperatures (' 4×109 K) at which 40Ca is synthesized.

In this regime, MCa/MS ∝ X2
α, where Xα is the abundance of alpha particles, which decreases

as metallicity increases (see Figures 2 and 8 in Bravo, 2013). The DDT models with the

lowest ρDDT (DDTe and f), which correspond to the low luminosity end of SNe Ia, show lower

Ca/S mass ratios because they burn a larger mass of Ca at a lower density and temperature

than their more energetic counterparts, which results in a lower Ca/S mass ratio. Figure 21

shows that, for a given metallicity, the MCh and sub-MCh models predict similar MCa/MS

values.

It is worth noting that the models in our grid span the observed Ca/S and Cr/Fe mass

ratios for all the SNRs. Furthermore, the level of neutronization inferred from the closest

equivalent progenitor metallicity (Zeq) is rather high in all SNRs. When compared to the

metallicity distribution functions (MDFs) in the Milky Way and the LMC (see Figure 22

and Section III.3.2), this suggests an additional source of neutronization in SN Ia ejecta.

One possibility is carbon simmering. To quantify the increase in Zeq, we need to consider

some additional information about the objects under study. The properties of the Fe Kα

emission analyzed by Yamaguchi et al. (2014a) rule out the MCh models with the lowest

ρDDT (DDTe and f) for N103B, 3C 397, Kepler, and Tycho, and favor them for G337.2−0.7.

These constraints are confirmed by detailed spectral modeling for Tycho, G337.2−0.7 and

Kepler (Badenes et al., 2006; Rakowski et al., 2006; Patnaude et al., 2012), and by the

light echo spectrum of Tycho (Krause et al., 2008). Once the ruled out MCh models are

removed, we can better constrain the Zeq values for each SNR from the Ca/S mass ratio:

5.4Z� for 3C 397 and G337.2−0.7, 1.8Z� for Tycho and N103B, and between 1.8 and 0.7Z�

for Kepler. These values are roughly the same for sub-MCh explosions, although the Cr/Fe

mass ratio can rule out these models for 3C 397 (see also Yamaguchi et al., 2015). We note
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Figure 20: MCr/MFe vs. MCa/MS for 3C 397, N103B, Kepler and Tycho (Table 3), compared

with the theoretical predictions from SN Ia models (see Section III.3.1). The purple, vertical

lines correspond to MCa/MS for G337.2−0.7, whose MCr/MFe could not be determined. Top:

MCh models. Bottom: sub-MCh models.

that Vink (2016) proposed a sub-MCh progenitor for Kepler based on the properties of its

light curve, and our measured MCr/MFe is in good accordance with the sub-MCh models in

our grid. These Zeq results are in agreement with previous analyses based on emission lines

from Fe-peak elements in Tycho, Kepler, and 3C 397 (Badenes et al., 2008a; Park et al.,

2013; Yamaguchi et al., 2015), but they represent a much cleaner measurement of the pre-

explosion neutronization in the progenitor, since the Ca/S mass ratio is not susceptible to
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Figure 21: MCa/MS vs. progenitor metallicity for the models depicted in Figure 20. Our

measured mass ratios are shown as a gray, shaded strip, and the khaki region covers the

theoretical predictions from the models. The neutron excess η is given above the panel.

Here, η = 0.1Z, showing the 22Ne contribution to the overall neutronization (Timmes et al.,

2003), because our models do not include the effect of C simmering (Section III.3.1) and

MCa/MS is not affected by n-NSE (Section III.1). More neutron-rich progenitors have a

lower MCa/MS.

contamination from n-NSE material synthesized in the deepest layers of the WD (see Park

et al., 2013, for a discussion).

III.3.2 Comparison with metallicity distribution functions

The significance of the high values of Zeq that we infer from the X-ray spectra becomes

apparent when we compare them to the MDFs of the underlying stellar populations. This

is shown in Figure 22, where we take the MDF as a function of Galactocentric radius for
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licity distributions (numbers indicate percentiles) for the Milky Way (as a function of Galac-

tocentric radius) and LMC disks. We consider a maximum height over the Milky Way disk

|z| = 0.6 kpc, which encompasses the four Galactic SNRs. The solar Galactocentric distance

(8.3 kpc; Gillessen et al., 2009) is shown as a dashed, brown line.

the Milky Way disk (Hayden et al., 2015) and the bulk MDF of the LMC (adapted from

Choudhury et al., 2016). The Galactocentric radii of the Milky Way SNRs are calculated

from their Galactic coordinates and the most recent estimates for their distances from the

solar system: 6.5−9.5 kpc to 3C 397 (Leahy & Ranasinghe, 2016), 2.0−9.3 kpc to G337.2−0.7

(Rakowski et al., 2006), 3.0−6.4 kpc to Kepler (Reynoso & Goss, 1999; Sankrit et al., 2005)

and 2.5−3.0 kpc to Tycho (Tian & Leahy, 2011). We linearly interpolate between our DDT

models (upper panel of Figure 20) to find an approximate Zeq range for each SNR, excluding

the models that can be ruled out based on the Fe Kα emission. We note that the Zeq values

are similar in MCh and sub-MCh explosions (see Section III.3.1).

Our analysis indicates that progenitor metallicity can be ruled out as the only source

of neutronization in 3C 397, G337.2−0.7, and N103B, which are many standard deviations
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above the mean stellar metallicity of their environments in the Galaxy and the LMC (see

Figure 22). Tycho is a ∼ 2σ outlier, and Kepler is the only object whose neutronization is

compatible with the stellar metallicity distribution in its Galactic environment.

III.4 SENSITIVITY OF MCA/MS TO THE 12C +16O REACTION RATE

Because a grid of SN Ia explosion models is needed to translate our measured Ca/S mass

ratios into equivalent progenitor metallicities, it is important to verify the sensitivity of this

ratio to the details of explosive nucleosynthesis calculations. To this end, we compare our

observed MCa/MS to the predictions of six MCh (Iwamoto et al., 1999; Travaglio et al., 2004;

Maeda et al., 2010; Travaglio et al., 2011; Blondin et al., 2013; Seitenzahl et al., 2013b) and

two sub-MCh (Woosley & Weaver, 1994; Woosley & Kasen, 2011) SN Ia explosion model

grids from the literature. Figure 23 shows that the multi-dimensional models, Travaglio

et al. (2004, 2D and 3D), Maeda et al. (2010, 2D), Travaglio et al. (2011, 2D) and Seitenzahl

et al. (2013b, 3D) predict a Ca/S mass ratio that is substantially (∼ 50%) lower than both

the models in our grid and the observations, unlike the spherically symmetric calculations in

1D (Woosley & Weaver, 1994; Iwamoto et al., 1999; Woosley & Kasen, 2011; Blondin et al.,

2013).

Though there are likely additional differences due to the methods used in these compu-

tations, we identify the 12C +16O reaction rate as a significant source of the spread seen in

Figure 23. A precise determination of the cross-section for this reaction remains elusive. This

is largely because the cross-section at stellar energies is in a non-resonance region, where the

cross-section is determined by the interference between several broad resonances. In addi-

tion, high energy tails of subthreshold levels whose properties are challenging to determine

directly can also complicate the extrapolation of the data into the Gamow range (e.g., Bucher

et al., 2015; Fang et al., 2017). At temperatures ' 4×109 K, where the 12C +16O rate is

most influent, the Gamow peak of this reaction is 7.7± 1.9 MeV. This rate impacts the Ca/S

yield because of its relation with the abundance of alpha particles, MCa/MS ∝ X2
α.

Given these theoretical uncertainties, the reaction was not included in the model grid
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Figure 23: Histogram for the Ca/S mass ratio predicted by various model grids from the

literature. Top: MCh models. Bottom: sub-MCh models. Our measured values are depicted

as a gray, shaded region.

from Yamaguchi et al. (2015) shown in Figures 20 and 21. However, the results from that

paper, which are based on the Fe-peak elements (MNi/MFe, MMn/MFe), remain valid. To

prove this, we run an additional DDTc, 5.4-Z� model where the reaction is included (using

the rate given by Caughlan & Fowler 1988) and show the effect on the total mass yields in

Figure 24. The Fe-peak yields are insensitive to the 12C +16O rate, but the Ca and S yields
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vary drastically. This could affect our inferred Zeq values given the small error bars in our

measurements (see Section III.2).
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Figure 24: Total yields spanning from hydrogen (ZA = 1) to krypton (ZA = 36) for two

DDTc, 5.4-Z� models. The vertical axis depicts the mass ratios of a model where the

12C +16O reaction is fully suppressed, denoted by “off”, and a model where the rate given by

Caughlan & Fowler (1988) is considered, denoted by “on”. The intermediate-mass elements

show significant sensitivity to this rate, unlike the Fe-peak elements. The individual points

are colored based on their mass abundances when the reaction is not included.

To study the effect of this reaction rate on the overall MCa/MS yield, we run additional

MCh and sub-MCh models. The MCh are calculated analogously to the ones in Section III.3.1,

although with an increased central density ρc = 3 × 109 g cm−3. The sub-MCh are obtained

with the methods used in Miles et al. (2016) and described in Townsley et al. (2016), applied

in one dimension, and using the reaction networks provided by the Modules for Experiments

in Stellar Astrophysics (MESA) for post-processing instead of Torch (Townsley et al., 2016).

These two additional model grids give similar, though understandably not quite identical,

yields for the same 12C +16O rate. We introduce several attenuation factors ξCO: 0, 0.7

and 0.9 for the DDTs, and 0, 0.7, 0.9 and 0.99 for the sub-MCh. We use the rate given by

λ = (1− ξCO)λCF88, where λCF88 is the standard 12C +16O rate (Caughlan & Fowler, 1988),
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so ξCO = 0, 1 corresponds to null and full suppression, respectively.

Why does varying the 12C +16O rate change the Ca/S mass ratio? First, consider the

case where the 12C +16O rate is zero. At oxygen burning temperatures, oxygen could react

with itself to mainly produce 16O(16O,α)28Si. We will refer to this as the “alpha-poor”

branch since only one α-particle is produced. Alternatively, oxygen can photodisintegrate to

produce carbon, 2(16O) + 2γ → 2(12C) + 2α. If this carbon only recombines with the emitted

α-particle to produce 16O, then this equilibrium loop is not interesting for our purposes

here. The other option is for carbon to burn with itself to mainly produce 12C(12C,α)20Ne.

Photodisintegration of 20Ne then returns the nuclear flows to 16O via 20Ne(γ,α)16O. The net

flow of this oxygen cycle is 16O(16O,4α)16O. We will refer to this as the “alpha-rich” branch

since four α-particles are produced. The alpha-poor and alpha-rich branches compete with

each other. Which branch dominates depends on the thermodynamic conditions and reaction

rates. If the alpha-poor branch wins, then the 32S and 40Ca abundances will be low. If the

alpha-rich branch wins, then the 32S and 40Ca abundances will be high.

Now consider the case where the 12C +16O rate is nonzero. The 12C +16O branching

ratios are not important because the main products from this reaction (24Mg 27Al, and 27Si)

ultimately produce 28Si. That is, the net nuclear flow is 12C +16O → 28Si. If 12C burns

only by reactions with 16O, the reaction flow for oxygen photodisintegration is 16O + γ →
12C +α, then 12C +16O → 28Si. This is the same single α-particle yield as the alpha-poor

branch (Woosley et al., 1971). Thus, the net effect of a nonzero 12C +16O rate is to assist

the alpha-poor branch, to produce less α-particles.

De et al. (2014) and Miles et al. (2016) showed that the Ca/S mass ratio in SN Ia ejecta

scales as the square of the α-particle abundance. Increasing the 12C +16O rate (decreasing

ξCO) suppresses the α-particle abundance, which in turn decreases MCa/MS. There is less

sensitivity to the 12C +16O rate at higher metallicity (more 22Ne) because the increased

neutron richness opens additional channels for α-particles, so that the action of the 12C +16O

reaction to shift α-particle flows toward the alpha-poor branch is less important.

In Figure 25, we show how the various 12C +16O rate multipliers affect the determina-

tion of Zeq for 3C 397, Kepler and Tycho by analyzing MCa/MS vs MCr/MFe and linearly

interpolating within the model grids as done for Figure 22. We choose these remnants be-
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cause our inferred Zeq estimates agree with previous measurements based on Fe-peak nuclei,

which are not affected by the 12C +16O rate (see the discussion in Section III.3.1). In order

to recover Zeq values that are consistent with the ones found by Yamaguchi et al. (2015),

the suppression factor has to be at least of the order of ξCO = 0.9 (attenuation & 90%).

We conclude that the 12C +16O rate is attenuated in nature, but we emphasize that a more

in-depth analysis is required to get to the bottom of this newly identified problem in SN

Ia nucleosynthesis. For the purposes of this work, we point out that the correspondence

between MCa/MS values and equivalent progenitor metallicities in our Figures 20, 21 and

22 is tentative and might need to be revised in the future. This certainly complicates our

analysis, but it does not invalidate our main conclusions that (1) the neutronization in SN Ia

ejecta appears to be high, given the values of MCa/MS measured in G337.2−0.7 and 3C 397

and the dependence between MCa/MS and neutronization identified by De et al. (2014), and

(2) because the Ca/S mass ratio in SNR N103B in the LMC is comparable to that of Milky-

Way-type Ia SNRs, it seems unlikely that progenitor metallicity alone can be responsible for

this high neutronization.

III.5 CONCLUSIONS

We have inferred the neutronization in the ejecta of five Type Ia SNRs (3C 397, N103B,

G337.2−0.7, Kepler and Tycho) from their X-ray spectra, using a new method based on the

sensitivity of the Ca/S yield to η discussed in De et al. (2014). The neutronization inferred

for N103B, in the LMC, is comparable to the values determined for Tycho and Kepler, in the

Milky Way, which indicates that progenitor metallicity cannot be the only source of neutrons

in SN Ia ejecta.

By comparing to a grid of SN Ia explosion models, we have translated our measured Ca/S

mass ratios to equivalent progenitor metallicities, which can be compared to the MDFs in

the Milky Way and the LMC. These comparisons rule out progenitor metallicity as the

sole source of neutrons for 3C 397, G337.2−0.7, and N103B. This represents a conundrum

for SN Ia progenitors. Since our measurements are not affected by n-NSE and progenitor
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metallicity is discarded, the only possible source of neutronization left that we know can

affect the whole ejecta is C simmering. Recent models of simmering by Mart́ınez-Rodŕıguez

et al. (2016) indicate that the highest level of neutronization is ' 0.2Z�, which is too low

to explain the observations. This implies that either there is a fourth, as yet unidentified,

source of neutronization in SN Ia progenitors, or that these simmering models do not capture

the full phenomenology of C simmering. Lately, Piersanti et al. (2017) have suggested that

the simmering contribution to η is higher than that of Mart́ınez-Rodŕıguez et al. (2016), but

more work is needed to understand the differences between both analyses.

We have also identified an issue affecting most SN Ia nucleosynthesis calculations in the

literature. The Ca/S mass ratio in the final yields is very sensitive to the precise value of

the 12C +16O reaction rate (see Figure 24), with the most widely used rate value leading to

Ca/S mass ratios that are too low to reproduce our measurements by a factor of ∼ 2 (shown

in Figure 23). Given the excellent correspondence between the SN Ia model grid used in

this work, where this reaction rate is not included, and our MCa/MS measurements, we

conclude that the 12C +16O reaction rate must be suppressed in nature by a potentially large

factor. A preliminary exploration of SN Ia nucleosynthesis calculations with varying degrees

of suppression in the 12C +16O reaction, displayed in Figure 25, confirms this conclusion, but

a more detailed analysis is needed to get to the bottom of this issue (e.g., Bucher et al., 2015;

Fang et al., 2017). Until this study is completed, our estimates of Zeq must be considered

tentative, and will need to be revised.

We emphasize that our main results are not sensitive to these details. The values of

MCa/MS measured in our SNRs G337.2−0.7 and 3C 397 do require a high degree of neu-

tronization in SN Ia ejecta, by virtue of the effect discovered by De et al. (2014). Most

importantly, the fact that SNR N103B in the LMC shows a Ca/S mass ratio similar to those

of Milky Way SNRs like Tycho strongly suggests that metallicity alone cannot be the origin

of this high neutronization. Unless a new source of neutrons in SNe Ia is identified, the

simplest explanation for this high neutronization is that a large fraction of SNe Ia in the

local universe explode close to MCh after developing a large convective core through carbon

simmering.
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22. The black, dashed lines depict the equivalent metallicities found by Yamaguchi et al.
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IV CHANDRASEKHAR AND SUB-CHANDRASEKHAR MODELS FOR

THE X-RAY EMISSION OF TYPE IA SUPERNOVA REMNANTS (I):

BULK PROPERTIES

Mart́ınez-Rodŕıguez, H., Badenes, C., Lee, S.-H., et al. 2018, ApJ, 865, 1515

IV.1 INTRODUCTION

Type Ia supernovae (SNe Ia) are the thermonuclear explosions of white dwarf (WD) stars

that are destabilized by mass accretion from a close binary companion. They are important

for a wide range of topics in astrophysics, e.g. galactic chemical evolution (Kobayashi et al.,

2006; Andrews et al., 2017; Prantzos et al., 2018), studies of dark energy (Riess et al., 1998;

Perlmutter et al., 1999) and constraints on ΛCDM parameters (Betoule et al., 2014; Rest

et al., 2014). Yet, basic aspects of SN Ia physics, such as the nature of their stellar progenitors

and the triggering mechanism for the thermonuclear runaway, still remain obscure. Most

proposed scenarios for the progenitor systems of SNe Ia fall into two broad categories: the

single degenerate (SD), where the WD companion is a nondegenerate star, and the double

degenerate (DD), where the WD companion is another WD (see Wang & Han, 2012; Maoz

et al., 2014; Livio & Mazzali, 2018; Soker, 2018; Wang, 2018, for recent reviews).

In the SD scenario, the WD accretes material from its companion over a relatively long

timescale (t∼ 106 years) and explodes when its mass approaches the Chandrasekhar limit

MCh' 1.4M� (Nomoto et al., 1984; Thielemann et al., 1986; Hachisu et al., 1996; Han &

Podsiadlowski, 2004). Conversely, in most DD scenarios, the WD becomes unstable after

a merger or a collision on a dynamical timescale (Iben & Tutukov, 1984) and explodes
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with a mass that is not necessarily close to MCh (e.g., Raskin et al., 2009; van Kerkwijk

et al., 2010; Kushnir et al., 2013). In theory, distinguishing between SD and DD systems

should be feasible, given that some observational probes are sensitive to the duration of the

accretion process or to the total mass prior to the explosion (e.g., Badenes et al., 2007, 2008a;

Seitenzahl et al., 2013a; Margutti et al., 2014; Scalzo et al., 2014; Yamaguchi et al., 2015;

Chomiuk et al., 2016; Mart́ınez-Rodŕıguez et al., 2016).

Sub-Chandrasekhar models (e.g., Woosley & Weaver, 1994; Sim et al., 2010; Woosley &

Kasen, 2011) are a particular subset of both SD and DD SN Ia progenitors. To first order,

the mass of 56Ni synthesized, and therefore the brightness of the supernova, is determined

by the mass of the exploding WD. A sub-MCh WD cannot detonate spontaneously without

some kind of external compression – double-detonations are frequently invoked (e.g., Shen

et al., 2013; Shen & Bildsten, 2014; Shen & Moore, 2014; Shen et al., 2018). Here, a carbon-

oxygen (C/O) WD accretes material from a companion and develops a helium-rich layer that

eventually becomes unstable, ignites, and sends a shock wave into the core. This blast wave

converges and creates another shock that triggers a carbon denotation, which explodes the

WD. Violent mergers (e.g., Pakmor et al., 2012, 2013) are an alternative scenario where, right

before the secondary WD is disrupted, carbon burning starts on the surface of the primary

WD and a detonation propagates through the whole merger, triggering a thermonuclear

runaway. Other studies present pure detonations of sub-MCh C/O WDs with different masses

without addressing the question of how they were initiated. However, these studies are still

able to reproduce many observables such as light curves, nickel ejecta masses, and isotopic

mass ratios (Sim et al., 2010; Piro et al., 2014; Yamaguchi et al., 2015; Blondin et al., 2017;

Mart́ınez-Rodŕıguez et al., 2017; Goldstein & Kasen, 2018; Shen et al., 2018; Bravo et al.,

2019).

After the light from the supernova (SN) fades away, the ejecta expand and cool down

until their density becomes comparable to that of the ambient medium, either the interstellar

medium (ISM) or a more or less extended circumstellar medium (CSM) modified by the SN

progenitor. At this point, the supernova remnant (SNR) phase begins. The ejecta drive

a blast wave into the ambient medium (“forward shock”, FS), and the pressure gradient

creates another wave back into the ejecta (“reverse shock”, RS; McKee & Truelove, 1995;
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Truelove & McKee, 1999).

The X-ray emission from young (∼ a few 1000 years) SNRs is often-times dominated by

strong emission lines from the shocked ejecta that can be used to probe the nucleosynthesis of

the progenitor. These thermal (∼ 107 K) X-ray spectra are as diverse as their SN progenitors,

and not even remnants of similar ages are alike. Their evolution and properties depend

on various factors such as the structure and composition of the ejecta, the energy of the

explosion, and the structure of the CSM that is left behind by the progenitor (e.g., Badenes

et al., 2003, 2007; Patnaude et al., 2012, 2017; Woods et al., 2017, 2018).

Therefore, young SNRs offer unique insights into both the supernova explosion and the

structure of the ambient medium. They are excellent laboratories to study the SN phe-

nomenon (e.g., Badenes et al., 2005, 2006, 2008b; Badenes, 2010; Vink, 2012; Lee et al.,

2013, 2014, 2015; Slane et al., 2014; Patnaude et al., 2015). The X-ray spectra of SNRs, un-

like the optical spectra of SNe Ia, allow us to explore these issues without having to consider

the complexities of radiative transfer (e.g., Stehle et al., 2005; Tanaka et al., 2011; Ashall

et al., 2016; Wilk et al., 2018), because the plasma is at low enough density to be optically

thin to its own radiation.

It is known that MCh models interacting with a uniform ambient medium can successfully

reproduce the bulk properties of SNRs, such as ionization timescales (Badenes et al., 2007),

Fe Kα centroid energies, Fe Kα luminosities (Yamaguchi et al., 2014a), and radii (Patnaude

& Badenes, 2017). However, there has been no exploration of the parameter space associated

with the evolution of sub-MCh explosion models during the SNR stage for various dynamical

ages. Here, we develop the first model grid of sub-MCh explosions in the SNR phase. We

compare the bulk spectral and dynamical properties of MCh and sub-MCh models to the

observed characteristics of Galactic and Magellanic Cloud Ia SNRs.

This paper is organized as follows. In Section IV.2, we describe our hydrodynamical SNR

models and the derivation of synthetic X-ray spectra. In Section IV.3, we compare the bulk

properties predicted by our model grid with observational data of Type Ia SNRs. Finally, in

Section IV.4, we summarize our results and outline future analyses derived from our work.
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Figure 26: Chemical composition for our SN Ia models listed in Table 4. The vertical, dashed

lines indicate the outer surface of each ejecta model. The arrows depict the locations of the

RS at 538 years for ρamb = 2× 10−24 g cm−3 (see the discussion in Section IV.2.3).
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IV.2 METHOD

IV.2.1 Supernova explosion models

We use the spherically symmetric MCh and sub-MCh explosion models introduced in Yam-

aguchi et al. (2015), Mart́ınez-Rodŕıguez et al. (2017) and McWilliam et al. (2018), which

are calculated with a version of the code described in Bravo & Mart́ınez-Pinedo (2012),

updated to account for an accurate coupling between hydrodynamics and nuclear reactions

(Bravo et al., 2016, 2019). The MCh models are delayed detonations (Khokhlov, 1991) with a

central density ρc = 3× 109 g cm−3, deflagration-to-detonation densities ρDDT [107 g cm−3] =

1.2, 1.6, 2.4, 4.0 and kinetic energies Ek [1051 erg] = 1.18, 1.31, 1.43, 1.49. They are similar

to the models DDTe, DDTd, DDTb, and DDTa (ρDDT [107 g cm−3] = 1.3, 1.5, 2.6, 3.9) by

Badenes et al. (2003, 2005, 2006, 2008b). We label these explosions as DDT12, DDT16,

DDT24, and DDT40.

The sub-MCh models are central detonations of C/O WDs with a core temperature

Tc [K] = 108, masses MWD [M�] = 0.88, 0.97, 1.06, 1.15, and kinetic energies Ek [1051 erg] =

0.92, 1.15, 1.33, 1.46, similar to the models by Sim et al. (2010). We label these explosions as

SCH088, SCH097, SCH106, and SCH115. For both sets of models, the progenitor metallicity

is Z = 0.009 (0.64Z� taking Z� = 0.014, Asplund et al. 2009). We choose this value because

it is close to the metallicity Z = 0.01 employed by Badenes et al. (2003, 2005, 2006, 2008b)

in their MCh progenitors. The intermediate-mass elements (Si, S, Ar, Ca) are produced in

the outer region of the exploding WDs, whereas the iron-peak elements (Cr, Mn, Fe, Ni)

are synthesized in the inner layers. Table 4 presents the total yields for some representative

elements in these MCh and sub-MCh models. Figure 26 shows the chemical profiles as a

function of the enclosed mass for each model.
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IV.2.2 Supernova remnant models
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Figure 27: Log-normal probability distribution functions (PDFs) for the diffuse gas in the

Milky Way (Berkhuijsen & Fletcher, 2008). The shaded contours represent the 2σ regions

for each PDF. The six namb values used in this work (0.024, 0.06, 0.12, 0.60, 1.20, 3.01 cm−3)

are depicted along a black, horizontal line.

We study the time evolution of these SN Ia models with a self-consistent treatment of

the nonequilibrium ionization (NEI) conditions in young SNRs performed by the cosmic

ray-hydro-NEI code, hereafter ChN (Ellison et al., 2007; Patnaude et al., 2009; Ellison et al.,

2010; Patnaude et al., 2010; Castro et al., 2012; Lee et al., 2012, 2014, 2015). ChN is a

one-dimensional Lagrangian hydrodynamics code based on the multidimensional code VH-1

(e.g., Blondin & Lufkin, 1993). ChN simultaneously calculates the thermal and nonther-

mal emission at the FS and RS in the expanding SNR models. It couples hydrodynamics,

NEI calculations, plasma emissivities, time-dependent photoionization, radiative cooling,

forbidden-line emission, and diffusive shock acceleration, though we do not include diffusive

shock acceleration in our calculations. ChN is a tested, flexible code that has successfully

been used to model SNRs in several settings (e.g. Slane et al., 2014; Patnaude et al., 2015).

Young Ia SNRs are in NEI because, at the low densities involved (n∼ 1 cm−3), not enough
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time has elapsed since the ejecta were shocked to equilibrate the ionization and recombination

rates (Itoh, 1977; Badenes, 2010). Consequently, these NEI plasmas are underionized when

compared to collisional ionization equilibrium plasmas (Vink, 2012). The shock formation

and initial plasma heating do not stem from Coulomb interactions, but from fluctuating

electric and magnetic fields in these so-called collisionless shocks (Vink, 2012). In the ISM,

the mean free path and the typical ages for particle-to-particle interactions are larger than

those of SNRs (≈ 102 − 103 years,≈ 1− 10 pc).

The efficiency of electron heating at the shock transition, i.e., the value of β = Te/Ti

at the shock, is not well determined (see, e.g., Borkowski et al., 2001). In principle, the

value of β can range between β = βmin = me/mi and full equilibration (β = 1), with

partial equilibration being the most likely situation (βmin < β < 1, Borkowski et al., 2001;

Ghavamian et al., 2007; Yamaguchi et al., 2014b). Here we set β = βmin for illustration

purposes, even though previous studies (e.g., Badenes et al., 2005, 2006; Yamaguchi et al.,

2014a) have shown that β has an important effect on the Fe Kα luminosities. This can

be critical when trying to fit an SNR spectrum with a specific model, but here we are just

interested in the bulk properties of the models, and we defer detailed fits to future work.

We consider uniform ambient media composed of hydrogen (ρamb = mH namb, e.g. Badenes

et al., 2003, 2006, 2008b; Patnaude & Badenes, 2017) with a range of densities:

ρamb [10−24 g cm−3] = 0.04, 0.1, 0.2, 1.0, 2.0, 5.0 ≡ namb [cm−3] = 0.024, 0.06, 0.12, 0.60, 1.20, 3.01.

We label each SNR model from the SN model and ambient medium density, e.g. SCH115 0p04,

SCH115 0p1, SCH115 0p2, SCH115 1p0, SCH115 2p0, and SCH115 5p0. We have chosen

these ambient densities to be in the same range considered by Patnaude et al. (2015). The

three highest densities were used in the studies by Patnaude et al. (2012) and Yamaguchi

et al. (2014a), so we will be able to compare our results to theirs. This makes a total of 48

SNR models that we evolve up to an expansion age of 5000 years. For each SNR model, we

record a total of 30 time epochs, starting at 105 years. The time bins are linearly spaced

at young ages and smoothly become logarithmically spaced at late ages. We also record 30

Lagrangian profiles in linearly spaced time bins for each model.

Our choice of ambient medium densities is motivated by observations of the ISM in the

Milky Way. Interstellar gas can be found in five different phases (Ferrière, 1998, 2001):
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molecular (Tmol∼ 10 − 20 K, nmol ∼ 102 − 106 cm−3), cold neutral (Tcold∼ 50 − 100 K,

ncold ∼ 20− 50 cm−3), warm neutral (Twarm,n∼ 6000− 10000 K, nwarm,n ∼ 0.2− 0.5 cm−3),

warm ionized (Twarm,i∼ 8000 K, nwarm,i ∼ 0.2 − 0.5 cm−3), and hot ionized (Thot∼ 106 K,

nhot ∼ 0.0065 cm−3). Among these, the warm ionized phase has the highest filling factor

and therefore is the most likely environment for Type Ia SNRs. Wolfire et al. (2003) gives a

mean value for the neutral hydrogen density in the Galactic disk 〈nHI〉 = 0.57 cm−3. More

recently, Berkhuijsen & Fletcher (2008) fit log-normal distributions to the diffuse gas in the

MW centered on 〈nHI〉 ≈ 0.3 cm−3 (cold and warm ionized) and 〈nHI〉 ≈ 0.1 cm−3 (warm

ionized). We compare these distributions to our uniform density values in Figure 27.

Figure 28 shows the profile time evolution for a fiducial model, explosion progenitor

SCH115 with an ambient density ρamb = 2 × 10−24 g cm−3. The profiles for 186 (navy),

518 (crimson), and 1016 (turquoise) years show the RS propagation toward the center of the

SNR. After reaching the center, the RS bounces back and moves outwards into the previously

shocked ejecta, creating more reflected shocks when it reaches the contact discontinuity (CD).

This effect can be seen in the first and the second panel of Figure 28 (Te versus M , ρ versus

M) around M ∼ 0.05M� and M ∼ 20M� at 5000 years (brown).

Te increases with time in the inner layers after they are swept by the RS. As the SNR

expands, the density ρ of the shocked ejecta and ISM decreases steadily, and therefore the

electron density ne diminishes with time. In ChN, the unshocked plasma is assumed to be

10% singly ionized.

The salient features in the evolution of this particular SNR model are representative of

the entire grid. The ejecta with the highest ionization state are always found close to the

contact discontinuity (CD), since they were shocked at an earlier age and higher density.

Because this is also the densest region at all times, it has the highest emission measure and

thus will dominate the spatially integrated X-ray emission. However, since the chemical

composition of SN Ia ejecta is markedly stratified, it is often the case that different chemical

elements sample different parts of the SNR structure, and therefore show different ionization

timescales and electron temperatures (see the discussions in Badenes et al., 2003, 2005). This

feature of the models is in good agreement with observations of young SNRs (e.g. Badenes

et al., 2007).
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Figure 28: Time evolution of the electron temperature Te, density ρ, ionization timescale

τ = net, average efficiency of post-shock equilibration Te/ 〈Ti〉 and average iron effective

charge state 〈zFe〉 profiles as a function of the enclosed mass for model SCH115 2p0. The

CD between the ejecta (thick lines) and the ambient medium swept up by the FS (thin lines)

is depicted as a dashed, black vertical line, located at 1.15M�. The spatial location of the

RS can be appreciated in the navy (∼ 0.55M�), the crimson (∼ 0.1M�) and the turquoise
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Figure 29: Integrated RS synthetic spectra normalized to D = 10 kpc for the model shown

in Figure 28 at the nearest time snapshots (see the explanation in the text). The relevant

atomic transitions are labeled. The zoomed boxes depict different energy regions: Mg (up

left), Si, S (up right), Ar, Ca (low left), and Fe (low right). The latter shows the time
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Figure 30: Integrated RS synthetic spectra normalized to D = 10 kpc for model SCH115,

for the four highest ambient densities (ρ0p2, ρ1p0, ρ2p0, ρ5p0) and a fixed expansion age of 538
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SCH097, SCH106, and SCH115 at a fixed expansion age of 538 years and a fixed ambient

density ρamb = 2× 10−24 g cm−3. The zoomed boxes are identical to those of Figure 29.
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Figure 32: Integrated RS synthetic spectra normalized to D = 10 kpc for models DDT12,
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density ρamb = 2× 10−24 g cm−3. The zoomed boxes are identical to those of Figure 29.
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IV.2.3 Synthetic spectra

Our ejecta models determine the masses, chemical abundances, and initial velocities for each

mass layer. We consider 19 elements: H, He, C, N, O, Ne, Na, Mg, Al, Si, P, S, Ar, Ca, Ti,

Cr, Mn, Fe, and Ni, with a total of 297 ions. For each ion species I corresponding to an

element X, we calculate the differential emission measure (DEM) in 51 equally log-spaced

Te bins between 104 and 109 K, normalized to a distance of D = 10 kpc (Badenes et al.,

2003, 2006):

(DEM)I,X = nI ne ×
dV

dTe

× 1

4πD[cm]2
× 10−14

angr(X)
(2)

where nI , ne are the ion and electron densities, dV is the volume element for each layer, 

angr(X) are the XSPEC (Arnaud, 1996) default conversion factors for the solar abundances 

(Anders & Grevesse, 1989) and 10−14 is a normalization applied to the emissivities in XSPEC. 

We couple these DEMs to the atomic emissivity code PyAtomDB (AtomDB version 3.0.9; see,

e.g., Foster et al., 2012, 2014) in order to calculate the emitted flux for each model at a given

photon energy. We separate the RS and the FS contribution and generate nonconvolved

photon spectra in 10000 equally spaced bins of size 1.2 eV between 0.095 and 12.094 keV.

Thermal broadening and line splitting due to bulk motions are ignored in this version of the

synthetic spectra, but we plan to include them in future versions.

We generate synthetic spectra for both RS and FS convolved with the Suzaku spectral and

ancillary responses (Mitsuda et al., 2007). We choose Suzaku over Chandra or XMM–Newton

for illustration purposes, given its superior spectral resolution around the Kα transitions

from Fe-peak elements (≈ 5.5 − 8.0 keV). For simplicity, we do not include the effect of

interstellar absorption (relevant below ∼ 1 keV). In any case, most Ia SNRs have column

densities smaller than 1022 cm−2 (e.g., Lewis et al., 2003; Warren & Hughes, 2004; Badenes

et al., 2006; Reynolds et al., 2007; Kosenko et al., 2010; Yamaguchi et al., 2014b). All the

convolved and nonconvolved spectra are publicly available in a repository (https://github.

com/hector-mr).
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Table 5: Data corresponding to the Ia SNRs in our sample.

Name EFeKα
a FFeKα

a Distance LFeKα
Radiusb Age Referencesc

eV (10−5 ph cm−2 s−1) (kpc) (1040 ph s−1) (pc) (years)

Kepler 6438± 1 34.6± 0.2 3.0− 6.4 91± 66 2.3± 0.9 414 1, 2, 3, 4

3C 397 6556+4
−3 13.7± 0.4 6.5− 9.5 105± 39 5.3± 0.5 1350− 5300 5, 6

Tycho 6431± 1 61.0± 0.4 2.5− 3.0 55± 10 3.3± 0.3 446 7, 8

RCW 86 6408+4
−5 14.0± 0.7 2.5 10.5± 0.5 16 1833 9, 10, 11

SN 1006 6429± 10 2.55± 0.43 2.2 1.5± 0.3 10 1012 12

G337.2−0.7 6505+26
−31 0.21± 0.06 2.0− 9.3 0.8± 1.1 4.9± 3.2 5000− 7000 13

G344.7−0.1 6463+9
−10 4.03± 0.33 14 95± 8 16 3000− 6000 14

G352.7−0.1 6443+8
−12 0.82± 0.08 7.5 5.5± 0.5 6 ∼ 1600 15, 16

N103B 6545± 6 2.15± 0.10 50d 643± 30 3.6 ∼ 860 17, 18, 19

0509−67.5 6425+14
−15 0.32± 0.04 50d 96± 12 3.6 ∼ 400 18, 20, 21

0519−69.0 6498+6
−8 0.93± 0.05 50d 278± 15 4.0 ∼ 600 18, 21, 22

G1.9+0.3 6444 - ∼ 8.5 1 ∼ 2.0 ∼150 23, 24

DEM L71 6494± 58 - 50d 26+8
−9 8.6 ∼ 4700 25, 26, 27

aCentroid energies and fluxes from Yamaguchi et al. (2014a), except for G1.9+0.3 (Borkowski et al., 2013)
and DEM L71 (Maggi et al., 2016), who report luminosities.
bFor remnants with distance uncertainties, we calculate their radii using the angular diameters listed in
Table 1 from Yamaguchi et al. (2014a).
cRepresentative references: (1) Reynoso & Goss (1999); (2) Sankrit et al. (2005); (3) Reynolds et al.
(2007); (4) Park et al. (2013); (5) Safi-Harb et al. (2005); (6) Leahy & Ranasinghe (2016); (7) Badenes
et al. (2006); (8) Tian & Leahy (2011); (9) Williams et al. (2011); (10) Yamaguchi et al. (2012a); (11)
Castro et al. (2013); (12) Yamaguchi et al. (2008); (13) Rakowski et al. (2006); (14) Yamaguchi et al.
(2012b); (15) Giacani et al. (2009); (16) Pannuti et al. (2014); (17) Lewis et al. (2003); (18) Rest et al.
(2005); (19) Williams et al. (2014); (20) Warren & Hughes (2004); (21) Rest et al. (2008b); (22) Kosenko
et al. (2010); (23) Reynolds et al. (2008); (24) Borkowski et al. (2013); (25) Hughes et al. (2003); (26) van
der Heyden et al. (2003); (27) Maggi et al. (2016).
bDistance to the Large Magellanic Cloud (LMC) from Pietrzyński et al. (2013).
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Figure 33: Left: Photon, Suzaku and XRISM spectra for model SCH115 2p0 at a fixed

expansion age of 538 years (Top: Reverse shock. Bottom: Forward shock). Right: Zoomed-

in reverse shock spectra around the Fe Kα complex. The relevant atomic transitions are

labeled.

Figure 29 shows the time evolution of the X-ray flux from the RS for the fiducial model

shown in Figure 28. We do not show the thermal spectrum from the FS because it is

very weak or absent in many young Type Ia SNRs, often being replaced by nonthermal

synchrotron emission (e.g., Warren & Hughes, 2004; Warren et al., 2005; Cassam-Chenäı

et al., 2008). While the ChN code has the capability to model the modification of the FS

dynamics and spectrum due to particle acceleration processes (e.g., Slane et al., 2014), this

falls outside the scope of the present work. The thermal RS flux shown in Figure 29 decreases

with time because the ejecta density decreases steadily, and the emission measure scales

as n 2
e . This effect usually dominates over the steady increase in Te due to electron-ion

collisions in the shocked plasma (see Figure 28), which tends to increase the emitted flux.

The centroids of the Kα transitions move to higher energies with time, especially for Ca, Fe,

and Ni, because those elements have a large range of charge states. For elements with lower

atomic numbers, like Si and S, the centroid energies saturate when the He-like ions become

dominant, and then the Lyα transitions from H-like ions begin to appear. For this fiducial
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model, the spectrum at 5000 years (brown) shows a Ti Kα feature at ≈ 4.5 keV.

Figure 30 shows the effect of varying the ambient medium density on the RS spectra

for the same explosion model (SCH115) at a fixed expansion age of 538 years. Higher ρamb

translate into higher ejecta densities due to a slower ejecta expansion. This yields higher

fluxes and centroid energies for all transitions due to the increased rate of ionizing collisions.

As ρamb increases, the Fe L-shell transitions dominate the flux around ∼ 1 keV. Figures 31

and 32 show the RS spectra for all sub-MCh and MCh progenitor models with the same

ρamb (2× 10−24 g cm−3) and expansion age (538 years). The differences between the models

are largest in the bands dominated by the Fe L-shell and K-shell transitions. This is due to

the different distribution of Fe-peak elements in the inner ejecta region for different models.

In sub-MCh models with larger masses and MCh models with higher DDT transition densi-

ties, the Fe-peak elements extend further out in Lagrangian mass coordinate (see Figure 26).

This translates into very different shocked masses of each element at a given age and ambi-

ent medium density for different explosion models, and therefore into large differences in the

X-ray spectra. For Si and S, on the other hand, most of the ejected mass is already shocked

at 538 years in all models (Mshocked = 0.81, 0.90, 0.98, 1.06M� for models SCH088 2p0,

SCH097 2p0, SCH106 2p0, SCH115 2p0, and Mshocked = 1.16, 1.18, 1.20, 1.21M� for models

DDT12 2p0, DDT16 2p0, DDT24 2p0, DDT40 2p0, shown in Figure 26), which translates

into a smaller dynamic range of X-ray emitting masses and therefore smaller differences for

the corresponding lines in the spectra. Elements like Mg and O are also fully shocked at

this age, but their spectral blends show larger variations than those of Si and S because the

dynamic range in ejected masses is much larger (see Table 4).

Our spectral models can also be convolved with the response matrices for future facili-

ties, like the X-Ray Imaging and Spectroscopy Mission (XRISM, a.k.a. X-Ray Astronomy

Recovery Mission, XARM, Tashiro et al., 2018) or Athena (Nandra et al., 2013). The left

panel of Figure 33 shows the RS and FS spectra for model SCH115 2p0 at 538 years, un-

convolved (photon flux) and after convolution with both Suzaku and XRISM responses. It

is worth noting that XRISM will not be able to separate the FS and RS for the remnants

in our sample. The improved energy resolution of XRISM reveals a wealth of transitions

that cannot be seen with Suzaku, as shown in the right panel of Figure 33. There are two
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transitions at ≈ 5.4 and ≈ 5.65 keV in both the Suzaku and the XRISM synthetic spectrum

that do not appear in real Suzaku observations. We defer this to a future study.

The one-dimensional nature of our models deserves some comments. Multidimensional

hydrodynamics coupled with NEI calculations (Warren & Blondin, 2013; Orlando et al.,

2016) are computationally expensive, and do not allow to produce extensive model grids

for an exhaustive exploration of parameter space like the one we present here. The results

from Warren & Blondin (2013), who studied the impact of clumping and Rayleigh-Taylor

instabilities in the morphology and ionization (but not emitted spectra) of Type Ia SNRs in

3D, do not show major deviations from one-dimensional calculations.

IV.3 DISCUSSION

IV.3.1 Type Ia SNRs: Bulk properties

Here we describe the bulk properties (expansion age, radius, Fe Kα centroid, and Fe Kα

luminosity) of our MCh and sub-MCh models and compare them with the available obser-

vational data for Ia SNRs. We use the Fe Kα blend because it is sensitive to the electron

temperature and ionization timescale in SNRs, with the centroid energy being a strong func-

tion of mean charge state (Vink, 2012; Yamaguchi et al., 2014a,b). This results in a clear

division between Ia SNRs, which tend to interact with a low-density ambient medium, and

core collapse (CC) SNRs, which often evolve in the high density CSM left behind by their

massive and short-lived progenitors (first noted by Yamaguchi et al. 2014b, see also Pat-

naude et al. 2015; Patnaude & Badenes 2017). In their analysis, Yamaguchi et al. (2014a)

already found that the bulk properties of the SNRs identified as Ia in their sample (those

with Fe Kα centroid energies below 6.55 keV) were well reproduced by the MCh uniform

ambient medium models of Badenes et al. (2003, 2005). Here, we perform a more detailed

comparison to our models, which also assume a uniform ambient medium, but are based on

an updated code and atomic data, and include both MCh and sub-MCh progenitors. We also

comment briefly on some individual objects of interest.
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We calculate the Fe Kα centroid energy EFeKα
and luminosity LFeKα

for each model as

EFeKα
=

∫ Emax

Emin

(F × E) dE∫ Emax

Emin

F dE

=

∑
i⊆

Fi × Ei × dEi

∑
i⊆

Fi × dEi
(3)

FFeKα
=

∫ Emax

Emin

F dE =
∑
i⊆

Fi × dEi (4)

LFeKα
= 4πD[cm]2 × FFeKα

(5)

where F is the differential flux from the nonconvolved spectrum after continuum subtraction,

dE is the constant (1.2 eV) energy step, and Emin − Emax is an energy interval that covers

the entire Fe Kα complex (6.3 − 6.9 keV). We only compute these numbers when the Fe Kα

emission is clearly above the continuum.

Table 5 summarizes the relevant observational properties of the 13 Type Ia SNRs in our

sample. The data are taken from Yamaguchi et al. (2014a) (Suzaku observations). We also

include the Chandra measurements for G1.9+0.3 (Borkowski et al., 2013) and the XMM–

Newton results for DEM L71 (Maggi et al., 2016). The contours in Figures 34−37 show the

parameter space spanned by our models, with symbols indicating the observed properties of

individual SNRs. We display LFeKα
versus EFeKα

(Figure 34), EFeKα
versus FS radius (RFS,

Figure 35), EFeKα
versus expansion age (Figure 36), and RFS versus expansion age (Figure

37).

The main features of the models shown in these plots merit some comments. In Figures

34−36, for the models with ρ1p0, ρ2p0 and ρ5p0, EFeKα
decreases for a short time ≈ 1000−2000

years after the explosion instead of increasing monotonically with time. This is due to the

reheating of the shocked ejecta after the RS bounces at the SNR center. The reshocked

material becomes denser and hotter, and therefore more luminous. This results in a lower

luminosity-weighted ionization state for the shocked ejecta, which prior to RS bounce was

dominated by the dense, highly ionized material close to the CD. As time goes on and the
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entire ejecta is reshocked, the material close to the CD dominates the spectrum again, and

the ionization state continues to increase monotonically. The strength of this feature is due

to the spherical symmetry of our models, at least to some extent, but we expect a quali-

tatively similar (if weaker) effect in reality. We note that, although our model predictions

are qualitatively similar to those from Badenes et al. (2003, 2005, 2006), Yamaguchi et al.

(2014a) and Patnaude et al. (2015), there are small deviations − for instance, we predict a

slightly higher EFeKα
for the same ambient medium density and age (∼ 6.6 keV versus ∼ 6.5

keV). This is likely due to differences in the hydrodynamic code, atomic data, and explosion

models. In addition, Patnaude et al. (2015) stopped their calculations when the RS first

reached the center of the SNR, while we continue ours until the models reach an age of 5000

years.

Figures 34−37 show that the parameter space covered by our spherically symmetric,

uniform ambient medium models is in good agreement with the observed data. While there

are exceptions, which we discuss in detail below, it is clear that our models are a good first

approximation to interpret the bulk dynamics of real Type Ia SNRs, and can be used to

infer their fundamental physical properties. For example, denser ambient media and more

energetic progenitor models predict higher EFeKα
and LFeKα

at a given expansion age, as

seen in Figure 34. Thus, the SNRs with the highest LFeKα
, like 0519−69.0 and 0509−67.5,

are only compatible with the brightest, most Fe-rich progenitor models (SCH106, SCH115,

DDT16, and DDT24). The Fe Kα emission from SNR N103B, in particular, can only be

reproduced by model DDT40 at the highest ambient medium density. As shown in Figures 35

and 37, RFS has a weak dependence on the ejecta mass, but it is quite sensitive to the ambient

density because RFS ∝M1/3ρ−1/3 (McKee & Truelove, 1995). Therefore, objects surrounded

by low-density media (e.g. RCW 86, SN 1006, and G344.7−0.1) clearly stand apart from

those evolving in high density media (e.g. 3C 397, N103B, and Kepler): the former have

large RFS and low EFeKα
centroids, while the latter have small RFS and high EFeKα

. We

note that the ages of these remnants differ from one another. In general, the densities we

infer from simple comparisons to our models are in good agreement with detailed studies of

individual objects. For instance, Someya et al. (2014) and Williams et al. (2014) determined

namb & 2.0 cm−3 for N103B, and Leahy & Ranasinghe (2016) found namb ∼ 2 − 5 cm−3 for
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Figure 34: Left: Centroid energies and line luminosities of Fe Kα emission from various

Type Ia SNRs in our Galaxy (circles) and the LMC (squares). The shaded regions depict

the Fe Kα centroids and luminosities predicted by our theoretical sub-MCh and MCh models

with various uniform ISM densities (SCH088: gray; SCH097: magenta; SCH106: orange;

SCH115: blue; DDT12: pink; DDT16: green; DDT24: light brown; DDT40: purple). Right:

Individual tracks for each model. The LFeKα
− EFeKα

tracks corresponding to the two lowest

ambient densities (ρ0p04, ρ0p1) do not appear in the plots because their LFeKα
values are

considerably small.
81



6400

6500

6600

F
e

K
α

ce
n
tr

o
id

en
er

g
y

[e
V

]

Kepler

3C 397

Tycho

RCW 86

SN 1006

G337.2−0.7
G344.7−0.1

G352.7−0.1

N103B

0509−67.5

0519−69.0

G1.9 +0.3

DEM L71

Galactic Ia SNRs

LMC Ia SNRs

0 2 4 6 8 10 12 14 16 18

Radius [pc]

6400

6500

6600

F
e

K
α

ce
n
tr

oi
d

en
er

g
y

[e
V

]

Kepler

3C 397

Tycho

RCW 86

SN 1006

G337.2−0.7
G344.7−0.1

G352.7−0.1

N103B

0509−67.5

0519−69.0

G1.9 +0.3

DEM L71

SCH088

SCH097

SCH106

SCH115

6400

6500

6600

SCH088 ρamb [10−24 g cm−3 ]

0.04

0.10

0.20

1.00

2.00

5.00

SCH097 Age [years]

105

538

999

2067

5000

0 2 4 6 8 10 12 14 16 18

6400

6500

6600

SCH106

0 2 4 6 8 10 12 14 16 18

SCH115

ρamb [10−24 g cm−3 ]

0.04

0.10

0.20

1.00

2.00

5.00

Radius [pc]

F
e

K
α

ce
n
tr

o
id

en
er

g
y

[e
V

]

6400

6500

6600

F
e

K
α

ce
n
tr

oi
d

en
er

gy
[e

V
]

Kepler

3C 397

Tycho

RCW 86

SN 1006

G337.2−0.7
G344.7−0.1

G352.7−0.1

N103B

0509−67.5

0519−69.0

G1.9 +0.3

DEM L71

Galactic Ia SNRs

LMC Ia SNRs

0 2 4 6 8 10 12 14 16 18

Radius [pc]

6400

6500

6600

F
e

K
α

ce
n
tr

oi
d

en
er

gy
[e

V
]

Kepler

3C 397

Tycho

RCW 86

SN 1006

G337.2−0.7
G344.7−0.1

G352.7−0.1

N103B

0509−67.5

0519−69.0

G1.9 +0.3

DEM L71

DDT12

DDT16

DDT24

DDT40

6400

6500

6600

DDT12 ρamb [10−24 g cm−3 ]

0.04

0.10

0.20

1.00

2.00

5.00

DDT16 Age [years]

105

538

999

2067

5000

0 2 4 6 8 10 12 14 16 18

6400

6500

6600

DDT24

0 2 4 6 8 10 12 14 16 18

DDT40

ρamb [10−24 g cm−3 ]

0.04

0.10

0.20

1.00

2.00

5.00

Radius [pc]

F
e

K
α

ce
n
tr

oi
d

en
er

gy
[e

V
]

Figure 35: Fe Kα centroid energy versus forward shock radius for the Type Ia SNRs in our

sample. The shaded regions correspond to the models shown in Figure 34.
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Figure 36: Fe Kα centroid energy versus expansion age for the Type Ia SNRs in our sample.

The shaded regions correspond to the models shown in Figures 34 and 35.
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Figure 37: Forward shock radius versus expansion age for the Type Ia SNRs in our sample.

The shaded regions correspond to the models shown in Figures 34, 35 and 36.
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3C 397, which are close to the highest value of ρamb in our grid (namb = 3.01 cm−3).

For all the observables shown in Figures 34−37, the main sources of variation in the

models are the ambient density and the expansion age. This implies that the details of the

energetics and chemical composition in the supernova model, and in particular whether the

progenitor was MCh or sub-MCh, are not the main drivers for the bulk dynamics of Type Ia

SNRs. This does not imply that our SNR models do not have the power to discriminate

Type Ia SN explosion properties - detailed fits to the X-ray spectra of individual objects have

shown that they can do this very well (e.g., Badenes et al., 2006, 2008a; Patnaude et al.,

2012). However, the bulk SNR properties on their own are not very sensitive to the explosion

properties, especially for objects whose expansion ages or distances are not well determined.

To discriminate explosion properties, additional information needs to be taken into account,

like specific line flux ratios (e.g. Si Kα /Fe Kα, S Kα /Fe Kα, and Ar Kα /Fe Kα), which

can distinguish MCh from sub-MCh progenitors, or even better, detailed fits to the entire

X-ray spectrum, which can reveal a wealth of information about the explosion (e.g., Badenes

et al., 2006, 2008a; Patnaude et al., 2012). We defer these applications of our models to

future work.

To evaluate the degree to which a particular model works well for a given SNR, it is

important to examine all its bulk properties at the same time. By doing this, we can single

out individual objects whose bulk dynamics cannot be reproduced by our models, modulo

any uncertainties in the expansion age and distance. Not surprisingly, the SNR that shows

the largest deviation from our models is RCW 86. This remnant is known to be expanding

into a low-density cavity, presumably excavated by a fast, sustained outflow from the SN

progenitor (Badenes et al., 2007; Williams et al., 2011; Broersen et al., 2014), and therefore

its RFS is too large for its expansion age and EFeKα
. In addition, its classification as a Type

Ia SNR is still under debate (Gvaramadze et al., 2017). The Galactic SNR G344.7−0.1 also

shows a similar deviation, albeit less strong, but this might be related to an overestimated

distance and RFS (Yamaguchi et al., 2012b, and references therein).

Among the objects interacting with low-density media, the size of SN 1006 is compatible

with our lowest-density models, which agrees with the value namb ∼ 0.03 cm−3 found by

Yamaguchi et al. (2008), and its EFeKα
and LFeKα

are within the parameter space covered by
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the models. We examine the case of SN 1006 in more detail in Section IV.3.2. Among the

objects interacting with high density media, 3C 397 and N103B have EFeKα
values that are

too high for their physical sizes and expansion ages. This has been pointed out by Patnaude

& Badenes (2017), and could be due to some sort of interaction with dense material, possibly

(but not necessarily) a CSM modified by the SN progenitor (Safi-Harb et al., 2005; Williams

et al., 2014; Li et al., 2017). Remarkably, the bulk dynamics of the Kepler SNR, which is

often invoked as an example of CSM interaction in Type Ia SNRs (e.g., Reynolds et al., 2007;

Chiotellis et al., 2012; Burkey et al., 2013) are compatible with a uniform ambient medium

interaction, although a detailed spectral analysis suggests the presence of a small cavity

around its progenitor system (Patnaude et al., 2012). Finally, the Galactic SNR G337.2−0.7

appears to be underluminous for its relatively high EFeKα
, but this could be due to the large

uncertainty in its distance (Rakowski et al., 2006).

We summarize our comparisons between models and data in Figure 38, which shows

LFeKα
, RFS and expansion age for our MCh and sub-MCh models and for the SNRs as a

function of EFeKα
, the only property that can be determined from the observations alone.

We re-emphasize that our uniform ambient medium, spherically symmetric models, can re-

produce the bulk dynamics of most Type Ia SNRs quite well. This suggests that, unlike

CC SN progenitors, most Type Ia SN progenitors do not strongly modify their circumstel-

lar environments, as previously noted by Badenes et al. (2007), Yamaguchi et al. (2014a),

Patnaude & Badenes (2017), and other authors. This conclusion is in good agreement with

the (hitherto unsuccessful) attempts to detect prompt X-ray and radio emission from ex-

tragalactic Type Ia SNe (Margutti et al., 2014; Chomiuk et al., 2016), but we note that

SNR studies probe spatial and temporal scales (∼ pc and ∼ 105 years, Patnaude & Badenes,

2017) that are more relevant for the pre-SN evolution of Type Ia progenitor models. In this

sense, the lack of a strongly modified CSM sets Type Ia SNRs clearly apart from CC SNRs

(Yamaguchi et al., 2014a), which we also include in Figure 38 for comparison. The only

two SNRs with well-determined properties that are clearly incompatible with our uniform

ambient medium models are RCW 86 and N103B. These SNRs are probably expanding into

some sort of modified CSM. In the case of RCW 86, the modification is very strong, and

clearly due to the formation of a large cavity by the progenitor. In the case of N103B (and
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Figure 38: Fe Kα luminosity, radius and expansion age as a function of the Fe Kα centroid

energy for Ia (red) and CC (blue) SNRs (Lovchinsky et al., 2011; Vogt & Dopita, 2011; Park

et al., 2012; Tian & Leahy, 2014; Yamaguchi et al., 2014a, and references therein). For a

more updated sample and further discussion, see Maggi & Acero (2017). The shaded regions

depict the predictions from our theoretical MCh (khaki) and sub-MCh (dark orange) models

with uniform ISM densities.
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perhaps also 3C 397), the modification could be due to some dense material left behind by

the progenitor, but detailed models with nonuniform ambient media are required to verify

or rule out this claim. In any case, it is clear from Figure 38 that the modification of the

CSM by the progenitor in N103B must be much weaker than what is seen around typical

CC SNRs.

IV.3.2 Type Ia SNRs: Remnants with well-determined expansion ages

A reduced subset of Type Ia SNRs have well-determined ages, either because they are associ-

ated with historical SNe (Kepler, Tycho, and SN 1006 have ages of 414, 446, and 1012 years,

respectively), because they have well-observed light echoes (0509−67.5 has an age of ∼ 400

years, Rest et al., 2008b), or because their dynamics put very strong constraints on their age

(G1.9+0.3 has an age of ∼ 150 years, Reynolds et al., 2008; Carlton et al., 2011; De Horta

et al., 2014; Sarbadhicary et al., 2017). These objects are particularly valuable benchmarks

for our models, because their known ages remove an important source of uncertainty in the

interpretation of their bulk dynamics.

We perform more detailed comparisons for this set of objects by taking our models at 150

years (G1.9+0.3), 416−444 years (0509−67.5, Kepler, and Tycho) and 1012 years (SN 1006).

Figure 39 shows the same quantities as Figure 38, but here we display the parameter space

covered by our MCh and sub-MCh models at all densities for each of the three age ranges

mentioned above. The models at 416−444 years can reproduce the observed properties of

Kepler, Tycho, and 0509−67.5 quite well, even with the added constraints from the known

expansion ages, but we stress that detailed fits to the entire X-ray spectra might reveal

additional information (see Patnaude et al. 2012 for Kepler, Slane et al. 2014 for Tycho).

In any case, we can say that the bulk dynamics of these three objects disfavor variations

from a uniform medium interaction as large as those seen in typical CC SNRs. We note that

we have made no attempt to quantify the extent of the deviation from a uniform ambient

medium that could be accommodated while still yielding results that are consistent with the

observations, as it is beyond the scope of the present work.

For SN 1006, RFS, EFeKα
, and LFeKα

are well reproduced by our models at 1012 years;
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though, given its surrounding ambient density and physical size, EFeKα
is larger than can be

explained by a uniform ambient medium interaction. For G1.9+0.3, RFS and LFeKα
are close

to the values predicted by our models at 150 years, but EFeKα
is too high to be reconciled with

a uniform ambient medium interaction. In both cases, the bulk properties of the SNRs might

indicate an early interaction with some sort of modified CSM. For SN 1006, this might be a

low-density cavity, perhaps smaller in size than the SNR. For G1.9+0.3, a thin, dense shell

that changed the ionization state without strongly affecting the dynamics might have been

involved, as suggested by Chakraborti et al. (2016). In both cases, a detailed exploration of

the parameter space for CSM interaction in Type Ia SNRs is required to confirm or rule out

specific scenarios.

IV.4 CONCLUSIONS

We have presented a new grid of one-dimensional models for young SNRs arising from the

interaction between Type Ia explosions with different MCh and sub-MCh progenitors and a

uniform ambient medium. We have generated synthetic X-ray spectra for each model at

different expansion ages, separating the reverse and forward shock contributions. Our model

spectra are publicly available, and can easily be convolved with the spectral responses of

current and future X-ray missions like Chandra, XRISM, and Athena. We have studied

the bulk spectral and dynamical properties of our models (Fe Kα centroid energies and

luminosities, radii, and expansion ages), and have found that they provide an excellent

match to the observations of most known Type Ia SNRs, indicating that the majority of

SN Ia progenitors do not seem to substantially modify their surroundings on scales of a

few parsecs, at least in comparison with CC SN progenitors. In our models, the ambient

medium density and expansion age are the main contributors to the diversity of the bulk

SNR properties, but detailed fits to X-ray spectra can discriminate progenitor properties.

We have also identified a few objects that cannot be easily reproduced by SNR models with

a uniform ambient medium interaction, notably RCW 86, which is known to be a cavity

explosion, and N103B, which is probably interacting with dense material of some sort. A
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detailed exploration of the parameter space for CSM interaction in Type Ia SNRs is required

to gain further insight from these objects.
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V CONCLUSIONS

I will employ the word “we” as opposed to “I” to discuss the results of my PhD in order to

give justice to my collaborators, without whom this research would have not been carried

out until the end.

We have studied several key aspects of the models and observations of SNe Ia and their

SNRs. We have focused on the neutronization processes in SN Ia progenitors and on the

X-ray bulk properties of Ia SNRs.

Using the MESA stellar evolution code, we calculated a grid of carbon simmering models in

the SD channel with different accretion rates, WD masses and WD central temperatures that

predict a roughly uniform, low simmering floor independent of progenitor metallicity. We

showed that this would hinder the observational detection of neutron-rich Ia ejecta coming

from simmering for metallicities & 1/3Z�, which makes Ia SNRs in the Large Magellanic

Cloud an ideal target given the intrinsically low metallicities in the disk of this galaxy

(≈ 0.2− 0.6Z�).

We reduced the Suzaku X-ray spectra of Ia SNRs and modeled their X-ray emission

using the XSPEC code in order to retrieve elemental mass ratios. We analyzed the 3−5 keV

range in order to measure MCa/MS for the remnants in our sample, as it is linearly propor-

tional to the neutron excess in the ejecta, is only affected by the progenitor’s metallicity

and simmering, and the S and Ca Kα lines are bright enough in most remnants. We got

sufficiently low uncertainties to establish meaningful comparisons with Ia nucleosynthesis

models for five remnants: Tycho, Kepler, 3C 397 and G337.2−0.7 in the Milky Way, and

N103B in the Large Magellanic Cloud. We concluded that, when compared to the metallicity

distribution functions of both galaxies, 3C 397, G337.2−0.7 and N103B are outliers, having

an extremely high neutron-rich content in their ejecta. Discarding progenitor metallicity,
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carbon simmering is the only known process that could explain these results. However, our

simmering predictions are unable to account for these measurements, so either there is a

fourth unidentified source of neutronization in SN Ia progenitors (in addition to progenitor

metallicity, simmering and the n-NSE burning regime), or our models cannot fully describe

simmering. The most straightforward explanation for this extremely neutron-rich material

in SN Ia ejecta is that a non-negligible fraction of SNe Ia explode as near-MCh events.

We ran hydrodynamical models of expanding Ia SNRs into a uniform, undisturbed ambi-

ent medium during the adiabatic and the Sedov phases using the ChN code. Our model grid

comprises different MCh and sub-MCh progenitors, ambient densities and expansion ages.

From the code output, we generated synthetic X-ray spectra by means of the PyAtomDB

emissivity code and reconciled these predictions with measurements from real Suzaku X-ray

spectra. We focused on the bulk properties: Fe Kα centroid energy and luminosity, radius,

and expansion age. We found that the bulk properties of most Ia SNRs can be described

by our uniform ambient models, suggesting that SN Ia progenitors, when compared to CC

progenitors, do not strongly modify their surrounding medium on scales of a few pc. In ad-

dition, we showed that the expansion age and ambient density have the strongest influence

on the variation of the bulk properties.

Our work has shed some light on a few key aspects of a very complex problem. Fu-

ture studies can take advantage of our analysis and help solve the Type Ia SN progenitor

problem. Our follow-up paper on carbon simmering (Schwab et al., 2017) demonstrated

that the current understanding of convective mixing in one-dimensional models has room

for improvement, and also, that it has a strong impact on the increase in the neutron ex-

cess during simmering. Our Suzaku measurements of the neutron excess in Type Ia SNRs

and our synthetic X-ray spectra generated using XRISM response files showed that future

X-ray missions are needed to improve the quality of the available data, and therefore, our

understanding about the progenitors of SNe Ia. Furthermore, the extreme wealth of our grid

of synthetic X-ray spectra allows for thorough comparisons with real observations of Type

Ia SNRs, far beyond our preliminary analysis of the bulk properties. By means of these

research projects, we might soon be able to fully understand how neutron-rich isotopes are

created during SN Ia nucleosynthesis and to elucidate where SNe Ia specifically come from.
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APPENDIX

A.1 MODIFICATIONS TO MESA AND KEY WEAK REACTIONS

In this appendix, we describe our use and extension of MESA’s on-the-fly weak rates capabili-

ties.1 An accurate treatment of the key weak reaction rates is necessary to resolve the effects

of the Urca process and to include the effects of neutronization due to the electron-capture

reactions during simmering. In order to illustrate their importance, Figure 40 shows the

differences between our work and a MESA calculation which does not include these choices

and changes.

A.1.1 Weak rates for A = 23, 24, and 25

Coarse tabulations of weak rates can severely underestimate cooling by the Urca process

(e.g., Toki et al., 2013; Paxton et al., 2015). To circumvent this limitation, we use MESA’s

capability to calculate weak reaction rates on-the-fly. We use input nuclear data drawn from

the MESA test suite problem 8.8M urca, which includes Urca-process cooling by the 25Mg–

25Na and 23Na–23Ne Urca pairs. This choice allows us to include the significant and often

neglected effects of local Urca process cooling via these isotopes (see Section II.2.2). As

indicated in Figure 40, the decrease in temperature associated with the Urca-process cooling

is not seen in a calculation that does not make use of the on-the-fly rates.

The Urca-process cooling leads to an increase in the maximum central density reached

1We incorporate fixes that correct errors present in Paxton et al. (2015), as documented in the published
erratum (Paxton et al., 2016).
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(see Figure 6). In some cases, this approaches or exceeds the threshold density for electron

capture on 24Mg. Therefore, we include weak reactions involving 24Mg and its daughters

using input nuclear data drawn from the MESA test suite problem wd aic.

The 23Na(e−, νe)
23Ne reaction plays a key role during the simmering phase (see Section

II.2.1). As the convection zone grows, it eventually spans many density scale heights, with

electron captures favored in regions above the threshold density and beta decays favored in

regions below it. While the convective zone remains fully mixed, the overall neutronization

is determined by the mass-weighted average of the reaction rates across the convection zone.

Interpolation in the coarse weaklib tables leads to a systematic underestimate of the 23Ne

beta-decay rates. Figure 40 shows that a calculation using the on-the-fly rates exhibits less

neutronization once the outer edge of the convection zone grows beyond the threshold den-

sity of 23Na.

108 109

Tc [K]

1.3

1.4

1.5

1.6

1.7

10
3
η c

on−the−fly rates (this work)

reaclib +weaklib rates

M0
WD = 1M¯ Incorrect 23 Ne

β−decay rate

yields additional
neutronization

Incorrect 13 N
electron−capture

rate freezes
out too early

No local
Urca−process

cooling

Figure 40: Neutron excess as a function of central temperature for the fiducial model dis-

cussed Section II.4.1 with (black line) and without the use of the extended on-the-fly rates

capabilities (dashed line).
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A.1.2 Rate of electron capture on 13N

In an unmodified version of MESA r7624, the reaction linking 13N to 13C (r n13 wk c13) is

drawn from JINA reaclib (Cyburt et al., 2010). This reaction rate includes only positron

emission and does not include the electron-capture reaction 13N(e−,νe)
13C. At the character-

istic simmering densities (ρ∼ 109 g cm−3), the electron capture rate is ∼ 10 s−1, a factor of

∼ 104 more rapid than the positron emission rate. If the proper rate is not included, late in

the simmering phase, 13N to 13C will freeze out. This is illustrated on the right in Figure 40,

where the neutronization ceases to increase when MESA’s default r n13 wk c13 rate is used.

The on-the-fly reaction rate framework described in Paxton et al. (2015) is limited to

transitions with Q < 0, where Q is the energy difference (including rest mass) between the

two states. The energy difference between the ground states of 13N and 13C is Q = 2.22 MeV

so, in order to incorporate this rate, we extend the on-the-fly weak rate implementation in

MESA to include rates with Q > 0. In the notation of Paxton et al. (2015), the rate for such

a transition can be written as

λij =
ln 2

(ft)ij

exp(παZ)

(mec2)5

∫ ∞
mec2

E2
e (Ee +Qij)

2

1 + exp[β(Ee − µe)]
dEe . (6)

This integral can also be rewritten in terms of Fermi-Dirac integrals as in Schwab et al.

(2015), and as such, the extension is straightforward. A patch demonstrating this imple-

mentation will be made available along with the inlists used in this work.

We include the effects of two electron-capture transitions, drawing nuclear energy levels

from Ajzenberg-Selove (1991) and (ft)-values from the recent experimental results of Zegers

et al. (2008). These values are shown in Table 6.

A.2 CONVERGENCE OF THE MESA MODELS AND OVERSHOOTING

In this appendix, we address the numerical convergence of our models and the effects of

overshooting. During the phase where the WD mass is in excess of 1.3M�, which includes
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Table 6: The transitions used in the on-the-fly 13N(e−,νe)
13C rate calculation. Ei and Ef

are respectively the excitation energies (in MeV) of the initial and final states, relative to

the ground state. Jπi and Jπf are the spins and parities of the initial and final states. (ft) is

the comparative half-life in seconds.

Ei Jπi Ef Jπf log(ft)

0.000 1/2− 0.000 1/2− 3.665

0.000 1/2− 3.685 3/2− 3.460

both the local Urca-process cooling and simmering phases, the default spatial resolution of

our models is specified by the control

mesh_delta_coeff = 1.0 .

The default temporal resolution of our models is specified by imposing a maximum al-

lowed fractional change in the central density and temperature per timestep, via the controls

delta_lgRho_cntr_hard_limit = 1d-3

delta_lgT_cntr_hard_limit = 3d-3 .

In order to confirm that our results are robust, we repeated our fiducial calculation, but

used these controls to increase the spatial resolution by a factor of ≈ 6 and the temporal

resolution by a factor of ≈ 3. Figure 41 compares our fiducial model (Section II.4.1) to

this model with increased temporal and spatial resolution. The most conspicuous differences

occur for Tc between 3 × 108 K and 6 × 108 K. It is primarily during this phase that the

convective Urca-process is occurring. As mentioned in Section II.2.2, limitations imposed by

the 1D mixing length theory of convection prevent fully consistent modeling of this phase.

Thus, the fine details of the observed behavior during this phase are unlikely to be physically

meaningful. As simmering nears its end and the heating timescale falls, the Urca-process

reactions begin to freeze out. Once this occurs, the models return to a smooth evolution and

to good agreement with each other.
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Figure 41: Comparison of results from the fiducial model (black curve), a model with over-

shooting (green curve) and a model with increased spatial and temporal resolution (dashed,

orange curve). Left: Central neutron excess. Right: Mass of the convective core. The

primary differences occur for Tc between 3 × 108 K and 6 × 108 K. During this phase, our

limited treatment of the convective Urca-process makes fine details of the models unlikely

to be physically meaningful. By the end of the evolution, the models return to a smooth

evolution and to good agreement with each other.
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The models shown in the body of the paper use the Schwarzschild convective criterion

and no overshooting. Figure 41 also shows the results of our fiducial model with overshooting

at the outer boundary of the central convective zone, added by means of the controls

overshoot_f_above_burn_z_core = 0.010

overshoot_f0_above_burn_z_core = 0.005 .

Again, the primary differences occur for Tc between 3 × 108 K and 6 × 108 K, but the

model returns to good agreement with the fiducial model by the end of simmering. In

Table A.2 we compare the values of the quantities of interest at the end of simmering (the

same quantities compiled in Tables 8–10) for our fiducial model, the model with increased

resolution, and the model including the effects of overshooting. We find sub-to-few per cent

level agreement in all quantities of interest, giving us confidence that our results are robust.
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Ṁ
lo

g
T

si
m

c
lo

g
ρ
si
m

c
∆

ts
im

t
lo

g
ρ
c

M
W

D
M

co
n
v

10
3
η c

10
3
(η

c
−
η c
,0

)

[Z
�

]
[M
�

]
[M
�

y
r−

1
]

[K
]

[g
cm
−
3
]

[k
y
r]

[M
y
r]

[g
cm
−
3
]

[M
�

]
[M
�

]

1.
00

0.
85

10
−
7

8.
29

9.
61

29
.8

5.
36

9.
52

1.
38

6
1.

22
3

1.
61

0.
34

1.
00

1.
0

10
−
7

8.
29

9.
61

30
.2

3.
86

9.
52

1.
38

6
1.

22
5

1.
61

0.
34

1.
00

0.
7

5
×

10
−
8

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

1.
00

0.
85

5
×

10
−
8

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

1.
00

1.
0

5
×

10
−
8

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

2.
79

0.
7

10
−
6

8.
37

9.
55

3.
33

0.
67

9
9.

49
1.

37
9

1.
13

1
3.

86
0.

34

2.
79

0.
85

10
−
6

8.
37

9.
55

3.
64

0.
52

9
9.

49
1.

37
9

1.
13

6
3.

86
0.

34

2.
79

1.
0

10
−
6

8.
37

9.
55

3.
62

0.
37

8
9.

49
1.

37
8

1.
13

6
3.

86
0.

34

2.
79

0.
7

10
−
7

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

2.
79

0.
85

10
−
7

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

2.
79

1.
0

10
−
7

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

2.
79

0.
7

5
×

10
−
8

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

2.
79

0.
85

5
×

10
−
8

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

2.
79

1.
0

5
×

10
−
8

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

103



T
ab

le
9:

R
es

u
lt

s
fo

r
th

e
m

o
d
el

s
w

it
h

a
co

ol
in

g
ag

e
of

1
G

y
r.

Z
M

0 W
D

Ṁ
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Ṁ
lo

g
T

si
m

c
lo

g
ρ
si
m

c
∆

ts
im

t
lo

g
ρ
c

M
W

D
M

co
n
v

10
3
η c

10
3
(η

c
−
η c
,0

)

[Z
�

]
[M
�

]
[M
�

y
r−

1
]

[K
]

[g
cm
−
3
]

[k
y
r]

[M
y
r]

[g
cm
−
3
]

[M
�

]
[M
�

]

1.
00

0.
85

10
−
7

8.
29

9.
62

28
.4

5.
36

9.
52

1.
38

6
1.

22
2

1.
61

0.
35

1.
00

1.
0

10
−
7

8.
29

9.
65

21
.3

3.
87

9.
55

1.
38

7
1.

22
1

1.
63

0.
36

1.
00

0.
7

5
×

10
−
8

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

1.
00

0.
85

5
×

10
−
8

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

1.
00

1.
0

5
×

10
−
8

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

2.
79

0.
7

10
−
6

O
ff

-c
en

te
r

ca
rb

on
ig

n
it

io
n

2.
79

0.
85

10
−
6

O
ff

-c
en

te
r

ca
rb

on
ig

n
it

io
n

2.
79

1.
0

10
−
6

O
ff

-c
en

te
r

ca
rb

on
ig

n
it

io
n

2.
79

0.
7

10
−
7

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

2.
79

0.
85

10
−
7

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

2.
79

1.
0

10
−
7

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

2.
79

0.
7

5
×

10
−
8

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

2.
79

0.
85

5
×

10
−
8

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

2.
79

1.
0

5
×

10
−
8

C
on

ve
ct

io
n

zo
n
e

sp
li
ts

d
u
ri

n
g

si
m

m
er

in
g

106



T
ab

le
10

:
R

es
u
lt

s
fo

r
th

e
m

o
d
el

s
w

it
h

a
co

ol
in

g
ag

e
of

10
G

y
r.

Z
M

0 W
D

Ṁ
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Anderson, J. P., González-Gaitán, S., Hamuy, M., et al. 2014, ApJ, 786, 67

Andrews, B. H., Weinberg, D. H., Schönrich, R., & Johnson, J. A. 2017, ApJ, 835, 224

Arcavi, I., Howell, D. A., Kasen, D., et al. 2017, Nature, 551, 210

Arnaud, K. A. 1996, in Astronomical Society of the Pacific Conference Series, Vol. 101,
Astronomical Data Analysis Software and Systems V, ed. G. H. Jacoby & J. Barnes, 17

Arnett, D. 1996, Supernovae and Nucleosynthesis: An Investigation of the History of Matter
from the Big Bang to the Present

Arnett, W. D. 1982, ApJ, 253, 785

Ashall, C., Mazzali, P. A., Pian, E., & James, P. A. 2016, MNRAS, 463, 1891

Asplund, M., Grevesse, N., Sauval, A. J., & Scott, P. 2009, ARA&A, 47, 481

Badenes, C. 2010, Proceedings of the National Academy of Science, 107, 7141

Badenes, C., Borkowski, K. J., & Bravo, E. 2005, ApJ, 624, 198

Badenes, C., Borkowski, K. J., Hughes, J. P., Hwang, U., & Bravo, E. 2006, ApJ, 645, 1373

Badenes, C., Bravo, E., Borkowski, K. J., & Domı́nguez, I. 2003, ApJ, 593, 358

Badenes, C., Bravo, E., & Hughes, J. P. 2008a, ApJ, 680, L33

110



Badenes, C., Hughes, J. P., Bravo, E., & Langer, N. 2007, ApJ, 662, 472

Badenes, C., Hughes, J. P., Cassam-Chenäı, G., & Bravo, E. 2008b, ApJ, 680, 1149
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