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Abstract 

Examination of the Role of HIV-1 Capsid Sequence on Virus Infectivity, Host Protein 
Interactions, and Capsid Uncoating 

 
Douglas Kite Fischer, PhD 

 
University of Pittsburgh, 2019 

 
 
 
 

Human immunodeficiency virus type 1 (HIV-1) infection persists for life, requiring the regular 

administration of antiretroviral therapy (ART) to suppress viral replication. Poorly tolerated side 

effects and the continued emergence of drug resistance mutations to current pharmaceuticals 

prompts the development of new therapies against novel targets. The HIV-1 capsid plays a critical 

role in every post-entry early virus life cycle step and its impairment is highly detrimental to 

successful infection. Combined with a high degree of mutational fragility and a lack of host cell 

analogs to either the monomeric capsid protein (CA) or the assembled capsid, these characteristics 

make capsid a viable target for therapeutic intervention. In this dissertation, we examined the 

influence of capsid from different virus strains on early virus life cycle steps in different cell types. 

We characterized differences in the infectivity defect of the cell cycle dependent CA mutation 

N57A when incorporated into the closely related lab-adapted virus strains HIV-1NL4-3 and HIV-

1LAI. We extended these lab-adapted strain studies to include clinical isolates and demonstrated 

that a single CA amino acid polymorphism in the transmitted/founder strain HIV-1CH040 enhances 

capsid stability compared with HIV-1LAI. Examination of an HIV-1 sequence database revealed 

strong conservation of CA sequence and the potential for broader applicability of our findings in 

lab-adapted strains. Capsid interacts with numerous host proteins that facilitate virus infectivity. 

We examined the effects of inhibiting capsid interaction with three of these proteins, cleavage and 

polyadenylation specificity factor 6 (CPSF6), cyclophilin A (CypA), and nucleoporin 153 
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(Nup153), on virus infectivity. We also explored the manner in which a mislocalized, truncated 

form of CPSF6 (CPSF6-358) restricts virus infectivity. The capsid must become dissociated, or 

uncoat, within the host cell for early virus life cycle steps to proceed and lead to successful 

infection. We designed and performed initial testing of a new, live cell capable capsid 

permeabilization assay that will permit further insight into the initial steps of uncoating.  Together, 

these studies serve to advance our understanding of how capsid functions to promote infection and 

how capsid mutations and differences in virus strains and cell types can alter virus infectivity. 
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  1 

1.0 Introduction 

1.1 AIDS History and Public Health 

Nobody could have predicted that a minor epidemiological report from southern California would 

have represented the opening salvo of one of the largest worldwide epidemics in human history. 

 

Acquired immunodeficiency syndrome (AIDS) was first recognized as a distinct disease in 

1981 with the identification of five previously healthy young homosexual men from Los Angeles, 

CA diagnosed with Pneumocystis pneumonia (1), an infection almost exclusively observed in 

severely immunocompromised individuals (2). This initial report by the United States Centers for 

Disease Control (CDC) was quickly followed one month later by the report of an additional 26 

homosexual men in New York and California diagnosed with Pneumocystis pneumonia and 

Kaposi’s Sarcoma (3), a rare disease that, prior to these reports, was most commonly found in 

elderly men of Jewish or Mediterranean ancestry (4). Later that year, these and other reports 

culminated in a set of articles in the New England Journal of Medicine associating the development 

of Pneumocystis pneumonia, Kaposi’s sarcoma, mucosal candidiasis, and other opportunistic 

infections in otherwise healthy homosexual men and drug users with an acquired cellular 

immunodeficiency (5-7), or what came to be known as AIDS (8). 

 

This new disease, transmitted by bodily fluids, in particular blood, breast milk, and sexual 

fluids (9, 10), was characterized by a systemic and chronic depletion of CD4+ helper T cells, 

preventing a robust cellular immune response to opportunistic infections, leading to chronic patient 
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morbidity and, in almost 100% of cases, death (11). The most vulnerable populations identified 

were those engaging in high-risk behaviors, particularly homosexual and bisexual men who have 

sex with men (MSM) and male and female intravenous drug users (9). Other at-risk populations 

were found to include female sex workers, individuals with hemophilia and other transfusion 

recipients, transgender women, and infants of infected women (10, 12). At a time when the western 

world was attempting to come to terms with a more prominent homosexual community and 

experiencing widespread drug abuse problems that led to the American “War on Drugs”, coupled 

with a general fear and misunderstanding of the underlying disease (13), this emerging AIDS 

epidemic led to profound stigma against these vulnerable populations in general and AIDS patients 

in particular (14-16). The battle to prevent the spread of AIDS disease and misinformation, reduce 

the ostracization of at-risk communities, and effectively treat infected individuals became defining 

characteristics of 1980s American culture (13). 

 

In time the magnitude of the AIDS epidemic and its devastating potential came to be 

appreciated. Similar patterns of disease were soon observed in other Western countries in North 

America and Europe, while in the Caribbean and sub-Saharan Africa more widespread disease was 

observed with no readily discernable epidemiological pattern (17). By 1985, at least one case of 

AIDS was reported in each region of the world (18) – a trend that rapidly exceeded all expectations 

of severity and scale of impact (19). On a positive note, this worldwide impact of AIDS helped to 

develop and promote the globalization of public health, research, and science and to define the 

model for emerging infectious disease response (10).   
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In 1983, two years after the initial epidemiological reports, a new retrovirus, human 

immunodeficiency virus type 1 (HIV-1), was discovered (20) and shown to be the causative agent 

of AIDS (21-24). This discovery led, in time, to the development of antiretroviral therapy (ART) 

to specifically treat HIV-1 infection and reduce transmission to others (25, 26), which has 

transitioned HIV-1 infection from a near-certain death sentence to a managed, chronic disease, 

albeit one with considerable complications and morbidities (27). While our best efforts have not 

yet yielded a cure for HIV-1 infection, a wide range of strategies are being examined that offer the 

hope of eliminating the virus, or at least its disease-inducing potential, from infected individuals 

(28-30). 

 

Such advances notwithstanding, HIV/AIDS has continued to be a major global public 

health concern. Today, nearly 40 years after the start of the HIV/AIDS epidemic, the Joint United 

Nations Program on HIV/AIDS (UNAIDS) reported almost 37 million people worldwide living 

with HIV-1 in 2018, almost 40% of whom do not currently have access to ART (31). While the 

annual mortality rate of HIV/AIDS has fallen from its peak in 2004 and was estimated in 2017 to 

be below 1 million deaths for the first time since the late 1990s  (31, 32), the World Health 

Organization (WHO) estimates that HIV/AIDS has overall been responsible for more than 35 

million deaths (12) out of over 77 million individuals infected worldwide (32). Social, economic, 

and political challenges that mirror those prevalent in the early 1980s have led to increased HIV-

1 infection among some populations (33-35). As such, continued research and global public health 

campaigns are needed to drive the development of better, universally available treatments, and 

perhaps an eventual cure, for HIV/AIDS. 
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1.2 HIV-1 Transmission and Pathogenesis 

1.2.1  HIV-1 Transmission 

The vast majority (75-85%) of HIV-1 transmission occurs through sexual contact (31, 36). While 

penile-vaginal intercourse is responsible for most cases of transmission worldwide, anal sex has a 

considerably higher probability of transmission (37). The overall probability of transmission may 

be relatively low for a single exposure event (1 to 2,000-3,000 for heterosexual intercourse) (37), 

but high-risk behavior of copulating with multiple partners greatly increases the likelihood of 

successful transmission (38, 39). HIV-1 virus or infected cells can be detected in both male (40) 

and female (41) sexual fluids, from where it comes into contact with and penetrates the sexual 

partner’s mucosal epithelium via transcytosis or a gap between epithelial cells (37). 

 

Two additional routes of transmission account for most of the remaining 15-25% of HIV-

1 infections. Vertical transmission (mother to child) may occur during gestation (intrauterine) by 

exposure to maternal blood, during birth (intrapartum) by oral exposure to maternal blood and 

genital secretions, or after birth (postpartum) by oral consumption of breast milk (42). 

Transmission may also occur via direct viral access to the bloodstream from intravenous drug use, 

blood transfusions, transplants, or injury (36, 43, 44). Oral exposure requires viral penetration of 

the oral mucosal epithelium similar to sexual transmission, whereas direct transmission into the 

blood bypasses the need to navigate the epithelium. 
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1.2.2  HIV-1 Target Cells 

Once the epithelial barrier has been breached, HIV-1 targets populations of hematopoietic 

leukocytes and myeloid cells expressing the cluster of differentiation 4 (CD4) receptor (45) and 

the C-C chemokine receptor type 5 (CCR5) co-receptor (46). While some HIV-1 strains will target 

cells expressing the C-X-C chemokine receptor type 4 (CXCR4) co-receptor instead of CCR5 (47), 

these viral strains are generally not found among transmitted viruses and develop later in the host 

infection (48-50). The targeted cell populations consist of thymus-derived (T) helper lymphocytes 

(CD4+ T cells) and macrophages (51, 52), which are found resident in lymphoid tissues and in 

various organs and tissues throughout the body. Importantly, both types of cells are present in the 

submucosa underlying the epithelia penetrated by HIV-1 during transmission (53). 

 

T cells are broadly classified by their expression of one of two cell surface receptors (or 

both): cluster of differentiation 4 (CD4) and cluster of differentiation 8 (CD8) (54). Upon 

stimulation and activation, naïve CD4+ T cells differentiate into one of several effector 

phenotypes, characterized by the release of a specific set of cytokines that help tailor the immune 

response to the particular source of stimulation (55). These cytokines in turn assist in the activation 

of bursa-derived (B) lymphocytes (B cells), which provide a humoral immune response (56) and 

CD8+ cytotoxic T lymphocytes (CTLs), which provide a cellular immune response (54). 

 

CD4+ T cells are the primary cellular target of HIV-1 infection (57, 58). Indeed, it is the 

depletion of CD4+ T cells and the concomitant immunodeficiency that develops that is the 

hallmark of HIV-1 infection (11). This depletion is accomplished by multiple mechanisms. Once 

the adaptive immune response has been activated, infected cells are targeted by CD8+ CTLs (59). 
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However, considerable CD4+ T cell death occurs prior to (60) and in the absence of (61) an 

immune response. This corresponds to the observation that HIV-1 infection is highly cytopathic 

to CD4+ T cells and productive viral infection generally results in cell death (11). While HIV-1-

induced cell death of productively infected cells is associated with caspase-3-induced apoptosis 

(62, 63), the majority of CD4+ T cells depleted during HIV-1 infection are not productively 

infected but instead represent a bystander population (64, 65). Death of these bystander CD4+ T 

cells has been shown to be associated with abortive infection and intracellular innate immune 

activation (66), leading to inflammation and caspase-1-induced pyroptosis (63, 67). Even in the 

absence of cell death, infected CD4+ T cells often display profound dysfunction (68), preventing 

appropriate immune response. 

 

Macrophages are terminally-differentiated, nondividing immune cells derived from 

monocytes or embryonic precursors (69, 70). They can be found resident in almost all tissues of 

the body, where they perform homeostasis and immune surveillance roles (71), including the 

phagocytosis of infected or senescent cells, extracellular debris, and pathogens (72), peptides from 

which are presented to CD4+ T cells, CD8+ CTLs, and B cells for adaptive immune system 

activation (56, 73, 74). HIV-1 virus can be isolated from macrophages from various biological 

organs and tissues of infected individuals (75, 76), particularly in the brain and other central 

nervous system (CNS) tissues (77-79), where HIV-1 infection can cause acute and chronic 

neurological dysfunction (80). These cells are capable of supporting low-level but sustained virus 

production (81, 82) and, unlike CD4+ T cells, do not exhibit appreciable cytopathic effects caused 

by HIV-1 infection (82, 83). 
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As such, macrophages serving as a potential viral reservoir was suggested from an early 

time point in HIV-1 research (11). However, despite clear evidence that macrophages are capable 

of supporting HIV-1 infection and replication, there is ongoing debate as to the clinical 

significance of macrophage HIV-1 infection (84). While the role of macrophages in the central 

nervous system of HIV-1-infected patients is well established and there is general consensus that 

CNS macrophages (microglia) represent the primary target of HIV-1 in the CNS (79), some studies 

have suggested macrophages are not a target of HIV-1 infection during transmission. These studies 

cite the inability of host HIV-1 viruses recovered from infected patients, particularly 

transmitted/founder viruses (85-87), to infect macrophages, even with the correct co-receptor 

tropism (88), owing in part to the paucity of CD4 expression on macrophages (89), low 

deoxynucleoside triphosphate (dNTP) levels (90),  and the expression of the restriction factor 

sterile alpha motif and histidine/aspartic acid domain-containing protein 1 (SAMHD1) (91, 92). 

Other studies have noted high permissiveness of submucosal macrophages to CCR5-tropic HIV-1 

infection and a much larger initial population of macrophages than CD4+ T cells in submucosal 

spaces and have suggested that tissue-resident macrophages represent the initial target of HIV-1 

infection (83, 93, 94). However, a recent study posited that macrophages may acquire viral 

deoxyribonucleic acid (DNA) from engulfment of infected CD4+ T cells and, as such, might not 

represent a significant viral reservoir in vivo (87). Additional research is needed to establish the 

role(s) of macrophages in HIV-1 infection. 

1.2.3  HIV-1 Pathogenesis 

Clinical progression of HIV-1 infection typically follows a well-characterized sequential pattern 

of virologic and immunologic events (95, 96) (Figure 1). After the initial establishment of viral 
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infection in the submucosa, there is a 7- to 21-day eclipse phase without outward symptoms of 

infection (36), during which the virus propagates in tissue-resident CD4+ cells, which migrate to 

draining lymph nodes and spread virus into draining and systemic lymphatic tissues (97). A period 

of exponential viral growth follows with concomitant detection of virus in the blood (36, 98). 

Clinical symptoms of this acute phase of HIV-1 infection are generally non-specific, self-limited, 

and mononucleosis-like (fever, headache, sore throat, myalgia, lethargy, anorexia, rash, and 

lymphadenopathy) (99, 100) and while they may be severe enough to elicit medical attention, 

absent a clear risk factor for HIV-1 infection they rarely result in specific testing for the virus 

(101).  

 

 

  

Figure 1. Schematic representation of typical clinical progression of untreated HIV-1 infection. Timeline of 

changes in peripheral CD4+ T cell counts (blue) and plasma HIV-1 viremia (red) as HIV-1 infection progresses from 

acute infection through clinical latency to the development of AIDS and death. Public domain image courtesy of 

Wikipedia, based upon an original from (Pantaleo et al., 1993) (95).  
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Direct inoculation into the bloodstream foreshortens the eclipse phase and accelerates the 

development of acute clinical disease, with viremia detectable as soon as 2-3 days after intravenous 

infection (101). 

 

CD4+ T cells will be significantly depleted (lymphopenia) during acute infection (99). This 

reduction is particularly prominent in the gut-associated lymphoid tissue (GALT) of the 

gastrointestinal tract, which comprises the largest collection of CD4+ T cells in the body (102-

104). The depletion of these gastrointestinal CD4+ T cells can facilitate mucosal barrier 

permeabilization and bacterial invasion into submucosal spaces, lymphatic tissues, and the 

bloodstream, heightening overall immune activation, promoting greater HIV-1 replication, and 

worsening disease symptoms (105, 106). 

 

The symptomatic, acute phase of HIV-1 clinical illness typically lasts 1-2 weeks (99). 

During acute infection, 6-15 days after onset of symptoms, high titers of cytopathic virus are 

detectable in plasma (as high as 107 copies of viral ribonucleic acid (RNA) per ml of blood (107)). 

The rise of plasma viremia coincides with an inflammatory cytokine cascade led by interferon 

alpha (IFN-α) and interleukin-15 (IL-15) (108). This innate immune response is punctuated by a 

rapid expansion and activation of natural killer (NK) effector cells (109, 110), but is unable by 

itself to control the acute viral infection. It is not until the adaptive immune response is activated 

2-4 weeks after transmission (105) that the host can begin to effectively address the acute infection. 

 

Both cellular and humoral adaptive immune responses are detectable during the acute 

phase of HIV-1 infection (111). The principal cellular response is via HIV-1-specific CD8+ CTLs 
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(112, 113), which increase dramatically in number (114, 115) and can be detected as early as 5 

days after infection (116). CD8+ CTLs can exert an antiviral response by either directly killing 

infected cells through lysis or induction of apoptosis (59) or through the release of antiviral 

cytokines and chemokines (117). 

 

The earliest humoral response is detected around 8 days after plasma viremia in the form 

of antibody-virus immune complexes with the first immunoglobulin G (IgG) plasma antibodies 

not observed until 5 days later (118, 119). This initial antibody response is non-neutralizing, with 

neutralizing antibodies not detected until three months or more after infection (105), 1-2 months 

after seroconversion (120). This delayed antibody response offers little, if any, assistance in 

addressing the acute-phase viremia. It is instead the cellular, CD8+ CTL response to primary 

infection that corresponds to clearance of acute viremia (112, 113, 121), with levels of virus in 

plasma falling at least 100-fold by day 27 and corresponding with a partial recovery of CD4+ T 

cell levels and resolution of clinical symptoms (122, 123). 

 

The acute phase of HIV-1 infection is followed by a period of clinical latency characterized 

by a lack of clinical disease symptoms but with continued, persistent viral replication and 

progressive decline in CD4+ T cell levels (60, 116). The viral plasma level, while significantly 

reduced from acute, peak viremia, is maintained through latency at a “set point” that can vary 

among patients by more than 4 orders of magnitude (1-100,000 copies/ml) and can serve as an 

indicator of the rate of disease progression (124). This continued, low level of virus replication 

represents an inability of the host immune response to eradicate the remaining viral reservoir and 

clear the infection. Viral mutation results in escape from antibody neutralization (120) and killing 
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of infected host cells by CD8+ T cells (125) and NK cells (126, 127). This escape leads to a back 

and forth arms race between the host and virus, with the host attempting to neutralize succeeding 

generations of mutated virus and for these new generations of virus to further elude the host 

immune response (128). 

 

If untreated, most HIV-1-infected individuals will continue to experience a slow depletion 

of CD4+ T lymphocytes over the course of clinical latency (116). Given the critical role played by 

CD4+ T cells in activating, directly or indirectly, multiple branches of the immune system, the 

depletion and disfunction of CD4+ T cells as a result of HIV-1 infection profoundly reduces the 

ability of the patient’s immune system to respond to infection in general (11). This state of 

immunodeficiency permits the establishment of opportunistic infections that, in a healthy patient, 

would be readily eradicated. Typically, as the circulating CD4+ T cell count falls below 500 cells 

per μl of blood, the patient begins to experience the onset of clinical disease symptoms (111). 

When this count drops to 200 cells/μl the severity and frequency of symptoms increase and result 

in a diagnosis of AIDS (44, 101). With such a suppressed immune system, these individuals are 

highly susceptible to a wide range of opportunistic infections and malignancies (129), which are 

generally the proximal cause of mortality in AIDS patients (44). 

 

The clinically latent phase of HIV-1 infection lasts for 10-11 years on average (130) and 

most (70-80%) infected individuals will experience this typical progression of disease if untreated 

(116), though two notable groups of patients have been identified with markedly different rates of 

progression. Rapid progressors account for 10-15% of infected individuals and advance to the state 

of AIDS within only 2-3 years of primary infection (116). On the opposite end of the spectrum, 
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long-term nonprogressors (< 5% of patients) will maintain normal levels of CD4+ T cells and 

competent immune function for an extended period of time (116). Once a diagnosis of AIDS has 

been reached, decline is rapid, with a median survival time of only about one year and a 5-year 

survival rate of 3.4% (131), though a small population of long-term survivors has been observed 

(116). 

1.3 HIV-1 Retrovirology 

1.3.1  Retroviruses 

The central dogma of molecular biology describes a unidirectional flow of genetic information 

from a long-term repository based on DNA to an RNA intermediate via transcription, then to its 

final functional form in amino acid-based proteins via translation (132). While it was hypothesized 

that the initial transcription step might be made to flow in reverse (132), it was not until the 

discovery of an RNA-dependent DNA polymerase, or reverse transcriptase (RT), enzyme in two 

RNA tumor viruses (Rous sarcoma virus and Rauscher mouse leukemia virus) (133, 134) that the 

biological implications of such an enzyme were recognized. For these viruses it was observed that 

RT permits the viral genome, which exists in virus particles as RNA, to be converted to and exist 

as DNA within host cells (135, 136). This DNA genome (137) is integrated into the host genome 

as a provirus (138-140), where it persists within the host cell and is genetically transmitted to its 

progeny (141). Viruses with this dualistic, backwards, and persistent lifestyle were dubbed 

retroviruses. 
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Retroviruses belong to the Retroviridae family of viruses (retro- from the Latin for 

“backwards”), which are collectively able to infect a wide range of animal hosts, though individual 

viruses tend to have a narrowly defined host tropism (142). Members share the common 

characteristics of packaging a diploid, single-stranded RNA genome and an RT enzyme in their 

virions and using a DNA replication intermediate within infected host cells (143). The family is 

divided into two subfamilies, the non-pathogenic Spumaretrovirinae and the pathogenic 

Orthoretrovirinae, which is itself subdivided into 6 genera, 5 of which contain oncogenic viruses, 

and the genus Lentivirus (144). It is within this last genus that HIV-1 is classified. 

 

Lentiviral infection (lenti- from the Latin for “slow”) is characterized by a slowly 

progressing disease syndrome with a prolonged subclinical phase punctuated by a terminal phase 

of cachexia, multiple organ system failure, and death (145). Infection is directly transmitted 

between hosts, without the mediation of a vector, via exposure to infected bodily fluids (145, 146). 

Unlike other genera of Retroviridae, which require cell division for productive infection, 

lentiviruses possess the ability to infect nondividing cells (145, 147, 148), such as terminally-

differentiated macrophages. 

1.3.2  HIV-1 Origin 

HIV-1 virus was initially isolated from AIDS patients in 1983 (20). During early investigations, 

the virus was alternatively known as human T lymphotropic virus type III (HTLV-III) (22), 

lymphadenopathy-associated virus (LAV) (20), and AIDS-associated retrovirus (ARV) (149). The 

current name, human immunodeficiency virus type 1, was coined in 1986 by the International 

Committee on Virus Nomenclature and Taxonomy (150). While identified during the emergence 
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of the AIDS pandemic, investigations into the origins of the HIV-1 virus would reveal that it had 

been present in humans for much longer. 

 

The immediate precursor to HIV-1 is simian immunodeficiency virus (SIV), which has 

been circulating in nonhuman primates for at least 32,000 years (151). Originally identified in 

captive rhesus macaque monkeys (Macaca mulatta) in 1985 (152), SIV naturally infects Old 

World primate species native to sub-Saharan Africa, among which confirmed SIV infection can 

be found in at least 36 different species (153). SIV viruses are highly diverse and generally species-

specific, with viruses classified according to the species of origin (153). Phylogenic analysis has 

demonstrated that SIV was transmitted into humans on four separate occasions over the past 

century to give rise to HIV-1 (146), most likely via exposure to infected primate blood from the 

bushmeat trade (154, 155). 

1.3.3  HIV-1 Genetic Classification 

HIV-1 virus strains are categorized hierarchically based upon genetic similarity or diversity into 

groups, subtypes, and, within some subtypes, into sub-subtypes (Figure 2) (156). Each lower level 

of division represents greater genetic similarity among members. HIV-1 groups M, N, O, and P 

represent the four separate zoonotic transmissions of SIV into humans in the West African country 

of Cameroon (146, 157). Groups M and N were transmitted from SIVcpz (158), which infects the 

common chimpanzee (Pan troglodytes troglodytes), around 1908 (159) and 1963 (160), 

respectively. Groups O and P were transmitted from SIVgor (161), which infects the Western 

gorilla (Gorilla gorilla), around 1920 for group O and at a yet-undetermined time for group P 

(146). A separate series of 8 transmission events of SIVsmm to humans from sooty mangabey 
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monkeys (Cercocebus atys) in the 1940s (162) gave rise to the related virus human 

immunodeficiency virus type 2 (HIV-2) (163), which is much less prevalent than HIV-1 (164) and 

will not be addressed here. 

 

Group M (originally designated Main) is the only HIV-1 group that has spread globally 

and is responsible for the vast majority of infections worldwide (155). Group O (originally 

designated Outlier) has been identified in less than 1% of total infections and is mostly confined 

to sub-Saharan Africa, in particular Cameroon and surrounding countries, west Africa, and Zambia 

(165, 166). Group N (originally designated Non-Main Non-Outlier) has only 14 cases confirmed, 

 

 

 

Figure 2. HIV-1 groups and subtypes. Hierarchical relationship of HIV-1 groups, subtypes, and sub-subtypes. 

Groups represent unique zoonotic transmission events. Group M is subdivided into 9 subtypes based upon sequence 

similarity, two of which, (A and F) are further subdivided into sub-subtypes. CRFs represent virus strains that 

originated from the recombination of strains from two or more subtypes.  
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all but one in Cameroon (167). Only two cases of infection with HIV-1 group P are known, both 

in Cameroon (167). 

 

The pandemic HIV-1 group M is divided into subtypes – phylogenetically linked virus 

strains that are approximately the same genetic distance from one another (168) and represent 

diversification in the HIV-1 viral genome sequence within the human population after the original 

zoonotic transmission event (169). Much of this diversification can be traced to the area around 

Kinshasa, Democratic Republic of the Congo, where all subtypes can be found in circulation and 

where the pandemic spread of HIV-1 infection is believed to have originated (170). The nine 

recognized HIV-1 group M subtypes are designated by letters A through K except for E and I, with 

A and F further subdivided into sub-subtypes (168). 

 

In addition to the hierarchical divisions, an array of 96 circulating recombinant forms 

(CRFs) of group M subtypes have been identified (171), which represent the genetic mixing of 

HIV-1 virus strains from different subtypes. These CRFs arise in part due to individuals with dual 

infections from multiple HIV-1 subtypes, which is a relatively common occurrence in Cameroon 

(172, 173), where all subtypes of group M except B are in circulation (173). 

 

HIV-1 group M subtypes are responsible for a widely varying number of worldwide 

infections. A 2004 global survey showed that subtype C has caused about 50% of infections, 

subtypes A and B about 10% each, subtypes D and G about 3-5% each, and subtypes F, H, J, and 

K combined about 1%, with CRFs accounting for the remaining 20% (174, 175). These subtypes 

also exhibit considerable differences in geographic distribution (Figure 3). Of particular interest 
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in this work, HIV-1 infections in the developed Western world are almost exclusively subtype B. 

This stands in contrast to sub-Saharan Africa, where over 50% of infections are subtype C, but 

where also as a whole the greatest amount of diversity of subtypes and CRFs is observed, with all 

subtypes being represented, though there is considerable subregional difference in the distribution 

and prevalence of subtypes across the continent (168, 174, 175). 

 

 

 

Figure 3. Global distribution of HIV-1 group M subtypes and CRFs. HIV-1 isolates from different countries and 

regions are generally representative of one or a few HIV-1 subtypes and/or CRFs, though all subtypes and CRFs are 

present in sub-Saharan Africa. Reproduced with permission from (Taylor et al., 2008) (168), Copyright © 2008 

Massachusetts Medical Society. 
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1.3.4  HIV-1 Phenotypic Classification 

In addition to genetic categorization, HIV-1 strains can be classified according to infectious 

phenotype (e.g. cell tropism, cytopathic effect, transmissibility, or laboratory adaptation). 

Formerly, HIV-1 strains were broadly categorized by host cell tropism as T cell (T)-tropic or 

macrophage (M)-tropic and by cytopathic effect as syncytium-inducing (SI) or nonsyncytium-

inducing (NSI) (61). With the development of a greater appreciation for the role of co-receptor 

usage in these infectivity phenotypes, HIV-1 strains are now instead categorized based upon target 

cell co-receptor usage as CCR5 (R5)-tropic, CXCR4 (X4)-tropic, or R5X4- or dual-tropic if either 

co-receptor can be used (176). 

 

Only a small subset of HIV-1 strains are readily able to be transmitted and serve as a 

founder virus in a newly infected host. These transmitted/founder (T/F) virus strains almost 

exclusively are R5-tropic (177) and exhibit particular distinguishing genetic and phenotypic 

signatures (36). The specific study of these T/F virus strains will help provide a better 

understanding of the HIV-1 “transmission bottleneck” and a discovery of novel ways in which 

transmission might be prevented (36). 

 

Primary isolates are derived from patient samples and represent virus that is circulating in 

the population. Comprehensive study of HIV-1 frequently requires large amounts of virus and 

extended observation of infected cells, which are challenging when working with precious patient 

samples and rational ethical constraints. As such, cell line culture of virus is necessary to overcome 

these limitations. However, despite the advantages gained by culturing virus in vitro, it has become 
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clear that propagation of virus under different conditions results in selection for particular traits 

(178), a process referred to as laboratory adaptation, or lab-adaptation. 

 

Lab-adaptation, either through the serial passaging of virus in cell lines (179) or through 

the construction of unique virus strains cloned from primary isolates (180), allows for easier study 

of virus (180), including studying the phenotypes of particular mutations in a consistent 

background and the ability to grow virus to high titers (181). However, lab-adaptation can also 

cause phenotypic changes that are no longer consistent with primary HIV-1 isolates (182), such as 

altering interaction with CD4 receptors on host cells (183) or attenuating resistance to antibody 

neutralization, which is typically high in primary isolates (184). Additional research is required to 

examine phenotypic consistency between different, closely related lab-adapted strains and to 

determine how well lab-adapted strains represent primary isolates in terms of genetics and in vivo 

infection phenotypes observed in patients. 

1.3.5  HIV-1 Genome 

The HIV-1 virus is encoded in a single-stranded, polyadenylated, positive sense RNA genome 

(Figure 4), about 9.7 kilobases (kb) in length (145), though the exact size varies by several hundred 

kb depending upon the reference genome (146). This genome contains a single transcriptional unit 

for producing 13 proteins from 9 opening reading frames (185). The group-specific antigen (gag) 

and envelope (env) structural genes and the polymerase (pol) enzymatic gene are common to all 

retroviruses (185) and encode polypeptides that are cleaved into their functional protein units 

during the virion production process (186). The Env glycoprotein is cleaved into non-covalently 

linked gp120 surface and gp41 transmembrane subunits; Gag is cleaved into matrix (MA), capsid 
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(CA), nucleocapsid (NC) and p6; and Pol (translated as part of the larger Gag-Pol polyprotein) is 

cleaved into protease (PR), reverse transcriptase (RT), and integrase (IN). In addition to the 

structural and enzymatic proteins, HIV-1 encodes for regulatory proteins trans-activator of 

transcription (Tat) and regulator of virion (Rev), which regulate the transcription and nuclear 

export of viral RNAs, respectively (145), and accessory proteins virion infectivity factor (Vif), 

virus protein R (Vpr), virus protein U (Vpu), and the misnamed negative regulatory factor (Nef) 

(186), which are required for optimal virus fitness and pathogenesis in the host (187). The gene-

coding region of the genome is flanked by long terminal repeat (LTR) sequences that contain cis-

acting regulatory elements necessary for the viral replication process (11), with other cis-acting 

elements encoded at various locations across the genome critical for different phases of the virus 

life cycle (discussed below) (185). 

 

 

 

Figure 4. HIV-1 genome organization. The HIV-1 RNA genome is encoded in all three forward reading frames and 

contains three polyproteins that are cleaved post-translationally into individual functional units: gag encodes structural 

proteins matrix (MA), capsid (CA), nucleocapsid (NC), and p6; pol encodes enzymes protease (PR), reverse 

transcriptase (RT), and integrase (IN); and env encodes glycoprotein surface (gp120) and transmembrane (gp41) 

subunits. Regulatory proteins Tat and Rev regulate transcription and nuclear export of viral mRNAs and the full-

length viral RNA genome. Accessory proteins Vif, Vpr, Vpu, and Nef modulate the host cell environment for efficient 

replication.  
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1.3.6  HIV-1 Virion 

The mature HIV-1 virion (Figure 5) is roughly spherical and 100-120 nm in diameter (117). It is 

enclosed by a lipid bilayer membrane envelope derived from the host cell from which the virus 

particle was originally released (188), to which are bound a matrix of MA proteins on the inside 

surface (189) and trimers of the Env glycoprotein gp120/gp41 heterodimer on the outside surface 

(190). Packaged within the envelope is a distinctive conical capsid, consisting of about 1,500 

copies of CA protein arranged in a hexameric lattice (191). The capsid contains two non-

complementary copies of the single-stranded RNA genome in complex with NC protein, the PR, 

RT, and IN viral enzymes, and some viral accessory proteins and host cell factors (117). 

 

 

 

Figure 5. The HIV-1 virion. The mature HIV-1 virus particle is enclosed in a bilayer lipid membrane derived from 

the host cell and expresses trimers of the Env glycoprotein on the outer surface for target cell attachment. MA proteins 

are embedded in the inner membrane surface. Contained within the virion is a condensed conical capsid composed of 

CA that shields two copies of the RNA genome, which is enrobed by NC. Adapted by permission from Springer 

Nature Customer Service Center GmbH: Nature Reviews Microbiology (Campbell et al., 2015) (192), Copyright © 

2015.  
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Confusingly, the term ‘capsid’ has been used historically within HIV-1 research to indicate 

the capsid shell – both with and without its contents – or the CA monomer of which it is composed. 

More recently, a semi-concerted effort has been made to avoid ambiguity and distinguish these 

three entities by referring to them using three distinct terms – a convention which will be followed 

here. The individual monomer will be referred to as CA, the intact shell will be called the capsid, 

and core will be used to describe the capsid shell plus its contents. 

1.3.7  HIV-1 Virus Life Cycle 

The HIV-1 virus life cycle (Figure 6) is readily divisible into two phases, early and late. The early 

life cycle comprises those steps required for a virion to infect a target host cell: attachment, fusion, 

entry, trafficking to the nucleus, reverse transcription, capsid uncoating, nuclear entry, and 

integration. The late life cycle consists of those actions necessary for an infected host cell to 

produce progeny virions for subsequent rounds of infection – transcription, translation, packaging, 

assembly, budding, release, and maturation (117). The vast majority of HIV-1 virus particles will 

not ultimately be infectious (193, 194), due to virion defects that cause failure in one or more of 

the virus life cycle steps, to target cell resistance to infection, or to a failure to successfully enter a 

target cell and begin the infection process (195, 196). 

 

As an obligate intracellular parasite, the HIV-1 virus relies almost exclusively on host cell 

factors to perform its various life cycle functions, packaging only those viral factors necessary to 

supplement – or counter – host cell functionality (197). Each stage of the virus life cycle involves 

interactions with dependency factors (host factors that promote viral infectivity) (198-201) and 

restriction factors (host factors that inhibit viral infectivity) (202-205), many with uncharacterized 
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Figure 6. The HIV-1 virus life cycle. Env glycoprotein expressed on the surface of the HIV-1 virion attaches to CD4 

expressed on the surface of the host cell, leading to fusion of the virion and host cell membranes and the release of the 

capsid into the host cell cytoplasm. The capsid uncoats in conjunction with the reverse transcription of the viral RNA 

genome into double stranded DNA, which is imported into the nucleus and integrated into the host chromosome. The 

provirus is transcribed into viral mRNA and the full-length RNA genome, which are exported from the nucleus and 

transcribed into viral proteins. The viral RNA genome and proteins are trafficked to the cell membrane for assembly 

and budding of an immature virus particle. Viral protease cleaves the structural and enzymatic polyproteins, 

condensing the capsid and producing a mature, infectious virus particle. Reprinted from (Ganser-Pornillos et al., 2008) 

(206), Copyright © 2008, with permission from Elsevier.  
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functions in host cell processes, viral processes or both. Discussion of these collections of host 

factors is well beyond the scope of this work; however, their mention serves to demonstrate that 

the virus-host interactions involved with HIV-1 infection are numerous and complex, as well as to 

note that additional research is necessary to understand the mechanisms behind these interactions 

and how they might be subverted or enhanced to counter HIV-1 infection. 

1.3.7.1 Attachment, Fusion, and Entry 

As an enveloped virus, the initial step of HIV-1 infection of a target cell relies on the virion 

attaching to and fusing with the host cell membrane, thereby permitting deposition of the virion 

contents into the cell (188). This is accomplished through a multistep, sequential process 

coordinated by the Env glycoprotein trimer expressed on the virion surface (207). The Env trimer 

surface gp120 subunits engage the CD4 receptor expressed on the target cell surface, leading to a 

conformational change of Env, which then permits its binding to the CCR5 or CXCR4 co-receptor 

expressed in close proximity to CD4. An additional conformational change reveals the 

transmembrane gp41 core of the Env trimer, which inserts into the host cell membrane and refolds 

into a six-helix bundle to drive the membrane fusion process (208). Upon fusion, the viral 

membrane becomes continuous with the cell membrane, permitting the free diffusion of virion 

contents into the cytoplasm (209). 

 

Multiple factors can limit or impede the process of host cell attachment, fusion, and entry. 

Env expression on the viral membrane, which varies among virus strains, is typically low and as 

such is a limiting factor in successful attachment (190). Similarly, the levels of CD4 and 

CCR5/CXCR4 expression on the target cell will influence the rate of attachment (210). As the 

only viral component expressed on the surface of virions, Env is the major target of antibodies 
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produced in response to HIV-1 infection (118, 211). To counter this humoral immune response, 

there are five hypervariable regions (V1-V5) on the Env surface (210), which are the most variable 

and genetically diverse parts of the virus (212). Mutations in these hypervariable regions result in 

immune evasion (120), as do alterations to the extensive glycans shield on Env (208). In addition, 

it is the V3 region of Env that is primarily responsible for R5/X4 co-receptor tropism (213). To 

overcome the limitations of Env-mediated host cell entry, in vitro HIV-1 studies frequently 

pseudotype virus, replacing Env with the vesicular stomatitis virus glycoprotein (VSV-G), which 

permits efficient entry into a wide range of host cell types (214). 

1.3.7.2 Intracellular Trafficking 

After deposition into the host cell cytoplasm, the HIV-1 conical capsid is actively trafficked toward 

the nucleus (215). This retrograde, inward movement is accomplished using the cell’s stable 

microtubule network (216-218) by associating with and binding to the retrograde motor protein 

dynein (219) and its cargo adapters, including bicaudal D2 (BICD2) (220). Contrary to intuition, 

this net inward motion also requires use of the anterograde motor protein kinesin-1 and adapter 

protein fasiculation and elongation factor zeta 1 (FEZ1) for successful trafficking to the nucleus 

(221). While traversing the cytoplasm, the HIV-1 capsid must undergo two closely related viral 

processes, reverse transcription and capsid uncoating (215). 

1.3.7.3 Reverse Transcription 

A defining characteristic of retroviral infection is the conversion of the RNA viral genome to 

double-stranded DNA. While this process may be able to begin within a mature, cell-free virion 

(222, 223), the vast majority of reverse transcription occurs within the capsid deposited in the 

cytoplasm of an infected host cell (224). Multiple viral components have been reported to 
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constitute the reverse transcription complex (RTC) (225-227), though the structure of the RTC is 

uncertain and is closely associated with competing models of capsid uncoating (192, 228-230). 

 

Reverse transcription is performed by the HIV-1 RT enzyme, which possesses DNA 

polymerase activity to synthesize DNA from either an RNA or DNA template and ribonuclease H 

(RNase H) activity, which degrades the RNA template from the RNA-DNA hybrid formed during 

the first DNA strand synthesis (231). Being a noncircular template, the full reverse transcription 

of the linear viral genome requires the performance of two strand transfer events in order to 

relocate DNA synthesis from one end of the template to the other (224). The presence of two 

copies of the RNA genome permits strand transfer to switch between the co-packaged genomes 

and recombine (232, 233), which can overcome genome damage (234, 235). If the genomes are 

genetically distinct, this recombination can generate a chimeric genome (224). 

 

DNA synthesis begins with a primer annealed to the RNA genome template, for the 

purpose of which lysine transfer RNA isoacceptor 3 (tRNALys3) from the virus particle’s parent 

host cell is packaged, bound to the aptly-named primer binding site (PBS), located approximately 

180 bases from the 5’ end of the viral genome (224). Reverse transcription proceeds the short 

distance to the 5’ end, where the first strand transfer operation is performed to transfer synthesis 

to the 3’ end of the genome, facilitated by complementarity between the direct repeat “R” region 

located on each end of the viral genome (231). Following strand transfer, first strand DNA 

synthesis continues the length of the RNA genome, accompanied by RNase H degradation of the 

RNA template. This degradation is imperfect and leaves multiple, small RNA fragments annealed 

to the DNA strand, in particular at two polypurine tracts (PPT) located in the central (cPPT) and 
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3’ (3’PPT) portions of the genome (231). This PPT RNA serves as a primer for initiating synthesis 

of the second DNA strand. Synthesis from the cPPT produces the second strand of DNA up to the 

3’PPT. Synthesis from the 3’PPT leads to the second strand transfer operation to transfer synthesis 

to the 5’ end of the genome, assisted by complementarity between the PBS and the still-attached 

tRNALys3 primer, which is cleaved in the process (236). Second strand synthesis proceeds until the 

cPPT is reached but doesn’t terminate until after overrunning and displacing approximately 100 

nucleotides of cPPT-primed second strand DNA, resulting in the formation of a “central flap” 

(237). It has been suggested this flap promotes capsid uncoating (230) and viral DNA nuclear 

import (238, 239); however, the necessity of the DNA flap for HIV-1 infectivity is debated (240-

242). 

 

After the completion of reverse transcription, the terminal ends of the double-stranded 

DNA genome are associated with and processed by a higher-order structure of the HIV-1 IN 

enzyme in preparation for integration (243). This intasome complex contains 16 copies of IN 

arranged in a tetramer-of-tetramers architecture, with each tetrameric complex contributing IN 

subunits to the conserved intasomal core, where DNA processing occurs (244, 245). The 3’ strand 

on each end is trimmed by two nucleotides to a conserved CA dinucleotide, exposing a reactive 

hydroxyl group (CAOH-3’) that will be utilized during integration (231). The end-processed, 

double-stranded viral DNA associated with IN and other viral proteins is now referred to as the 

pre-integration complex (PIC) (246). 

 

Being a viral process with no analog in the host cell, HIV-1 reverse transcription and its 

intermediate products are ideal candidates for immune recognition and restriction (247). 
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Hypermutation can be induced in newly reverse transcribed DNA by the host cell deaminase 

apolipoprotein B messenger RNA (mRNA)-editing enzyme-catalytic polypeptide-like 3G 

(APOBEC3G) resulting in degradation of the viral DNA and/or loss of infectivity (248). This is 

countered by the HIV-1 protein Vif either during virus particle assembly (249) or in the newly-

infected host cell (248, 250, 251). As HIV-1 reverse transcription requires a pool of dNTPs to 

synthesize DNA, depletion of dNTP pools in non-cycling myeloid cells, such as macrophages, by 

SAMHD1 serves to stall reverse transcription and restrict HIV-1 infectivity (91, 92). Unlike HIV-

2 and some SIV viruses, HIV-1 lacks a virus protein X (Vpx), which can target SAMHD1 for 

degradation and restore dNTP levels (252, 253), resulting in limited HIV-1 infection in these cells 

(254). Numerous host cell cytosolic pattern recognition receptors (PRRs) are tuned to detect 

double-stranded DNA, DNA/RNA hybrids and non-messenger RNA, all indicative of viral 

infection, leading to the degradation of these products and/or heightening the immune activation 

of the infected and surrounding cells (255). A fully or partially intact viral capsid masks these 

pathogen-associated molecular patterns (PAMPs) and evades immune recognition (256, 257). 

1.3.7.4 Nuclear Entry 

While an intact nuclear membrane prevents most retroviruses from accessing the host genome 

(148, 258) until it is disassembled during the cell division process of mitosis (259), lentiviruses 

like HIV-1 are able to translocate their PIC into an intact nucleus (148, 260) by way of transport 

through nuclear pore complexes (NPC) (261), selective gateways for nucleocytoplasmic exchange 

interspersed across the membrane (259). NPCs have a small diffusion limit, requiring most cargo, 

including HIV-1 PICs, to be actively transported through the pore (262), through interactions with 

nucleoporin (Nup) proteins that line the pore (259) and transport receptor proteins such as the 

karyopherins (importins, exportins, and transportins), which specialize in shuttling cargo in and 
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out of the nucleus (262). The directionality of this transport is established by the presence of a 

nuclear localization signal (NLS) on the cargo (263).   

 

Multiple elements of the HIV-1 PIC have been shown to possess an NLS and contribute to 

the nuclear import of the PIC, including MA, Vpr, and IN (261, 264). However, the significance 

and necessity of these signals for import are questionable (265-267). More widely accepted is the 

role of CA as the major viral determinant of PIC nuclear import (268), which has been shown to 

interact with multiple nucleoporins upon which HIV-1 infectivity is dependent (267, 269), most 

notably nucleoporin 358 (Nup358, also known as Ran binding protein 2, or RanBP2) (270-272) 

and nucleoporin 153 (Nup153) (273-275), which reside at the external and internal boundary of 

the NPC, respectively (259). The karyopherin transportin3 (TNPO3, also known as transportin-

SR2, or TRN-SR2) (276, 277) ferries cargo proteins containing serine-arginine (SR) repeat 

domains into the nucleus, including cleavage and polyadenylation specificity factor 6 (CPSF6) 

(278, 279). TNPO3 has also been shown to promote trafficking of HIV-1 PICs into the nucleus 

(280), ostensibly indirectly by its canonical transport of CPSF6 (281, 282), which binds to CA and 

mediates the dependence on TNPO3 (266, 283). While a model of HIV-1 PIC nuclear import via 

interactions with CPSF6/TNPO3, Nup358, and Nup153 fits these numerous observations (284), 

other potential pathways through the nuclear pore appear to exist (261, 266, 267, 269, 270). 

Additional research is necessary to determine elements of this alternative pathway. 

1.3.7.5 Capsid Uncoating 

One of the more enigmatic aspects of the HIV-1 virus life cycle is the process by which the intact 

conical capsid core becomes dissociated, or uncoated, to permit the release of the PIC into the 

nucleus for integration (284, 285). The large size of the intact core relative to nuclear pores dictates 
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that successful deposition of the PIC into the nucleus requires a shedding of some or most CA 

from the capsid (192, 286). Absent capsid uncoating, PICs accumulate at the cytoplasmic face of 

the nuclear membrane, unable to transit the NPC and enter the nucleus (230, 272, 287). This is 

countered by the need to shield the PIC from immune recognition and restriction while transiting 

the cytoplasm (256, 257), which supports retention of all or most CA until the nuclear membrane 

is reached. Studies have suggested that there is an optimal window in which capsid uncoating may 

occur, with shedding CA too early or retaining it too long resulting in a loss of virus infectivity 

(228, 288). A more comprehensive discussion on capsid uncoating will be deferred until a later 

section (Section 1.5.3). 

1.3.7.6 Integration 

The hallmark of retroviral infection is the deliberate, stable integration of the reverse transcribed 

DNA genome into the host cell genome that establishes persistent infection of the cell and its 

progeny (289). Once translocated into the nucleus, the PIC is targeted to the chromosomal genome, 

where HIV-1 IN performs the DNA strand transfer reaction that effects integration (290). The 

CAOH-3’ processed ends of the viral DNA genome are used to catalyze the hydrolysis of opposing 

chromosomal DNA strands, each end attacking one strand, offset 5 base pairs (bp) from one 

another, resulting in the covalent attachment of these 3’ proviral ends to the host genome (291, 

292). The remaining single strand gaps and 5’ viral DNA overhangs are left to be resolved by the 

host DNA repair machinery (289), which also produces unintegrated, circularized forms of 

proviral DNA (2-LTR circles) (293) from PICs that fail to integrate (294). 

 

Integration always occurs at the ends of the viral DNA genome but can occur at many 

positions within the host genome, with most positions being able to serve as acceptor sites, though 



  31 

there are regional preferences. Specifically, HIV-1 preferentially integrates into transcriptionally 

active sites (295), which may be located near the periphery (296, 297) or the interior (298, 299) of 

the nucleus. While HIV-1 IN is competent on its own to perform the integration reaction, it requires 

assistance from host factors to target particular locations in the host genome. CPSF6, a pre-mRNA 

splicing factor, binds to CA and directs the PIC to transcriptionally active chromatin (300, 301). 

Lens epithelium-derived growth factor / transcriptional coactivator p75 (LEDGF/p75) binds to IN 

and tethers it to chromosomal DNA, directing the position of integration within gene bodies (301-

303). 

1.3.7.7 Latency 

The integration of HIV-1 viral DNA represents the midpoint of the virus life cycle, in which the 

target cell is successfully infected and possesses the potential to produce progeny virus particles, 

if stimulated to do so (304). Absent such production, the host cell infection is deemed latent (305) 

and host cells in a latent state are referred to collectively as the latent reservoir (306, 307). Viral 

latency differs from clinical latency, the latter being a stage of infection where no clinical signs of 

disease are discernable, but in which virus particles are nonetheless being produced (60, 116). The 

latent reservoir does not include defective proviruses that are not replication-competent (308), 

which account for the majority of proviruses (309), as these lack the potential to produce infectious 

virus. True latent infection is rarely established (305), but results in a persistent population of 

infected host cells, most commonly among resting memory CD4+ T cells (310). 

 

Mechanistically, latency involves the establishment of host cell conditions unfavorable for 

transcription of provirus (305). This can be due to sequestration of host transcription factors or 

components of the transcription machinery (29), or to epigenetic chromatin modifications (311), 
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particularly in proximity to the U3 region of the 5’-LTR (312), which acts as the promoter for 

HIV-1 provirus transcription (313). Alleviating the block(s) to provirus transcription can shift the 

infected host cell from latency to active production of virus (311). However, many proviruses 

(including replication-competent ones) are not induced to produce virus upon stimulation (309). 

1.3.7.8 Transcription and Translation 

Production of progeny virus particles from an infected host cell begins with transcription of the 

HIV-1 provirus, which is performed by cellular machinery (314), but depends highly upon the 

viral regulatory protein Tat, without the expression of which transcription is generally non-

processive (315). Tat binds to the cis-acting RNA element trans-activation response element 

(TAR) that is present at the 5’ end of all HIV-1 viral transcripts (316) and promotes elongation. 

The initial expression of small amounts of Tat results in a positive feedback loop (317) that leads 

to the efficient production of viral transcripts. 

 

While all HIV-1 viral transcripts are initiated in the 5’-LTR, alternative splicing is used to 

alter the mRNAs that are produced, with more than 40 different splice variants possible (312). 

Alternate splicing is used to control the temporal expression of HIV-1 regulatory, accessory, 

enzymatic, and structural mRNAs and proteins and full-length genomic viral RNA (318). 

Completely spliced mRNAs for Tat, Rev, and Nef protein expression are produced early, followed 

by the intermediate production of partially spliced mRNAs for Env and the accessory proteins Vif, 

Vpr, and Vpu, and finally the late production of unspliced, full-length viral RNA that serves as 

mRNA for Gag and Gag-Pol and also as the genomic RNA for progeny virus (312). Rev binds to 

the Rev-response element (RRE) located in the env gene, promoting the nuclear export of partially 
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spliced and unspliced viral RNAs containing the RRE (319), which would otherwise normally be 

degraded in the nucleus (312). 

 

As with transcription, HIV-1 uses host cell machinery to translate viral mRNAs into viral 

proteins (320). While most of these mRNAs contain a single open reading frame and can be 

translated simply, two of the mRNAs are bicistronic, encoding proteins in multiple reading frames, 

necessitating programmed ribosomal frameshifting based upon primary mRNA sequence and 

secondary structural signals to access downstream open reading frames (321). In this manner the 

Gag and Gag-Pol polyproteins are synthesized from the full-length viral RNA in a 20:1 

stoichiometric ratio (322) and the Env and Vpu proteins are synthesized from the same single-

spliced mRNA (323). 

 

As the Env protein is being translated, it is translocated into the endoplasmic reticulum 

(ER), where it enters the cell secretory pathway and undergoes post-translational modifications 

including glycosylation, assembly into trimers, and cleavage into gp120 and gp41 subunits by the 

cellular enzyme furin before being trafficked to the plasma membrane (324). While in the ER, Env 

can become trapped by newly synthesized CD4 and subsequently degraded (323). This 

sequestration is countered by the HIV-1 accessory protein Vpu, which downregulates expression 

of newly synthesized CD4 (325). 

1.3.7.9 Packaging, Assembly, Budding, Release, and Maturation 

The packaging of HIV-1 virus particle contents is orchestrated by the Gag polyprotein, which 

contains all the necessary information and signals to directly or indirectly incorporate the 

remaining viral and host factors (191). The viral RNA genome binds to the NC domain of Gag 
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(326) by way of a packaging signal (Psi, Ψ) (327) in coordination with adjacent stem-loop 

structures (328) located near the 5’ end of the genome. Two copies of the RNA genome are 

packaged in the vast majority of virions (329), which is accomplished by a non-covalent, Watson-

Crick base-paired association of the two genomes mediated by the so-called “kissing-loop dimer” 

stem-loop structure (330). Cellular RNAs are also packaged into the virion (324), including the 

lysine transfer RNA (tRNALys3) used as the primer to initiate reverse transcription (331). Viral 

accessory proteins (250, 332) and numerous host factors are packaged as well (333, 334). 

 

The N-terminal MA domain of the Gag and Gag-Pol polyproteins is co-translationally 

myristoylated, which, combined with an adjacent basically-charged region, serves to target and 

anchor these polyproteins to the plasma membrane in lipid raft regions enriched with the 

phospholipid phosphatidylinositol-4,5-bisphosphate [PI(4,5)P2] (335). The gradual congregation 

(336) of approximately 2,500 Gag molecules at the plasma membrane (337) leads to the formation 

of a spherical bulge in the membrane with the Gag and Gag-Pol polyproteins assuming a “beads 

on a string” hexameric lattice conformation, with their C-terminal ends extending inwards from 

the membrane (191). This spherical bud remains attached to the cell membrane by an unclosed 

stalk, which requires recruitment of the cellular endosomal sorting complex required for transport 

(ESCRT) machinery to perform membrane scission and release the nascent virus particle (322).  

 

During budding and release, noninfectious, immature virus particles begin to undergo 

maturation, in which dimeric HIV-1 PR cleaves the Gag and Gag-Pol polyproteins into their 

constitutive functional domains (324). This proteolytic cleavage proceeds at distinctly different 

rates for each PR cleavage site (338) and results in an ordered disassembly of the immature Gag 
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lattice (191). The freeing of Gag domains leads to the molecular transformation of the individual 

CA monomers into the approximately 240 hexamers and exactly 12 pentamers that comprise the 

characteristic conical capsid (191), which encloses the condensed viral RNA genome, encased in 

NC, and the viral RT and IN enzymes (338, 339). Prior to maturation, nascent virus particles are 

impaired for cell membrane fusion to prevent immature, noninfectious particles from depositing 

their contents into host cells, via a transmembrane interaction between MA and Env gp41, which 

is mediated by PR cleavage of MA from Gag (340, 341). Once mature, cell-free virions are 

competent to infect target host cells and start a fresh round of HIV-1 infection. 

1.3.8  HIV-1 Replication Kinetics, Mutation, and Genetic Diversity 

HIV-1, like other RNA-based viruses, ensures its survival by having a short replication cycle that 

produces a large number of virus particles with a relatively high rate of mutation (342). Most of 

these mutations occur through the reverse transcription process, though some studies have 

suggested that the host RNA polymerase II enzyme, which transcribes the HIV-1 provirus from 

the host genome, could also make an appreciable contribution (343). The reduced fidelity of 

reverse transcription is frequently cited as being due to a lack of proofreading activity in the HIV-

1 RT enzyme (231), but is also in part attributable to mutations in RT (343), abnormal strand 

transfer (344), recombination (224), and the activity of the APOBEC3G host restriction factor 

(248, 251). The single-step point mutation rate of reverse transcription is about 3x10-5 mutations 

per base per round of replication (344), which, when combined with the approximate 10 kb size of 

the viral genome, suggests that on average about one third of HIV-1 genomes contain a mutation 

after each round of replication (107). 
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The HIV-1 virus replication cycle time has been observed to take on average one to two 

days (107), with infected cells producing between 100 and 1,000 virions each per cycle (345). 

With more than one billion new cells estimated to be infected daily (346) and accounting for a 

rapid turnover of infected cells every 2 to 3 days (347), an HIV-1 infected individual can produce 

10 billion virus particles each day (347). Combined with the above mutation rate, this suggests 

that statistically every possible single point mutation would occur between 10,000 and 100,000 

times in an infected individual (346). This is supported by the observation that while most patients 

are initially infected with a single virus (348), a diverse population of viruses is found within 

infected individuals (224), indicating that mutations that arise during the virus life cycle within an 

individual drive this viral diversity (346). 

 

This broad intra-host diversity means that HIV-1, like most RNA viruses, exists as a 

quasispecies – a population of genetically diverse but linked mutant viruses that collectively 

contribute to its overall characteristics and behaviors (349). No single virus can explain or account 

for all of the phenotypes observed; instead, the entire diverse mutant population has to be 

considered as a whole (350). Such genetic diversity permits HIV-1 to adapt rapidly to the host 

immune response, contributing to the ineffectiveness of immune control of viral replication (351, 

352). Additionally, this diversity increases the likelihood that mutations conferring resistance to 

one or more antiretroviral therapeutics will already exist within an infected individual prior to 

treatment or may arise during therapy (346). 
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1.4 Antiretroviral Therapy 

In the early days of the HIV/AIDS epidemic, a diagnosis of HIV-1 infection was a near-certain, 

albeit generally prolonged, death sentence (131). That began to change in 1987, with the release 

of the first HIV-1 ART pharmaceutical, zidovudine (or azidothymidine, AZT) (353). This 

breakthrough has been followed by the development of multiple generations of ART, divided into 

several different classes of drugs, targeting multiple virus components, and taken in combination 

(25). The deployment of combination antiretroviral therapy (cART) ushered in a new phase of the 

HIV/AIDS epidemic, punctuated by the conversion of HIV-1 infection into a manageable, chronic 

condition where, with diligent adherence to treatment, life expectancy of HIV-1 infected 

individuals can approach that of the general population (354, 355). 

1.4.1  ART Medications and Drug Resistance 

Current United States Federal Drug Administration (FDA)-approved ART medications fall into 

one of seven classes, targeting one of the viral enzymes, the viral Env surface glycoprotein, the 

cellular CD4 receptor, or the cellular CCR5 co-receptor (356). An additional class of medication, 

pharmacokinetic enhancers (ritonavir and cobicistat), may be included to increase bioavailability 

of those drugs metabolized by cytochrome P450 3A (CYP3A) enzymes (357). Almost two dozen 

bivalent and trivalent formulations have also been approved that contain drugs directed against at 

least two different molecular targets (356) to forestall the development of drug resistance 

mutations (25), which readily emerge during monotherapy (346), frequently from preexisting 

resistant viral populations (358). Poor adherence to ART dosing schedules, frequently due to poor 

tolerance of side effects and/or patient behavior factors (38), can lead to treatment failure and the 
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development of resistance, necessitating a change in ART regimen (25). As the virus continues to 

evolve and resist treatment, additional ART medications are required to effectively treat HIV-1 

infected individuals (359). 

1.4.1.1 Nucleoside/Nucleotide Reverse Transcription Inhibitors 

Nucleoside/nucleotide reverse transcriptase inhibitors (NRTIs) represent the initial class of ART 

pharmaceuticals (353). As the name implies, NRTIs inhibit the function of HIV-1 RT by 

mimicking and competing with the dNTP substrates incorporated by RT into the nascent reverse 

transcribed viral genome (360). Key to their function is the lack of a 3’-hydroxyl group on the 2’-

deoxyribosyl sugar that is required for forming a 3’-5’-phosphodiester bond with a subsequently 

appended dNTP, thereby preventing further incorporation of dNTPs and prematurely terminating 

reverse transcription of the viral genome (360-362). Resistance to NRTIs results in either improved 

discrimination of natural dNTPs from NRTI analogs or a reversal of chain termination by the 

excision of the NRTI (363-365). Current FDA-approved NRTIs include zidovudine (AZT), 

lamivudine (3TC), abacavir (ABC), tenofovir (TDF), and emtricitabine (FTC) (356). 

1.4.1.2 Non-Nucleoside Reverse Transcriptase Inhibitors 

Non-nucleoside reverse transcriptase inhibitors (NNRTIs) take a different approach at inhibiting 

RT non-competitively by acting upon the enzyme itself (366).  NNRTIs bind to RT in a 

hydrophobic pocket adjacent to the polymerase catalytic active site, inducing conformational 

changes to RT and impairing the polymerization reaction (366-369). Despite considerable 

chemical diversity among NNRTIs, resistance to one drug, which can arise quickly after initiation 

of treatment, tends to result in cross-resistance to other NNRTIs (370). NNRTIs currently approved 
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for clinical use include nevirapine (NVP), efavirenz (EFV), etravirine (ETR), rilpivirine (RPV), 

and doravirine (DOR) (356). 

1.4.1.3 Protease Inhibitors 

Protease inhibitors (PIs) target the late virus life cycle stage of maturation by inhibiting HIV-1 PR 

cleavage of Gag and Gag-Pol (371). Virus particles lacking proper processing by PR are rendered 

noninfectious (372).  Resistance to PIs comes from mutations in PR near the enzymatic active site 

(371, 373) and to changes in the protease cleavage sites in gag and pol to overcome fitness 

deficiencies in mutated PR (374). Protease inhibitors saquinavir (SQV), atazanavir (ATV), 

fosamprenavir (FPV), tipranavir (TPV), and darunavir (DRV) are currently approved for clinical 

use (356). 

1.4.1.4 Integrase Strand Transfer Inhibitors  

Integrase strand transfer inhibitors (INSTIs) prevent the integration of the HIV-1 DNA genome 

into the host genome by inhibiting the strand transfer reaction catalyzed by HIV-1 IN (375, 376). 

Inhibition is accomplished through active site binding and chelation of magnesium ions that are 

requisite cofactors of the reaction (377). Mutations in or near the IN catalytic core can lead to 

INSTI resistance (378). Only two INSTIs, raltegravir (RAL) and dolutegravir (DTG) are currently 

approved (356). 

1.4.1.5 Entry Inhibitors 

The final three classes of ART medications are designed to inhibit the attachment and fusion of a 

virus particle to a host cell. Post-attachment inhibitors bind noncompetitively to host cell CD4 

receptors and prevent post-attachment conformational changes to the complex of CD4 and the 
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HIV-1 Env gp120 subunit that are required for co-receptor engagement (379). CCR5 antagonists 

are allosteric inhibitors of CCR5 agonists and the HIV-1 Env glycoprotein which alter CCR5 

conformation and prevent the Env-CCR5 interaction necessary to promote stable attachment and 

subsequent fusion (380, 381). Fusion inhibitors prevent the Env gp41 subunit from promoting the 

fusion of the viral and cell membranes by mimicking the gp41 leucine zipper domain, preventing 

conformational changes to gp41 that are required for fusion (25, 382-384). Only one medication 

in each of these categories is currently approved for clinical use: post-attachment inhibitor 

ibalizumab (IBA), fusion inhibitor enfuvirtide (T-20), and CCR5 antagonist maraviroc (MVC) 

(356). 

1.4.2  HIV-1 Capsid as a Target for Antiretroviral Therapy 

The continued development of drug resistance mutations to current HIV-1 ART drives the pursuit 

of new therapeutic targets (25, 38). While the viral enzymes represent the principal targets of ART 

and account for the vast majority of presently approved pharmaceuticals (25, 385), attention has 

turned toward other viral components, including the Gag structural proteins (386). Among these, 

CA or capsid represents a viable therapeutic target, for which numerous small molecule inhibitors 

serve as a proof of concept (387). 

 

CA plays a critical role in all post-entry events of the early virus life cycle, shielding the 

viral genome from cytoplasmic innate immune sensors, regulating the completion of reverse 

transcription, governing the use of nuclear trafficking and import pathways, and assisting in 

integration site targeting (192, 285, 388, 389). As an RNA virus, HIV-1 is prone to develop 

mutations during its replication cycle (390). Viable mutations are generally confined to certain 
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regions of the viral genome, particularly in Env and the accessory proteins (212, 391). Other parts 

of the genome are relatively intolerant to mutation, with sequence alterations compromising viral 

viability (392). CA exhibits some of the strongest sequence conservation across the viral genome 

(212, 391) and displays a high degree of mutational fragility, with most amino acid changes 

resulting in dysfunctional CA and severely impaired virus infectivity (393, 394). The HIV-1 capsid 

is not analogous to any host protein or complex and offers multiple interfaces within the capsid 

lattice that could be targeted by protein-protein interaction inhibitors (395). This combination of 

critical function, mutational fragility, and absence of host analogs makes the capsid a desirable 

target for antiretroviral intervention (386, 387). 

 

An increasing number of small molecule compounds have been identified that target CA 

in its immature or mature form and inhibit HIV-1 virus infectivity (387). The majority of these 

compounds act on the late stages of the virus life cycle, inhibiting virus particle assembly (396-

404) or maturation (405-408). Several CA-targeting compounds, however, impair early virus life 

cycle events, primarily reverse transcription and capsid uncoating (395, 404, 409-415), but also 

integration (416). Interestingly, several of these early-acting small molecules (404, 409-411, 413) 

target the same binding pocket on CA at which CA interacts with host dependency factors CPSF6 

and Nup153 (417, 418). This has led to speculation that one mode of operation of these compounds 

is to inhibit CA interactions with these host factors, particularly at low doses (419), though ample 

evidence suggests that altering capsid stability is the primary mechanism of restriction (417-420). 

 

While these compounds targeting CA or capsid have proven to be useful research tools, 

their therapeutic development has been impaired by in vivo selection of drug resistance mutations, 
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the prevalence of resistance-conferring polymorphisms, and challenges in translation into clinical 

use (387). A better understanding of how the HIV-1 capsid interacts with host factors and 

facilitates early and late virus life cycle events can inform on targetable aspects of capsid 

functionality and help direct intelligent design of novel therapeutics. 

1.5 The Many Roles of HIV-1 Capsid 

The HIV-1 capsid has been previously introduced and presented within the context of the virus 

life cycle, where it was shown to be involved in every post-entry step of the early life cycle 

(Section 1.3.7). Here, a brief synopsis of capsid assembly and structure will be provided along 

with an examination of how many of these roles of capsid can be described by considering capsid 

to function both as an interaction surface and as a protective shell. 

1.5.1  HIV-1 Capsid Assembly and Structure 

When initially released from an infected host cell, a nascent HIV-1 virus particle is immature and 

uninfectious (324). Encased within and attached to the lipid bilayer envelope is a protein lattice 

consisting of 3,000 to 5,000 copies of the Gag structural polyprotein (421, 422). Gag is comprised 

of four independently-folded structural domains, principally composed of alpha helices, linked by 

flexible regions (191) (Figure 7A and 7B). The N-terminal MA domain is co-translationally 

myristylated and links the Gag lattice to the envelope membrane (335). MA is linked on its C-

terminal side to CA, consisting of the two separate functional domains CANTD and CACTD (in 

reference to their amino-terminal [NTD] and carboxy-terminal [CTD] orientation), a spacer  
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Figure 7. Assembly and maturation of the HIV-1 virion. (A) Schematic of the HIV-1 Gag structural polyprotein 

domain structure showing the relative positions of the MA, CANTD, CACTD, SP1, NC, SP2, and p6 functional units. 

(B) Structural model of the Gag polypeptide represented in (A), derived from high resolution structures and models 

of each domain. Dashed lines represent linker and unstructured regions. Arrowheads show PR cleavage sites in (A) 

and (B). Schematic models of immature (C) and mature (D) virions. Electron cryotomographic slices through the 

central plane of immature (E) and mature (F) virions. The spherical virus particles are approximately 130 nm in 

diameter. Reprinted from (Ganser-Pornillos et al., 2008) (206), Copyright   2008, with permission from Elsevier.  
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peptide (SP1), NC, a second spacer peptide (SP2), and the C-terminal p6 region (421). The 

immature Gag lattice (Figure 7C and 7E) is formed by interactions in the CA and SP1 regions, 

with CANTD and CACTD forming stacked, homo-hexameric rings (191) stabilized by an SP1 six-

helix bundle (423, 424) that coordinates an inositol hexakisphosphate (IP6) molecule (425). 

 

The cleavage of Gag by PR into its constituent proteins drives the virus particle maturation 

process. Thus freed, the structural proteins undergo a dramatic reorganization, culminating in the 

condensation of about 1,500 CA monomers into a closed shell, encasing the viral genome (324). 

The immature CA hexamers undergo conformational adjustment, facilitated by the refolding of 

the CA N-terminal 13 residues into a β-hairpin upon CANTD cleavage from MA and CACTD 

cleavage from SP1 (191), and the re-engagement of IP6 within the CANTD hexamer (425). This 

rearrangement results in the disassembly of the immature Gag lattice and the formation of the 

mature capsid lattice (Figure 7D and 7F). While the manner in which the mature capsid is formed 

remains uncertain (426), most models suggest a disassembly-reassembly pathway in which the 

capsid is synthesized de novo from individual CA monomers and/or small multimers (427). 

 

The mature capsid (Figure 8) is modeled as a fullerene cone, consisting of a two-

dimensional lattice of approximately 250 CA hexamers that incorporate exactly 12 pentamers to 

form a closed shell (428). The placement of the pentamers dictates the three-dimensional shape of 

this shell, with five pentamers located on one end and seven on the other end, resulting in the 

distinctive cone-shaped HIV-1 capsid (191). The asymmetry inherent to this arrangement is 

principally accommodated by the flexible linker between the CANTD and CACTD domains, which 

permits the inter-hexameric interfaces to adopt the necessary range of interface angles (429, 430).  
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Figure 8. HIV-1 capsid assembly. The HIV-1 capsid monomer (top right) is comprised of NTD (green) and CTD 

(red) domains. Approximately 1,500 monomers assemble into hexamers (bottom right) and exactly 12 pentamers 

(middle right). NTDs are shown in green and blue for hexamers and pentamers, respectively, and CTDs are shown in 

red for both oligomers. A model of the fully assembled mature capsid (left) with adjacent hexamers and pentamers 

connected by CTD dimers. Reprinted with permission from (Deshmukh et al., 2013) (431). Copyright © 2013 

American Chemical Society.  

 

 

The CA hexamers consist of an inner six-fold symmetric CANTD ring, which is stabilized by NTD-

NTD interactions among ring members, and an outer CACTD “girdle” that is stabilized by NTD-

CTD interactions between adjacent ring members (432, 433). The CACTD girdle interacts with 

neighboring hexamers at two-fold and three-fold symmetric CTD-CTD interfaces, stabilizing the 

overall capsid structure (430, 432). In this manner, the CACTD girdles act as the glue that holds the 

core together as a protective shell while the CANTD rings protrude from the surface of the core like 

small hexameric crowns, forming an interaction surface with the surrounding environment. 



  46 

1.5.2  HIV-1 Capsid as an Interaction Surface 

HIV-1 cannot rely only upon its own devices to successfully infect a host cell. Virus infectivity 

depends on utilizing a wide array of host factors to complete each of the virus life cycle steps 

(197). Three independent small interfering RNA (siRNA) screens (198-200) identified many such 

host dependency factors, which interact with various virus components at each step of the life cycle 

to facilitate infection (201, 434). Interestingly, the three screens each utilized a different strain of 

HIV-1 infecting a different host cell type (HIV-1IIIB in HeLa-derived TZM-bl cells (198), HIV-

1NL4-3 in HEK 293T cells (200), and HIV-1HXB2 in HeLa P4/R5 cells (199)) and produced little 

overlap of identified host dependency factors (201), suggesting that different HIV-1 strains can 

interact with distinct sets of host factors in different cell types. 

 

Host factors that have been shown to interact with CA, including a small subset of factors 

identified in the above screens, will be considered below in two categories: factors identified fairly 

recently that primarily influence intracellular trafficking and may show effects on downstream 

events such as capsid uncoating or nuclear entry; and factors that have been well-characterized 

over a number of years and that have been shown primarily to affect nuclear entry and integration 

site preference, though they might also influence capsid uncoating. Numerous point mutations in 

CA have been identified that specifically impair interaction with one or more host dependency 

factors (267), particularly with well-characterized host factors. While these mutations are not 

necessarily of clinical significance, they facilitate the study of particular host factors that affect 

virus infectivity. A table summarizing the CA mutations described below is provided (Table 1). 
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Table 1. HIV-1 CA mutations and associated phenotypes 

 

 

 

 

 

 

Mutation Phenotype Reference 

T54A Infects independently of CypA 

Cell cycle dependent in some cell types 

(von Schwedler, 2003) (393) 

N57A Infects independently of CPSF6, Nup153, and Nup358 

Cell cycle dependent in all cell types tested 

(Yamashita, 2007) (268) 

N57S Infects independently of CPSF6, Nup153, and Nup358 

Cell cycle dependent in all cell types tested 

Sensitive to treatment with CsA 

(Rihn, 2013) (394) 

N74D Infects independently of CPSF6, Nup153 and Nup358 

Infection restricted in macrophages prior to reverse transcription 

Sensitive to treatment with CsA 

(Lee, 2010; Ambrose, 2012) 

(266, 435) 

A77V Infects independently of CPSF6, Nup153, and Nup358 

Infects macrophages efficiently 

(Saito, 2016) (436) 

G89V Does not bind to CypA 

Infects independently of Nup153 and Nup358 

(Yoo, 1997) (437) 

P90A Does not bind to CypA 

Infects independently of Nup153 and Nup358 

(Yoo, 1997) (437) 

A92E Infects independently of CypA 

Cell cycle dependent in some cell types 

(Aberham, 1996; Braaten, 1996) 

(438, 439) 

G94D Infects independently of CypA 

Cell cycle dependent in some cell types 

(Aberham, 1996; Braaten, 1996) 

(438, 439) 

N121K Infects independently of CypA (Takemura, 2013) (440) 

R132K Infects independently of CypA 

Cell cycle dependent in some cell types 

(Schneidewind, 2007) (441) 
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A set of recently identified capsid-interacting host dependency factors are all involved in 

microtubule-related trafficking and have been shown to be necessary for proper movement of HIV-

1 cores within the host cell. Knockdown of microtubule stabilizing proteins diaphanous (Dia)-

related formins (DRFs) Dia1 and Dia2 reduces core retrograde trafficking and impairs capsid 

uncoating (218). Depletion of microtubule-associated proteins 1 (MAP1) inhibits retrograde 

movement of the core and PIC nuclear entry (217). Dynein adapter protein BICD2 depletion delays 

capsid uncoating and impairs retrograde trafficking and nuclear entry (220, 442). FEZ1, a kinesin-

1 adapter protein, binds to both CA and kinesin-1 and promotes net retrograde trafficking of the 

capsid, which is abrogated with a loss of interaction between FEZ1 and CA or between FEZ1 and 

kinesin-1 (221). 

1.5.2.1 CypA 

A set of five capsid interacting host dependency factors have been particularly well characterized, 

though their contributions to HIV-1 infectivity are complex, interdependent, and frequently cell 

type specific. Cyclophilins are host factors that were originally identified by their binding to the 

immunosuppressant drug cyclosporine A (CsA) (443). One family member, cyclophilin A (CypA), 

is among the earliest characterized HIV-1 host dependency factors that interact with CA, having 

been identified more than 25 years ago (444). CypA binds to CA on the prominent, extended loop 

between CANTD helices 4 and 5 that protrudes from the surface of the capsid and is eponymously 

known as the CypA binding loop (445). Functionally a peptidylprolyl isomerase, CypA catalyzes 

the cis/trans isomerization of the peptide bond between CA amino acids G89 and P90, which lies 

directly in the enzymatic active site when CypA is bound to CA (445, 446). This isomerization 

introduces conformational changes in CA distal to the CypA binding loop (446). A second, 
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noncanonical binding site on CypA has been suggested to also engage a separate CA monomer in 

an adjacent CA hexamer, stabilizing the capsid (447). 

 

CypA is incorporated into nascent virus particles during assembly by binding to the CANTD 

domain of uncleaved Gag (448, 449). However, multiple studies have shown that it is CypA 

expression in target cells and not producer cells that governs its effects on HIV-1 infectivity (450, 

451). Mutating the two key CA amino acids recognized by the CypA binding pocket to G89V or 

P90A abrogates CA-CypA interaction (437) and substantially attenuates infectivity (448, 452). 

Treatment with CsA or similar drugs inhibits the CA-CypA interaction (452-454), resulting in 

reduced virus infectivity (450, 451). Selection in vivo in the presence of CsA and mutagenesis 

studies have identified multiple CA mutations that permit HIV-1 replication in the presence of 

CsA, most notably A92E and G94D within the CypA binding loop (438, 439), but also at other, 

distal locations within the CANTD domain (285), including T54A in helix 3 (455), N121K between 

helices 6 and 7 (440), and R132K in helix 7 (441). These mutations do not prevent CypA binding 

to CA (439, 456), though in some cell types CypA binding impairs virus infectivity, rendering 

these CA mutants dependent upon CsA for proper infectivity (438, 439, 457, 458). In other cell 

types, however, CypA binding to these mutants has minimal impact on infectivity (439, 450, 451, 

456, 457, 459), making them resistant to but not dependent upon CsA.  

 

CypA can modulate all post-entry early virus life cycle events (388). Knockdown or 

knockout of CypA or drug inhibition of CypA binding to HIV-1 CA impairs reverse transcription 

at an early stage (439, 449, 452, 453, 460). This effect may be attributable to alterations in capsid 

stability, and by extension capsid uncoating, though contradictory results make determining the 
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role of CypA in HIV-1 capsid stability challenging. In in vitro studies, CypA has been shown to 

both stabilize capsids (461) and destabilize CA-NC tubes (462). Similar contradictory results have 

also been obtained with host cell infection (456). One possible explanation is that different levels 

of CypA produce different outcomes. A recent study observed that low, sub-stoichiometric 

amounts of CypA stabilize CA assemblies in vitro but high concentrations of CypA destabilize 

them (447). There has been some suggestion that this might be true in host cells as well (456, 457, 

463).  

 

Perhaps the most complex role for CypA lies with its effect on HIV-1 PIC nuclear entry, 

which correlates well with its overall effect on virus infectivity (459). Interestingly, several CsA-

dependent CA mutants (T54A, A92E, G94D, and R132K) are also impaired for nuclear entry in 

nondividing HeLa cells but not HOS cells or macrophages (458, 463, 464), supporting CypA 

involvement in nuclear entry. CA has been identified as the key viral determinant (268) in 

permitting HIV-1 infection of nondividing cells (148, 260), which requires active transport of the 

PIC through the NPC (261). This transport depends upon CA interacting with multiple host factors, 

including NPC components Nup358 (270-272) and Nup153 (273-275), karypherin TNPO3 (280), 

and the CFIm complex factor CPSF6 (266, 283) (all discussed below). CypA may regulate the 

dependence upon Nup358 (270) and Nup153 (273) for nuclear import, with inhibition of CA-

CypA interaction by CsA treatment, CA mutants G89V and P90A, or CypA depletion permitting 

successful PIC nuclear entry in the absence of these host factors in some cell types (270, 273) but 

not in others (278). CypA has also been implicated in integration site selection, with inhibition of 

CA-CypA binding resulting in increased targeting of HIV-1 DNA to gene-dense chromosomal 

regions (270). 
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1.5.2.2 TNPO3 

TNPO3 is an importin β karyopherin that transports SR-rich proteins into the nucleus (276, 277). 

Identified as an HIV-1 host dependency factor in two siRNA screens (198, 200), it was originally 

characterized as binding HIV-1 IN (280, 465). Subsequent studies, however, determined the 

dependence upon TNPO3 for virus infectivity to map to CA (466, 467). Depletion of TNPO3 

restricts HIV-1 virus infectivity at or after nuclear import (198, 266, 280, 461, 466, 468-470) but 

prior to integration (198, 469, 470). 

 

While TNPO3 has been shown in vitro to bind CA-NC assemblies (470) and accelerate 

capsid uncoating (461), it is more likely that TNPO3 mediates HIV-1 infectivity indirectly through 

interaction with another host dependency factor, SR-rich protein CPSF6, as TNPO3 mutants 

defective for binding to CPSF6 demonstrated poor virus infectivity (278, 282). This is further 

supported by multiple studies demonstrating that CA mutant N74D, which does not bind to CPSF6 

(266, 283), is not restricted by TNPO3 depletion (266, 461, 466, 469). It was also shown that the 

TNPO3 cargo binding domain is necessary for HIV-1 infection (468), suggesting a viral or cellular 

component must act as a cargo for TNPO3 for it to promote infectivity. 

1.5.2.3 CPSF6 

CPSF6 is a member of the host nuclear CFIm complex that is responsible for the 3’ end processing 

of pre-mRNA transcripts (471). Cellular expression of CPSF6 is mostly nuclear (266, 281, 472), 

but CPSF6 has also been shown to shuttle between the nucleus and cytoplasm (473, 474). Nuclear 

import is accomplished through a C-terminal, SR-rich NLS (475) of the type imported by TNPO3 

(276, 277). A truncated form of CPSF6 lacking this NLS (CPSF6-358) is mostly mislocalized to 

the cytoplasm and restricts HIV-1 infectivity by inhibiting nuclear entry (266), which can be 
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rescued by equipping CPSF6-358 with an alternative NLS (281). Similar restriction is obtained if 

full-length CPSF6 is equipped with a nuclear export signal (281, 282), indicating that it is the 

mislocalization of CPSF6-358 that is responsible for HIV-1 restriction and not some other effect 

of the protein truncation. It is also likely that cytoplasmic mislocalization of CPSF6 explains HIV-

1 infectivity restriction by depletion of TNPO3, which results in higher levels of CPSF6 retention 

in the cytoplasm (281). Dual depletion of CPSF6 and TNPO3 rescues HIV-1 infectivity (281, 282, 

298), further supporting a CPSF6/TNPO3 linked function in promoting HIV-1 infectivity. 

 

CPSF6 has been shown to bind CA tubes in vitro (266, 283, 476) and the binding interface 

has been identified on CPSF6 (477) and on CA (266, 417, 418), the latter which is also the CA 

binding pocket for Nup153 (417). Depletion of CPSF6 results in marginally higher levels of HIV-

1 infectivity (266, 301, 476) but alters the integration site landscape, reducing integration into 

gene-dense regions, transcriptionally active genes, and intron-rich genes (301). CPSF6 also 

appears to facilitate PIC nuclear import and penetration, with depletion reducing the nuclear 

localization of CA and viral DNA (298) and preventing PIC penetration into the interior of the 

nucleus (299). 

 

In vivo selection for resistance to CPSF6-358 restriction resulted in a virus bearing CA 

mutation N74D (266), for which binding to CPSF6 is abrogated (266, 283). While able to robustly 

infect HeLa and CD4+ T cell lines independently of CPSF6, TNPO3, Nup358, and Nup153 (266, 

270, 273, 435), N74D HIV-1 infectivity is restricted in terminally-differentiated macrophages at 

or before initiation of reverse transcription (435), with an associated activation of a type I 

interferon immune response (257). Another CA mutation, A77V, shares the same host factor 
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independence as N74D but retains the ability to infect macrophages (436), suggesting a mechanism 

other than host factor independence is responsible for N74D restriction in macrophages. N74D 

HIV-1 is also more sensitive to CsA treatment than WT HIV-1, which is partially rescued by the 

CsA-dependent CA mutation G94D and fully rescued by the G89V CA mutation (435), which 

prevents CypA binding to CA (437). 

1.5.2.4 Nup358 

Nup358 is a component of the cytoplasmic portion of the NPC, forming filaments that project from 

the NPC into the cytoplasm (261). A series of phenylalanine-glycine (FG) repeats form a hydrogel 

meshwork (478), by which Nup358 serves as a docking platform for nuclear transport proteins and 

their cargo (261). Nup358 also has a C-terminal cyclophilin homology domain (Nup358Cyp), with 

which it has been shown to bind to CA (270, 271). Like CypA, Nup358Cyp is competent for 

cis/trans isomerization of the CA G89-P90 peptide bond (479); however, Nup358Cyp binding is 

not inhibited by CsA, permitting a separate interrogation of function of CypA and Nup358Cyp 

(270). Knockdown or knockout of Nup358 impairs HIV-1 infectivity at nuclear entry (270, 271, 

479, 480) and has also been demonstrated to delay capsid uncoating (481). Capsid mutants 

deficient for binding Nup358Cyp (G89V and P90A) or CPSF6 (N74D and N57A) are able to infect 

independently of Nup358 (266, 270, 480). Deletion of the Nup358Cyp domain does not impair 

HIV-1 virus infectivity (480), suggesting other aspects of Nup358 are sufficient to engage CA for 

proper nuclear import. 

1.5.2.5 Nup153 

Nup153 is a nucleoplasmic counterpart to Nup358 whose FG-repeat filaments extend into the 

nucleus from the NPC (261), though unlike Nup358 it lacks a cyclophilin homology domain. The 
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requirement for Nup153 engagement maps to CA (273), to which it binds (274, 482) with its FG 

repeats (275) in the same binding pocket that CA uses to bind to CPSF6 (274). Depletion of 

Nup153 restricts HIV-1 infectivity at nuclear import (274, 296, 482). CA mutants defective for 

binding CPSF6 and Nup358 (N74D, N57A, and N57S) also infect independently of Nup153 (266, 

273-275), as do CA mutants defective for binding CypA (P90A) (273). While these mutants are 

infectious without engaging Nup153, they exhibit altered integration site preferences (275, 297, 

483). 

1.5.3  HIV-1 Capsid as a Protective Shell 

Perhaps the most obvious role for the HIV-1 capsid is to serve as an enclosed shell that isolates 

the viral genome and enzymes from the intracellular environment. This isolation serves multiple 

purposes that facilitate virus infectivity. After being released into the host cell cytoplasm, the RNA 

viral genome and enzymes are trafficked to the nucleus for the eventual integration of the reverse 

transcribed viral DNA genome into the host cell genome (484). During this journey, all of the RTC 

components within the core need to be kept and trafficked together to allow reverse transcription 

and the transformation of the RTC into the PIC to occur (286). The capsid serves as a convenient 

vehicle for the consolidated trafficking of the core contents. The confined space within the core 

keeps the genome, enzymes, and other contents in close proximity, better permitting their 

interaction (286). The capsid is not perfectly sealed, but instead has a small pore at the center of 

each CANTD hexameric ring that is selectively permeable to small molecules, such as dNTPs and 

polyanions (429), which are present within the capsid at physiological concentrations (414), 

resulting in the start of endogenous reverse transcription within the intact capsid (414, 485). 
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The capsid also serves as a barrier to prevent contact between core contents and the 

intracellular environment. The HIV-1 RNA viral genome, the double-stranded DNA genome, and 

the RNA/DNA hybrid and other intermediate products of reverse transcription are all targets of 

antiviral cytosolic immune sensors (247, 255). Viral DNA is sensed in the cytosol by cyclic 

guanosine monophosphate-adenosine monophosphate (GMP-AMP) synthase (cGAS) and 

interferon gamma-inducible factor 16 (IFI16) (486), while HIV-1 genomic RNA is detected by 

retinoic acid-inducible gene I (RIG-I) (487, 488). Triggering any of these sensors leads to type I 

interferon immune activation and/or cell death (486, 489). The protective capsid shell serves to 

shield these nucleotides from detection and thereby evade a restrictive immune response (256, 257, 

486). 

 

For all the benefits of an intact capsid, there comes a point in the early virus life cycle in 

which a closed capsid proves detrimental to virus infectivity, requiring some or most of CA to be 

shed from the capsid through the process of capsid uncoating (285). Perhaps ironically, the capsid 

reaches a point at which it is simultaneously too large and too small. An intact capsid is too large 

to pass through the NPC (192, 286), which the PIC must transit in order to reach the host genome 

(230, 272, 287). Conversely, while reverse transcription can begin within an intact capsid, it cannot 

complete until uncoating has started (228), most likely owing to the increased rigidity of DNA 

compared to RNA, resulting in a need for additional space to accommodate the RNA/DNA hybrid 

or double-stranded DNA genome beyond what the intact capsid can provide (285). While 

originally viewed as a passive, metastable shell that spontaneously disassembles (389), capsid has 

come to be appreciated as a dynamic, active structure that undergoes a highly regulated process of 

CA removal, the correct execution of which is critical to successful virus infectivity (285, 490). 
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There are several unresolved questions pertaining to the capsid uncoating process (192, 

285). Precisely how capsid uncoating is triggered remains uncertain; however, it has been 

suggested that reverse transcription mechanically initiates capsid uncoating (491). This is 

supported by the requirement for RNase H degradation of the RNA virus genome and the first 

strand transfer of reverse transcription to occur for capsid uncoating to be initiated (490), as well 

as the delaying of reverse transcription preventing the start of uncoating (196, 492, 493).  

 

The timing and location of capsid uncoating are likewise currently undetermined, though 

there appears to be a window in which uncoating should optimally occur, with early/fast or 

late/slow capsid uncoating negatively impacting virus infectivity (228, 286, 288). Multiple, 

competing models for capsid uncoating have been proposed (192, 286). Early in vitro assays for 

capsid uncoating suggested that CA was shed shortly after host cell entry, owing to a lack of CA 

detected in RTCs and PICs (494-497). However, differences in results among these studies coupled 

with the reverse transcription, cytoplasmic trafficking, and nuclear entry processes being CA 

dependent hint that experimental conditions may have led to loss of CA in these assays and that 

the capsid may be more fragile than originally suspected (285, 286). 

 

More recently, two promising models have been supported by numerous independent 

studies utilizing a range of assays. One model suggests that uncoating may occur while the 

RTC/PIC is in transit to the nucleus (219), facilitated by components of the microtubule trafficking 

machinery (215, 218, 498, 499), with CA being shed in a gradual or biphasic manner such that a 

slimmed down PIC arrives at the nuclear pore with some amount of CA still intact (492, 500, 501). 

Alternatively, uncoating may take place at the NPC (230, 481), with the capsid remaining mostly 
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or fully intact until reaching the nuclear membrane (272, 287). Given the uncertainty of what 

capsid uncoating even entails – whether CA is removed as individual hexamers, in small patches, 

or in large chunks; whether it is shed from the entire capsid surface or from discrete locations; 

whether dissociation occurs gradually or simultaneously; whether or not an initial loosening or 

permeabilization of the capsid precedes actual loss of CA; and how much CA remains associated 

with the PIC – it is entirely possible that both leading models are at least partially correct (192), or 

may describe distinct populations of capsids undergoing different forms of uncoating (287, 501, 

502). As multiple, distinct populations of intracellular capsids have been observed, many of which 

are destined for non-infectious degradation (195, 286), it is still debatable if one or both of these 

uncoating processes ultimately lead to successful nuclear entry, integration, and new virus 

production (287, 501). 

 

Additional research is required to address these outstanding unknowns with capsid 

uncoating. This is complicated by the lack of a definitive assay for uncoating (490), owing to such 

factors as the dynamic nature of uncoating (503), the fragility of intact capsid (286), the inability 

to tag the CA protein without loss of capsid integrity and/or function (394, 504), insufficient 

sensitivity to detect small losses of CA from the capsid (285), a general heterogeneity of cores that 

are frequently defective (285), and technical challenges in electron microscopy deep within 

infected host cells (230, 505). Numerous uncoating assays have been developed that all have some 

benefits, but also limitations (192, 285, 490). A particularly useful addition would be a capsid 

uncoating assay able to observe capsid uncoating in real time in live cells that is compatible with 

the latest super-resolution light microscopy techniques and conducive to pairing with electron 

microscopy in correlative light-electron microscopy. 
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2.0 Research Plan and Specific Aims 

Using molecular and cellular tools and techniques, fluorescence microscopy, and virologic assays, 

we will examine how changes to virus capsid sequence alters HIV-1 infectivity, early virus life 

cycle events, and host factor interactions in different virus strains and host cell types. We will also 

develop novel imaging-based methods for assaying capsid uncoating to improve our understanding 

of this elusive process. 

2.1 Specific Aims 

2.1.1  Aim 1: Determine how changes in the capsid of different HIV-1 strains influence 

post-entry, pre-integration steps of infection in different cell types 

Hypothesis: HIV-1 reverse transcription, capsid uncoating, and nuclear entry will differ in virus 

strains HIV-1NL4-3 and HIV-1LAI and in HeLa, GHOST, and primary human CD4+ T cells. 

 

HIV-1 CA has been shown to be the primary viral determinant that permits the virus to infect 

nondividing cells (265, 506), which is impaired by the CA mutation N57A (268), but the specific 

mechanism by which this occurs remains unclear. While cell type dependent differences in HIV-

1 infectivity have been widely reported (435, 439, 457, 459, 507, 508) and some recent studies 

have observed capsid-dependent differences in restriction by host factors myxovirus resistance 

protein B (MxB) and Sad1 and UNC84 domain containing proteins 1 and 2 (SUN1 and SUN2) 
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when utilizing different virus strains (509-511), the role of the virus capsid in generating different 

infectivity phenotypes has not been closely examined and the broader implications of these strain-

specific observations have not been explored. Using N57A HIV-1 as a tool to explore viral cell 

cycle dependence, HIV-1 infectivity will be examined for virus strains HIV-1NL4-3 and HIV-1LAI 

in HeLa and GHOST human cell lines and in primary human CD4+ T cells. Observed differences 

in infectivity will be further characterized to identify early virus life cycle steps that exhibit virus 

strain-specific phenotypes. The role of capsid in these phenotypes will be explored and specific 

differences between capsid sequences examined to identify those amino acid differences that 

contribute to the observed phenotypes. Applicability of these observations to the broader collection 

of HIV-1 strains, in particular clinical isolates, will also be considered. 

2.1.2  Aim 2: Determine how disruption of interactions between HIV-1 capsid and host 

proteins alters virus infectivity 

Hypothesis: HIV-1 infectivity is sensitive to interactions with host factors CypA, CPSF6, and 

Nup153, and disruption of these interactions will alter virus infectivity in a virus strain and host 

cell dependent manner. 

 

Host factors CypA, CPSF6, and Nup153 have been demonstrated to interact with the HIV-1 capsid 

and their disruption has been shown to impact overall virus infectivity and early virus life cycle 

processes (266, 267, 275, 283, 409, 439, 453). However, virus strain specific differences have not 

been explored, particularly within the context of different host cells. The interaction of HIV-1 

capsid with each of these host factors will be individually disrupted and the impact on both overall 

virus infectivity and specific early virus life cycle processes will be examined. Virus bearing capsid 
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from strains HIV-1NL4-3 and HIV-1LAI will be utilized to explore strain-specific phenotypes. 

Infections will be performed in HeLa and GHOST human cell lines to characterize cell type 

dependencies. 

2.1.3  Aim 3: Develop novel methods to visualize HIV-1 capsid uncoating in infected host 

cells in real time 

Hypothesis: The combination of an HIV-1 capsid impermeable fluorogen dye and a fluorogen 

activating protein or RNA aptamer will permit visualization of capsid permeabilization in cells. 

 

While multiple assays for capsid dissociation currently exist, no one assay captures all aspects of 

the dynamic and variable nature of uncoating and gaps exist in our current capabilities to examine 

the uncoating process (192, 285, 286). Previous studies have produced different potential models 

for capsid uncoating based on indirect evidence of uncoating (230, 272, 287, 492, 500, 501). Visual 

confirmation of the status of capsid integrity during trafficking to the nucleus is required to discern 

the proper model for capsid uncoating. Leveraging a previously published fluorescence imaging 

assay (500), a new capsid permeabilization assay will be developed to address shortcomings in 

existing techniques. Design rationale will be provided, reagents developed, and initial validation 

testing performed. 
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3.0 Determine How Changes in the Capsid of Different HIV-1 Strains Influence Post-

Entry, Pre-Integration Steps of Infection in Different Cell Types 

This chapter is primarily adapted from the published manuscript: 

 

Douglas K. Fischer, Akatsuki Saito, Christopher Kline, Romy Cohen, Simon C. Watkins, 

Masahiro Yamashita, Zandrea Ambrose. CA Mutation N57A Has Distinct Strain-Specific HIV-1 

Capsid Uncoating and Infectivity Phenotypes. Journal of Virology Apr 2019, 93 (9) e00214-

19; DOI: 10.1128/JVI.00214-19. Copyright © 2019 American Society for Microbiology (ASM). 

 

With the following exceptions, the data presented herein is published in the Journal of Virology 

and is reprinted with permission from ASM. Figure 14 is part of a manuscript in preparation. 

Figures 16 and 17 are adapted from a co-author manuscript in revision that is included in its 

entirety in Appendix A. 

3.1 Introduction 

The HIV-1 capsid is a closed conical structure composed of hexamers and pentamers of the viral 

CA protein (428) that performs an essential set of functions in the early virus life cycle, shielding 

the viral RNA genome from cytoplasmic innate immune sensors, regulating the completion of 

reverse transcription, and governing use of nuclear trafficking and import pathways (192). Capsid 

has been shown to interact with numerous host factors including cyclophilin A (CypA) (444), 
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cleavage and polyadenylation specificity factor 6 (CPSF6) (266), the karyopherin transportin-3 

(TNPO3) (470), and nucleoporins Nup153 (273) and Nup358 (270). Inhibition of these 

interactions impairs early virus life cycle events, including completion of reverse transcription, 

capsid uncoating, and nuclear trafficking and entry, and attenuates virus infectivity (198, 200, 271, 

280, 281, 435, 439, 453, 466, 479, 482). Overall, HIV-1 CA is poorly tolerant of mutation, with 

most amino acid changes resulting in a dysfunctional capsid and severely impaired virus infectivity 

(393, 394), limiting the ability of HIV-1 to adapt to capsid-targeting therapies. The combination 

of its critical function, specific host factor interactions, and mutational fragility make the capsid a 

desirable target for antiretroviral intervention (386, 387). 

 

HIV-1 is a lentivirus that is able to transduce nondividing cells, which allows infection of 

terminally-differentiated macrophages (148, 260, 512) and microglial cells (80). While CD4+ T 

cells are the principal target of HIV-1 infection, macrophages and microglia express CD4 and 

CCR5 (513, 514) and become HIV-infected in lymphoid, mucosal, and central nervous system 

tissues (79, 515). While not as efficiently infected as CD4+ T cells (516), macrophages are less 

prone to the cytopathic effects of HIV-1 infection (83). Combined with the widespread distribution 

of macrophages throughout the body and their long lifespan (517), macrophages can serve as a 

long-term HIV-1 reservoir (518, 519). It was previously shown that CA is the major viral 

determinant that permits HIV-1 infection of nondividing cells (265, 506), but the specific 

mechanism by which this occurs remains unclear.  

 

The CA mutation N57A together with T54A renders HIV-1 cell cycle dependent in all cell 

types tested, unlike other CA mutants examined, which were only cell cycle dependent in certain 



  63 

cell types (268, 458). N57 resides within a pocket of the N-terminal domain formed by alpha 

helices 3, 4, and 5 (Figure 9A). This pocket has been identified as the CA binding site for host 

factors CPSF6 (283) and Nup153 (274) and the CA-binding compound PF3450074 (PF74) (409). 

Mutating the asparagine to an alanine (N57A) renders HIV-1 infection independent of CPSF6 

(281, 283), TNPO3 (466), Nup153 (274), and Nup358 (270), and prevents binding to and 

restriction by PF74 (283, 419). N57A was originally created in combination with cyclosporin A 

(CsA)-dependent CA mutation T54A (455) as part of an alanine-scanning surface mutation panel 

(393). We reasoned that N57A could serve as a useful tool for examining the mechanism by which 

HIV-1 is able to infect nondividing cells independent of any cell type specific attributes and sought 

to characterize the viral infectivity defect caused by N57A. 

 

Here, we present the results of the early life cycle infectivity defect of N57A HIV-1 and 

our observation of distinct differences in infectivity and capsid permeabilization phenotypes in 

multiple cell types when N57A is incorporated into two widely used and closely related lab-

adapted virus strains, HIV-1NL4-3 and HIV-1LAI, which differ in only four amino acids within CA. 

Phenotypic differences that are dependent upon CA polymorphisms can be useful for elucidating 

early virus life cycle mechanisms but also raise the question of the applicability of observations 

with a single HIV-1 molecular clone. 
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Figure 9. HIV-1 CA mutation N57A exhibits an infectivity defect that differs between HIV-1LAI and HIV-1NL4-

3. (A) Protein Data Bank structure 3H47 of a portion of HIV-1 CA showing the location of N57 within the pocket 

formed by alpha helices 3, 4, and 5. (B) Indicated cell types were infected with equal amounts of WT or N57A VSV-

G pseudotyped, single-cycle HIV-1NL4-3 expressing luciferase and assayed after 48h for luciferase activity. (C) 

Indicated cell types were infected with viruses from (B) with and without aphidicolin treatment. Dotted line represents 

average luciferase signal of uninfected cells. (D) Indicated cell types were infected with equal amounts of WT or 

N57A VSV-G pseudotyped, single-cycle HIV-1LAI expressing GFP and assayed after 48-72h for GFP expression. (E) 

Indicated cell types were infected with viruses from (D) with and without aphidicolin treatment. Dotted line represents 

average GFP signal of uninfected cells. **** p < 0.0001, *** p < 0.001, ** p < 0.01, * p < 0.05. Error bars indicate 

standard error of the mean (SEM) for 2-4 experiments.  
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3.2 Results 

3.2.1  HIV-1 CA mutation N57A exhibits an infectivity defect that differs between common 

lab-adapted strains HIV-1NL4-3 and HIV-1LAI 

Based upon the previous observation that T54A/N57A HIV-1 was cell cycle dependent in all cell 

types tested (268), we sought to characterize N57A HIV-1 infectivity in different cell types. N57A 

HIV-1NL4-3 had a significant infectivity defect in HeLa and GHOST cell lines and in primary 

human CD4+ T cells (33- to 100-fold; Figure 9B) that was further exacerbated in nondividing 

cells (300- to 1,000-fold; Figure 9C). This defect is similar to that observed by other groups in 

HIV-1NL4-3 (270, 274, 283). HIV-1NL4-3 and HIV-1LAI are two of the most widely used lab-adapted 

HIV-1 strains (178). Unexpectedly, when incorporated into HIV-1LAI, the infectivity defect caused 

by N57A was considerably attenuated in HeLa and GHOST cell lines and in primary human CD4+ 

T cells (2- to 5-fold), though nonetheless significant when compared to WT virus (Figure 9D). 

N57A HIV-1LAI infectivity was further reduced in the presence of aphidicolin (65- to 150-fold; 

Figure 9E). 

3.2.2  The magnitude of reduced N57A HIV-1 infectivity is CA dependent 

HIV-1NL4-3 was originally constructed in 1986 as a chimera between the 5’ half of isolate NY5 

(gag through most of vpr) and the 3’ half of isolate LAV (180), which is also known as LAI (520). 

To determine the cause of phenotypic differences of N57A in HIV-1NL4-3 and HIV-1LAI, two 

chimeric viruses were created by swapping the BssHII to ApaI restriction fragment between the 

NL4-3 and LAI reporter viruses (Figure 10A). This fragment spans the majority of the gag gene,  
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Figure 10. The magnitude of reduced N57A HIV-1 infectivity is CA dependent. (A) Schematic of the chimeric 

reporter viruses constructed from HIV-1NL4-3 and HIV-1LAI. Indicated cell types were infected with equal amounts of 
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(B) WT or N57A HIV-1NL4-3 luciferase reporter virus with LAI Gag or (C) HIV-1LAI GFP reporter virus with LAI or 

NL4-3 Gag and assayed after 48h for luciferase or GFP expression in MT-4 cells. (D) Amino acid sequences of the 

Gag fragment in HIV-1LAI and HIV-1NL4-3 with CA shown in red. (E) Indicated cell types were infected with equal 

amounts of WT or N57A HIV-1NL4-3 with LAI CA and assayed after 48h for luciferase activity. (F) GHOST cells were 

infected with WT or N57A HIV-1NL4-3 bearing the indicated CA mutations and assayed after 48h for GFP expression. 

*** p < 0.001, ** p < 0.01, * p < 0.05. Error bars indicate SEM for 2-4 experiments.  

 

 

including MA, CA, SP1, and a portion of NC. The difference in infectivity of N57 and A57 in 

HIV-1NL4-3 encoding LAI Gag was 2-5-fold in HeLa and GHOST cell lines and in primary human 

CD4+ T cells (Figure 10B), similar to what was observed with HIV-1LAI (Figure 9C). Conversely, 

the difference in infectivity of WT and N57A in HIV-1LAI encoding NL4-3 Gag was approximately 

30-fold in MT-4 cells (Figure 10C), similar to that observed with HIV-1NL4-3 (Figure 9B), and in 

contrast to the 8-fold difference in infectivity of WT and N57A in HIV-1LAI encoding LAI Gag 

(Figure 10C). Taken together, these data reveal that the difference in the levels of N57A HIV-

1NL4-3 and N57A HIV-1LAI infectivity is encoded within gag. 

 

A total of 17 amino acids differ between the BssHII/ApaI gag fragment of HIV-1NL4-3 and 

HIV-1LAI (Figure 10D). Only four amino acids vary within CA between HIV-1NL4-3 and HIV-1LAI: 

L6I, L83V, H120N, and G208A. To determine the role of these CA amino acid differences in HIV-

1NL4-3 and HIV-1LAI on the infectivity phenotype of N57A, all four LAI residues were introduced 

into HIV-1NL4-3, generating HIV-1NL4-3 with LAI CA (Figure 10A). As with the gag chimeric 

virus, the N57A infectivity defect in HIV-1NL4-3 with LAI CA phenocopied the defect in HIV-1LAI 

(Figure 10E), demonstrating that the observed N57A infectivity phenotypes are attributable to 
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four amino acid substitutions in CA between the two virus strains. To ascertain the specific 

residue(s) responsible for the strain-specific N57A infectivity phenotypes, CA mutant viruses were 

created in HIV-1NL4-3 containing the four CA substitutions alone or in combination, with and 

without the N57A mutation. The L83V CA mutation alone was sufficient to confer the attenuated 

HIV-1LAI N57A infectivity defect in HIV-1NL4-3 (Figure 10F). 

3.2.3  The magnitude of N57A HIV-1 infectivity defects correspond with strain-specific 

defects in capsid permeabilization and reverse transcription 

Alterations in capsid uncoating, caused by inhibitors or CA mutations, lead to diminished HIV-1 

infectivity (285). To characterize the nature of the infectivity defect caused by N57A in HIV-1NL4-

3 and HIV-1LAI, we compared early capsid uncoating kinetics of WT and N57A HIV-1 in both 

virus strains, using our previously published capsid permeabilization assay (500, 521). In brief, 

HeLa cells were infected with HIV-1, in which the viral RNA was labeled with 5-ethynyl uridine 

(EU). Staining of the modified HIV-1 RNA was measured at different time points, which occurs 

after initial dissociation of the capsid. Capsid permeabilization of N57A HIV-1NL4-3 with LAI CA 

was similar to that of WT HIV-1NL4-3 with LAI CA (Figure 11A). In contrast, the capsid 

permeabilization kinetics of N57A HIV-1NL4-3 were significantly different from WT HIV-1NL4-3, 

with viral RNA staining peaking at an earlier time point and diminishing more rapidly over time 

(Figure 11B). 

 

Alterations in HIV-1 capsid uncoating often affect reverse transcription (228).  Thus, we 

measured early and late reverse transcription products and 2-LTR circles in cells infected with 

HIV-1NL4-3, HIV-1NL4-3 with LAI CA, and HIV-1LAI. There were no appreciable differences in 
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Figure 11. Gag-dependent infectivity defects caused by N57A occur before or after reverse transcription for 

HIV-1NL4-3 and HIV-1LAI, respectively. HeLa cells were infected with equal amounts of WT or N57A HIV-1NL4-3 

luciferase reporter virus with (A) LAI CA or (B) NL4-3 CA and assayed for capsid permeabilization at indicated time 

points. HeLa cells were infected with equal amounts of (C) viruses from (A), (D) WT or N57A HIV-1LAI GFP reporter 

virus, or (E) viruses from (B) and reverse transcription products and 2-LTR circles were measured. *** p < 0.001, ** 

p < 0.01, * p < 0.05. Error bars indicate SEM for at least 2 experiments.  
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early or late reverse transcripts between WT and N57A HIV-1NL4-3 with LAI CA (Figure 11C) or 

between WT and N57A HIV-1LAI (Figure 11D); however, in HIV-1NL4-3, N57A early and late 

reverse transcripts were significantly diminished 7-10-fold compared to WT (Figure 11E). Similar 

to the infectivity data, there were 2-3-fold lower levels of 2-LTR circles produced in cells infected 

with N57A HIV-1NL4-3 with LAI CA compared with WT HIV-1NL4-3 with LAI CA (Figure 11C) 

and in cells infected with N57A HIV-1LAI compared with WT HIV-1LAI (Figure 11D), but 20-fold 

lower levels of 2-LTR circles in cells infected with N57A HIV-1NL4-3 compared with WT HIV-

1NL4-3 (Figure 11E). Taken together, these data further demonstrate that the N57A HIV-1NL4-3 and 

N57A HIV-1LAI phenotypes are CA-dependent and suggest that the nature of the infectivity defect 

caused by N57A differs when the mutation is in the two strains, with the mutation leading to an 

infectivity defect prior to reverse transcription in HIV-1NL4-3 and after reverse transcription in HIV-

1LAI. 

3.2.4  N57A HIV-1 infectivity is partially rescued by CA mutation G94D in a virus strain 

and host cell type dependent manner 

While impaired only 2- to 5-fold in infectivity compared to WT virus, we hypothesized that N57A 

HIV-1LAI could be amenable to adaptation to improve replication. Therefore, serial passaging of 

replication-competent N57A HIV-1LAI was performed in MT-4 cells until robust replication was 

detected. Sequencing of the virus after outgrowth revealed a second CA mutation, G94D, in 

addition to N57A. Addition of this mutation to N57A HIV-1LAI resulted in the partial rescue of 

N57A HIV-1LAI infectivity in both spreading (Figure 12A, top panel) and single-cycle infection 

(Figure 12A, bottom panel). A similar positive effect of G94D on infectivity of N57A HIV-1LAI  
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Figure 12. N57A HIV-1LAI infectivity is rescued by CA mutation G94D in a cell type dependent manner. (A) 

MT-4 cells were infected with equal infectious units of WT, N57A, or N57A/G94D HIV-1LAI full-length (top panel) 

or single-cycle (bottom panel) GFP reporter virus. Virus replication was measured by GFP expression for 2 weeks 

(top panel). Single-cycle infectivity was determined after 48-72h by GFP expression (bottom panel). (B) Indicated 

cell types were infected with equal amounts of WT, N57A, or N57A/G94D HIV-1LAI single-cycle GFP reporter virus 

and assayed after 48-72h for GFP expression. (C) Indicated cell types were infected with equal amounts of WT, N57A, 

or N57A/G94D HIV-1NL4-3 single-cycle luciferase reporter virus with LAI Gag or LAI CA (D). **** p < 0.0001, *** 

p < 0.001, ** p < 0.01, * p < 0.05. Error bars indicate SEM for 2-4 experiments.  
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virus was observed for other cell types (Figure 12B). To determine if the rescue of N57A HIV-

1LAI infectivity by G94D differs between the two virus strains, the G94D mutation was combined 

with N57A in HIV-1NL4-3 containing either LAI Gag (Figure 12C) or LAI CA (Figure 12D). As 

with HIV-1LAI, G94D partially rescued infectivity in these viruses in HeLa, GHOST, and primary 

human CD4+ T cells. While the degree of rescue varied with cell type and was less apparent in 

single-cycle infection than spreading infection, G94D consistently increased infectivity of N57A 

HIV-1NL4-3 with LAI CA. 

 

In contrast, the addition of G94D to N57A in HIV-1NL4-3 did not rescue the N57A 

infectivity defect in HeLa, GHOST, or primary human CD4+ T cells (Figure 13A). While 

N57A/G94D HIV-1NL4-3 had significantly higher infectivity compared to N57A HIV-1NL4-3 in 

GHOST cells, the level of N57A/G94D HIV-1NL4-3 infectivity was still greater than 1 log lower 

than WT virus. Surprisingly, while the addition of the L83V CA mutation in HIV-1NL4-3 was 

sufficient to rescue the N57A infectivity defect in HIV-1NL4-3 similar to that in HIV-1LAI (Figure 

10F), L83V in HIV-1NL4-3 did not rescue the N57A/G94D infectivity defect (Figure 13B). 

3.2.5  Partial rescue of N57A/G94D HIV-1NL4-3 infectivity requires multiple CA mutations 

The failure of the L83V CA mutation to rescue N57A/G94D HIV-1NL4-3 infectivity suggested that 

additional CA residues differing between HIV-1NL4-3 and HIV-1LAI contribute to the rescue of 

N57A HIV-1NL4-3 infectivity by the addition of CA mutation G94D. To determine what additional 

CA mutation(s) among L6I, H120N, and/or G208A would be necessary, in combination with 

L83V, to rescue the N57A/G94D HIV-1NL4-3 infectivity defect, each of these mutations was added 

with L83V to N57A HIV-1NL4-3 and N57A/G94D HIV-1NL4-3. Interestingly, adding either L6I, 
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H120N, or G208A to L83V resulted in partial rescue of the N57A/G94D HIV-1NL4-3 infectivity 

defect in both GHOST and HeLa cells (Figure 14). Excluding the L83V CA mutation eliminates 

infectivity rescue by G208A (Figure 14), indicating that the attenuated N57A HIV-1 infectivity 

defect conferred by L83V is a prerequisite for one of the other CA mutations to rescue N57A/G94D 

HIV-1 infectivity. 

 

 

 

Figure 13. N57A HIV-1NL4-3 infectivity is not rescued by CA mutation G94D. (A) Indicated cell types were infected 

with equal amounts of WT, N57A, or N57A/G94D HIV-1NL4-3 luciferase reporter virus and assayed after 48h for 

luciferase activity. (B) Cells were infected with L83V, N57A/L83V, or N57A/L83V/G94D HIV-1NL4-3 and assayed 

after 48h for luciferase activity. **** p < 0.0001, *** p < 0.001, ** p < 0.01, * p < 0.05. Error bars indicate SEM for 

2-4 experiments.  
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Figure 14. Rescue of N57A/G94D HIV-1NL4-3 infectivity depends upon multiple CA mutations. Indicated cell 

types were infected with equal amounts of WT, N57A, or N57A/G94D HIV-1NL4-3 luciferase reporter virus bearing 

the indicated CA mutations and assayed after 48h for luciferase activity. Error bars indicate SEM for 2 experiments.  



  75 

3.2.6  HIV-1NL4-3 and HIV-1LAI CA sequences are representative of HIV-1 clinical isolate 

sequences 

Given the strikingly different CA-dependent N57A infectivity phenotypes observed in lab-adapted 

strains HIV-1NL4-3 and HIV-1LAI, which differ by only four amino acids in CA (residues 6, 83, 120, 

and 208), we determined whether the CA sequences of these HIV-1 strains were representative of 

clinical isolates, including non-B subtypes. Over 40,000 Gag sequences from the Los Alamos 

National Laboratory (LANL) HIV-1 sequence database were analyzed, of which approximately 

14,000 were subtype B. The results showed that CA amino acids 6, 83, 120, and 208 are 

polymorphic within subtype B (Figure 15A) and across multiple subtypes (Figure 15B). These 4 

amino acids in HIV-1NL4-3 and HIV-1LAI are most predominant and, with the exception of position 

120 analyzed across all subtypes, collectively represent the majority of primary isolate sequences, 

though their relative prominence varies. An examination of a panel of 10 subtype B 

transmitted/founder viruses (522) similarly demonstrated that at CA residues 6, 83, 120, and 208 

the HIV-1NL4-3 and HIV-1LAI amino acids together represent 70-100% of the amino acids found at 

these positions in the transmitted/founder virus panel (data not shown). Furthermore, more than 

90% of CA sequences within subtype B (Figure 15C) and across all subtypes (Figure 15D) 

matched HIV-1NL4-3 and HIV-1LAI at the vast majority of CA positions, with a greater degree of 

diversity observed when comparing non-B sequences. Taken together, these data demonstrate that 

HIV-1NL4-3 and HIV-1LAI CA sequences are both representative of CA in HIV-1 primary isolates. 
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Figure 15. CA positions differing between HIV-1NL4-3 and HIV-1LAI are polymorphic and represented in most 

HIV-1 clinical isolates. HIV-1 Gag sequences from the LANL HIV-1 database were compared at residues 6, 83, 120, 
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and 208 in (A) subtype B and (B) multiple subtypes with NL4-3 (blue) and LAI (red) amino acids generally the most 

predominant. Amino acids comprising at least 2% of sequences are indicated in the graphs. Grey segments represent 

the combination of amino acids at <2% prevalence. HIV-1NL4-3 and HIV-1LAI amino acid prevalence at each CA 

position compared to (C) subtype B or (D) all subtype HIV-1 clinical isolate sequences. The four residues at which 

HIV-1NL4-3 and HIV-1LAI differ are marked with asterisks.  

 

3.2.7  A single amino acid polymorphism in a transmitted/founder virus enhances HIV-1 

capsid stability 

To explore clinically relevant consequences of minor CA sequence differences between HIV-1 

virus strains, a panel of 10 subtype B transmitted/founder (T/F) viruses were examined (Appendix 

A) that are representative of a minority of HIV-1 strains that are able to be transmitted and serve 

as a founder virus in a newly infected host (522). The capsid-targeting compound PF74 has been 

shown to destabilize the HIV-1 capsid at high doses (410, 500) and inhibit virus infectivity (409, 

410). Infecting TZM-bl cells with these virus strains in the presence of a range of concentrations 

of PF74, one strain (CH040) exhibited resistance to high doses of PF74 (Figure 16A and 16B). 

To examine the CA dependence of this PF74 resistance, HIV-1CH040 CA was cloned into HIV-1LAI. 

Similar to HIV-1CH040, HIV-1LAI with CH040 CA exhibited resistance to high doses of PF74 in 

TZM-bl and MT-4 cells, which was not observed in WT HIV-1LAI (Figure 16C), demonstrating 

that this PF74 resistance is CA dependent. Utilizing a novel capsid integrity assay, we further 

demonstrated that resistance to high doses of PF74 is accompanied by a significant increase in RT 

activity of isolated capsid cores (Appendix A), suggesting that HIV-1CH040 capsid has increased 

stability compared to HIV-1LAI capsid.  
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Figure 16. CA mutation T216I enhances HIV-1 capsid stability. (A) TZM-bl cells were infected with a panel of 

T/F viruses in the presence of a range of PF74 concentrations and assayed for luciferase production. HIV-1CH040 is 

shown in orange. Results shown are the average of 2-3 experiments. (B) Magnitude of PF74 effect on infectivity from 

(A) was quantified at three ranges of drug concentrations. (C) Indicated cell types were infected with HIV-1LAI GFP 

reporter virus with LAI or CH040 CA in the presence of a range of PF74 concentrations and assayed for luciferase 

production (TZM, n=2) or GFP expression (MT-4, n=4-7). (D) MT-4 cells were infected with HIV-1LAI GFP reporter 

viruses bearing the indicated CA strains and mutations as in (C), n=3-7. (E) HeLa cells were infected with equal 

amounts of HIV-1LAI luciferase reporter virus with indicated CA and assayed for capsid permeabilization at indicated 

time points. Data were compiled from three experiments and normalized with the dataset for the first time point (15m 

post-infection). ** p < 0.01. Error bars indicate SEM.  
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Nine CA amino acids differ between HIV-1LAI and HIV-1CH040, with one amino acid in the 

C-terminal of CA particularly suggestive of potentially influencing capsid stability. Residue 216, 

which is a threonine in HIV-1LAI and an isoleucine in HIV-1CH040, is located within the trimeric 

interface governing CA hexamer-hexamer interactions (430, 523, 524). To determine if CA amino 

acid 216 is responsible for the observed PF74 resistance phenotypes, the T216I CA mutation was 

made in HIV-1LAI and the corresponding I216T CA mutation was made in HIV-1LAI with CH040 

CA. The T216I mutation conferred resistance to high doses of PF74 to WT HIV-1LAI similar to 

that observed in HIV-1LAI with CH040 CA (Figure 16D, left), while I216T made HIV-1LAI with 

CH040 CA sensitive to high doses of PF74 (Figure 16D, right), as was observed with WT HIV-

1LAI. Similarly, isolated T216I HIV-1LAI capsid cores exhibited increased RT activity compared to 

WT HIV-1LAI (Appendix A). Taken together, these data suggest that HIV-1CH040 differs from HIV-

1LAI in capsid stability as a consequence of the T216I CA amino acid substitution.  

 

To examine the capsid stability of HIV-1LAI and HIV-1CH040, we utilized a previously 

reported capsid permeabilization assay that takes advantage of the dependence of viral RNA 

staining on the opening of the viral capsid (500, 521). Previous work showed that EU incorporated 

into HIV-1 RNA during virus production could be stained in cells after virus infection of cells with 

a decrease in RNA detection over time (500, 521). The rate of RNA staining is affected by capsid 

stability, such that viruses with hyperstable capsids had slower RNA staining kinetics compared 

to WT HIV-1 capsid and viruses with hypostable capsids showed faster RNA staining. In this 

study, RNA staining of HIV-1LAI with CH040 capsid was distinct from that of virus with WT LAI 

capsid (Figure 16E). WT HIV-1LAI virus had a steady decrease in RNA staining after the initial 

time point, similar to previous results (Figure 11A). In contrast, higher numbers of RNA-positive 
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particles were observed at 60 and 90 minutes post-infection for HIV-1LAI with CH040 capsid than 

the WT HIV-1LAI virus. The T216I substitution in the LAI capsid phenocopied the CH040 capsid 

in this capsid permeabilization assay (Figure 16E). These results were validated using an 

orthogonal imaging-based assay that uses a fusion of cyclophilin A and DsRed (CypA-DsRed) to 

label the virus capsid and monitor its loss from single cores in vitro and in infected host cells (287, 

525) (Appendix A). These results suggest that the capsid of HIV-1CH040 is more stable than that 

of HIV-1LAI and that this difference is regulated by the T216I substitution. 

3.2.8  The T216I CA amino acid substitution permits HIV-1 evasion of viral DNA host 

innate immune sensing 

One potential consequence of increased capsid stability is enhanced evasion of cytosolic viral 

DNA sensors, thereby avoiding an interferon-driven antiviral immune state in infected and 

neighboring host cells (247). To examine this possibility, a previously described experimental 

system was utilized, in which HIV-1 infection activates cGAS-mediated IFN signaling in the 

monocytic cell line THP-1 (526) (Appendix A). Infecting THP-1 cells with HIV-1LAI led to a 

robust production of type I IFN across a range of doses, which was abrogated by the addition of 

the T216I CA mutation (Figure 17A and 17B). Conversely, HIV-1LAI with CH040 CA failed to 

induce type I IFN production in THP-1 cells but adding the I216T CA mutation generated a strong 

dose-dependent type I IFN response (Figure 17A and 17B). Thus, the same CA amino acid 

substitution that confers increased capsid stability also prevents type I IFN production in response 

to HIV-1 infection. Interestingly, an examination of the CA sequence of the other viruses in the 

T/F panel showed that none contained I216 as found in HIV-1CH040. To examine IFN induction by 

these T/F viruses, CA from each virus was cloned into HIV-1LAI and used to infected THP-1 cells 
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Figure 17. HIV-1 CA mutation T216I inhibits induction of type I IFN production. THP-1 cells were infected with 

HIV-1LAI GFP reporter viruses bearing the indicated CA strains and mutations. Concentrations of IFN in culture 

supernatant were measured using a reporter cell line together with known amounts of IFN for generating standard 

curves and normalized to the numbers of infected cells. (A) Representative results from one of three independent 

experiments and (B) compiled results from all experiments (n=18, 3 experiments with 6 infectious doses) are shown. 

(C) HIV-1LAI GFP reporter virus bearing WT CA or CA from the indicated T/F strains were used to infect THP-1 cells 

as in (A), with results compiled from two experiments. **** p < 0.0001. Error bars indicate SEM.  
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across a range of doses. Infection with each of the T/F viruses except HIV-1CH040 resulted in a 

robust generation of type I IFN similar to that observed with HIV-1LAI (Figure 17C), suggesting 

that CA amino acid I216, while effective at evading innate immune response in monocytic cells, 

is relatively rare among transmitted/founder viruses. 

3.3 Discussion 

Here, we characterize the unexpected difference in infectivity of N57A HIV-1 in two of the most 

widely used lab-adapted HIV-1 strains, HIV-1NL4-3 and HIV-1LAI, and offer a model to summarize 

our findings (Figure 18). While N57A has been previously examined in HIV-1NL4-3 (270, 274, 

283) and found to have an infectivity defect similar to our results in HIV-1NL4-3, this is, to the best 

of our knowledge, the first study to examine N57A in HIV-1LAI and the first observation of an 

attenuated (2-7.7-fold) infectivity defect with N57A. Our results were consistent across multiple 

cell lines and in primary human CD4+ T cells, and while cell type specific variation in overall 

infectivity was observed here as in previous studies (270, 274, 283), the N57A infectivity defect 

was always significantly attenuated in HIV-1LAI compared to HIV-1NL4-3. 

 

Our use of gag chimeric viruses demonstrated that the N57A infectivity phenotypes in 

HIV-1NL4-3 and HIV-1LAI are CA dependent, with the infectivity phenotype observed in each 

chimera corresponding to the phenotype observed in the gag source strain and not the background 

strain (i.e. HIV-1NL4-3 with LAI Gag exhibited the same N57A infectivity phenotype as HIV-1LAI 

and HIV-1LAI with NL4-3 Gag phenocopied HIV-1NL4-3). We focused on CA to account for the 

observed differences in N57A infectivity phenotypes between HIV-1NL4-3 and HIV-1LAI because 
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Figure 18. Model of N57A HIV-1NL4-3 and N57A HIV-1LAI phenotypes. The differences in capsid permeabilization, 

reverse transcription, nuclear import, and infection of N57A HIV-1 compared to WT virus in either HIV-1NL4-3 (top) 

or HIV-1LAI (bottom) are shown. The effects of cell cycle arrest (via aphidicolin treatment) and the addition of the 

G94D CA mutation are included.  
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N57A was previously shown to affect interactions with CA-dependent host factors CPSF6 (281, 

283), TNPO3 (466), Nup153 (274), and Nup358 (270). Indeed, mutation of CA amino acids 6, 83, 

120, and 208 in HIV-1NL4-3 to those of HIV-1LAI, thereby producing HIV-1NL4-3 with LAI CA, 

resulted in N57A infectivity phenotypes in these strains that are CA dependent.  

 

Examining subsets of these mutations in combination with N57A further refined this CA 

dependence to a single requisite amino acid substitution, L83V. Residue 83 resides within helix 4 

of the N-terminal domain of CA, proximal to the CypA binding loop. It has been suggested that 

this residue in combination with residues 120 and 122 is involved in the modulation of restriction 

by tripartite motif containing protein 5α (TRIM5α) (527). Maillard et al. demonstrated that 

mutating these three residues in HIV-1R8.74 to their HIV-2 equivalents (V83Q, H120R and P122Q) 

conferred sensitivity to restriction by human TRIM5α. However, there are no published reports 

characterizing a specific role for CA residue 83, particularly one modulated by the presence of 

leucine versus valine. This residue is located on an external surface within the N-terminal CA 

domain that interacts with multiple host factors and could be involved with one or more host factor 

interactions that are altered by the L83V mutation. Alternatively, mutation of residue 83 could be 

involved with proximal or distal CA conformational changes that vary based upon the amino acid. 

 

As CA was shown to alter the N57A infectivity phenotypes in HIV-1NL4-3 and HIV-1LAI, 

capsid permeabilization kinetics of N57A in HIV-1NL4-3 and HIV-1NL4-3 with LAI CA were 

examined. N57A capsid permeabilization was accelerated in HIV-1NL4-3 but not in HIV-1NL4-3 with 

LAI CA, suggesting a fundamental difference in the nature of the N57A infectivity defect in these 

two HIV-1 strains. This was supported by the observation that production of reverse transcripts 
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was significantly reduced for N57A HIV-1NL4-3 compared to WT HIV-1NL4-3 but not for N57A in 

the context of HIV-1LAI CA. N57A in all virus backgrounds led to a significant reduction in 2-

LTR circles compared with WT, which is consistent with previous observations of other N57 CA 

mutations in HIV-1NL4-3 (275). The relative level of N57A 2-LTR circles compared to WT in HIV-

1NL4-3 (20-fold) is considerably lower than the level of N57A 2-LTR circles compared with WT in 

HIV-NL4-3 with LAI CA and HIV-1LAI (2-3-fold), which might suggest, if taken on its own, that 

N57A HIV-1NL4-3 has a more appreciable nuclear entry defect than N57A HIV-1LAI. However, 

when observed within the context of the accompanying defect in N57A HIV-1NL4-3 reverse 

transcription products versus WT virus (7-10-fold), the 20-fold reduction in 2-LTR circles for 

N57A HIV-1NL4-3 is consistent with a combination of the same 2-3-fold nuclear entry defect of 

N57A HIV-1LAI and an earlier 7-10-fold reverse transcription defect. In other words, these data 

suggest that N57A causes a similar nuclear entry defect in both HIV-1NL4-3 and HIV-1LAI but has 

an additional, earlier infectivity defect that results in accelerated capsid permeabilization and 

reduction in reverse transcription in HIV-1NL4-3 and not in HIV-1LAI. 

 

The emergence of G94D as a compensatory mutation in N57A HIV-1LAI hints at a role for 

CypA interaction in N57A HIV-1 infectivity. CA interaction with CypA has been shown to impact 

all post-entry steps of the early virus life cycle, including reverse transcription, capsid stability, 

and modulating the use of other capsid-interacting host factors (388). CA mutation G94D 

originally emerged as a resistance mutation that permits robust virus replication in the presence of 

CsA, a competitive inhibitor of CA-CypA binding (438, 439). Similar to N57A, CA mutant N74D 

HIV-1 (266) infects cells independently from host factors CPSF6, TNPO3, Nup358, and Nup153 

(266, 273, 435), though it is not cell cycle dependent. N74D is sensitive to inhibition of CA-CypA 
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interaction, which is partially rescued by the addition of CA mutation G94D (435). Coupled with 

the observed rescue of N57A HIV-1LAI infectivity by the addition of G94D, this is highly 

suggestive of a dependency on CypA interaction for N57A HIV-1 infectivity, which might be 

altered by G94D. Another possible mechanism of N57A/G94D HIV-1LAI infectivity rescue could 

be the restoration of one or more host factor interactions. While multiple studies have demonstrated 

that N57A HIV-1NL4-3 infects independently of CPSF6, TNPO3, Nup153, and Nup358 (270, 274, 

281, 283, 466), similar studies have not been conducted on N57A HIV-1LAI and, importantly, on 

N57A/G94D HIV-1LAI. Examining capsid host factor interactions within the context of these CA 

mutations in both HIV-1NL4-3 and HIV-1LAI could assist in understanding the nature of the N57A 

infectivity defect and the mechanism of its rescue by G94D. 

 

The inability of CA mutation L83V to induce the infectivity rescue of N57A HIV-1NL4-3 

by G94D was unexpected, given the ability of the addition of the L83V CA mutation to HIV-1NL4-

3 to convert the N57A HIV-1NL4-3 infectivity phenotype to that of N57A HIV-1LAI. Intriguingly, 

the further mutation of any one of the other three amino acids that differ between HIV-1NL4-3 and 

HIV-1LAI, when added to L83V, led to rescue of N57A/G94D HIV-1NL4-3 infectivity. Infectivity 

rescue depends upon both L83V and any one of the other CA mutations, as excluding L83V 

abolishes rescue. This suggests that there are separate CA-dependent mechanisms responsible for 

the increased infectivity of N57A HIV-1LAI compared to N57A HIV-1NL4-3 and for the rescue of 

N57A HIV-1LAI by G94D, with the L83V mutation alone responsible for the former and L83V 

together with the L6I, H120N, and/or G208A mutation(s) contributing to the latter. It is curious 

that three separate mutations at discrete locations in CA can each alter the N57A/L83V/G94D 

HIV-1NL4-3 infectivity phenotype in a similar manner. This is suggestive of an induced change to 
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the conformation of CA, which could alter host factor engagement, or an alteration to capsid 

stability. Additional research will be required to determine the mechanism through which 

infectivity rescue is obtained. 

 

While originally derived from one or more clinical isolates, HIV-1NL4-3 (180) and HIV-1LAI 

(520) are lab-adapted virus strains. Adaptation by serially passaging in cell lines selects for 

phenotypes, such as CD4 affinity and coreceptor tropism, that differ substantially from infectivity 

phenotypes observed in HIV-1 clinical isolates, particularly transmitted/founder strains (178). 

While the primary viral determinant for these lab-adapted infectivity phenotypes was shown to 

map to changes to gp120 (528, 529), it is possible that lab adaptation could also result in changes 

to CA. HIV-1NL4-3 and HIV-1LAI CA differ at only four positions (residues 6, 83, 120, and 208), 

three of which (residues 6, 83, and 120) are among the most polymorphic positions within CA 

(394, 530). Indeed, an analysis of over 40,000 Gag sequences from primary isolates of multiple 

subtypes demonstrated the polymorphic nature of all four of these CA positions, including the 

residues present in HIV-1NL4-3 and HIV-1LAI. Within subtype B, Gag (including CA) shows low 

overall sequence diversity (391) and across all subtypes the N-terminal region of CA, along with 

IN, contains the lowest levels of amino acid diversity within the HIV-1 genome (212). The 

frequency of HIV-1NL4-3 and HIV-1LAI amino acids across all CA positions showed strong 

conservation, with over 90% of CA sequences matching HIV-1NL4-3 and HIV-1LAI at the vast 

majority of the positions. The high degree of similarity of CA sequences from HIV-1NL4-3, HIV-

1LAI, and clinical isolates suggests that CA-dependent phenotypes, such as observed with N57A, 

could differ among other HIV-1 lab-adapted strains and primary isolates.  
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Only a small percentage of HIV-1 virus strains are able to be effectively transmitted to an 

uninfected individual and become established, and as such represent a population of virus strains 

of high clinical significance (36). The ability to evade host cell innate immune responses enhances 

the likelihood of successful transmission, while conversely a better understanding of how evasion 

is accomplished informs on how it might be subverted (247). HIV-1CH040, while unique among the 

small panel of T/F viruses examined for increased capsid stability and concomitant avoidance of 

cytosolic viral DNA sensors, is likely representative of additional T/F virus strains. The 

phenotypically critical I216 amino acid can be found in 1% of the approximately 14,000 HIV-1 

subtype B sequences examined in the LANL HIV-1 database, and an additional 3% of the 

sequences have a different, non-threonine amino acid at this position, which could potentially 

possess a similar phenotype. That such a consequential phenotype can be modulated by a single 

CA amino acid substitution speaks to both the flexibility and fragility of HIV-1 and demonstrates 

that a minor alteration to the stability of the virus capsid is sufficient to appreciably impact virus 

infectivity and clinical transmissibility. 

 

We have shown that two closely related and widely used HIV-1 molecular clones (HIV-

1NL4-3 and HIV-1LAI) can exhibit significantly different infectivity phenotypes due to four CA 

amino acid differences and that these clones are both represented in HIV-infected individuals. 

Thus, careful consideration should be given to drawing conclusions from one particular HIV-1 

clone used in post-entry infection studies and the potential for significant variation in results with 

the use of multiple strains. While phenotypic differences in HIV-1 subtypes and host cell types 

have been acknowledged for many aspects of the virus life cycle, differences among closely related 

subtype B strains, such as HIV-1NL4-3 and HIV-1LAI, or for CA-dependent host factors have 
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garnered less attention. It is hoped that this study highlights the significance that minor differences 

in closely related HIV-1 strains may impart significant infectivity differences and that 

consideration should be given to examining the effects of natural polymorphisms on specific 

results. 

3.4 Materials and Methods 

Cell Lines  

HEK 293T cells, GHOST cells, TZM-bl cells, and HeLa cells were maintained at 37° C with 5% 

CO2 in Dulbecco’s Modified Eagle Medium (DMEM, Gibco) supplemented with 10% Fetal 

Bovine Serum (FBS, Atlanta Biologicals), 100 units (U)/mL Penicillin, 100 μg/mL Streptomycin, 

and 2 mM L-Glutamine (Thermo Fisher). GHOST cells were additionally supplemented with 500 

μg/mL Geneticin G418 (Gibco), 500 μg/mL Puromycin (Invitrogen), and 100 μg/mL Hygromycin 

B (Invitrogen). THP-1 and MT-4 cells were cultured in Roswell Park Memorial Institute medium 

(Cellgro) supplemented with 10% FBS (Sigma), 1× penicillin-streptomycin (Cellgro) and 2 mM 

2-glutamine (Cellgro). Human peripheral blood mononuclear cells (PBMCs) were isolated from 

leukopheresis obtained from the Central Blood Bank (Pittsburgh, PA) via Ficoll-Paque Plus (GE 

Healthcare) density gradient centrifugation, following manufacturer’s instructions. PBMCs were 

maintained at 37° C and 5% CO2 in RPMI-1640 medium (Gibco) supplemented with 10% FBS, 

100 U/mL Penicillin, 100 μg/mL Streptomycin, 2 mM L-Glutamine, and 20 U/mL recombinant 

interleukin-2 (IL-2, Thermo Fisher). PBMCs were stimulated with 50 U/mL IL-2 and 5 μg/mL 

phytohaemagglutinin (PHA, Gibco) for 48-72h prior to infection.  
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Viruses   

Proviral plasmid pNLdE-luc (266) was used to produce HIV-1NL4-3 and plasmids pBru3ori-ΔEnv-

luc2 and pBru3ori-ΔEnv-GFP3 (268) were used to produce HIV-1LAI. CA mutations were 

generated via the Q5 (New England BioLabs) or QuikChange (Agilent) site-directed polymerase 

chain reaction (PCR) mutagenesis kits following manufacturers' instructions and verified by 

Sanger sequencing. The pNLdE-LAI-luc chimeric plasmids (HIV-1NL4-3 with LAI Gag) were 

created by cloning the Gag fragment from pBru3ori-ΔEnv-GFP3 into pNLdE-luc using the 

restriction enzymes BssHII and ApaI. The pBru3ori-ΔEnv-NL43-GFP3 chimeric plasmids (HIV-

1LAI with NL4-3 Gag) were created by cloning the Gag fragment from pNLdE-luc into pBru3ori-

ΔEnv-GFP3 using BssHII and ApaI. A BssHII-ApaI fragment containing the entire capsid-

encoding segment was PCR amplified using a panel of full-length T/F HIV-1 infectious molecular 

clones obtained through the National Institutes of Health (NIH) AIDS Reagent Program as 

template and cloned into pBru3ori-ΔEnv-GFP3. The following molecular clones for T/F viruses 

were used: RHPA.c/2635, WITO.c/2474, CH040.c/2625, CH058.c/2960, CH077.t/2627, 

CH106.c/2633, THRO.c/2626, REJO.c2864, RTRJO.c2851 and SUMA.c/2821 (522). 

 

HEK 293T cells were plated overnight and transfected with Lipofectamine 2000 

(Invitrogen) or with polyethylenimine (PolySciences) using the following plasmids: the proviral 

plasmids described above, pL-VSV-G or pHCMV-G, and, for imaging studies, pcDNA5-TO-Vpr-

mRuby3-IN (521). Supernatants were harvested 48h later, filtered or centrifuged to remove cells, 

concentrated via Lenti-X Concentrator (Clontech), and stored in aliquots at -80° C. For virus stocks 

used in the capsid permeabilization assay, 293T producer cells were supplemented with 1 mM EU 

(Invitrogen) for 12-16h, which was replaced with regular media for the remainder of the 48h 
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incubation. Viruses were titered by infection of GHOST cells as previously described (531) and 

quantified for p24 by HIV-1 p24 enzyme-linked immunosorbent assay (ELISA) kit (XpressBio). 

Virus yields were also quantified by measuring virion-associated RT activity using a SYBR green-

based quantitative PCR assay (532).  

 

Infectivity Assays 

HeLa cells, GHOST cells, and PBMC were plated overnight in 24-well plates, challenged with 

equal p24 amounts of virus for 2h, washed with phosphate buffered saline (PBS), and given fresh 

media. Virus infectivity was determined by luciferase production (Promega) after 48h using a 1450 

MicroBeta TriLux microplate luminescence counter (PerkinElmer). For assays including treatment 

with aphidicolin, cells were treated with aphidicolin (2 μg/mL) at time of plating and remained in 

drug-containing media throughout the assay. For green fluorescent protein (GFP) reporter virus, 

infection of HeLa cells and MT-4 cells was performed with equal amounts of virus input 

normalized by RT activity. Spinoculation (1,200 × g for 30 min) was used to enhance infection of 

HeLa cells. The number of GFP-expressing cells was counted using either Guava easyCyte 

(Millipore) or LSRII flow cytometer (BD Biosciences) 2 to 3 days after infection. Assessment of 

PF74 resistance and type I IFN induction were perform as described in Appendix A.  

 

Measurement of reverse transcripts and 2-LTR circles 

HeLa cells were plated in 6-well plates and infected with 50 ng p24 of virus treated with 

deoxyribonuclease I (DNase I, Roche) for 30m at 37° C. After 24h, cells were washed with PBS, 

trypsinized, and pelleted. Control infections were performed in the presence of 150 nM of 

efavirenz or 25 nM of rilpivirine. DNA was extracted using the Blood Mini Kit (Qiagen), Early 
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(RU5) and late (gag) HIV-1 reverse transcripts and 2-LTR circles were measured by quantitative 

PCR as previously described (533). 

 

Capsid Permeabilization Assay and Confocal Imaging 

The capsid permeabilization assay was performed as previously described (500, 521). Briefly, 

HeLa cells were plated overnight in 35 mm glass bottom dishes (MatTek), synchronously infected 

with EU-labeled HIV-1 virus particles, and incubated for the indicated time periods at 37° C. Cells 

were washed with PBS, fixed with 2% paraformaldehyde (PFA), and permeabilized with 0.1% 

Triton X-100 (Fisher Scientific). Viral RNA was stained using the Click-iT RNA Imaging Kit 

(Invitrogen), washed with PBS, stained with Hoechst 33342 (Molecular Probes), and mounted 

with coverslips. Confocal imaging was performed on a Nikon A1 laser scanning confocal 

microscope, with 8-10 image Z-stacks per sample. Viral RNA staining was enumerated using 

Imaris image analysis software (Bitplane). 

 

Sequence Analysis 

Aligned HIV-1 p24 (CA) protein sequences were retrieved from the Los Alamos National 

Laboratory HIV-1 sequence database (https://www.hiv.lanl.gov) in May 2018. The vast majority 

(99.5%) of the 40,712 sequences were classified as group M with 35% subtype B, 29% subtype C, 

22% circulating recombinant forms, 10% subtype A, 3% subtype D, and <1% each subtypes F, G, 

H, J and K. At each CA amino acid position, sequences were compared to the NL4-3 and LAI 

amino acids and the prevalence of the NL4-3 and LAI amino acid (0-100%) was calculated. The 

frequencies of amino acids present at residues 6, 83, 120, and 208 were measured by Perl scripts, 

with amino acids representing less than 2% of sequences aggregated into an “other” category. 
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Statistics 

Results were analyzed for statistical significance by two-sided student t test with Prism software 

(GraphPad). Grubbs’ Extreme Studentized Deviate test was used to exclude significant outliers 

from capsid permeabilization assay data sets. A p-value of less than or equal to 0.05 was used to 

indicate statistical significance. For the capsid permeabilization assay, capsid permeabilization 

kinetics were analyzed by multiple linear regression modeling using the SAS software to test if 

the slopes were equivalent. Using the F statistic with the Bonferroni correction for pairwise 

comparisons, p values less than 0.0167 were considered statistically significant. 
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4.0 Determine How Disruption of Interactions Between HIV-1 Capsid and Host Proteins 

Alters Virus Infectivity 

This chapter includes data adapted from the following published manuscripts: 

 

Douglas K. Fischer, Akatsuki Saito, Christopher Kline, Romy Cohen, Simon C. Watkins, 

Masahiro Yamashita, Zandrea Ambrose. CA Mutation N57A Has Distinct Strain-Specific HIV-1 

Capsid Uncoating and Infectivity Phenotypes. Journal of Virology Apr 2019, 93 (9) e00214-

19; DOI: 10.1128/JVI.00214-19. Copyright © 2019 American Society for Microbiology (ASM). 

 

Jiying Ning, Zhou Zhong, Douglas K. Fischer, Gemma Harris, Simon C. Watkins, Zandrea 

Ambrose, Peijun Zhang. Truncated CPSF6 Forms Higher-Order Complexes That Bind and Disrupt 

HIV-1 Capsid. Journal of Virology Jun 2018, 92 (13) e00368-18; DOI: 10.1128/JVI.00368-18. 

Copyright © 2018 American Society for Microbiology. 

 

Figures 19, 20, and 21 are published in the Journal of Virology (Fischer et al., 2019) and are 

reprinted with permission from ASM. Figures 22, 23, and 25 include data that is published in the 

Journal of Virology (Ning et al., 2018) and are reprinted with permission from ASM. Figures 24, 

26, 27, and 28 are part of a manuscript in preparation. 
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4.1 Introduction 

Successful target cell infection by HIV-1 requires interaction with numerous host proteins (198-

201) that facilitate each step of the virus life cycle (197). Among these are host factors that have 

been shown to interact with the viral capsid, including CypA (444), CPSF6 (266), and Nup153 

(273). Disruption of these interactions has a deleterious effect on viral infectivity (271, 281, 435, 

439, 453, 534), making them an attractive target for therapeutic intervention (386, 387). 

 

We have shown that HIV-1 CA mutation N57A exhibits an infectivity defect that differs 

between common lab-adapted strains HIV-1NL4-3 and HIV-1LAI, the magnitude of which is CA 

dependent and corresponds with strain-specific defects in capsid permeabilization and reverse 

transcription (Chapter 3). The N57A HIV-1 infectivity defect is partially rescued in HIV-1LAI but 

not in HIV-1NL4-3 by the addition of CA mutation G94D (Chapter 3). The mechanisms behind 

these infectivity defects and partial infectivity rescue have not been explored, but these could 

include strain-specific differences that affect host factor interactions. While N57A HIV-1NL4-3 has 

been demonstrated to infect independently of CPSF6 and Nup153 (270, 274, 281, 283), infectivity 

of N57A HIV-1LAI and N57A/G94D HIV-1LAI have not been examined for independence from 

these host factors. 

 

A truncated form of host protein CPSF6 that is missing the C-terminal nuclear localization 

signal (CPSF6-358) has previously been shown to be mislocalized to the cytoplasm and to restrict 

WT HIV-1 infection (266) but not infection of N74D HIV-1 (266) or A77V HIV-1 (436), which 

do not bind to CPSF6 (266, 283, 436). This selective restriction of HIV-1 infectivity by CPSF6-

358 based upon capsid binding can serve as a useful tool for examining the ability of HIV-1NL4-3 
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and HIV-1LAI bearing CA mutations N57A and N57A/G94D to interact with CPSF6. In addition, 

the mechanism by which CPSF6-358 restricts WT HIV-1 infectivity is not entirely clear. CPSF6-

358 restricts WT HIV-1 infection after reverse transcription and before nuclear entry (266) and in 

vitro observations show that CPSF6-358 forms higher order complexes, which can bind to and 

disrupt CA tubes (521). Whether or not this represents the mode of action of CPSF6-358 within 

infected host cells remains to be determined. 

 

Here, we present the results of our examination of HIV-1 interaction with host proteins 

CPSF6, CypA, and Nup153 using genetic approaches to introduce mutations into CA and to affect 

host factor expression and/or HIV-1 capsid-binding in cells. First, we extend the in vitro 

observations of CPSF6-358 higher order complex formation through cell-based studies, suggesting 

a plausible mechanism by which CPSF6-358 restricts HIV-1 infectivity. We demonstrate a 

dependence on CypA binding to CA for N57A HIV-1 infectivity and its partial rescue by CA 

mutation G94D in a virus strain and host cell type dependent manner. In addition, we show that 

N57A HIV-1 and N57A/G94D HIV-1 infect independently of CPSF6 and Nup153. 

4.2 Results 

4.2.1  Formation of CPSF6-358 higher order complexes in cells is induced by and restricts 

WT HIV-1 infection 

CPSF6-358 has been observed to form higher order complexes in vitro that bind to and disrupt CA 

tubular assemblies (521), suggesting a mechanism by which CPSF6-358 restricts WT HIV-1 
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Figure 19. WT HIV-1 infection induces formation of CPSF6-358 higher-order complexes in HeLa cells. (A) 

Confocal images of HeLa cells stably expressing CPSF6-358-eGFP before or 30 min after infection with WT HIV-1 

or N74D HIV-1. (B) CPSF6-358-eGFP puncta and mRuby-IN particles were quantified per cell (n ≥ 25 z-stacks) at 

30 min post-infection with WT HIV-1 in the presence or absence of 10 μM PF74, N74D HIV-1, or A77V HIV-1. (C) 

HeLa cells and HeLa cells stably expressing CPSF6-358-eGFP were infected with equal amounts of WT HIV-1 in the 

presence or absence of 10 μM PF74, N74D HIV-1, or A77V HIV-1 and assayed after 48h for luciferase activity. * p 

< 0.05, *** p < 0.001. Error bars indicate SEM for at least 2 experiments. Panels (A) and (B) reprinted from Ning et 

al. (2018) with permission from ASM.  
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infectivity. To determine if the in vitro observations could be visualized in cells, HeLa cells stably 

expressing CPSF6-358 with eGFP fused to the C-terminus (CPSF6-358-eGFP) were infected with 

WT or N74D HIV-1 and examined by confocal microscopy. Cells infected with WT HIV-1 

exhibited distinct green cytoplasmic puncta that were not observed with N74D HIV-1 infection or 

in uninfected cells (Figure 19A). To verify that capsid binding is necessary for formation of 

puncta, infection and confocal imaging were repeated with WT HIV-1, WT HIV-1 in the presence 

of 10 μM PF74 (a pharmacologic competitive inhibitor of CPSF6 binding to CA (417)), N74D 

HIV-1, or A77V HIV-1. Inhibiting CPSF6 interaction with CA through drug treatment or CA 

mutation prevented the formation of CPSF6-358-eGFP puncta (Figure 19B, left), despite the 

presence of similar numbers of virus particles in each sample (Figure 19B, right). To confirm that 

the formation of CPSF6-358-eGFP puncta corresponded with restriction of virus infectivity, HeLa 

cells and HeLa cells stably expressing CPSF6-358-eGFP were infected with WT HIV-1, WT HIV-

1 in the presence of 10 μM PF74, N74D HIV-1, or A77V HIV-1. CPSF6-358-eGFP expression 

did not restrict N74D HIV-1 or A77V HIV-1 infectivity and did not augment PF74 restriction of 

WT HIV-1 but restricted WT HIV-1 infectivity 6-fold (Figure 19C). These data suggest that HIV-

1 binding to CPSF6-358 induces the formation of higher order complexes in cells and restriction 

of infectivity. 

4.2.2  CPSF6-358 higher-order complexes associate with HIV-1 particles and lead to 

accelerated permeabilization of HIV-1 capsid 

The requirement for CPSF6 interaction with CA to induce the formation of CPSF6-358-eGFP 

puncta suggested CPSF6-358-eGFP complexes might form in association with WT HIV-1 virus 

particles. To examine this possibility, HeLa cells stably expressing CPSF6-358-eGFP were 
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Figure 20. WT HIV-1 particles associate with CPSF6-358 and undergo capsid permeabilization more quickly 

in its presence. (A) Live-cell frustrated TIRF microscopy images were obtained after synchronized infection of HeLa 

cells stably expressing CPSF6-358-eGFP with WT HIV-1 and colocalized CPSF6-358-eGFP and mRuby3-IN 

particles were quantified at 10, 30, and 60 minutes post-infection. (B) HeLa cells and HeLa cells stably expressing 

CPSF6-358-eGFP were infected with WT HIV-1 or (C) N74D HIV-1 and stained for viral RNA at indicated times. * 

p < 0.05, *** p < 0.001, **** p < 0.0001. Error bars indicate SEM. Adapted from Ning et al. (2018) with permission 

from ASM.  

 

 

synchronously infected with WT HIV-1 packaging Vpr-mRuby3-IN in trans, live cell frustrated 

total internal reflection fluorescence (TIRF) imaging was performed, and colocalization of CPSF6-

358-eGFP and mRuby3-IN particles was quantified. CPSF6-358-eGFP puncta, which formed as 

early as 10 minutes post-infection, frequently colocalized with mRuby3-IN virus particles, peaking 

in number at 30 minutes post-infection, and generally separated by 60 minutes post-infection 

(Figure 20A). These data, combined with the prior observation of CPSF6-358 disruption of CA 

tubes in vitro, led to the hypothesis that CPSF6-358-eGFP causes more rapid capsid 

permeabilization. To test this idea, the EU capsid permeabilization assay (500) was performed 

with HeLa cells and HeLa cells stably expressing CPSF6-358-eGFP infected with WT HIV-1 or 
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N74D HIV-1. In the absence of CPSF6-358-eGFP, WT HIV-1 capsid permeabilization occurred 

at 30 minutes post-infection (Figure 20B), similar to previous observations (500) (Chapter 3). In 

the presence of CPSF6-358-eGFP, WT HIV-1 capsid permeabilization occurred at 20 minutes 

post-infection (Figure 20B). CPSF6-358-eGFP did not alter capsid permeabilization of N74D 

HIV-1 (Figure 20C). Together, these data suggest that CPSF6-358 complexes form in association 

with WT HIV-1 virus particles and lead to accelerated capsid permeabilization. 

4.2.3  CPSF6-358 does not restrict N57A or N57A/G94D HIV-1 infection 

N57A HIV-1 infectivity, more specifically N57A HIV-1NL4-3, has been shown to infect cells 

independently of host factors CPSF6 (281, 283), Nup358 (270), and Nup153 (270, 274), which 

have been suggested to form a pathway for PIC nuclear entry and integration targeting (284). The 

increased infectivity of N57A HIV-1LAI compared to N57A HIV-1NL4-3 or the partial rescue of 

N57A HIV-1LAI infectivity by the CA mutation G94D that we observed (Chapter 3) could be 

explained by restoration of N57A HIV-1 interaction with one or more of these host factors. To 

determine if CPSF6 interaction is altered between N57A HIV-1NL4-3 and N57A HIV-1LAI or 

restored by N57A/G94D HIV-1LAI, HeLa cells and HeLa cells stably expressing CPSF6-358-eGFP 

were infected with WT, N57A, or N57A/G94D HIV-1NL4-3 or HIV-1NL4-3 with LAI CA. WT HIV-

1 was significantly restricted by CPSF6-358 with both NL4-3 CA (8-fold, Figure 21A) and LAI 

CA (12-fold, Figure 21B). N57A HIV-1 with both NL4-3 CA (Figure 21A) and LAI CA (Figure 

21B) showed similar infectivity with and without CPSF6-358 expression, indicating that N57A 

HIV-1LAI, like N57A HIV-1NL4-3, infects independently of CPSF6. N57A/G94D HIV-1NL4-3 

infectivity was likewise unaffected by CPSF6-358 (Figure 21A). CPSF6-358 expression also did 

 



  101 

 

Figure 21. CPSF6-358 does not restrict N57A HIV-1 or N57A/G94D HIV-1 infection. HeLa cells and HeLa cells 

stably expressing CPSF6-358-eGFP were infected with equal amounts of WT, N57A, or N57A/G94D HIV-1NL4-3 

luciferase reporter virus with (A) WT or (B) LAI CA and assayed after 48h for luciferase activity. **** p < 0.0001. 

Error bars indicate SEM for 2 experiments.  

 

 

not significantly impact infectivity of N57A/G94D HIV-1NL4-3 with LAI CA (Figure 21B), 

suggesting that G94D does not restore interaction of N57A HIV-1LAI with CPSF6. 

4.2.4  CsA treatment leads to faster formation of CPSF6-358 higher-order complexes 

CPSF6-358-eGFP puncta did not all form simultaneously upon synchronous infection with WT 

HIV-1 but appeared over time, which could be caused by another host factor preventing CPSF6-

358-eGFP from gaining immediate access to the capsid. We hypothesized that CypA, which has 

long been known to bind to CA (444), might shield the capsid from CPSF6-358 and delay 

formation of puncta. To examine this possibility, HeLa cells stably expressing CPSF6-358-eGFP 

were infected with WT or N74D HIV-1 packaging mRuby3-IN in trans in the presence or absence 

of CsA treatment. With WT HIV-1 infection, a greater number of puncta were observed with CsA 



  102 

 

Figure 22. CsA treatment accelerates formation of CPSF6-358 higher-order complexes. (A) HeLa cells stably 

expressing CPSF6-358-eGFP were treated (open symbols) or not (solid symbols) with 2 μM CsA and synchronously 

infected with WT HIV-1 or N74D HIV-1. The number of CPSF6-358-eGFP puncta per confocal imaging field of view 

was determined at indicated times post-infection. (B) HeLa cells stably expressing CPSF6-358-eGFP were infected 

with equal amounts of WT HIV-1 or N74D HIV-1 in the presence or absence of 2 μM CsA and assayed after 48h for 

luciferase activity. * p < 0.05, ** p < 0.01, *** p < 0.001. Error bars indicate SEM. Panel (A) reprinted from Ning et 

al. (2018) with permission from ASM.  

 

 

treatment than without at all time points examined (Figure 22A), despite similar numbers of 

mRuby3-IN particles (data not shown), and significantly more puncta were observed with CsA 

treatment starting at 30 minutes post-infection (Figure 22A). No puncta were observed with N74D 

HIV-1 infection with or without CsA treatment (Figure 22A). The increase in WT HIV-1-induced 

CPSF6-358-eGFP puncta upon CsA treatment did not correspond to greater restriction of virus 

infectivity, as HeLa cells stably expressing CPSF6-358-eGFP and infected with WT HIV-1 with 

and without CsA treatment showed similar levels of infection (Figure 22B). N74D HIV-1 

infectivity, while not restricted by CPSF6-358, was sensitive to CsA treatment (Figure 22B), as 
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Figure 23. CsA treatment does not alter N57A HIV-1 or N57A/G94D HIV-1 resistance to CPSF6-358 

restriction. HeLa cells and HeLa cells stably expressing CPSF6-358-eGFP were treated with 2 μM CsA and infected 

with equal amounts of WT, N57A, or N57A/G94D HIV-1NL4-3 luciferase reporter virus with (A) WT or (B) LAI CA 

and assayed after 48h for luciferase activity.  

 

 

previously reported (435). These data suggest that CsA treatment leads to more rapid formation of 

CPSF6-358 complexes. 

4.2.5  CsA treatment does not alter N57A HIV-1 or N57A/G94D HIV-1 resistance to 

CPSF6-358 restriction 

Given the effect of CsA treatment on the formation of CPSF6-358-eGFP puncta, the hypothesis 

that CypA might shield CPSF6-358 from accessing the capsid, and the dependence of N57A HIV-

1 and N57A/G94D HIV-1 infectivity on CypA interaction, we wanted to revisit the question of 

N57A HIV-1 and N57A/G94D HIV-1 infecting independently of CPSF6 in the context of CsA 

treatment. To determine if CsA treatment altered N57A HIV-1 or N57A/G94D HIV-1 resistance 

to CPSF6-358 restriction in either HIV-1NL4-3 or HIV-1LAI, HeLa cells and HeLa cells stably 
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expressing CPSF6-358-eGFP were treated with CsA and infected with WT, N57A, or N57A/G94D 

HIV-1NL4-3 with WT or LAI CA. As previously observed without CsA treatment, WT HIV-1 

infectivity was restricted with CsA treatment by CPSF6-358 with both NL4-3 CA (6-fold, Figure 

23A) and LAI CA (7-fold, Figure 23B). Infectivity of neither N57A HIV-1 nor N57A/G94D HIV-

1 was restricted by CPSF6-358 in the presence of CsA treatment with NL4-3 CA (Figure 23A) or 

LAI CA (Figure 23B). These results show that CsA treatment does not alter N57A HIV-1 or 

N57A/G94D HIV-1 infecting independently of CPSF6. 

4.2.6  N57A HIV-1 infectivity is dependent upon capsid interaction with CypA 

It was previously observed that N57A relieves the CsA dependence of T54A in HIV-1 (458), 

suggesting that N57A might influence the interaction between CA and the host factor CypA. To 

determine the effect of CypA binding on N57A HIV-1 infectivity, HeLa and GHOST cells were 

infected with WT and N57A HIV-1NL4-3 and WT and N57A HIV-1NL4-3 with LAI CA in the 

presence and absence of CsA treatment. While WT HIV-1NL4-3 (Figure 24A) and WT HIV-1NL4-3 

with LAI CA (Figure 24B) showed only a minimal reduction in infectivity with CsA, infectivity 

was significantly reduced for both N57A HIV-1NL4-3 (Figure 24C) and N57A HIV-1NL4-3 with 

LAI CA (Figure 24D) in the presence of CsA. This was particularly noticeable for N57A in the 

context of HIV-1LAI CA, in which infectivity was only reduced 2- to 5-fold compared to WT virus 

in the absence of CsA but was reduced 10- to 30-fold compared to WT virus in the presence of 

CsA. 

 

Given the attenuated infectivity of N57A HIV-1 in nondividing cells (Chapter 3), the 

impact of CsA treatment on WT and N57A HIV-1 infectivity was examined in growth arrested 
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Figure 24. N57A HIV-1 infectivity is dependent upon capsid interaction with CypA. Indicated cell types were 

infected with equal amounts of WT (A) HIV-1NL4-3 or (B) HIV-1NL4-3 with LAI CA with or without aphidicolin 

treatment and in the presence or absence of CsA treatment and assayed after 48h for luciferase activity. Indicated cell 

types were infected with WT or N57A (C) HIV-1NL4-3 or (D) HIV-1NL4-3 with LAI CA in the presence or absence of 



  106 

CsA. Indicated cell types were infected with WT or N57A (E) HIV-1NL4-3 or (F) HIV-1NL4-3 bearing LAI CA treated 

with aphidicolin and in the presence or absence of CsA. N57A HIV-1 infectivity is shown relative to the corresponding 

WT virus infectivity for each treatment. Dotted line represents average luciferase signal of uninfected cells. * p < 0.05. 

Error bars indicate standard error of the mean (SEM) for 3 experiments.  

 

 

HeLa and GHOST cells. As with dividing cells, WT HIV-1NL4-3 (Figure 24A) and WT HIV-1NL4-

3 with LAI CA (Figure 24B) showed little change in infectivity of nondividing cells with the 

addition of CsA. The already low infectivity of N57A HIV-1NL4-3 in nondividing cells was not 

further reduced by CsA treatment in either cell line (Figure 24E). In HIV-1NL4-3 with LAI CA, 

N57A infectivity in nondividing cells was reduced with CsA to varying degrees depending on the 

cell type (Figure 24F). In HeLa cells, the reduction in infectivity was only 2-fold. However, in 

GHOST cells the reduced infectivity of N57A HIV-1NL4-3 with LAI CA was 10-fold, which was 

similar to what was observed in dividing GHOST cells. Thus, N57A HIV-1 infectivity is 

dependent upon CA binding of CypA, particularly in dividing cells, and more prominently with 

HIV-1LAI CA than with HIV-1NL4-3 CA. 

4.2.7  Inhibiting CypA-capsid interaction restricts N57A HIV-1 infectivity at nuclear entry 

To examine the mechanism through which CypA promotes N57A HIV-1 infectivity, we measured 

early and late reverse transcription products and 2-LTR circles in HeLa cells infected with WT 

and N57A HIV-1NL4-3 and WT and N57A HIV-1NL4-3 with LAI CA in the presence and absence of 

CsA treatment. For WT HIV-1NL4-3, early and late reverse transcripts were reduced 1.6-fold and 

2.3-fold, respectively, and 2-LTR circles were reduced 1.4-fold with CsA treatment (Figure 25A),  
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Figure 25. Inhibiting CypA-capsid interaction restricts N57A HIV-1 infectivity at nuclear entry. HeLa cells 

were infected with equal amounts of (A) WT HIV-1NL4-3, (B) WT HIV-1NL4-3 with LAI CA, (C) N57A HIV-1NL4-3, or 

(D) N57A HIV-1NL4-3 with LAI CA in the presence or absence of CsA treatment and reverse transcription products 

and 2-LTR circles were measured. ND indicates no qPCR product detected. ** p < 0.01, * p < 0.05. Error bars indicate 

SEM for 2 experiments.  

 

corresponding to a 1.6-fold reduction in infectivity of WT HIV-1NL4-3 with CsA treatment (Figure 

24A). Similarly, early and late reverse transcripts were reduced 3-fold and 2-fold, respectively, 

during CsA treatment of WT HIV-1NL4-3 with LAI CA infection (Figure 25B). However, 2-LTR 

circles were reduced 7-fold for HIV-1NL4-3 with LAI CA (Figure 25B), corresponding to a 5-fold 

reduction in infectivity of WT HIV-1NL4-3 with LAI CA upon CsA treatment (Figure 24B). These 

results are consistent with previous observations (459). 
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CsA treatment did not alter production of early or late reverse transcripts for N57A HIV-

1NL4-3 (Figure 25C) nor for N57A HIV-1NL4-3 with LAI CA (Figure 25D) compared to WT 

viruses. However, no 2-LTR circles were detected during CsA treatment for either N57A HIV-

1NL4-3 (Figure 25C) or N57A HIV-1NL4-3 with LAI CA (Figure 25D). Taken together, these data 

suggest that inhibiting CypA binding to capsid restricts WT HIV-1 prior to or at reverse 

transcription. In contrast, N57A HIV-1 infection is inhibited by CsA treatment at the step of 

nuclear entry. 

4.2.8  G94D rescue of N57A HIV-1 infectivity depends on CA binding to CypA 

N57A HIV-1 infectivity is partially rescued by the addition of CA mutation G94D in HIV-1LAI but 

not in HIV-1NL4-3 (Chapter 3). G94D HIV-1 has been previously shown to infect cells independent 

of capsid binding to CypA, becoming CsA dependent in some cell lines (438, 450, 507). To 

determine whether CsA treatment would affect the rescue of N57A HIV-1 infectivity by addition 

of G94D, HeLa and GHOST cells were infected with WT, N57A, and N57A/G94D HIV-1NL4-3 or 

HIV-1NL4-3 with LAI CA in the presence or absence of CsA treatment. As expected, there was no 

appreciable difference in the infectivity of HIV-1NL4-3 viruses during CsA treatment and no rescue 

of N57A HIV-1NL4-3 infectivity by G94D (Figure 26A). Whereas G94D partially rescued 

infectivity of N57A HIV-1NL4-3 with LAI CA in both HeLa and GHOST cells, treatment with CsA 

prevented this rescue (Figure 26B). In HeLa cells, there was a non-significant increase in 

infectivity with the addition of G94D to N57A HIV-1NL4-3 with LAI CA in the presence of CsA. 

In GHOST cells, the infectivity of N57A/G94D HIV-1NL4-3 with LAI CA was significantly 

decreased 15-fold compared to virus with N57A alone in the presence of CsA.  
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Figure 26. G94D rescue of N57A HIV-1LAI infectivity is dependent upon capsid binding to CypA in a cell-type 

specific manner. Indicated cell types were infected with equal amounts of WT, N57A, or N57A/G94D HIV-1NL4-3 

luciferase reporter virus with (A) WT or (B) LAI CA in the presence or absence of CsA treatment and assayed after 

48h for luciferase activity. (C and D) Cells treated with aphidicolin were infected with viruses from (A) and (B), 

respectively. N57A and N57A/G94D HIV-1 infectivity is shown relative to the corresponding WT virus. Dotted line 

represents average luciferase signal of uninfected cells. * p < 0.05. Error bars indicate SEM for 3 experiments.  
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In growth-arrested cells, CsA treatment did not change the rescue of N57A infectivity by 

G94D compared to N57A alone in either HIV-1NL4-3 or HIV-1NL4-3 with LAI CA. Infectivities of 

N57A and N57A/G94D HIV-1NL4-3 were similar with and without CsA treatment in both 

nondividing HeLa and GHOST cells (Figure 26C). In HIV-1NL4-3 with LAI CA, no appreciable 

difference was observed between N57A and N57A/G94D viruses in nondividing HeLa cells with 

and without CsA treatment (Figure 26D). However, N57A/G94D HIV-1NL4-3 with LAI CA 

showed a 10-fold reduction in infectivity in GHOST cells in the presence of CsA compared to 

N57A HIV-1NL4-3 with LAI CA (Figure 26D). Altogether, these data demonstrate that the rescue 

of the N57A infectivity defect by G94D in HIV-1NL4-3 with LAI CA is both cell cycle and, in some 

cell types, CypA dependent. In contrast, N57A HIV-1NL4-3 infectivity is not rescued by G94D, 

with or without CypA interaction, in dividing or nondividing cells. 

4.2.9  N57A HIV-1 and N57A/G94D HIV-1 infect independently of Nup153 

In addition to CPSF6, N57A HIV-1NL4-3 has been shown to infect independently of Nup153 (270, 

274), which shares the same CA binding pocket as CPSF6 (417). To determine if N57A HIV-1LAI 

also infects independently from Nup153 and if the G94D CA mutation alters this independence, 

we first validated specific, transient knockdown (KD) of Nup153 by siRNA. To do this, we utilized 

a HeLa cell line stably expressing both CPSF6-eGFP and iRFP670-Nup153. An siRNA directed 

against GFP was used as a non-specific control siRNA, alongside the siRNA directed against 

Nup153. The stable expression cell line permitted examination of siRNA KD specificity by flow 

cytometry. After 72h of transient siRNA expression, 83% of Nup153 KD cells were negative for 

iRFP670-Nup153 expression compared with 26% of siRNA untransfected cells (Figure 27A). 

88% of GFP KD cells were negative for CPSF6-eGFP expression compared with 61% of siRNA 
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Figure 27. Validation of Nup153 siRNA KD. (A) HeLa cells stably expressing CPSF6-eGFP and iRFP670-Nup153 

were transfected with siRNA targeting GFP or Nup153 and examined after 72h for eGFP and iRFP670 expression. 

(B) HeLa cells transfected with siRNA targeting GFP or Nup153 were challenged after 72h with equal amounts of 

WT, N74D, or N57A HIV-1NL4-3 luciferase reporter virus and assayed after 48h for luciferase activity. Error bars 

indicate SEM for 2 experiments.  

 

untransfected cells (Figure 27A). There was no KD of iRFP670-Nup153 expression with GFP-

directed siRNA nor KD of CPSF6-eGFP expression with Nup153-directed siRNA, but rather an 

increase in expression was observed for both CPSF6-eGFP and iRFP670-Nup153 with untargeted 

siRNA (Figure 27A). This was likely due to siRNA KD alleviating competition between the 

constructs for cell resources for maximal expression. While specific KD was observed as early as 

24h after siRNA transfection, KD levels reached their maximum around 72h post-transfection 

(data not shown).  
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To confirm that Nup153 KD caused the expected reduction in virus infectivity and that 

HeLa cells expressing only endogenous Nup153 had a similar phenotype to the stable expression 

cell line, siRNA KD of GFP and Nup153 was repeated in HeLa cells and HeLa cells stably 

expressing CPSF6-eGFP and iRFP670-Nup153. Cells were challenged after 72h with WT, N74D, 

and N57A HIV-1NL4-3. Stable expression cell line samples were examined by flow cytometry at 

the time of infection to confirm successful siRNA KD (data not shown). Compared to 

untransfected control cells, Nup153 KD reduced WT HIV-1 infection 7-8-fold (Figure 27B). 

N74D and N57A HIV-1 infectivity was reduced 3-4-fold (Figure 27B), in agreement with 

previous reports (270, 476). GFP KD did not have an appreciable effect on the infectivity of any 

of the viruses (Figure 27B). Both HeLa cells and HeLa cells stably expressing CPSF6-eGFP and 

iRFP670-Nup153 showed sufficiently similar phenotypes to serve as paired experimental 

replicates. Together these results confirm transient siRNA KD of both stably expressed and 

endogenous Nup153 in HeLa cells. 

 

To determine the effect of Nup153 depletion on N57A HIV-1LAI and N57A/G94D HIV-1, 

siRNA KD of GFP and Nup153 was repeated in HeLa cells and HeLa cells stably expressing 

CPSF6-eGFP and iRFP670-Nup153. After 72h, cells were challenged with WT, N57A, or 

N57A/G94D HIV-1NL4-3 with WT or LAI CA. Stable expression cell line samples examined by 

flow cytometry at the time of infection confirmed successful siRNA KD (data not shown). 

Compared to untransfected control cells, WT HIV-1 infectivity was reduced 3-fold with Nup153 

depletion for both HIV-1NL4-3 (Figure 28A) and HIV-1NL4-3 with LAI CA (Figure 28B). N57A 

HIV-1 and N57A/G94D HIV-1 infectivity was reduced 2-fold or less with Nup153 KD for HIV-

1NL4-3 (Figure 28A) and HIV-1NL4-3 with LAI CA (Figure 28B). As with validation testing, GFP  
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Figure 28. G94D does not alter N57A HIV-1 infectivity independence from Nup153. HeLa cells transfected with 

siRNA targeting GFP or Nup153 were challenged after 72h with equal amounts of WT, N57A, or N57A/G94D HIV-

1NL4-3 luciferase reporter virus with (A) WT or (B) LAI CA and assayed after 48h for luciferase activity. Error bars 

indicate SEM for 2 experiments.  

 

 

KD did not have an appreciable effect on the infectivity of any of the viruses (Figure 28A and 

28B), and HeLa cells and HeLa cells stably expressing CPSF6-eGFP and iRFP670-Nup153 were 

sufficiently similar to be merged as experimental replicates. Combined, these data suggest that 

N57A HIV-1 infects independently of Nup153 in HIV-1NL4-3 and HIV-1LAI and CA mutation 

G94D does not alter this independence. 

4.3 Discussion 

Here we explore the effects of disrupting HIV-1 capsid interactions with host proteins CPSF6, 

CypA, and Nup153 on virus infectivity, within the context of host cell infection by the commonly 

used lab-adapted strains HIV-1NL4-3 and HIV-1LAI containing CA mutations N57A and 
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N57A/G94D.  N57A shares several phenotypic attributes with another CA mutation on the 

opposite side of the same N-terminal domain binding pocket, the previously characterized N74D 

(266). Like N57A, N74D HIV-1 infects cells independently of CPSF6, TNPO3, and Nup153 (266, 

273, 435). However, unlike N57A, there is no cell cycle dependence caused by N74D. N74D HIV-

1 infectivity is sensitive to CsA treatment (435), indicating that CA interaction with CypA is 

important for N74D HIV-1 infectivity. Thus, we examined whether N57A also is dependent on 

CA binding to CypA. By inhibiting interaction of CA and CypA with CsA treatment, we 

demonstrated that N57A HIV-1 infectivity is dependent upon CypA in both dividing (HIV-1NL4-3 

and HIV-1NL4-3 with LAI CA) and nondividing cells (HIV-1NL4-3 with LAI CA). This observation 

is in line with the CsA hypersensitivity of the N57S CA mutation (269), which is similar to N57A 

in cell cycle dependence for infection (394). The CypA dependence of two CPSF6-independent 

CA mutations would seem to suggest an inter-relationship between CypA and CPSF6 in terms of 

HIV-1 infectivity, which also has been suggested in other studies (476, 521). We further showed 

that CsA treatment does not affect reverse transcription in N57A HIV-1, but rather that 2-LTR 

circle production is reduced, suggesting that the loss of N57A capsid interaction affects nuclear 

entry. These results support a role for CypA influencing HIV-1 nuclear entry that has been 

previously proposed as a result of different studies (270, 459). 

 

The emergence of G94D as a compensatory mutation in N57A HIV-1LAI further 

demonstrates an interplay of CypA and other cellular factors on HIV-1 infection. Similar to N57A 

HIV-1 infectivity, G94D rescue is dependent upon CA interaction with CypA. Inhibiting this 

interaction via CsA treatment reduced (HeLa cells) or abrogated (GHOST cells) the G94D 

infectivity rescue of N57A HIV-1LAI. In GHOST cells, CsA treatment significantly exacerbated 
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overall infectivity of N57A/G94D HIV-1LAI, reducing it by more than 100-fold. These results are 

consistent with previous reports on cell type differences in HIV-1 infectivity upon CsA treatment 

with CA mutation G94D or the related CA mutation A92E (438, 450, 451, 456, 459, 507). The 

significant reduction in infectivity of N57A/G94D HIV-1LAI in CsA-treated GHOST cells is 

similar to the 100-fold reduction in infectivity of CsA-dependent T54A HIV-1 with the addition 

of the N57A mutation (458). This suggests that the CypA dependence of N57A HIV-1 infectivity 

is not alleviated by the presence of a CypA-independent CA mutation (G94D) but is also dominant 

over the CypA-independent CA mutation, rendering the virus hypersensitive to CsA treatment. 

 

Using the previously characterized C-terminal truncated form of CPSF6, CPSF6-358, as a 

tool to examine virus capsid interaction with CPSF6, we extended in vitro studies (521) and 

provided evidence for the formation of CPSF6-358 higher order complexes within WT HIV-1 

infected host cells that restrict virus infectivity by promoting accelerated capsid permeabilization. 

The accelerated kinetics of capsid permeabilization observed with CPSF6-358 are reminiscent of 

the kinetics observed with the expression of HIV-1 restriction factor rhesus tripartite motif 

containing protein 5α (rhTRIM5α) (500), which has also been shown to bind HIV-1 capsids (535) 

and to disrupt CA tubular assemblies in vitro (536-538), restricting HIV-1 infectivity prior to 

reverse transcription (539). CPSF6-358, however, does not impair the kinetics or completion of 

reverse transcription in cells (266), suggesting that it might restrict HIV-1 infectivity in a different 

manner. While the EU-based capsid permeabilization assay signal indicates loss of capsid integrity 

by permitting the entry of a small dye to stain viral RNA (500), it does not measure the removal 

of CA from the capsid or exposure of the viral genome to the cytoplasm, and as such cannot 

differentiate between a mostly intact capsid with small openings and a disrupted capsid that has 
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lost structural integrity. The successful completion of reverse transcription in the presence of 

CPSF6-358, however, suggests the capsid, while permeabilized, could maintain some degree of 

protection for the genome. 

 

The lack of N74D HIV-1 infectivity restriction by CPSF6-358 agrees with previous reports 

(266) and corresponds with an inability of CPSF6-358 to bind to and disrupt N74D HIV-1 CA 

tubular assemblies in vitro (521) and a failure of N74D HIV-1 to elicit the formation of CPSF6-

358-eGFP puncta, as observed with WT HIV-1 infection. Unsurprisingly, N74D HIV-1 capsid 

permeabilization kinetics were not altered by CPSF6-358, given the lack of interaction with N74D 

CA. The kinetics of N74D HIV-1 capsid permeabilization did differ from WT HIV-1, however, 

suggesting that a lack of interaction with CPSF6 might influence capsid permeabilization.  

 

While N57A HIV-1NL4-3 has previously been shown to infect independently of CPSF6 and 

Nup153 (270, 274, 281, 283), we are unaware of any study that has specifically examined 

interaction of N57A HIV-1LAI with these host factors or determined the dependence of 

N57A/G94D HIV-1 infectivity on CPSF6 or Nup153 interaction. We did not observe virus strain-

specific differences in N57A HIV-1 infectivity independence from CPSF6 and Nup153 or 

alteration of this independence by the addition of the G94D CA mutation The restriction of 

N57A/G94D HIV-1LAI infectivity by CPSF6-358 would suggest that the addition of G94D to 

N57A HIV-1LAI restores interaction of N57A HIV-1 with CPSF6 in a virus strain-specific manner 

and would offer a potential mechanism through which G94D partially rescues N57A HIV-1LAI 

infectivity. The use of HeLa cells for this study, prompted by the previous establishment of a HeLa 

cell line stably expressing CPSF6-358-eGFP for imaging studies, was not ideal, given our previous 
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findings of a considerably more robust rescue of N57A HIV-1LAI infectivity by G94D in GHOST 

cells (Chapter 3). Repeating the CPSF6-358 restriction experiments in GHOST cells would 

facilitate a clear determination of CPSF6 independence for N57A/G94D HIV-1LAI infectivity. 

 

Similarly, additional experiments should be performed with Nup153 to ensure the 

preliminary results are indeed reflective of N57A HIV-1 and N57A/G94D HIV-1 infectivity 

independence of Nup153, or the lack thereof. While the use of a CPSF6-eGFP/iRFP670-Nup153 

stable expression HeLa cell line facilitated validation of Nup153 depletion, KD of Nup153 should 

be confirmed by Western blot. The attenuated reduction of virus infectivity observed in Figure 28 

compared to Figure 27 is likely due to overexpression of Nup153 in the cell line used. As with 

CPSF6, examination of Nup153 independence for N57A/G94D HIV-1LAI infectivity would benefit 

from the use of regular HeLa cells as well as GHOST cells. Given that Nup153 is critical for HIV-

1 nuclear entry in nondividing cells (275), examining the effects of Nup153 depletion on N57A 

and N57A/G94D HIV-1 infection of nondividing cells might amplify the phenotypes observed in 

this study. Finally, previous reports have demonstrated that CsA treatment partially rescues WT 

HIV-1NL4-3 infectivity in Nup153-depleted HeLa cells (269, 270). It could be informative to 

examine how CsA treatment alters the effects of Nup153 KD on N57A and N57A/G94D HIV-1 

infection in both HeLa and GHOST cells. 
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4.4 Materials and Methods 

Cell Lines  

HEK 293T cells, GHOST cells, and HeLa cells were maintained at 37° C with 5% CO2 in 

Dulbecco’s Modified Eagle Medium (DMEM, Gibco) supplemented with 10% Fetal Bovine 

Serum (FBS, Atlanta Biologicals), 100 U/mL Penicillin, 100 μg/mL Streptomycin, and 2 mM L-

Glutamine (Thermo Fisher). GHOST cells were additionally supplemented with 500 μg/mL 

Geneticin G418 (Gibco), 500 μg/mL Puromycin (Invitrogen), and 100 μg/mL Hygromycin B 

(Invitrogen). HeLa cells stably expressing CPSF6-358-eGFP were created by transduction with a 

lentiviral vector encoding CPSF6-358 that had been tagged on the C-terminus with eGFP. HeLa 

cells stably expressing CPSF6-eGFP and iRFP670-Nup153 were created by transduction with 

lentiviral vectors either encoding CPSF6 that had been tagged on the C-terminus with eGFP or 

encoding Nup153 that had been tagged on the N-terminus with iRFP670. 

 

Viruses   

Proviral plasmid pNLdE-luc (266) was used to produce HIV-1NL4-3. CA mutations were generated 

via the Q5 (New England BioLabs) or QuikChange (Agilent) site-directed PCR mutagenesis kits 

following manufacturers' instructions and verified by Sanger sequencing.  

 

HEK 293T cells were plated overnight and transfected with Lipofectamine 2000 

(Invitrogen) using the following plasmids: pNLdE-luc, pL-VSV-G, and, for imaging studies, 

pcDNA5-TO-Vpr-mRuby3-IN (521). Supernatants were harvested 48h later, filtered or 

centrifuged to remove cells, concentrated via Lenti-X Concentrator (Clontech), and stored in 

aliquots at -80° C. For virus stocks used in the capsid permeabilization assay, 293T producer cells 
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were supplemented with 1 mM 5-ethynyl uridine (EU, Invitrogen) for 12-16h, which was replaced 

with regular media for the remainder of the 48h incubation. Viruses were titered by infection of 

GHOST cells as previously described (531) and quantified for p24 by HIV-1 p24 ELISA kit 

(XpressBio).  

 

Infectivity Assays 

HeLa cells and GHOST cells were plated overnight in 24-well plates, challenged with equal p24 

amounts of virus for 2h, washed with phosphate buffered saline (PBS), and given fresh media. 

Virus infectivity was determined by luciferase production (Promega) after 48h using a 1450 

MicroBeta TriLux microplate luminescence counter (PerkinElmer) or a Synergy2 Multi-Detection 

microplate reader (BioTek). For assays including treatment with CsA and/or aphidicolin, cells 

were treated with CsA (2 μM) and/or aphidicolin (2 μg/mL) at time of plating and remained in 

drug-containing media throughout the assay. For assays including treatment with PF74, cells were 

treated with 10 μM PF74 2h prior to challenge and remained in drug-containing media throughout 

the assay. 

 

Measurement of Reverse Transcripts and 2-LTR Circles 

HeLa cells were plated in 6-well plates and infected with 50 ng p24 of virus treated with DNase I 

(Roche) for 30m at 37° C. After 24h, cells were washed with PBS, trypsinized, and pelleted. 

Control infections were performed in the presence of 150 nM of efavirenz or 25 nM of rilpivirine. 

For assays including treatment with CsA, cells were treated with CsA (2 μM) at time of plating 

and remained in drug-containing media throughout the assay. DNA was extracted using the Blood 
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Mini Kit (Qiagen), Early (RU5) and late (gag) HIV-1 reverse transcripts and 2-LTR circles were 

measured by quantitative PCR as previously described (533). 

 

siRNA KD of Protein Expression 

Duplexed siRNA oligonucleotides were synthesized (IDT) with target sequences directed against 

Nup153 or GFP. The Nup153 target sequence (NUP153#2) was previously published (273). The 

GFP target sequence (5’-GCCACAACGTCTATATCAT-3’) was provided by Dharmacon. HeLa 

cells were seeded overnight in 6-well or 24-well plates, transfected with siRNA using 

Lipofectamine 2000 following manufacturer’s directions, and incubated for 24-72h.  

 

Flow Cytometry 

Adherent cells were washed with PBS, dissociated with Trypsin-ethylenediaminetetraacetic acid 

(-EDTA) (Gibco), quenched with 2% FBS in PBS, and fixed with fresh 2% paraformaldehyde 

(PFA) for 15m. Cells were examined on an LSR-II (BD Biosciences) or Accuri C6 (BD 

Biosciences) flow cytometer. Cells were gated by forward and side scatter (FSC/SSC) to isolate 

single cells, which were analyzed for expression of fluorescent constructs using FACSDiva (BD 

Biosciences) or Accuri C6 Plus (BD Biosciences) software. 

 

Synchronized Infection and Fixation of Cells 

HeLa cells stably expressing CPSF6-358-eGFP (deposited in Addgene; no. 110693) were seeded 

in MatTek dishes overnight in FluoroBrite medium (Thermo Fisher Scientific) containing 10% 

FBS and penicillin, streptomycin, and glutamine at 37°C and 5% CO2. Prior to imaging, the cells 

were incubated with fresh medium with or without 2 μM CsA (Sigma-Aldrich) or 10 μM PF-74 
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(Sigma) for 1 h. Afterward, the cells were chilled at 4°C for 10 min. Virus was added to the 

microwell above the coverslip in the center of the MatTek dish and incubated at 37°C for 10 min. 

Before imaging, the cells were washed three times with medium to remove unbound virus. For 

fixation, the cells were washed with phosphate-buffered saline (PBS) and fixed with fresh 2% PFA 

for 15 min. The cells were washed with PBS and stained with Hoechst 33342 (Sigma) for 5 min. 

After washing off the Hoechst stain with PBS, Gelvatol mounting medium (Sigma-Aldrich) was 

added to the dish, and a coverslip was added on top of the cells. 

 

Capsid Permeabilization Assay 

HeLa cells and HeLa cells stably expressing CPSF6-358-eGFP were synchronously infected with 

EU-labeled HIV-1 (20 ng of p24, as determined by ELISA). The cells were fixed 10 to 50 min 

post-infection, permeabilized, stained for viral RNA (EU-AF647 Click-iT; Invitrogen) and cell 

nuclei (Hoechst 33342), and mounted with coverslips. 

 

Confocal and Live-Cell Imaging 

Fixed-cell images were collected with a Nikon A1 scanning confocal microscope. Z-stack images 

were collected at 0.5-μm steps up to 10 μm in 3 colors (408 nm, 488 nm, and 561 nm). For live-

cell experiments, MatTek dishes containing cells were placed on a STX heat stage (Tokai Hit, Inc.) 

to maintain 37°C and 5% CO2. A Nikon Ti live-cell microscope was used to collect frustrated 

TIRF images using a Prime 95B scientific complementary metal-oxide-semiconductor (sCMOS) 

camera (Photometrics, Inc.) with an LBX-4C illumination module (Oxxius, Inc.). Images were 

collected at up to 3 frames per second with two colors (488 nm and 561 nm). 
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Quantification of Puncta and Virus Particles 

Nikon Elements 5.0 was used to quantify the CPSF6-358 puncta during HIV-1 infection. Ten or 

more z-stacks (0.5-μm spacing) of confocal images were collected for each time point. In brief, a 

three-dimensional (3D) nucleus mask was made based on Hoechst staining. Both CPSF6-358 

puncta and HIV-1 particles were detected using the 3D spot detection function. The number of 

CPSF6-358 puncta was determined by subtraction of the initial CPSF6-358 puncta from the signals 

within the nucleus mask. RNA puncta were enumerated with Imaris software. Grubbs’ extreme 

Studentized deviate test was used to identify and exclude statistical outliers. 

 

Statistics 

Results were analyzed for statistical significance by two-sided student t test with Prism software 

(GraphPad). A p-value of less than or equal to 0.05 was used to indicate statistical significance. 
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5.0 Develop Novel Methods to Visualize HIV-1 Capsid Permeabilization in Infected Host 

Cells in Real Time 

This chapter is comprised of unpublished data, including data for two planned manuscripts. The 

overall author attribution is as follows: 

 

Douglas K. Fischer1, Christopher Kline1, Austin Souryavong1, Zhou Zhong1, Simon C. Watkins2, 

Zandrea Ambrose1 

 

1Department of Microbiology and Molecular Genetics, University of Pittsburgh School of 

Medicine, Pittsburgh, Pennsylvania, USA; 3Department of Cell Biology and Physiology, 

University of Pittsburgh School of Medicine, Pittsburgh, Pennsylvania, USA. 

5.1 Introduction 

The HIV-1 RNA genome is packaged inside a conical capsid that is released into the host cell 

cytoplasm after attachment and fusion of the enveloped virus particle (389). Once within the host 

cell, the genome must undergo reverse transcription into double stranded DNA, which is trafficked 

to the nucleus as part of the preintegration complex (PIC) for integration into the host genome 

(117). Successful completion of reverse transcription and nuclear entry of the PIC requires the 

timely and ordered dissociation of the capsid through the process of uncoating (285). 
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While a critical process in the retroviral life cycle, there are many unanswered questions 

about capsid uncoating. There is uncertainty about when and where within the host cell uncoating 

occurs, what viral and/or cellular events trigger uncoating, what viral and/or cellular factors are 

involved in promoting or inhibiting uncoating, and what host cell type or virus strain dependencies 

might influence the process (192, 286). Answering these questions has proven challenging owing 

to the dynamic nature of the uncoating process and to the inherent difficulty in directly examining 

capsid constituents within infected host cells (285, 503).  

 

The earliest capsid uncoating assays involved isolation and purification of cores from 

infected host cells followed by in vitro biochemical analysis of core contents (494-497). Capsid 

fragility led to dissociation under these extraction conditions, such that little or no intact capsid 

was recovered, suggesting that capsid uncoating occurred shortly after release into the host cell 

cytoplasm (285, 286). Subsequent assays (discussed below), which handle capsid more gently, 

have largely shown this model to be unlikely, and multiple models for capsid uncoating have since 

been proposed (192). The two most prominent models suggest either a gradual, perhaps biphasic, 

removal of CA as the capsid transits the cytoplasm (492, 500, 501) or a retention of the vast 

majority of CA until the capsid reaches the nuclear pore complex (230, 272, 287). These models 

are not necessarily mutually exclusive and could describe different populations of capsids 

undergoing uncoating or might be observing different aspects of the same process. 

 

Currently employed capsid uncoating assays can be divided into three categories based 

upon their underlying principle (Table 2). Biochemical and infectivity assays examine the 

composition or infectivity of virus particles within or extracted from infected host cells. While 
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Table 2. Current assays for HIV-1 capsid uncoating 

Category Assay (Lab) [Ref] Principle Pros Cons 
Biochemical Fate of the capsid assay 

(Sodroski/Diaz-Griffero) 
[Stremlau, 2006] (536) 

Western blot of pelletable vs 
soluble CA in cells 

Theoretically not technically 
challenging and no special 
equipment needed 
 
Can use any cells (just need a lot 
of them) 

Not amenable for studying kinetics 
 
Does not differentiate between cores 
or aggregated CA protein 
 
Population measurement, does not 
allow visualization of individual 
particles 
 
Several labs have been unable to 
reproduce results 

Infectivity CsA washout assay 
(Hope) 
[Hulme, 2011] (492) 

Infect cells that express 
TRIMCyp in the presence of 
CsA, then wash out CsA at 
different time points and 
measure infectivity 

Theoretically not technically 
challenging and no special 
equipment needed 

Can only be performed in cells 
expressing TRIMCyp 
 
Population measurement, does not 
allow visualization of individual 
particles 
 
May not accurately reflect uncoating 
of CsA dependent CA mutants 

Fixed Cell Imaging 
 

CA staining assay 
(Hope/Campbell) 
[Lukic, 2014] (498) 

Infect cells, fix, stain for CA 
protein 

Can use any cells 
 
Is actually measuring CA/capsid 

Staining may not appear to be very 
sensitive and is variable depending on 
antibody lot 
 
Requires cell fixation 
 
Shows loss of signal 
 
Moderately technically challenging, 
as it requires confocal microscopy 

EU staining assay 
(Ambrose) 
[Xu, 2013] (500) 

Infect cells with virus made in 
the presence of 5-ethynyl 
uridine (EU) + second 
marker, fix, stain for RNA 

Can use any cells 
 
Shows gain of signal 

Moderately technically challenging, 
as it requires confocal microscopy 
 
Requires cell fixation 
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Table 2 continued 

Category Assay (Lab) [Ref] Principle Pros Cons 
Real Time Imaging Gag-iGFP live cell 

imaging assay 
(Hope) 
[Mamede, 2017] (501) 

Infect cells with Gag-internal 
GFP (Gag-iGFP) + second 
marker and image loss of 
signal 

Can use any cells 
 
Uses live cell imaging, so can 
image kinetics of individual 
particles 

Technically challenging, as it requires 
live cell confocal microscopy and has 
two-phase loss of signal 
 
Shows loss of signal 

CypA-DsRed live-cell 
imaging assay 
(Melikian) 
[Francis, 2016] (525) 

Infect cells with virus made in 
the presence of CypA-DsRed 
+ second marker and image 
loss of signal 

Can use any cells 
 
Uses live cell imaging, so can 
image kinetics of individual 
particles 

Technically challenging, as it requires 
live cell confocal microscopy and has 
two-phase loss of signal 
 
Shows loss of signal 
 
Unclear whether CypA-DsRed 
aggregation impacts capsid uncoating 
 
Will not reflect uncoating of CypA 
independent CA mutants 

In vitro single-molecular 
fluorescence imaging 
assay of Gag-iGFP 
(Böcking) 
[Marquez, 2018] (540) 

Virus with Gag-iGFP is 
bound to a coverslip and loss 
of signal is imaged 

Can image kinetics of many 
individual particles 
 
Can rather easily evaluate 
contribution of individual proteins 
on uncoating (if able to produce 
them) 

Not a cell-based assay 
 
Technically challenging, as it requires 
single particle imaging 
 
Shows loss of signal 

 



  127 

these assays offer straightforward measurement of virus properties, their greatest drawback is the 

combination of broad populations of virus particles in determining an average metric. Virus 

particles in infected cells may or may not lead to infection and can be categorized into distinct 

populations (195, 286). As these assays are incapable of examining individual particles this 

distinction is lost, and the average measurements calculated may not be reflective of infectious 

virus particle characteristics. 

 

Fixed cell imaging assays offer an improvement over biochemical and infectivity assays 

by permitting examination of individual virus particles within infected host cells. By fixing and 

imaging infected cells, these assays provide location context and allow for visualization of 

different viral and host proteins using antibodies or protein tags. The CA protein, which is 

genetically fragile (393, 394), cannot be directly tagged without compromising capsid stability, 

requiring antibodies to be used for its visualization. However, fixation results in interactions and 

uncoating status being examined only at a few discrete points in time and does not permit following 

individual virus particles across time as the uncoating process evolves, which likely varies among 

virus particles. Virus-host interactions are frequently brief and rapid (481, 521, 541), and as such 

fixed cell imaging is likely to miss important events. 

 

Real time (live cell and in vitro) imaging assays, while technically challenging, extend the 

benefits of fixed cell imaging assays by allowing rapid image acquisition and the ability to track 

individual virus particles over time. While offering the potential to unlock a wealth of information 

about the uncoating process, the current real time imaging assays available all suffer from 

dependence upon a loss of fluorescent signal to indicate capsid uncoating. A reliance on loss of 
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signal as proof of an event occurring has an inherent false positive component that is particularly 

appreciable with fluorescence, which can readily be caused by photobleaching (542) or quenching 

(543, 544). To more accurately detect and track virus capsids that have started the uncoating 

process, a definitive gain of signal is more desirable. 

 

In addition to uncertainty surrounding the proper model for capsid uncoating, there is 

considerable debate as to what it actually means for the capsid to uncoat. While the nature and 

location of CA shed from the capsid is unknown, one property of uncoating is intrinsic to the loss 

of CA from the capsid in any form. An intact capsid, while selectively permeable to ions and small 

molecules such as dNTPs, is a closed container that is impermeable to the passage of all but the 

smallest molecules (414, 491, 545). A breach of the capsid barrier through initiation of uncoating 

will necessarily render the capsid permeable, and detection of this permeabilization can serve as 

an indicator of the start of the uncoating process.  

 

To decouple from a specific form of CA removal from the capsid and to avoid the need to 

directly measure the loss of CA, multiple uncoating assays specifically measure capsid 

permeabilization (500, 501, 540). Among these assays, the EU-based capsid permeabilization 

assay (500) alone provides a gain of signal upon capsid permeabilization. While the EU assay 

requires fixed cells, the concepts underlying the assay are amenable to live cell imaging with some 

modifications. Here, we describe the design of a live cell capable capsid permeabilization assay, 

the development of reagents, and initial validation testing. This assay, inspired by the fixed cell 

EU assay, provides for real time visualization of virus particles undergoing capsid 
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permeabilization in infected host cells, potentially in conjunction with labeled virus and host 

proteins, with a gain of signal to definitively indicate capsid permeabilization. 

5.2 Results 

5.2.1  Conceptual adaptation of the EU-based capsid permeabilization assay for visualizing 

capsid permeabilization in infected host cells in real time 

The EU capsid permeabilization assay, as used in Chapter 3 in an updated form (Figure 29A), is 

based upon a dual signal system, consisting of a persistent signal that labels all virus particles and 

a permeabilization signal that indicates those capsids that have become permeabilized at a 

particular time point. The persistent signal is provided by fluorescently tagged IN (521), which is 

packaged in trans at the time of virus production. The permeabilization signal is provided by a 

two-part label based on click chemistry (546). 5-ethynyl uridine (EU), a uridine analog, is 

incorporated into the viral RNA genome (as well has host cell RNA) during virus production. A 

capsid impermeable fluorescent azide dye specifically binds to the ethynyl moiety of EU but is 

only able to access the EU-containing RNA genome once the capsid has become permeabilized 

(500).  

 

The EU click system suffers from several shortcomings that prevent its use with live cell 

imaging. The click reaction requires a chemically reductive environment and copper catalyst that 

are not compatible with living cells. In addition, the azide dye is not cell permeable and has an 

intrinsic fluorescence that produces background signal, which limits the sensitivity of the assay. 
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Figure 29. Concept of a new HIV-1 capsid permeabilization assay. Model for (A) the existing, modified EU-based 

capsid permeabilization assay and (B) an MS2-FAP-based capsid permeabilization assay. Schematic design of 

plasmids used to make virus for the (C) EU assay and (D) the MS2-FAP assay. MS2-FAP in (D) can be replaced with 

MS2-eGFP for system testing purposes.  
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The basic principles of the EU assay and labeling scheme, however, are sound and can be modified 

to produce a new live cell assay. 

 

The EU-dye combination is conceptually a two-component sensor, with one component 

located on either side of an intact capsid barrier. Only by permeabilization of that barrier can the 

components be brought together to generate a signal. A similar two-component sensor can be 

designed for use within living cells. The sensor component within the capsid should be associated 

with or incorporated into the viral genome. The sensor component external to the capsid must be 

large enough and/or of appropriate charge to not pass through the hexamer pores of the intact 

capsid (414) (i.e., be impermeable to an intact capsid) but small enough to enter the capsid once 

permeabilization has started. This soluble component must also be cell permeable and non-toxic 

over the time of imaging. 

 

The association of a fluorescent signal with RNA in living cells was pioneered by Bertrand 

et al. with the development of the MS2-GFP labeling system (547). The bacteriophage MS2 (548, 

549) coat protein (550) binds to the phage RNA genome on sequence-specific hairpin loops (551-

555). Introduction of these MS2 binding loops to an RNA target and expression of the MS2 coat 

protein fused to a fluorescent protein such as GFP (MS2-GFP) results in fluorescent tagging of the 

RNA target in living cells (547, 556). The MS2-GFP system has been used to examine HIV-1 

transcription kinetics in infected host cells (313), to study HIV-1 RNA packaging into virions 

(329), and to label nascent HIV-1 virus particles (500). For the purposes of a capsid 

permeabilization signal, however, a fluorescent protein would be inappropriate, owing to a 

constant fluorescent signal that is not modulated by the capsid permeabilization state. Thus, while 
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the MS2 labeling system can provide targeting to sequence-specific RNA, an alternative to GFP 

or other fluorescent protein must be used for fluorescence. 

 

Fluorogen activating proteins (FAPs) bind to and generate fluorescence from otherwise 

dark molecules (fluorogens) (557). Szent-Gyorgyi et al. developed a set of human single-chain 

antibody reporters that reversibly bind to fluorogen dyes with nanomolar affinity and increase their 

fluorescence thousands-fold to within the range of fluorescent proteins (557). The FAP-dye 

combination has been shown to work efficiently in living cells with flow cytometry (558) and live 

cell microscopy (559) with fluorogen dyes of different wavelengths and with different chemical 

properties (560). With an appropriately chosen fluorogen dye that is not permeable to an intact 

HIV-1 capsid and a FAP that is packaged inside the capsid, the FAP system could be used to 

monitor the permeabilization state of the capsid. 

 

Combining the RNA targeting of the MS2 system and the two-component sensor properties 

of the FAP system may provide a capsid permeabilization signal that is compatible with living 

cells. The MS2-FAP capsid permeabilization assay (Figure 29B) would consist of a viral RNA 

genome that encodes a cassette of MS2 binding loops and, like the modified EU assay, package 

fluorescently labeled IN in trans as a persistent virus particle signal. A fusion of the MS2 coat 

protein and a FAP (MS2-FAP) are expressed in virus producer cells and incorporated into virus 

particles by binding to the MS2 loops in the viral genome. Target host cells are treated with 

fluorogen dye and infected with MS2-FAP virus. The dye is excluded from the capsid and remains 

dark until capsid permeabilization begins. Upon permeabilization, the dye gains access to the 

capsid interior, binds to the FAP, and produces a fluorescent signal. 
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5.2.2  Validation and optimization of the FSWT/MS2 system for production of infectious, 

fluorescently labeled virus particles 

The production of labeled virus requires the transfection of multiple plasmids into virus producer 

cells. For the modified EU assay, a total of three plasmids are transfected (Figure 29C) that 

encode: a replication incompetent single cycle reporter virus (pNLdE-luc), a VSV-G pseudotyped 

envelope, and Vpr-mRuby3-IN for persistent labeling. Using existing reagents in our laboratory, 

the MS2-FAP assay increases the number of plasmids to five (Figure 29D) encoding: an HIV-1-

based lentiviral vector encoding a cassette of MS2 binding loops (e.g. FSWT-12 that encodes 12 

MS2 binding loops), HIV-1 packaging proteins (pC-Help), a VSV-G envelope, Vpr-mRuby3-IN, 

and MS2-FAP. The complex nature of this system suggested that validation testing of the 

underlying components was warranted to determine if double labeling of infectious virus particles 

could be achieved. To that end, the MS2-eGFP fusion protein was used in place of MS2-FAP. 

 

To verify that the FSWT/MS2 system can produce virus particles, HEK 293T cells were 

transfected with the NLdE-luc plasmid set from the EU assay (without EU) or with the FSWT-12 

plasmid set for the MS2-FAP assay (with MS2-eGFP in place of MS2-FAP) to produce viruses. 

TIRF microscopy revealed that FSWT-12 produced fluorescent particles similar to those made 

with NLdE-luc (Figure 30A). FSWT-12 virus was infectious, although it had 1 log lower specific 

infectivity (infectious units [IU] per ng p24) compared to NLdE-luc virus, likely due to increased 

numbers of plasmids used for transfection (Figure 30B). To examine the effect of different 

numbers of MS2 binding sites on fluorescent labeling and infectivity, FSWT lentiviral vector 

plasmids encoding 6, 12, or 24 binding sites (FSWT-6, FSWT-12, and FSWT-24, respectively) 

were used to produce virus in the presence of MS2-eGFP. TIRF imaging of these viruses showed 



  134 

 

Figure 30. Validation of FSWT/MS2 virus system for production of fluorescent, infectious virus particles. (A) 

TIRF images of WT HIV-1 particles labeled with Vpr-tagRFP-IN (left) or with MS2-eGFP (right). (B) Specific 

infectivity (IU/ng of p24) of viruses shown in (A). (C) TIRF images of WT HIV-1 particles labeled with MS2-eGFP 

with 6, 12, or 24 MS2 binding loops. (D) Specific infectivity of viruses shown in (C). (E) Confocal imaging of HeLa 

cells 15m after infection with WT HIV-1 labeled with Vpr-acGFP-IN (left) or MS2-eGFP (right). Cell nuclei were 

stained with DAPI.  
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increased labeling and particle brightness proportional to the number of binding sites (Figure 

30C), with decreased infectivity as the number of binding sites increased (Figure 30D). A total of 

12 binding sites offered a reasonable compromise between efficient labeling and infectivity. To 

determine if fluorescent FSWT-12 virus particles could be imaged in infected host cells, HeLa 

cells were infected with either NLdE-luc virus packaging acGFP-IN or FSWT-12 virus packaging 

MS2-eGFP and fixed 15m post-infection. Confocal imaging showed that although fewer in number 

than NLdE-luc virus particles, fluorescent FSWT-12 virus particles could be observed in HeLa 

cells (Figure 30E). Differential interference contrast (DIC) imaging showed that the fluorescent 

signal overlapped with the cell cytoplasm, suggesting virus particles were located within the cells 

(data not shown). Taken together, these data demonstrate that the FSWT/MS2 system can be used 

to produce infectious, fluorescently labeled virus particles that can be visualized in infected host 

cells. 

 

The efficient production of labeled virus particles from a plasmid-based system requires 

the successful transfection of multiple plasmids into each producer cell. Only those cells that 

express all components are able to produce labeled virus particles. Increasing the number of co-

transfected plasmids decreases overall transfection efficiency (561). As the MS2-FAP assay 

requires co-transfection of five plasmids (Figure 29D), we surmised that decreasing the number 

of plasmids to be transfected would improve both transfection and particle labeling efficiencies. 

One method to reduce the number of transfected plasmids is to stably express one or more plasmids 

in producer cells. To examine the feasibility of MS2-eGFP stable expression, HEK 293T producer 

cells were transfected with MS2-eGFP expressed from the herpes simplex virus thymidine kinase 

(HSV-TK) promoter in a vector that contained a puromycin resistance gene (pALTIP), cultured  
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Figure 31. Creation of MS2-eGFP stable expression cell lines. WT HIV-1 was produced and labeled with MS2-

eGFP either by transfection into HEK 293T cells or using HEK 293T cell lines stably expressing MS2-eGFP. (A) 

Schematic of plasmids used to produce virus. (B) MS2-eGFP expression in producer cells was examined by flow 

cytometry with median fluorescent intensity (MFI) indicated. (C) Specific infectivity and (D) TIRF imaging of viruses 

produced in (A).  
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under antibiotic selection, and clonally expanded. Stable expression cell lines were made from two 

clones that expressed MS2-eGFP at different levels, and FSWT-12 virus was produced in both cell 

lines and in HEK 293T cells expressing MS2-eGFP transiently via transfection (Figure 31A). 

Examining producer cells by flow cytometry for MS2-eGFP expression demonstrated the expected 

broad range of expression levels from MS2-eGFP transfection and the narrow range of expression 

in each cell line (Figure 31B), with cell line 1 expressing MS2-eGFP 4-fold higher than cell line 

2, but at a 2.5-fold lower median expression level than observed with transient transfection. All 

cells produced virus particles of similar specific infectivity (Figure 31C). TIRF imaging revealed 

that while virus produced from transfected cells and cell line 1 had similar MS2-eGFP particle 

labeling, cell line 2 exhibited considerably less labeling (Figure 31D), owing to the lower level of 

MS2-eGFP expression or perhaps to a deficiency in that particular clone. As such, stable 

expression cell line 1 was used for future experiments. 

 

While the increase in MS2-eGFP virus particle labeling with increased MS2 binding sites 

(Figure 30C) suggests specific packaging of MS2-eGFP in virus particles, it does not rule out non-

specific incorporation in the absence of MS2 binding sites. To determine if MS2-eGFP is non-

specifically packaged, NLdE-luc virus with tagRFP-IN (which lacks MS2 binding sites) was 

produced in HEK 293T cells and in the HEK 293T cell line stably expressing MS2-eGFP. TIRF 

imaging showed a very small but persistent number of green fluorescent particles in virus produced 

in the presence of MS2-eGFP (Figure 32A), typically one or two particles per field of view, which 

were not present in virus produced in its absence. No particles were double labeled with tagRFP-

IN and MS2-eGFP, and the vast majority of particles observed were labeled with only tagRFP-IN. 

This suggests that while a small amount of non-specific MS2-eGFP incorporation may occur,  
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Figure 32. MS2-eGFP is packaged into HIV-1 particles with high specificity. (A) TIRF imaging of WT HIV-1 

lacking MS2 binding loops, labeled with Vpr-tagRFP-IN, without (left) and with (right) expression of MS-eGFP in 

HEK 293T producer cells. (B) TIRF imaging of WT HIV-1 labeled with MS2-eGFP without digestion (left), with 

mock digestion in buffer (middle), and with subtilisin digestion (right). (C) TIRF imaging of supernatant from HEK 

293T cell line stably expressing MS2-eGFP without (left) and with (right) subtilisin digestion.  
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packaging of MS2-eGFP into virus particles is predominantly associated with MS2 binding loops 

in the RNA genome. 

 

While the observation of fluorescent particles in virus producer cell supernatant would be 

expected to predominantly represent virus particles, exosomes and/or microvesicles are likely also 

present and constitute an unquantified population of these particles. To determine the proportion 

of fluorescent particles in the virus preparation that may be exosomes/microvesicles, FSWT-12 

virus produced in the presence of MS2-eGFP was subjected to subtilisin digestion. Subtilisin is a 

non-membrane permeable protease that will cleave external proteins from particles. 

Exosomes/microvesicles that have been so treated will not pellet with virus particles upon 

ultracentrifugation, allowing the purification of actual virus (562). While virus that was mock 

digested in buffer without subtilisin retained infectivity, the specific infectivity of virus digested 

by subtilisin was below the limit of detection, despite having a comparable p24 concentration (data 

not shown), demonstrating that subtilisin digestion was successful in cleavage of external proteins 

from particles. Examining virus without digestion, with mock digestion, or with subtilisin 

digestion by TIRF imaging showed similar populations of fluorescent particles (Figure 32B), 

suggesting the population of exosomes/microvesicles in the virus stock was relatively small. 

 

To further support these observations, cell culture supernatant from HEK 293T cells stably 

expressing MS2-eGFP was digested with subtilisin. TIRF imaging of supernatant with and without 

digestion revealed that the cell supernatant contained an appreciable but small population of 

fluorescent particles, the vast majority of which were depleted by subtilisin digestion (Figure 

32C). While the proportion of non-virus fluorescent particles appeared to be low, there remained 
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the potential for these particles to confound imaging of infected host cells, if the particles were 

taken up by cells in a similar manner to virus particles. To determine the propensity for these non-

virus fluorescent particles to interfere with imaging of infected host cells, HeLa cells were mock 

inoculated with cell culture supernatant from HEK 293T cells stably expressing MS2-eGFP and 

fixed after 15m. Confocal imaging revealed the mock inoculated cells were indistinguishable from 

untreated negative control cells (data not shown). Taken together, these data suggest that while 

there is a small population of non-infectious, fluorescent particles present in virus made with MS2-

eGFP, these particles do not impact imaging of virus or infected host cells. 

 

A failure of HIV-1 to successfully complete reverse transcription would abrogate virus 

infectivity, and a capsid permeabilization assay system with impaired reverse transcription would 

have limited utility. The presence of MS2-eGFP bound to MS2 binding loops within the RNA 

genome presents a potential inhibitor of reverse transcription, as RT would need to dislodge MS2- 

eGFP in order for reverse transcription to proceed through the MS2 binding loop cassette. While 

it has been demonstrated that RNA translation is not impeded by the presence of MS2 coat protein 

bound to RNA (563) and we show that these viruses are infectious (Figures 30 and 31), the ability 

of RT to displace MS2 coat protein has not been determined. To examine this, FSWT virus was 

produced with and without the presence of MS2-eGFP, with either 6 or 12 MS2 binding sites used 

to package MS2-eGFP, and reverse transcription products were quantified in infected HeLa cells 

at multiple time points post-infection. Early and late reverse transcription products were readily 

detected with and without MS2-eGFP present (Figure 33A and 33B) and at similar levels with 6 

or 12 MS2 binding sites (Figure 33C and 33D). This suggests that RT is able to successfully 

complete reverse transcription in the presence of MS2 coat protein bound to the RNA binding 
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Figure 33. MS2-eGFP bound to viral RNA does not inhibit reverse transcription. HeLa cells were infected with 

equal amounts of WT HIV-1 with and without labeling by MS2-eGFP (A and B) or with labeling by 6 or 12 copies of 

MS2-eGFP (C and D). Early (A and C) and late (B and D) reverse transcription products were measured at indicated 

times post-infection.  
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loops. Collectively, these data validate the use of the FSWT/MS2 system for producing infectious, 

fluorescent virus particles that are specifically labeled and undergo reverse transcription, suitable 

for use in a live cell capsid permeabilization assay. 

5.2.3  Creation and testing of the MS2-FAP fusion construct 

MS2-FAP was created by replacing eGFP in MS2-eGFP with dL5, a single chain antibody FAP. 

To verify proper functionality of the FAP, MS2-FAP was transfected into HEK 293T cells and its 

expression was examined by flow cytometry after 48h, with the malachite green (MG)-Ester 

fluorogen dye added 30m prior to examination. Compared to untransfected negative control cells, 

a majority (72%) of cells expressing MS2-FAP showed a strong fluorescent signal with a broad 

range of expression levels (Figure 34A). To confirm that the fluorescent signal was specific to the 

combination of FAP and fluorogen dye, HeLa cells were transfected with or without MS2-FAP 

and fixed after 48h, and with or without MG-Ester dye added 30m prior to fixation. Confocal 

microscopy showed that cells expressing MS2-FAP without MG-Ester dye or regular cells treated 

with MG-Ester dye had no fluorescent signal and were indistinguishable from untransfected, 

untreated negative control cells (Figure 34B). In contrast, the combination of MS2-FAP 

expression and MG-Ester dye treatment produced a strong fluorescent signal (Figure 34C). 

Additionally, application of the MG-Ester dye to cells expressing MS2-FAP post-fixation 

produced a similar fluorescent signal to application prior to fixation (data not shown), indicating 

that either method could be used with fixed cell samples. 
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Figure 34. Creation and testing of the MS2-FAP fusion protein. (A) HEK 293T cells were transfected with MS2-

FAP and examined after 48h by flow cytometry for MS2-FAP expression. (B) Confocal imaging of HeLa cells that 

were untransfected (left), transfected with the MS2-FAP plasmid but without addition of MG-Ester dye (middle), or 

untransfected with MG-Ester dye added (right). (D) Confocal imaging of HeLa cells expressing MS2-FAP with MG-

Ester dye added (purple). All cells were stained with phalloidin-AF488 (green) and DAPI (blue).  
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While fixed cell imaging demonstrated proper functionality of MS2-FAP and MG-Ester 

dye, the capsid permeabilization assay would require use in living cells. To confirm that the 

reagents function properly with live cell imaging, HEK 293T cells were transfected with MS2-

FAP and imaged by live cell confocal microscopy after 48h, with MG-Ester dye added 30m prior 

to imaging. Compared to untransfected, untreated negative control cells, cells expressing MS2-

FAP and treated with MG-Ester dye produced a strong fluorescent signal in the majority of cells 

(Figure 35A). To demonstrate that the application of MG-Ester dye did not impact cell viability, 

cells were cultured for an additional 72h after dye treatment with no apparent detrimental effect 

(data not shown).  

 

To verify that MS2-FAP could be used to produce fluorescent virus particles, FSWT-12 

virus was produced in the presence of MS2-FAP. MG-Ester dye was added either to the producer 

cells (to ensure binding to MS2-FAP prior to virus particle maturation and capsid closure) or to 

the collected virus (to determine if MG-Ester dye is capsid permeable). TIRF imaging revealed 

that MS2-FAP produced fluorescent virus particles regardless of when MG-Ester dye was added 

(Figure 35B), additionally demonstrating that MG-Ester dye is capsid permeable. Virus lacking 

either addition of MG-Ester dye or packaging of MS2-FAP did not produce fluorescent virus 

particles (data not shown). Fluorescence of MS2-FAP + MG-Ester virus particles was still present 

after subjecting the virus to a freeze-thaw cycle and re-imaging (data not shown). The addition of 

MG-Ester dye did not alter the specific infectivity of the virus, with similar infectivity of virus 

lacking dye or virus in which dye was added during or after virus production (Figure 35C). Initial 

attempts to image host cells infected with MS2-FAP virus suffered from a failure to add additional 

MG-Ester dye to the cells (beyond the amount present in the treated virus) to ensure a constant dye 
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Figure 35. MS2-FAP can be used with live cell imaging and to make infectious, fluorescent virus. (A) Live cell 

confocal imaging of HEK 293T cells with and without expression of MS2-FAP and addition of MG-Ester dye. (B) 

TIRF imaging of WT HIV-1 labeled with MS2-FAP and with MG-Ester dye added either to producer cells (left) or to 

the virus (right). (C) Specific infectivity of viruses in (B) and the same virus without MG-Ester dye added. (D) 
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Confocal imaging z-stack maximum intensity projection of HeLa cells 15m after infection with WT HIV-1 virus 

labeled with MS2-FAP and MG-Ester dye.  

 

 

concentration. Nonetheless, fluorescent virus particles were observed (Figure 35D), similar to 

those observed with virus packaging MS2-eGFP (Figure 30E). Altogether, these data confirm the 

functionality of MS2-FAP and the ability to make fluorescent, infectious virus particles. 

5.2.4  MS2 binding site competition impairs efficient packaging of two MS2-based imaging 

constructs 

The final element of the MS2-FAP assay system to be tested was the persistent virus particle signal, 

provided by Vpr-mRuby3-IN packaged in trans. While efficient Vpr-mRuby3-IN packaging was 

consistently obtained with NLdE-luc virus, repeated attempts to co-package either Vpr-tagRFP-

IN or Vpr-mRuby3-IN with MS2-eGFP in FSWT-12 virus were unsuccessful (data not shown). 

As MS2-eGFP was efficiently packaged into FSWT-12 virus, it was hypothesized that a second 

MS2-based construct could be packaged with a persistent fluorescent signal in place of Vpr-

mRuby3-IN. MS2-tagRFP was created by replacing eGFP in MS2-eGFP with tagRFP and used in 

place of Vpr-mRuby3-IN (Figure 36A). To verify efficient co-expression of two MS2-based 

constructs, HeLa cells were transfected with both MS2-eGFP (used in place of MS2-FAP for 

simplicity) and MS2-tagRFP and imaged after 48h. Confocal imaging revealed that most cells 

expressed both constructs at similar levels (Figure 36B). FSWT virus with either 12 or 24 MS2 

binding sites was made in cells expressing both MS2-eGFP and MS2-tagRFP. TIRF imaging 

showed that while an appreciable population of FSWT-12 fluorescent particles were double 
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Figure 36. MS2 binding site competition impedes labeling of virus particles with two different MS2-based 

fluorescent constructs. (A) Schematic design of MS2 system with dual MS2-based labels. MS2-FAP can be replaced 

with MS2-eGFP for system testing purposes. (B) Confocal imaging of HeLa cells expressing MS2-eGFP and MS2-

tagRFP. (C) TIRF imaging of WT HIV-1 virus labeled with MS2-eGFP and MS2-tagRFP with either 12 (left) or 24 
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(right) MS2 binding loops. (D) TIRF imaging of WT HIV-1 labeled with MS2-eGFP and MS2-tagRFP with 24 MS2 

binding loops. White arrowheads indicate virus particles labeled with both fluorescent constructs.  

 

 

labeled with MS2-eGFP and MS2-tagRFP, the majority of particles were labeled with only one 

construct (Figure 36C, left). Increasing the number of MS2 binding sites to 24 produced a 

commensurate increase in double labeled particles (Figure 36C, right); however, the double 

labeled population still only accounted for about 50% of the fluorescent particles. A closer 

examination of the double labeled particles revealed that packaging of each construct was biased 

on a per-particle basis, with some particles predominantly packaging MS2-eGFP and others MS2-

tagRFP, with only a small proportion having roughly equivalent labeling (Figure 36D). These data 

collectively suggest that MS2 binding site competition impedes efficient packaging of two 

different MS2-based constructs.  

5.2.5  Bacteriophage PP7 coat protein offers an alternative to a second MS2-based imaging 

construct but fails to package efficiently 

Successful co-labeling with two MS2-based constructs in the presence of MS2 binding site 

competition would require equivalent levels of expression of both constructs and would still be 

subject to stochastic fluctuations in packaging, which would result in biased labeling as previously 

observed. Deeming a consistently acceptable balance of MS2-eGFP and MS2-tagRFP packaging 

unlikely, an alternative approach was considered. Similar to MS2, the bacteriophage PP7 coat 

protein binds to RNA genome hairpin loops, the sequence of which are distinct from those of MS2 

(564). Efficient co-labeling of target RNA with fluorescent MS2 and PP7 constructs has been 
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previously reported (563), suggesting a similar labeling scheme for HIV-1 virus particles (Figure 

37A) would be reasonable. The FSWT-12 lentiviral vector was modified to add 12 PP7 binding 

loops either after or before the MS2 binding loop cassette (FSWT-M12-P12 and FSWT-P12-M12, 

respectively), and a fusion of the PP7 coat protein and the red fluorescent protein mCherry (PP7-

mCherry) was cloned into the pcDNA3.1 (cytomegalovirus [CMV] promoter) and pALTIP (HSV-

TK promoter) vectors.  

 

FSWT-M12-P12 viruses produced in cells expressing either MS2-eGFP, PP7-mCherry, or 

both were equally infectious (Figure 37B). TIRF imaging revealed that while MS2-eGFP labeling 

of fluorescent particles was similar to that previous obtained with FSWT-12 virus, minimal PP7-

mCherry labeling was observed either alone or in conjunction with MS2-eGFP (Figure 37C). 

Similar results were obtained with FSWT-P12-M12 viruses, in which the MS2 and PP7 binding 

loops cassettes were in the reversed orientation (data not shown). Failure to observe PP7-mCherry 

labeled particles was not due to lack of expression of PP7-mCherry in producer cells, a lack of 

fluorescence from mCherry, or errors in the sequence of either PP7 coat protein or the PP7 binding 

loop cassette (data not shown). HEK 293T cells stably expressing both MS2-eGFP and PP7-

mCherry under selection of different antibiotics showed strong expression of both constructs in 

the vast majority of cells by confocal imaging (Figure 37D). A deeper examination of the PP7 

coat protein and binding loop cassette revealed that the sequence originally provided for the PP7 

binding loop cassette (565), which was used to synthesize the FSWT-M12-P12 and FSWT-P12-

M12 genomes, did not include optimizations that were subsequently reported (563). The authors 

noted significant problems with the PP7 binding cassette in the absence of these optimizations 

(563), suggesting a cause for the poor incorporation of PP7-mCherry into virus particles. 
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Figure 37. MS2/PP7 labeling system fails to package PP7 construct efficiently. (A) Schematic design of dual 

MS2/PP7 virus particle labeling system. MS2-FAP can be replaced with MS2-eGFP for system testing purposes. (B) 

Specific infectivity and (C) TIRF imaging of WT HIV-1 labeled with MS2-eGFP, PP7-mCherry, or both MS2-eGFP 

and PP7-mCherry. (D) Confocal imaging of HEK 293T cells stably expressing MS2-eGFP and PP7-mCherry.  
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5.2.6  Development of two simplified versions of the live cell compatible capsid 

permeabilization assay 

The discovery of the unoptimized PP7 binding loop cassette incorporated into the FSWT lentiviral 

vector offered a potential solution to the inefficient packaging of the PP7-mCherry persistent signal 

into virus particles, with a plan devised to clone the optimized cassette into FSWT. However, the 

pause in development also offered the opportunity for reflection on the state of the MS2-FAP assay 

system, how it deviated from the modified EU assay plasmid set, and the further complications 

introduced in an attempt to overcome problems with the persistent signal originally provided by 

Vpr-mRuby3-IN. Some of the early choices made in reagent use were based upon availability in 

the laboratory and did not necessarily reflect the optimal architecture. It was recognized that 

simplifying the assay would be highly beneficial and improve the likelihood of success in 

development. As such, a revised plan was made for the MS2-FAP assay (Figure 38A) that would 

see a return to the NLdE-luc virus system used in the EU assay, with the firefly luciferase reporter 

gene replaced with an MS2 binding loop cassette (NLdE-MS2). The use of NLdE-MS2 would 

permit efficient packaging of Vpr-mRuby3-IN and alleviate alternatives for its replacement. 

Finally, MS2-FAP could be stably expressed in a cell line, reducing the number of plasmids for 

transfection to the original three (Figure 38B). 

 

Further consideration of the MS2-FAP assay architecture revealed an additional aspect that 

might be simplified. The permeabilization signal, while based on a two-component sensor, 

consisted of four discrete subunits: MS2 binding loops incorporated into the RNA genome, MS2 

coat protein, FAP, and fluorogen dye. The first three items collectively performed the role of the 
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Figure 38. Designing simplified MS2- and RNA aptamer-based HIV-1 capsid uncoating assays. MS2-FAP capsid 

permeabilization assay updated model (A) and plasmid design (B). Model (C) and plasmid design (D) for the Mango 

RNA aptamer capsid permeabilization assay.  
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sensor component internal to the intact capsid. Redevelopment of the nature of the two-component 

sensor could see these three subunits merged into one. 

 

FAPs are not the only biological structures that can specifically activate fluorogen dyes to 

fluoresce. RNA-based fluorescent light-up aptamers (FLAPs) are RNA sequences that operate in 

a similar fashion, binding to fluorogen dyes and increasing their fluorescence by 3-4 orders of 

magnitude (566). The FLAP secondary structure forms stem loops that contain a lidded, multi-

tiered guanine (G)-quadruplex into which the fluorogen dye reversibly binds and adopts a confined 

conformational state that induces fluorescence (567). Following the discovery of the first FLAP, 

Spinach (568), multiple generations of FLAPs have been developed (567) including Mango (569), 

which binds to a commercially-available thiazole orange (TO)-derived fluorophore, TO1-Biotin, 

with nanomolar affinity (570). Competitive ligand binding microfluidic selection has produced 

new versions of Mango with optimized fluorescence properties (571). Two of these, Mango2 and 

Mango4, have been demonstrated to perform well in both fixed and live cell imaging (571) and, 

with 25-bp and 27-bp loop cores, respectively, can readily be arranged in loop cassettes to provide 

an amplified fluorescent signal for the target RNA (David Rueda, personal communication).  

 

Based upon the above, the Mango capsid permeabilization assay was devised (Figure 

38C). Similar in principle to the MS2-FAP assay, the Mango assay simplifies the permeabilization 

signal into a set of Mango2 or Mango4 RNA aptamer loops that are incorporated into the NLdE-

luc virus plasmid in place of the firefly luciferase gene, producing NLdE-Mango, combined with 

a capsid impermeable fluorogen dye. Permeabilization of the capsid results in a fluorescent signal 

when the fluorogen dye binds the Mango loops. As with the MS2-FAP assay, the persistent virus 
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particle signal is provided by Vpr-mRuby3-IN. No additional plasmids are required, resulting in a 

three-plasmid transfection set (Figure 38D). 

5.2.7  Upgrading the fluorescently tagged IN construct for super-resolution imaging and 

stable cell line expression 

Persistent virus particle labeling with Vpr-mRuby3-IN has found use in numerous assays and 

studies within our laboratory. Use of stimulated emission depletion (STED) microscopy for super-

resolution imaging (572, 573), which could potentially include the Mango capsid permeabilization 

assay, are unable to utilize this reagent due to the poor visualization of red fluorescent proteins by 

STED (574). To provide a STED-friendly version of fluorescently tagged IN that can be packaged 

into HIV-1 virus particles in trans, the mRuby3 fluorescent protein was replaced with the dL5 

FAP, which has been demonstrated to provide an effective far red fluorescent signal with STED 

(559). 

 

To verify that Vpr-FAP-IN is fully functional in all domains, NLdE-luc virus was produced 

packaging either Vpr-mRuby3-IN or Vpr-FAP-IN in trans (Figure 39A), with MG-Ester dye 

added to the Vpr-FAP-IN virus producer cells. Both viruses had similar infectious titer (Figure 

39B) and p24 concentration (Figure 39C). Packaging either Vpr-mRuby3-IN or Vpr-FAP-IN in 

trans complemented and rescued infectivity of HIV-1 lacking integrase activity due to the D116N 

mutation in the IN active site (575), confirming proper function of the IN domain (Figure 39D). 

Vpr-FAP-IN fluorescently labeled virus particles similarly to Vpr-mRuby3-IN, as demonstrated 

by TIRF imaging of virus (Figure 39E) and confocal imaging of HeLa cells fixed 15m after virus  
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Figure 39. Creation and Testing of Vpr-FAP-IN. (A) Schematic of NLdE-luc virus labeled with Vpr-mRuby3-IN 

or Vpr-FAP-IN in trans. (B) Infectious titer and (C) p24 concentration of WT HIV-1 labeled with Vpr-mRuby3-IN or 

Vpr-FAP-IN. (D) HeLa cells were infected with equal amounts of D116N HIV-1 complemented in trans with the 

indicated plasmids and assayed after 48h for luciferase activity. (E) TIRF imaging of WT HIV-1 labeled with Vpr-

mRuby3-IN or Vpr-FAP-IN. (F) Confocal imaging of HeLa cells 15m after infection with viruses from (E).  
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infection (Figure 39F). Vpr-FAP-IN-labeled virus particles were further shown to be visible in 

infected HeLa cells with STED microscopy (data not shown). Collectively, these data show that 

Vpr-FAP-IN can be used for far red fluorescent HIV-1 virus particles compatible with STED 

super-resolution imaging. 

 

To optimize production of labeled virus particles by reducing the number plasmids for 

virus production, a cell line stably expressing Vpr-mRuby3-IN would be useful. Initial attempts at 

stable expression of Vpr-mRuby3-IN in HEK 293T cells through transfection and antibiotic 

selection resulted in widespread cell death or silencing of the Vpr-mRuby3-IN gene (i.e. cells 

survived antibiotic selection but expressed no Vpr-mRuby3-IN; data not shown). The inability to 

stably express Vpr-mRuby3-IN could be caused by Vpr, which has demonstrated cytotoxic 

characteristics. Vpr has been shown to induce G2/M cell cycle arrest both during HIV-1 infection 

and when independently expressed (576, 577), leading to apoptosis (578, 579). This cell cycle 

arrest is modulated by phosphorylation of Vpr on serine 79 (580) by protein kinase A (581), with 

arrest abrogated by mutating this serine to an alanine (S79A) (580). Vpr mutants lacking the ability 

to arrest the cell cycle, however, retain cytopathicity (582) through the recruitment of the CUL4-

DDB1DCAF1 E3 ubiquitin ligase complex (583-586), inducing K48-linked polyubiquitination and 

proteasomal degradation of host cell proteins (587). Mutating Vpr glutamine 65 to arginine (Q65R) 

inhibits binding to DDB1 and CUL4-associated factor 1 (DCAF1) (584, 588) and prevents 

localization of Vpr to the nuclear membrane and induction of cell cycle arrest (589). Due to one 

or both of these cytopathic functions, Vpr has been shown to prevent establishment of HIV-1 

chronic infection cell lines (590), which correlates with our observations. 
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Based upon the above, we hypothesized that the inability to establish a cell line stably 

expressing Vpr-mRuby3-IN was caused by Vpr cytopathicity and the abrogation of Vpr-induced 

cell cycle arrest and proteasome-mediated degradation of host cell proteins would permit stable 

expression. A previous study demonstrated that the Q65R/S79A mutations negated the cytopathic 

effects of Vpr expression and permitted the formation of hygromycin-resistant cell colonies by 

episomal maintenance of a plasmid expressing Vpr and a hygromycin resistance cassette (591). 

This suggested that Q65R/S79A Vpr should permit stable expression of Vpr-mRuby3-IN. 

However, it was also imperative that Vpr retain the ability to be packaged into nascent virus 

particles by engaging the C-terminal p6 domain of Gag (592) to direct trans-packaging of the Vpr-

mRuby3-IN construct. This packaging is dependent upon the Vpr N-terminal α-helix (592) and 

upon Vpr oligomerization (593). While the N-terminal region of Vpr mediates oligomerization 

(594), a previous study suggested the Q65R mutant was defective for proper oligomerization (587). 

As such, it would be necessary to validate the functionality of the mutated construct prior to 

attempting to establish a stable expression cell line. 

 

The Q65R and S79A point mutations were accordingly made in the Vpr domain of Vpr-

mRuby3-IN to generate a putatively non-cytotoxic version of the construct, ncVpr-mRuby3-IN 

(Figure 40A), and NLdE-luc virus was produced packaging either Vpr-mRuby3-IN or ncVpr-

mRuby3-IN in trans. Examining HEK 293T producer cells for each virus by flow cytometry 

demonstrated that both constructs were expressed at similar levels (Figure 40B). The relatively 

low overall levels of expression observed with flow cytometry were due to the absence of a 561 

nm light source in the cytometer, requiring attenuated excitation of mRuby3 at 488 nm. Viruses 

packaging each construct had similar infectious titers (Figure 40C) and p24 concentrations 
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Figure 40. Creation and Testing of a non-cytotoxic Vpr-mRuby3-IN (ncVpr-mRuby3-IN). (A) Schematic design 

of ncVpr-mRuby3-IN with specific Vpr point mutations indicated. (B) WT HIV-1 was produced and labeled with 

Vpr-mRuby3-IN or ncVpr-mRuby3-IN. Expression of mRuby3-IN in HEK 293T producer cells was examined by 
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flow cytometry. (C) Infectious titer, (D) p24 concentration, and (E) TIRF imaging of viruses produced in (B). (F) 

HeLa cells were infected with equal amounts of D116N HIV-1 complemented in trans with indicated plasmids and 

assayed after 48h for luciferase activity. Error bars represent standard error of the mean for two experiments.  

 

 

(Figure 40D). TIRF imaging showed similar fluorescent particles for both viruses (Figure 40E). 

Both Vpr-mRuby3-IN and ncVpr-mRuby3-IN complemented D116N HIV-1 when packaged in 

trans and rescued virus infectivity (Figure 40F). Taken together, these data demonstrate that 

ncVpr-mRuby3-IN retains the full functionality of Vpr-mRuby3-IN and could be used to produce 

a stable cell line. 

5.3 Discussion 

The dynamic nature of capsid uncoating and the involvement of virus-host protein interactions in 

promoting or inhibiting uncoating require an assay capable of rapid examination of virus particles 

in infected host cells to advance our understanding of this complex, required viral process. Capsid 

permeabilization provides a marker for the loss of capsid integrity and a gain-of-signal indicator 

of permeabilization facilitates accurate assessment and tracking of virus particles that have begun 

uncoating. Here, we provide the design, development, and initial validation steps for such a real 

time capsid permeabilization assay. While assay development is ongoing, the steps performed thus 

far serve to validate the approach taken and lay the necessary groundwork for assay completion 

and system integration testing. 
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A dual particle labeling system facilitates the tracking of all virus particles within infected 

host cells and allows imaging to focus upon regions of interest that are shown to contain particles, 

denoted by the persistent signal, in anticipation of permeabilization of these particles, as evidenced 

by the gain of the permeabilization signal. Subsequent loss of the permeabilization signal, upon 

RNase cleavage of the viral RNA genome, can likewise be tracked, with the persistent fluorescent 

IN signal remaining associated with the PIC, permitting visualization of the particle up to and into 

the nucleus. In this manner, virus particle permeabilization profiles can be paired with other 

characteristics of trafficking, host protein interactions, and infectivity to provide context for how 

permeabilization relates to these other processes. 

 

Using bacteriophage coat proteins to direct fused reporters to target RNA containing 

sequence-specific binding loops is a decades old technology that, despite its longevity, continues 

to require optimization. This is particularly true in cases where a high degree of sensitivity is 

required to detect a signal with single-molecule resolution (563). Our initial efforts with MS2- and 

PP7-based constructs utilized preexisting reagents that lacked more recent improvements that 

might have alleviated the experienced shortcomings, such as increased inter-loop spacing and 

altered stem sequences that minimize inter-loop folding errors and improve binding site occupancy 

(563). The use of newer, brighter fluorescent proteins such as mNeonGreen (595) can also reduce 

the number of bound fluorescent proteins required for detection, offering further optimization of 

this system. While current efforts are focused on the Mango version of the capsid permeabilization 

assay, the availability of such upgrades to the MS2 system make it a viable approach to consider 

both as an alternative to Mango and for other potential imaging-based assays in the future. 
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Eliminating the MS2 coat protein and FAP fusion from the capsid permeabilization assay 

system by replacing MS2 RNA hairpin loops with Mango RNA aptamer loops not only simplifies 

the number of components required to detect capsid permeabilization but also minimizes the 

amount of foreign proteins being packaged into nascent virus particles. Virus infectivity is 

negatively impacted by increasing amounts of trans-packaged proteins. Reducing the amount of 

foreign protein required in the assay minimizes perturbation to the system being measured and 

makes the results obtained more likely to reflect the characteristics of unlabeled virus. 

 

Modeling the capsid permeabilization signal on a two-component sensor overcomes the 

need to use a fluorescent protein to detect loss of capsid integrity by way of dispersion and loss of 

the fluorescent signal, which is the method used by other live cell capsid permeabilization assays. 

The challenge of this approach is the need to identify or design a fluorogen dye that will not 

permeate an intact capsid yet is diminutive enough that it can enter the capsid with only a small 

breach to the barrier. Both FAP and Mango systems offer alternatives in this regard. The 

developers of the dL5 FAP have produced an array of fluorogen dyes with varying chemical 

properties and molecular sizes (Marcel Bruchez, personal communication). The fluorogen dye 

bound by the Mango RNA aptamer, TO1-Biotin, is commercially available and multiple TO1 dye 

derivatives have also been created with varying sizes and chemical properties (569). These panels 

of dyes offer a foundation for screening for HIV-1 capsid impermeability. Hamiltonian replica 

exchange molecular dynamics (H-REMD) simulations to profile the translocation of molecules 

through the HIV-1 capsid hexamer pore can also be used for intelligent, model-driven screening 

of potential dye modifications that might render the dye capsid impermeable (Juan Perilla, personal 

communication), thereby directing any chemical synthesis efforts toward likely successful 
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candidates. Altogether, these resources and techniques increase the likelihood of finding or 

fabricating a capsid impermeable dye with either system. 

 

Validation testing of the integrated Mango capsid permeabilization assay will, as with the 

assay design, take inspiration from the original EU assay, as well as from results obtained with the 

modified EU assay presented in Chapters 3 and 4. In vitro visualization of virus particles with 

and without cell lysate is expected to show an increase in permeabilization signal in the presence 

of cell lysate, which should be further increased in lysate from cells expressing rhTRIM5α or 

TRIMCyp (500). Cell-based imaging should demonstrate similar permeabilization kinetics to 

those previously observed with HIV-1NL4-3 and HIV-1LAI viruses (Chapter 3), with hyperstable 

and hypostable CA mutants (500), and in the presence of CPSF6-358 (Chapter 4). As the Mango 

capsid permeabilization assay can function in fixed samples, it should also be possible to merge 

the Mango assay with the EU assay (i.e. treat NLdE-Mango virus with EU) in fixed samples and 

observe colocalized permeabilization signals. Alternatively, in situ hybridization assays with RNA 

probes can be performed. These and additional tests can be conducted to satisfactorily demonstrate 

the validity of the Mango assay results and permit its use in answering novel, biologically relevant 

questions. 

5.4 Materials and Methods 

Plasmids and Constructs 

pcDNA3.1-MS2-eGFP, a kind gift from Dr. Jeremy Luban, was engineered to contain an AfeI 

restriction site immediately 5’ of eGFP via the Q5 (New England BioLabs) site-directed PCR 
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mutagenesis kit following manufacturers' instructions and verified by Sanger sequencing. 

pcDNA3.1-dL5-mCer, a gift from Dr. Marcel Bruchez, was engineered to contain an AfeI 

restriction site immediately 5’ of dL5 and a stop codon and BamHI restriction site immediately 3’ 

of dL5 via Q5 and verified by Sanger sequencing. pcDNA3.1-MS2-FAP was created by cloning 

the dL5 FAP from pcDNA3.1-dL5-mCer into pcDNA-3.1-MS2-eGFP using AfeI and BamHI 

restriction sites. pcDNA3.1-MS2-tagRFP was created by synthesis and cloning of the tagRFP gene 

(Genscript) into pcDNA3.1-MS2-eGFP using AfeI and BamHI restriction sites. pALTIP-MS2-

eGFP, pALTIP-MS2-tagRFP, and pALTIP-MS2-FAP were created by cloning MS2-eGFP, MS2-

tagRFP, or MS2-FAP, respectively, from pcDNA3.1 into pALTIP using XbaI and BamHI 

restriction sites.  

 

pALTIP(hygro) was created by replacing the puromycin resistance gene in pALTIP with 

the hygromycin resistance gene from pcDNA5-TO-DsRed (596) (a gift from Dr. Anton Bennett, 

Addgene plasmid # 16340). pALTIP(hygro)-PP7-mCherry was created by amplifying and cloning 

PP7-mCherry (565) (a gift from Dr. Daniel Larson, Addgene plasmid # 61763) without the N-

terminal NLS into pALTIP(hygro) using XbaI and BamHI restriction sites. 

 

pcDNA3.1-Vpr-tagRFP-IN was created by cloning tagRFP into the previously described 

Vpr-IN fusion construct (597), a kind gift from Dr. John Kappes, using AleI and BspEI restriction 

sites. pcDNA3.1-Vpr-acGFP-IN was created by cloning acGFP into pcDNA3.1-Vpr-tagRFP-IN 

using AleI and BspEI restriction sites. pcDNA5-TO-Vpr-mRuby3-IN has been previously 

described (521). pcDNA5-TO-Vpr-FAP-IN was created by cloning the dL5 FAP from pcDNA3.1-

MS2-FAP into pcDNA5-TO-Vpr-mRuby3-IN using AfeI and BamHI restriction sites. pALTIP-
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Vpr-mRuby3-IN was created by amplifying and cloning Vpr-mRuby3-IN into pALTIP using NheI 

and XhoI restriction sites. pcDNA5-TO-ncVpr-mRuby3-IN was created by introduction of the Vpr 

mutations Q65R and S79A into pcDNA5-TO-Vpr-mRuby3-IN via Q5, which were verified by 

Sanger sequencing. 

 

pFSWT-MS6, pFSWT-MS12, and pFSWT-MS24, kind gifts from Dr. Jeremy Luban, are 

lentiviral vectors containing 6, 12, or 24 bacteriophage MS2 coat protein binding loops, 

respectively. pFSWT-M12-P12 and pFSWT-P12-M12 were created by synthesis and cloning of a 

cassette containing 12 bacteriophage PP7 coat protein binding loops (565) (Genscript) into FSWT-

MS12 on either the 3’ or 5’ side of the MS2 binding loop cassette, respectively. Lentiviral vector 

packaging plasmid pC-HelpΔvif, a gift from Dr. Klaus Strebel, has been previously described 

(598).  

 

Cell Lines 

HEK 293T cells, GHOST cells, and HeLa cells were maintained at 37° C with 5% CO2 in 

Dulbecco’s Modified Eagle Medium (DMEM, Gibco) supplemented with 10% Fetal Bovine 

Serum (FBS, Atlanta Biologicals), 100 U/ml Penicillin, 100 μg/ml Streptomycin, and 2 mM L-

Glutamine (Thermo Fisher). GHOST cells were additionally supplemented with 500 μg/ml 

Geneticin G418 (Gibco), 500 μg/ml Puromycin (Invitrogen), and 100 μg/ml Hygromycin B 

(Invitrogen). HEK 293T cell lines stably expressing MS2-eGFP, MS2-FAP, or PP7-mCherry were 

created by transfecting HEK 293T cells with pALTIP-MS2-eGFP, pALTIP-MS2-FAP, or 

pALTIP(hygro)-PP7-mCherry, respectively, which were placed under puromycin (MS2-eGFP and 

MS2-FAP) or hygromycin (PP7-mCherry) antibiotic selection after 48h and clonally expanded. 
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For stable expression of both MS2-eGFP and PP7-mCherry, HEK 293T cells stably expressing 

MS2-eGFP were transfected with pALTIP(hygro)-PP7-mCherry, placed under puromycin and 

hygromycin selection after 48h, and clonally expanded. 

 

Viruses 

HEK 293T cells were plated overnight and transfected with Lipofectamine 2000 (Invitrogen) using 

the following plasmids: for NLdE-luc virus the proviral plasmid pNLdE-luc (266), pL-VSV-G, 

and one of the fluorescently tagged IN plasmids described above; for FSWT virus one of the 

aforementioned FSWT lentiviral vector plasmids, the pC-Help packaging plasmid, pL-VSV-G, 

and one or more of the MS2- and/or PP7-based fluorescent constructs described above. In place of 

transfection, fluorescent constructs were also stably expressed in virus producer cells, as indicated 

in the main text. For virus containing MS2-FAP prepared with MG-Ester dye added to producer 

cells, MG-Ester (a kind gift of Dr. Marcel Bruchez) diluted 1:2,000 to 1:5,000 was added to cell 

culture media after 6-9h post-transfection. Supernatants were harvested 48h after transfection, 

filtered or centrifuged to remove cells, and stored in aliquots at -80° C. Producer cells were 

examined for fluorescent construct expression by flow cytometry, as described below. Viruses 

were titered by infection of GHOST cells as previously described (531) and quantified for p24 by 

HIV-1 p24 ELISA kit (XpressBio). 

 

Subtilisin Digestion 

Virus stocks and cell culture supernatants were incubated in digest buffer with and without 

addition of subtilisin as previously described (562). Briefly, 2X digest buffer (40 mM Tris-HCl, 2 

mM CaCl2, pH 8.0) with or without subtilisin (2 mg/ml) was added to virus and supernatants at a 
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1:1 ratio and incubated overnight at 37° C. Subtilisin was inactivated by addition of 2000X 

phenylmethylsulfonyl fluoride (PMSF) followed by 15m incubation at room temperature. Virus 

stocks and supernatants were purified by ultracentrifugation through a 20% sucrose cushion at 

100,000 x g for 2h, resuspended in cell culture media, and stored in aliquots at -80° C. 

 

Infectivity Assays 

HeLa cells were plated overnight in 24-well plates, challenged with equal p24 amounts of virus 

for 2h, washed with phosphate buffered saline (PBS), and given fresh media. Virus infectivity was 

determined by luciferase production (Promega) after 48h using a 1450 MicroBeta TriLux 

microplate luminescence counter (PerkinElmer) or a Synergy2 Multi-Detection microplate reader 

(BioTek). 

 

Measurement of Reverse Transcripts 

HeLa cells were plated in 6-well plates and infected with 50 ng p24 of virus treated with DNase I 

(Roche) for 30m at 37° C. At indicated times post-infection, cells were washed with PBS, 

trypsinized, and pelleted. Control infections were performed in the presence of 150 nM of 

efavirenz or 25 nM of rilpivirine. DNA was extracted using the Blood Mini Kit (Qiagen). Early 

(RU5) and late (SST) HIV-1 reverse transcripts were measured by quantitative PCR as previously 

described (533). 

 

Transfections 

HeLa or HEK 293T cells were plated overnight in plastic 6-well plates (for flow cytometry 

samples) or 35 mm MatTek dishes with glass bottom inserts (for imaging samples) and transfected 
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with Lipofectamine 2000 or PolyJet (SignaGen Laboratories) using one or more of the 

aforementioned fluorescent construct plasmids. Cells had media replaced after 6-9h and were 

incubated for an additional 16-48h prior to examination by flow cytometry, fixed cell imaging, or 

live cell imaging.  

 

Flow Cytometry 

Adherent cells were washed with PBS, dissociated with Trypsin-EDTA (Gibco), quenched with 

2% FBS in PBS, and fixed with fresh 2% paraformaldehyde (PFA) for 15m. Cells were examined 

on an LSR-II (BD Biosciences) or Accuri C6 (BD Biosciences) flow cytometer. Cells were gated 

by forward and side scatter (FSC/SSC) to isolate single cells, which were analyzed for expression 

of fluorescent constructs using FACSDiva (BD Biosciences), Accuri C6 Plus (BD Biosciences), 

or FlowJo (FlowJo) software. 

 

TIRF Imaging 

Viruses were examined for fluorescent construct packaging by placing a 20 μl droplet of virus 

stock on a glass MatTek dish insert and imaged by total internal reflection fluorescence 

microscopy on a Nikon Ti microscope equipped with a Nikon Apochromat TIRF 1.49 numerical 

aperture (NA) 100X objective and an iXon EM+ DU-897 electron multiplying charge-coupled 

device (EMCCD) camera (Andor Technology). 

 

Synchronized Infection 

HeLa cells were plated in glass bottom MatTek dishes overnight in FluoroBrite medium (Thermo 

Fisher Scientific) supplemented with 10% Fetal Bovine Serum, 100 U/ml Penicillin, 100 μg/ml 
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Streptomycin, and 2 mM L-Glutamine. Cells were chilled for 10m at 4° C prior to being inoculated 

with 100 μl virus, incubated at 4° C for 30m, washed with 37° C medium, and incubated at 37° C 

for the indicated time period prior to fixation and confocal imaging. 

 

Cell Fixation and Staining 

For samples including pre-fixation treatment with MG-Ester dye, cell media was replaced with 

media containing MG-Ester diluted 1:2,000 to 1:5,000 and cells were incubated for 30m at 37° C. 

Cells were washed three times with PBS, fixed with fresh 2% PFA for 15m, then washed three 

additional times with PBS. For samples including phalloidin staining, cells were permeabilized 

with 0.1% Triton X-100 for 20m, washed three times with PBS, stained with phalloidin conjugated 

with Alexa Fluor 488 diluted 1:250 in PBS for 30m, and washed three times with PBS. For samples 

including post-fixation treatment with MG-Ester dye, cells were stained with MG-Ester diluted 

1:2,000 to 1:5,000 in PBS for 30m and washed three times with PBS. Cells were stained with 

Hoechst 33342 (Sigma) diluted 1:2,000 in PBS for 15m, washed three times with PBS, mounted 

with a glass coverslip using Gelvatol mounting media, incubated overnight at room temperature 

in the dark to cure, then stored in the dark at 4° C. 

 

Confocal Imaging 

Fixed and live cell images were collected on a Nikon A1 laser scanning confocal microscope. Z-

stack images were collected at 0.5-μm steps up to 10 μm. For live cell imaging that included MG-

Ester treatment, MG-Ester diluted 1:2,000 to 1:5,000 was added to cell culture media 30m prior to 

imaging. 
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6.0 Conclusions and Future Directions 

The HIV-1 capsid is involved in every post-entry step of the early virus life cycle, shields the viral 

genome from innate immune recognition, and is instrumental in permitting infection of 

nondividing cells. Each function of the capsid involves interaction with host factors that promote 

or impair viral infectivity. A greater understanding of how virus-host protein-protein interactions 

contribute to virus infectivity phenotypes and how those phenotypes differ among cell types and 

with different virus strains are needed to provide further insight into both viral and host cell 

processes and assist in the development of novel therapeutic targets. As the early life cycle 

progresses, the capsid must uncoat in a dynamic and directed, yet currently nebulous, process. 

New reagents and techniques are needed to assist in a more comprehensive examination of capsid 

uncoating to clarify this vital aspect of the virus life cycle. 

 

In this dissertation, we sought to examine the influence of capsid from different HIV-1 

strains on early post-entry virus life cycle steps in different cell types. We characterized the 

infectivity defect of the cell cycle dependent CA mutant N57A in the two widely used and closely 

related lab-adapted strains HIV-1NL4-3 and HIV-1LAI. We analyzed the prevalence of NL4-3 and 

LAI amino acids in Gag sequences from subtype B isolates and from isolates across multiple 

subtypes to consider the broader implications of our findings with NL4-3 and LAI. We investigated 

the resistance of the transmitted/founder virus strain HIV-1CH040 to high doses of the capsid-

targeting drug PF74 and explored the capsid stability and innate immune evasion phenotypes 

associated with this resistance. 
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We also endeavored to characterize the effect of disrupting host protein interactions with 

capsid on virus infectivity. We examined the formation of higher order complexes of the 

previously characterized CPSF6-358 in HIV-1 infected host cells and used CPSF6-358 as a tool 

to explore the interaction of CPSF6 with HIV-1NL4-3 and HIV-1LAI bearing CA mutations N57A 

and N57A/G94D. We continued our characterization of N57A and N57A/G94D HIV-1 by 

investigating the effects of pharmacologic inhibition of CA binding to CypA and siRNA depletion 

of Nup153 on infection by viruses with these CA mutations in HIV-1NL4-3 and HIV-1LAI. 

 

Finally, we aimed to develop novel methods of visualizing capsid uncoating in real time in 

infected host cells. We leveraged the existing EU-based fixed cell capsid permeabilization assay 

to design a live cell capable capsid permeabilization assay. We performed extensive validation 

testing and optimization, which led to simplification of the assay design. We also modified the 

Vpr-mRuby3-IN virus particle labeling construct to create a version that would function with 

STED super resolution imaging and a version that could be used to create a stable expression cell 

line. 

6.1 Conclusions 

6.1.1  Aim 1: Determine how changes in the capsid of different HIV-1 strains influence 

post-entry, pre-integration steps of infection in different cell types 

We showed that HIV-1 CA mutation N57A exhibits an infectivity defect that differs between 

common lab-adapted strains HIV-1NL4-3 and HIV-1LAI, the magnitude of which is CA dependent. 
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Among the four CA amino acids that differ between NL4-3 and LAI, amino acid 83 is sufficient 

to modulate the N57A HIV-1 infectivity phenotype. Mutating this amino acid in HIV-1NL4-3 from 

leucine to the valine present in HIV-1LAI (L83V) confers upon N57A HIV-1NL4-3 the attenuated 

infectivity defect observed in N57A HIV-1LAI. Our findings were consistent across multiple human 

cell lines and in human CD4+ T cells and represent, to the best of our knowledge, the first 

observation of an attenuated N57A HIV-1 infectivity defect. 

 

The magnitude of the N57A HIV-1 infectivity defects correspond with strain-specific 

defects in capsid permeabilization and reverse transcription. While both N57A HIV-1NL4-3 and 

N57A HIV-1LAI exhibit a defect in nuclear entry, as evinced by a significant reduction in the 

generation of 2-LTR circles, only N57A HIV-1NL4-3 additionally exhibits a significant reduction 

in early and late reverse transcription products and accelerated capsid permeabilization compared 

with WT HIV-1. This suggests a fundamental difference in the nature of the N57A infectivity 

defects in these strains. 

 

The N57A HIV-1 infectivity defect is partially rescued by the addition of the CA mutation 

G94D in HIV-1LAI but not in HIV-1NL4-3. The L83V CA mutation, while sufficient to shift the 

N57A HIV-1NL4-3 infectivity phenotype to that of N57A HIV-1LAI, is not sufficient to induce partial 

rescue by G94D, but requires the additional mutation of at least one of the three other CA amino 

acids that differ between NL4-3 and LAI (amino acids 6, 120, and 208). This suggests that different 

mechanisms are responsible for the N57A HIV-1 infectivity phenotype and the partial rescue of 

N57A HIV-1 infectivity by G94D. The fact that three different CA mutations in three discrete 

locations within both CA functional domains can each individually, combined with L83V, induce 



  173 

partial rescue of N57A HIV-1NL4-3 infectivity by G94D suggests each of these mutations might 

cause a change to the conformation of CA that could alter capsid stability and/or engagement of 

host factors. A change in CA binding to host factors, which may be differentially expressed in 

different cell types, could further explain cell type dependent differences in virus infectivity. 

 

N57A HIV-1 is a useful tool for examining the mechanism through which HIV-1 is able to 

infect nondividing cells. CA has been shown to be the major viral determinant permitting cell cycle 

independent host cell infection (265, 506), and while other CA mutants lose this capability in 

certain cell types (268, 458), only N57A and the similar mutation N57S are rendered cell cycle 

dependent in all cell types tested (268, 275). Understanding the mechanisms by which the N57A 

HIV-1 infectivity defect is attenuated in HIV-1LAI and partially rescued by G94D could provide 

further insight into why N57A is limited to cell cycle dependent infection in all cell types and, by 

extension, help clarify the mechanism by which WT HIV-1 infects nondividing cells. 

 

An examination of over 40,000 Gag sequences from primary isolates demonstrated that 

there is strong conservation of CA amino acids across most CA positions, such that HIV-1NL4-3 

and HIV-1LAI bear a close resemblance to primary isolates at the vast majority of positions. The 

four CA residues that differ between HIV-1NL4-3 and HIV-1LAI are among the most polymorphic 

CA residues, and the amino acids present in NL4-3 and LAI at these positions are highly prevalent 

among clinical isolates.  This suggests that, similar to our observations with N57A, other CA-

dependent phenotypes could differ among HIV-1 lab-adapted strains and clinical isolates. 
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N57A itself does not appear to be a clinically relevant CA mutation, as only one Gag 

sequence among 40,000 examined bore this mutation. However, expanding HIV-1 ART to include 

capsid-targeting therapies could increase its prevalence. The experimental drug PF74 targets 

capsid (409, 410), acts as a competitive inhibitor for capsid binding to host proteins CPSF6 and 

Nup153 (417-419) and, at high doses, impairs capsid stability (417-420). Virus resistant to PF74 

was selected by in vitro adaptation, bearing either five (409) or four (508) CA mutations. 

Interestingly, N57A HIV-1 has also been shown to be resistant to PF74 (274, 419). With the 

attenuated N57A HIV-1LAI infectivity defect modulated by CA amino acid V83, it is tempting to 

hypothesize that N57A could arise as a resistance mutation to capsid-directed therapies that target 

the same binding pocket as PF74 (417, 418) in virus strains that bear CA amino acid V83. 

 

In extending our studies of lab-adapted strains to include clinically relevant strains, we 

showed that a single CA amino acid polymorphism in the transmitted/founder strain HIV-1CH040 

enhances capsid stability compared with HIV-1LAI. Mutating amino acid 216 from threonine to 

isoleucine (T216I) in HIV-1LAI conferred similar increased capsid stability on HIV-1LAI as 

observed with HIV-1CH040 CA. The T216I amino acid substitution further permits evasion of viral 

DNA host innate immune sensing, as demonstrated by a lack of type I IFN production in THP-1 

cells infected with HIV-1CH040 or T216I HIV-1LAI, but a robust dose-dependent induction of type 

I IFN upon infection with HIV-1LAI or I216T HIV-1CH040. This evasion of innate immune viral 

DNA sensing by HIV-1CH040 was unique among the panel of 10 transmitted/founder strains 

examined, but the presence of I216 in 1% of over 14,000 subtype B Gag sequences examined 

suggests this phenotype might be present in a small but appreciable subset of clinical isolates. 
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Collectively, these studies demonstrate that significant differences in HIV-1 infectivity 

phenotypes can be modulated by one or few CA amino acid substitutions. That such minor 

differences in CA sequences of closely related virus strains can appreciably alter infectivity 

phenotypes suggests that care must be taken in extrapolating results from studies that utilize single 

isolates and could help explain differences in results of similar studies that use different strains. 

These altered phenotypes might include differences in host factor interactions or could cause 

similar virus strains to exhibit different phenotypes in a cell type dependent manner. We explored 

these possibilities in the second aim of the dissertation. 

6.1.2  Aim 2: Determine how disruption of interactions between HIV-1 capsid and host 

proteins alters virus infectivity 

We demonstrated that the formation of CPSF6-358 higher order complexes in infected host cells 

is induced by and restricts WT HIV-1 infection. Formation of these complexes is induced by the 

specific recognition of WT capsid, as complexes do not form upon infection with N74D HIV-1, 

which does not bind to CPSF6, nor is N74D HIV-1 infection restricted by CPSF6-358. CPSF6-

358 complexes were shown to associate with WT HIV-1 particles and lead to accelerated 

permeabilization of the HIV-1 capsid, suggesting the mechanism of infection restriction involves 

premature capsid permeabilization. However, our results also raise several questions about how 

this restriction might work, which are addressed under Future Directions. Using CPSF6-358 as a 

tool to interrogate interaction of CPSF6 with HIV-1NL4-3 and HIV-1LAI CA, we showed that neither 

N57A HIV-1 nor N57A/G94D HIV-1 infection was restricted by CPSF6-358 with CA from either 

virus strain, indicating that the attenuated N57A HIV-1LAI infectivity defect and the partial rescue 
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of N57A HIV-1LAI infectivity by CA mutation G94D were not due to restoring N57A HIV-1 

interaction with CPSF6. 

 

We observed that inhibiting CypA binding to capsid by CsA treatment leads to more rapid 

formation of CPSF6-358 higher order complexes but does not alter N57A HIV-1 or N57A/G94D 

HIV-1 resistance to CPSF5-358 restriction. Examining capsid-CypA interaction without the 

presence of CPSF6-358, we demonstrated that N57A HIV-1 infectivity is dependent upon capsid 

interaction with CypA. Inhibiting CypA-capsid interaction restricts N57A HIV-1 infectivity at 

nuclear entry with both N57A HIV-1NL4-3 and N57A HIV-1LAI. Further, G94D rescue of N57A 

HIV-1 infectivity is also dependent upon CA binding to CypA. This latter result was particularly 

surprising, given that G94D HIV-1 infects independently of CypA and in some cell types is 

dependent upon CsA treatment to inhibit CypA binding (438, 439, 457, 458). The dependence of 

N57A HIV-1 on CypA is reminiscent of N74D dependence on CypA (435), and raises several 

questions, such as: what is the mechanism by which CA mutations that render HIV-1 infection 

independent of CPSF6, Nup153, and Nup358 become dependent upon CypA? What does CypA 

binding provide to these CA mutants and why do they require it? How do these CA mutations 

render a CypA-independent mutation (e.g. G94D) dependent upon CypA? 

 

It has previously been suggested that there might be a relationship between CypA and 

CPSF6 interacting with the HIV-1 capsid (436, 521) (Vineet KewalRamani, personal 

communication), perhaps with CypA shielding the capsid from CPSF6 engagement, regulating 

when and where CA-CPSF6 interaction may occur. Our study provides additional support for this 

model. The lack of a crystal structure for full length CPSF6, however, makes it difficult to 
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understand the overall manner in which full length CPSF6 engages CA and how its engagement 

might influence, and be influenced by, other CA-interacting host factors. 

 

We also showed that N57A HIV-1 and N57A/G94D HIV-1 infect independently of 

Nup153 with both HIV-1NL4-3 and HIV-1LAI, indicating that, similar to CPSF6, Nup153 interaction 

is not restored in either N57A HIV-1LAI or N57A/G94D HIV-1LAI. This suggests that the 

mechanisms behind the attenuated N57A HIV-1LAI infectivity defect and G94D rescue of N57A 

HIV-1LAI infectivity lie elsewhere. 

6.1.3  Aim 3: Develop novel methods to visualize HIV-1 capsid uncoating in infected host 

cells in real time 

We demonstrated that the concepts underlying the EU-based capsid permeabilization assay can be 

adapted for visualizing capsid permeabilization in infected host cells in real time. We presented 

the live cell capable MS2-FAP assay design utilizing bacteriophage MS2 coat protein-based RNA 

recognition/binding coupled with a FAP binding to a capsid impermeable fluorogen dye for 

indication of capsid permeabilization. We performed extensive validation and optimization of the 

FSWT/MS2 system for the production of infectious, fluorescently labeled virus particles, along 

with the creation and testing of the MS2-FAP fusion construct.  

 

Technical challenges impaired packaging of a persistent fluorescent virus particle label, 

which led to the consideration of alternative labeling strategies and ultimately to the redesign and 

simplification of the assay. The Mango capsid permeabilization assay was presented, based on the 

use of the Mango RNA aptamer and a capsid impermeable fluorogen dye. We further upgraded 
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the Vpr-mRuby3-IN virus particle labeling construct for STED super-resolution imaging and 

stable cell line expression. 

 

The Mango capsid permeabilization assay will permit the examination of capsid 

permeabilization in real time in infected host cells. It can be combined with fluorescent signals 

associated with viral or host proteins to demonstrate how capsid permeabilization relates to other 

viral and host processes. Importantly, it can help answer some of the outstanding questions 

associated with the initial steps of capsid uncoating, as evidenced by permeabilization, including 

when and where within the host cell uncoating begins, what viral and host factors are involved in 

initiating uncoating, and what effects various CA mutations, inhibition of host factor interactions, 

or pharmacological treatments have on the initiation of uncoating. 

6.2 Future Directions 

6.2.1  The N57A HIV-1 infectivity defect and related phenotypes 

Our observations associated with the CA-dependent N57A HIV-1 infectivity defect and partial 

rescue by G94D revealed multiple related infectivity phenotypes that would benefit from further 

exploration and suggest several questions for future study. While each of these phenotypes might 

be produced by a separate mechanism, they should also be considered collectively, as similar 

techniques and avenues of inquiry might be used in pursuing each of these mechanisms. These 

questions are: 

1. How does CA mutation L83V attenuate the N57A HIV-1NL4-3 infectivity defect? 
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2. How does CA mutation G94D partially rescue the N57A HIV-1LAI infectivity defect? 

3. How do CA mutations L6I, H120N, and G208A work in conjunction with L83V to 

effect N57A/G94D HIV-1NL4-3 rescue? 

 

While we observed that adding L83V to N57A HIV-1NL4-3 confers the attenuated 

infectivity phenotype of N57A HIV-1LAI (Chapter 3), no clear mechanism was identified, and 

there have been no published reports characterizing a role for amino acid 83 in CA. Preliminary 

electron microscopy (EM) of N57A HIV-1NL4-3 and N57A HIV-1LAI suggests L83V might improve 

capsid stability, which could also explain the early reverse transcription defect and accelerated 

capsid permeabilization observed with N57A HIV-1NL4-3. Additional EM should be performed and 

should include N57A/L83V HIV-1NL4-3 to specifically examine the contribution of the L83V CA 

mutation in the differences observed in preliminary EM images between N57A HIV-1NL4-3 and 

N57A HIV-1LAI. N57A/L83V HIV-1NL4-3 could also be examined for reverse transcription 

products and perhaps capsid permeabilization kinetics with the hypothesis that the L83V CA 

mutation corrects these defects observed in N57A HIV-1NL4-3. 

 

Our findings that the addition of CA mutation G94D partially rescues the N57A HIV-1LAI 

infectivity defect but not the N57A/L83V HIV-1NL4-3 infectivity defect, despite both viruses having 

similar attenuated infectivity defects (Chapter 3), indicate that the G94D rescue is likely 

accomplished by a different mechanism than the attenuation of the N57A HIV-1LAI infectivity 

defect. Mutating any one of the other three CA amino acids that differ between NL4-3 and LAI in 

addition to L83V results in partial rescue of N57A HIV-1NL4-3 infectivity by G94D, further 

complicating the characterization of these phenotypes. Collectively, however, two principle 
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scenarios should be considered in searching for a mechanism: changes to host factor interactions 

and changes to capsid stability and/or conformation. 

 

Our examination of host factor interactions (Chapter 4) showed that N57A HIV-1LAI 

infection is independent of CPSF6 and Nup153 interaction similar to N57A HIV-1NL4-3 infection, 

indicating that restoration of interaction with either of these host factors is not involved in 

attenuating the N57A HIV-1LAI infectivity defect. Similar observations showed that N57A/G94D 

HIV-1 infection is also independent of CPSF6 and Nup153, demonstrating that neither of these 

host factors are involved in the G94D rescue of N57A HIV-1 infectivity. However, it should be 

noted that these studies were conducted only in HeLa cells. The most robust rescue of N57A HIV-

1LAI infectivity by G94D was observed in GHOST cells (Chapter 3), in which these experiments 

should be repeated. CD4+ T cells should also be examined, as they are the primary target of HIV-

1 infection. 

 

Other host protein interactions could be altered to produce these infectivity phenotypes. In 

addition to CPSF6 and Nup153, N57A HIV-1 also infects independently of Nup358 (270), which 

should be similarly examined in HeLa, GHOST, and CD4+ T cells. Nup358 includes a cyclophilin 

homology domain (Nup358Cyp) that has been shown to bind CA in vitro (270, 271), though the 

role of Nup358Cyp binding to CA in host cells is debated (270, 271, 480). While G94D HIV-1 

infects independently of CypA (438, 439), in the context of N57A/G94D HIV-1LAI CypA binding 

is necessary (Chapter 4). This raises the possibility that N57A/G94D HIV-1LAI infection might 

require CA interaction with Nup358Cyp. It is also possible that G94D might provide N57A HIV-

1LAI access to an alternative pathway for infecting dividing cells. This idea is not unreasonable, as 
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a similar cell cycle dependent CA mutation, N57S, which also does not infect nondividing cells, 

relies on a particular set of nucleoporins for infection (269). Such alternative pathways have been 

proposed for a variety of HIV-1 CA mutant viruses that infect independently of one or more of the 

host factors that comprise the established, “canonical” nuclear import pathway (267, 270). 

However, identification of host factors belonging to these hypothesized noncanonical routes has 

been elusive.  

 

Additional insight into the mechanism behind one or more of these infectivity phenotypes 

could be gained from collaborative efforts examining HIV-1 capsid assemblies by solid state 

nuclear magnetic resonance (SSNMR) spectroscopy (599), which could reveal differences in 

capsid stability or conformation. Previous studies have demonstrated that the capsid possesses 

fluid, dynamic conformational flexibility that is necessary for both formation of a stable assembled 

capsid and interactions with host factors (600). We are working with collaborators to examine 

assemblies of capsid from N57A HIV-1 and N57A/G94D HIV-1 from both NL4-3 and LAI strains 

to determine if any of these CA mutations induce changes to this conformational flexibility that 

might inform on a mechanism behind the observed phenotypes. 

 

SSNMR spectroscopy can also help answer the related questions of how inhibiting CypA 

binding to CA impairs N57A HIV-1 nuclear entry and N57A/G94D HIV-1 infectivity. Prior 

studies have examined HIV-1 capsid assemblies in conjunction with bound CypA and have shown 

that CypA binding significantly attenuates the flexibility and mobility of the CypA binding loop 

of CA (601). The G94D CA mutation was also demonstrated to exhibit a similar loss of flexibility 
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without CypA bound (601). The N57A CA mutation in HIV-1NL4-3 and/or HIV-1LAI might alter 

the observed CypA binding loop flexibility. 

6.2.2  CPSF6-358 restriction 

The formation of CPSF6-358 higher order complexes in association with HIV-1 infection and the 

commensurate acceleration of capsid permeabilization (Chapter 4) provides further insight into 

how CPSF6-358 restricts infection, but also poses additional questions. Mechanistically, how does 

CPSF6-358 restrict infectivity? We noted that the accelerated capsid permeabilization is similar to 

that observed with rhTRIM5α restriction (500). Does CPSF6-358 pull the capsid apart in a similar 

manner, or does the capsid stay together, albeit more loosely or in a larger structure? What is the 

basis of CPSF5-358 aggregate formation in cells? When purified, CPSF6-358 was observed to 

former oligomers in the absence of HIV-1 (521); however, this was not observed in HeLa cells 

stably expressing CPSF6-358-eGFP (Chapter 4), though we cannot rule out oligomers that 

incorporate too few copies of eGFP to be observed with confocal imaging. Does capsid nucleate 

aggregation of CPSF6-358 simply by offering numerous binding sites for high avidity or do 

CPSF6-358 monomers also bind to one another similar to oligomerization during purification? 

Does CPSF6-358 form any sort of lattice structure around the capsid akin to rhTRIM5α (535)? 

Answering these questions will likely require structural biology studies to more closely examine 

the manner in which CPSF6-358 engages capsid and, potentially, itself. A previous study used 

SSNMR to characterize the dynamic interaction of capsid with rhTRIM5α and observed global 

rigidification and loss of flexibility of the capsid upon engagement of rhTRIM5α, leading to 

conformational changes that altered capsid subunit interfaces and destabilized the capsid lattice 
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(602). A similar examination of capsid assemblies with CPSF6-358 might yield important clues 

as to what engagement of CPSF6-358 does to capsid flexibility and structure. 

 

One key manner in which rhTRIM5α and CPSF6-358 restriction of HIV-1 infection differ 

is that rhTRIM5α restricts prior to reverse transcription (539) whereas CPSF6-358 does not 

prevent the completion of reverse transcription (266), which suggests different mechanisms of 

restriction. Interestingly, rhTRIM5α restriction is associated with the proteasomal degradation 

pathway, the inhibition of which alleviates the reverse transcription block imposed by rhTRIM5α, 

but still results in restriction of HIV-1 infection at nuclear entry (603). Impairing proteasomal 

degradation also permits visualization of HIV-1 associated with rhTRIM5α in cytoplasmic bodies 

(504), reminiscent of HIV-1 associated with CPSF6-358 puncta (Chapter 4). This suggests that 

the direct interactions of CPSF6-358 and rhTRIM5α with capsid could be similar, with rhTRIM5α 

additionally directing engaged virus particles toward proteasomal degradation and earlier 

restriction. This raises additional questions about CPSF6-358 restriction: what happens with 

CPSF6-358/capsid complexes after formation? Is there directed proteasomal degradation like with 

rhTRIM5α? Do these complexes lead to cytoplasmic sensing of capsid contents and innate immune 

activation? Finally, how similar is CPSF6-358 interaction with capsid to that of full length CPSF6? 

In other words, does full length CPSF6 engage capsid in the same manner as CPSF6-358 except 

perinuclearly as opposed to cytoplasmically, with localization being the determinant of whether 

that engagement promotes or restricts infection? Understanding the dynamics of CPSF6-358 

interaction with capsid could inform on how endogenous CPSF6 may promote virus infection. 



  184 

6.2.3  The Mango capsid permeabilization assay and future upgrades 

Work continues on the development of the Mango capsid permeabilization assay with validation 

testing and initial use planned as previously described (Chapter 5). Once operational, there are 

several modifications or upgrades that can be considered to extend the capabilities of the assay. 

After identifying one or more small, capsid impermeable fluorogen dyes to identify the earliest 

stages of capsid permeabilization, we can form some idea of the size of the breach in the capsid 

using differently sized dyes that require larger openings to enter the core. Comparing the kinetics 

of capsid permeabilization with these different sized dyes can provide clues as to the nature of the 

openings in the capsid, e.g. whether large chunks or individual hexamers are removed, or if 

permeabilization rather results from gaps opening up between hexamers, etc. 

 

Being able to observe capsid permeabilization in real time is more useful when 

permeabilization can be associated with other characteristics of viral infection. An important 

consideration is whether or not the observed capsid permeabilization phenotype is associated with 

successful infection. Many virus particles are destined for non-infectious pathways (195, 286) and 

one determinant of infectious potential for a virus particle might be when, where, and/or how it 

uncoats. To ascertain whether a particular virus particle leads to successful infection, some form 

of reporter functionality can be encoded in the viral genome, which is expressed after integration. 

This is, for example, how the NLdE-luc reporter virus used throughout this dissertation functions. 

In designing the Mango capsid permeabilization assay, the firefly luciferase reporter gene was 

replaced with the Mango RNA aptamer. However, if reporter functionality can be retained, it 

would be possible to observe infected cells over an extended period of time as the reporter gene 

becomes expressed, thereby revealing virus particle events that led to successful infection. 
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Designing a reporter virus that contains NanoLuc (604) or mNeonGreen (595) in addition to the 

Mango RNA aptamer would minimize the size increase of reporters compared with the existing 

NLdE-luc reporter virus, thereby minimizing the impact of the reporters on virus infectivity. 

Combining capsid permeabilization characteristics with a measure of success or failure in infection 

might reveal specific capsid permeabilization phenotypes that are associated with infection. 

 

Using the Mango capsid permeabilization assay, as reverse transcription proceeds, RNase 

H degradation of the viral RNA genome would result in disruption of the RNA aptamer structure 

and concomitant loss of fluorescence. While this might limit the amount of time during which the 

capsid permeabilization signal is visible, it can also serve as the basis for a variation of the capsid 

permeabilization assay that focuses instead on the kinetics of reverse transcription. Altering the 

location of the RNA aptamer loops within the viral genome should also alter the duration of the 

capsid permeabilization fluorescent signal, providing information on the rate at which reverse 

transcription is proceeding, in relation to the time at which capsid permeabilization occurs. To 

separately examine reverse transcription kinetics from capsid permeabilization, the fluorogen dye 

could also be pre-loaded onto the RNA aptamer by producing virus in the presence of the dye in 

addition to treating the infected host cells with dye. To provide greater detail of reverse 

transcription kinetics, multiple sets of RNA aptamer loops could be incorporated at different 

locations within the viral RNA genome, utilizing different RNA aptamers that bind fluorogen dyes 

of different wavelengths. One important consideration in choosing where to potentially place RNA 

aptamer loops in the viral RNA genome is the critical role played by RNA secondary structure in 

HIV-1 replication (328, 605, 606), including several highly conserved structural motifs (607, 608) 

that should not be disrupted. Alternatively, a lentiviral vector system could be employed for a 
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reverse transcription assay, permitting a wider range of locations within the vector genome to be 

targeted for RNA aptamer loop placement. 

 

The goal of specifically characterizing the loss of CA from the capsid during uncoating is 

fraught with technical challenges. The ability to quantitatively and sensitively measure CA loss 

requires the capability to either reliability and broadly label CA directly or has to use an orthogonal 

technique for quantifying the amount of CA at different time points. Also challenging is 

determining not only what amount of CA has been lost but from where on the capsid. Given the 

small size of the capsid and the resolution limit of confocal technologies, any imaging-based 

solution would likely require the use of super-resolution light imaging techniques and/or EM. EM 

has been used successfully to examine HIV-1 infected cells (219), particularly when combined 

with fluorescent light microscopy via correlative light electron microscopy (CLEM) and cryo-

electron tomography (cryo-ET, cryo-CLEM) (505, 609, 610). The Mango capsid permeabilization 

assay is designed to be compatible with super-resolution light imaging and CLEM. An extension 

of the assay could be used in conjunction with these imaging techniques to permit the EM 

interrogation of virus particles that have become permeabilized, offering insight into the structure 

of the permeabilized capsid. 

6.3 Final Thoughts 

HIV-1 research is performed against the backdrop of the ongoing AIDS epidemic. Advances in 

our knowledge about the virus should also be examined in terms of how those gains can be 

leveraged in a way that might ultimately result in clinical benefits. Despite the miraculous 
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improvements in mortality conferred by adherence to ART, the continued development of drug 

resistance mutations and poorly tolerated side effects fuel the need for new pharmaceuticals and 

for new potential therapeutic targets. The viral capsid plays multiple critical roles in the virus life 

cycle and is unlike any host protein or complex, yet is genetically fragile, making it a strong 

candidate for antiviral intervention. 

 

Through this dissertation we have added to the growing body of knowledge about the HIV-

1 capsid, about capsid interactions with host factors, and how capsid mutations and differences in 

viral strains and cell types can alter virus infectivity. We have additionally developed reagents and 

techniques to improve our capabilities at examining the capsid and furthering our understanding 

of how this protective shell comes undone. Finally, we have suggested, through our observations 

of significantly different infectivity phenotypes among closely related virus strains and our 

analysis of capsid sequences of primary isolates, that care must be exercised when extrapolating 

the applicability of infectivity phenotypes observed in single isolates to broader virus populations. 

It is our sincere hope that these contributions might in some small part progress our efforts at 

combatting HIV-1 infection and AIDS and help bring us one step closer to ending this worldwide 

epidemic. 
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This appendix is a manuscript in revision included in its entirety in support of data presented in 

Chapter 3. 

A.1 Introduction 

The capsid of HIV-1, a cone-shaped shell, is made of capsid protein (CA) subunit and encases 

essential components, such as two copies of viral RNA and enzymes reverse transcriptase (RT) 
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and integrase (IN) (324, 611). Upon delivery into the cytoplasm, the viral capsid engages the host 

cytoskeleton network to migrate toward the nucleus, where the reverse transcribed viral DNA is 

inserted into the host chromatin (192, 503, 612). During this early phase of the viral replication 

cycle, the HIV-1 core transforms itself to physically distinct sub-viral structures, called reverse 

transcription complexes (RTCs) and pre-integration complexes (PICs), through a process called 

uncoating or capsid disassembly (285, 286). Uncoating, a temporally and spatially regulated 

process, results in the shedding of CA subunits from the core. 

 

Molecular and mechanistic details of capsid disassembly remain incompletely understood, 

but a consensus view is that uncoating is exquisitely controlled by both intrinsic capsid stability 

and extrinsic elements, including capsid-binding cellular factors. Intrinsic capsid stability is 

governed by interactions between CA subunits that generate CA oligomers (hexamers and 

pentamers), the basic units of the viral capsid that interact with each other to form a capsid lattice 

in a fullerene cone (191, 613, 614). The N-terminal domain (NTD) and the C-terminal domain 

(CTD) of CA are linked with a short stretch of a flexible linker and involved in the assembly of 

viral capsids. Interactions between individual CA subunits, which are mediated by NTD-NTD, 

NTD-CTD and CTD-CTD interfaces (191), are critical for capsid stability (228, 430, 523, 615). 

To what extent each of these interfaces contributes to capsid stability is incompletely understood. 

As described above, capsid stability and uncoating are also regulated by cellular factors. At least 

a dozen host proteins are known to directly bind to the viral capsid (reviewed in (388)), although 

how each of the molecules either stabilizes or destabilizes the viral capsid is controversial. 

Nonetheless, a significant role played by capsid-interacting cellular proteins is well illustrated by 

the rhesus monkey variant of TRIM5α (539), a potent antiviral molecule that interacts with the 
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viral capsid and accelerates uncoating to prevent reverse transcription and, as a result, severely 

limits viral infection. In addition, a small molecule called inositol hexakisphosphate (IP6), which 

has been recently shown to be a co-factor for HIV-1 assembly (425), displays the ability to regulate 

capsid stability (616). 

 

Proper disassembly of the capsid is critical for nearly every step during the early phase of 

HIV-1 replication, up until viral integration into the host chromosomes. For instance, defects of 

CA mutations in viral DNA synthesis suggest a role for uncoating in the progression of reverse 

transcription (228, 617-619). These functional interplays are not unidirectional; post-entry steps 

also affect the progression of capsid disassembly. A notable example is the effect of reverse 

transcription on the extent and kinetics of uncoating (490-493). Functional roles of CA and its 

shedding from intracellular viral complexes are extended to the nucleus (272, 298, 472, 620, 621). 

Capsid is the major determinant for HIV-1 nuclear entry (266, 267, 270, 273, 274, 284, 622) and 

critically contributes to the unique preference of HIV-1 integration targeting (270, 301, 483, 623, 

624). Thus, viral uncoating can be viewed as a complex series of events in which the viral capsid 

and its matured complexes shed CA subunits both in the cytoplasm and nucleus. 

 

Another function of the viral capsid that has been proposed in the literature is to shield 

nascent viral DNA from innate immune sensors (625-627). HIV-1 reverse transcription takes place 

in the cytoplasm and thus viral DNA can be recognized by cytosolic DNA sensors to trigger an 

innate immune response (526). Cytoplasmic sensing of HIV-1 DNA appears to be context 

dependent: for example, HIV-1 infection of monocyte-derived macrophages does not appear to 

induce a robust innate immune response (628, 629). Nonetheless, macrophages are equipped with 
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functional cytosolic DNA sensing machinery, which consists of cyclic guanosine monophosphate–

adenosine monophosphate synthase (cGAS) and the adaptor protein stimulator of interferon genes 

(STING), as well as other regulators and downstream effectors, such as interferon-gamma 

inducible factor 16 (IFI16), polyglutamine binding protein 1 (PQBP1), TANK-binding kinase 1 

(TBK-1) and interferon regulatory factor 3 (IRF3) (526, 630, 631). The lack of a robust type I 

interferon (IFN) response upon HIV-1 infection of macrophages can be explained by the presence 

of the cytosolic exonuclease three prime repair exonuclease 1 (TREX1) (629), as well as negative 

regulation of host factors by viral accessory proteins (reviewed in (255)). Additionally, it has been 

proposed that the capsid cloaks viral DNA from being sensed by cytosolic DNA sensors (257, 

632). Alterations in CA interactions with the host cellular factors cyclophilin A (CypA) and 

cleavage and polyadenylation specificity factor subunit 6 (CPSF6) triggered innate immune 

responses and IFN production in macrophages (257). The involvement of CypA in innate sensing 

of HIV-1 DNA was also extended to monocyte-derived dendritic cells (632). 

 

Capsid stability is the major intrinsic property that regulates uncoating (285, 286). HIV-1 

capsid stability, which is dictated by fine-tuned interactions between individual CA subunits, must 

be optimal to ensure proper uncoating that is critical for viral replication (228). Our current 

understanding of HIV-1 capsid stability is largely built upon biochemical characterization of viral 

cores prepared in vitro (228). Core yield, the quantity of CA that is associated with isolated cores, 

is a standard measure for capsid stability (633). A similar core isolation technique can be combined 

with microscopy-based observations of physical associations of CA with core particles (525). 

There is general agreement between biochemical and microscopic techniques on the behavior of 

representative CA mutants with altered capsid stability, although some discrepancy has been also 
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noted (492, 500, 525). An inevitable drawback of these powerful techniques is their laborious 

experimental procedure that precludes large-scale studies of various mutants or diverse naturally 

occurring variants. A complementary approach, such as a recently described assay exploiting the 

exposure of a virion-associated mRNA reporter (502), is needed to further deepen our 

understanding of capsid stability. 

 

In the present work, we exploited PF-3450074 (PF74), a capsid-binding small-molecule 

compound (409), as a tool to study capsid functions. PF74 was shown to destabilize the viral capsid 

in certain assay systems (410, 418, 420, 500, 634), although PF74 did not affect capsid stability, 

and even stabilized cores, in imaging-based assays (525, 620, 635). We used the capsid-targeting 

activity of PF74, together with cell-free and cell-based assays, to reveal a novel naturally occurring 

phenotype of capsid stability that drastically alters cGAS-dependent sensing of HIV-1 DNA and 

highlights an underappreciated capacity of HIV-1 to accommodate phenotypic variation in the 

viral capsid. 

A.2 Results 

A.2.1 Resistance to effects of high doses of PF74 

In the present study, we utilized PF74 to study capsid functions. A unique dose-response curve of 

PF74 (Figure 41A) corresponds to two distinct mechanisms of action in which low doses block a 

step following reverse transcription whereas high doses block reverse transcription (409, 410, 417, 

419, 420, 472, 620, 634). Among a panel of CA mutants examined for their sensitivity to PF74 
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Figure 41. A CA mutation confers resistance to antiviral activity at high PF74 concentrations, while 

maintaining PF74 binding. (A) GFP-encoding reporter virus carrying either the WT or R143A capsid were used to 

infect HeLa cells transduced with the empty LPCX vector with increasing amounts of PF74. Relative infectivity was 

calculated by setting the number of GFP-positive cells without PF74 treatment as 100%. The mean values were 

obtained from five independent experiments. Error bars denote the standard error of mean (SEM). *P < 0.05 

(calculated with the unpaired student t test). (B) The degree of PF74-mediated inhibition at high drug doses was 

quantified by the results shown in panel A. Individual dots correspond to data points from each experiment. Results 

were analyzed with the unpaired student t test. (C) The affinity of PF74 for WT and R143A hexamers was determined 

using equilibrium dialysis. One representative data from two independent experiments with similar results is shown 

here. A Kd value for R143A in the other experiment was 0.244 µM.  
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(unpublished results), the R143A mutant was distinct because its difference from the WT virus of 

the LAI strain was more pronounced at high drug concentrations (Figure 41A). Namely, antiviral 

activity by PF74 at 2.5, 5 and 10 µM against the R143A mutant was significantly less than for the 

WT virus (Figure 41A and 41B). However, when PF74 dissociation constants were measured 

using equilibrium dialysis, the R143A substitution did not markedly alter the affinity of CA 

hexamers to PF74 (Figure 41C). This finding suggests that PF74 can bind to the capsid of the 

R143A virus, although this idea should be viewed with caution as stabilized CA hexamers, but not 

cores, were used in the binding assay. 

 

The R143A mutant specifically resisted antiviral activity at high PF74 concentrations, even 

though it did not exhibit substantially altered CA hexamer affinity for PF74 (Figure 41). As high 

drug concentrations were shown to destabilize the viral capsid in certain assays (410, 418, 420, 

500, 634), one possible mechanism of the observations is that the R143A mutant neutralizes the 

core-destabilizing activity by PF74. To test this hypothesis, we examined effects of PF74 on 

purified HIV-1 cores using a biochemical approach (228). In control experiments performed to 

validate our experimental system, we observed that addition of a detergent, Triton X-100, in the 

core isolation procedure led to the appearance of a broad peak of reverse transcriptase (RT) in 

dense fractions (data not shown). The density of one of the fractions (1.25 g/ml) was within the 

range of densities known to contain retroviral cores in previous studies (228, 636-638). 

Furthermore, two representative CA mutant viruses that have either hyperstable (E45A) or 

unstable cores (Q219A) (228) behaved as expected in our experimental system (data not shown).  
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Figure 42. PF74 reduces CA and RT molecules in core-containing fractions. (A) HIV-1 cores were separated on 

a discontinuous sucrose gradient after incubation in the presence or absence of 10 µM of PF74 at 37 ºC for one hour. 
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The amount of CA (top panels) and RT (bottom panels) in each fraction was measured by p24 CA ELISA and the SG-

PERT assay, respectively. A representative profile from two independent experiments is shown on the left. Additional 

experiments were performed to measure CA and RT for core-containing fractions 6 and 7. Each dot represents the 

measured amount in a single experiment. Dots that represent results originating from the same experiment are 

connected with lines. Differences between the two conditions were studied with the unpaired t test. (B) Virus particles 

were treated with increasing amounts of PF74 and subjected to the core isolation procedure. The amount of RT 

molecules in the indicated fractions was measured by the SG-PERT assay. The mean of three independent experiments 

is shown with error bars (shown in gray) denoting SEM. Best-fit curves were generated by nonlinear regression using 

log-transformed data. (C) A drug-resistant mutant (5mut) was compared to the WT virus as describe above. The data 

shown here is representative of two independent experiments.  

 

 

Consistent with previous observations (410), pre-treatment of the virus with PF74 reduced the 

level of p24 CA in fractions that contain cores (Figure 42A, fractions 6 and 7). Furthermore, the 

quantity of RT molecules associated with similar high-molecular-weight complexes was 

substantially decreased upon PF74 treatment (Figure 42A, bottom panels) in a dose-dependent 

manner (Figure 42B). In contrast, the amount of RT in the same dense fractions was barely 

changed for the PF74-resistant mutant 5Mut, which encodes five amino acid substitutions (Q67H, 

K70R, H87P, T107N and L111I) (409, 410) (Figure 42C). Thus, consistent with the previous 

work (410), PF74 appears to destabilize the viral capsid in this particular assay. 

 

We next asked how the R143A mutation affects the sensitivity to the capsid-destabilizing 

activity of PF74 (Figure 43). Having shown that PF74 decreases core-associated CA and RT 

molecules (Figure 42), we utilized the PCR-based RT assay in the following experiments, as it is 

more sensitive than the CA p24 ELISA assay. Consistent with the cell-based assay in which 
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Figure 43. The R143A mutant virus partially resists the core-destabilizing activity of PF74. (A) Core yield of the 

R143A mutant was compared to that of the WT virus in the presence or absence of 10 µM PF74 by the method 

described in the legend to Figure 42. A representative result is shown from five independent experiments. (B) Core-

destabilizing activity of PF74 against two viruses is depicted as the amount of RT in fraction 6 treated with 10 µM 

PF74 relative to no drug treatment. The data shown here are results of five independent experiments and were 

examined using the two-tailed paired t test. (C) Core yields are shown as the RT amount in fraction 6 normalized to 

the amount of input used in each experiment. Data was compiled from six experiments and analyzed by the two-tailed 

unpaired t test.  

 

 

R143A was resistant to antiviral activity by high PF74 doses (Figure 41A and 41B), the R143A 

mutation partially neutralized the core-destabilizing activity of PF74 (Figure 43). Specifically, the 

magnitude of PF74-mediated reduction of RT molecules in core-containing fractions (fractions 6 

and 7) was smaller for the R143A mutant as compared to the WT virus (Figure 43A). The 

difference was statistically significant across five independent experiments, although the 

magnitude of decrease varied between these experiments (Figure 43B). The amount of RT in 

fraction 6 in the absence of the drug, which appeared to correlate with capsid stability, did not 

differ between the two viruses (Figure 43C). These observations suggest that the R143A virus 

resists the antiviral activity of PF74 by counteracting its core-destabilizing activity. 
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A.2.2 A naturally occurring genetic polymorphism at the trimeric hexamer interface 

confers resistance to PF74-induced core destabilization 

The results of our studies of the lab-generated mutant R143A uncovered a novel capsid-specific 

phenotype. We extended our study to primary strains for understanding natural phenotypic 

variation of the HIV-1 capsid. Ten T/F viruses (522), which were assessed for their sensitivity to 

PF74, displayed considerable variations in dose-response curves against PF74 (data not shown). 

Among them, one strain (CH040) was distinct because its resistance to antiviral activity was more 

pronounced at high drug concentrations, a phenotype similar to that of the aforementioned R143A 

mutant (Figure 41). Transfer of the DNA sequence encoding the entire CA domain of the Gag 

protein from CH040 to the LAI backbone conferred this phenotype in which PF74 lost its potency 

at high, but not low, drug concentrations (Figure 44A). Because the LAI-based chimeric virus 

carrying CA from CH040 was very similar to the R143A mutant virus in their PF74 resistance 

profile, we reasoned that the capsid of CH040 resists PF74-mediated inhibition by neutralizing its 

capsid-destabilization activity. To test this idea, PF74 effects on the core yield were examined by 

using the same “spin-through” procedure (Figure 44B). Similar to the R143A virus, the chimeric 

virus carrying CA from CH040 partially neutralized the core-destabilizing activity by PF74, as it 

yielded a higher level of RT molecules in core-containing fractions than the WT LAI strain (Figure 

44B) with statistical significance (Figure 44C). The CH040 capsid had a two-fold higher yield 

than the LAI capsid in the absence of PF74 (Figure 44D). 

 

The CA-coding sequence of CH040 differs from that of LAI (Figure 45A). Among nine 

amino acid differences between these two sequences, a threonine-to-isoleucine change (T216I; 

from LAI to CH040) was noticeable, as this change is located at the trimeric interface for CA 
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Figure 44. The capsid from a primary strain confers resistance to antiviral activity and core-destabilization 

effects of PF74. (A) Dose-response curves of LAI and LAI encoding CH040 CA were generated on TZM (left panel, 

n = 2) and MT4 (right panel, n = 7 for LAI, n = 4 for CH040) cells using env/nef-defective GFP-reporter virus. 

Luciferase activity was used as readout for TZM whereas the number of GFP-positive cells was used for MT4 cells. 

Relative infectivity was calculated by setting the data points without PF74 treatment as 100%. The average values are 

shown with error bars denoting SEM. **P < 0.01 (calculated with the unpaired student t test). (B) Core yields of the 

virus carrying the capsid from CH040 were compared to those of the parental LAI virus in the presence or absence of 

10 µM PF74 by the method described in the legend to Figure 42. A representative result is shown from eight 

independent experiments. (C) Effects of PF74 on capsid stability were assessed by examining the amount of RT in 
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fraction 6 of PF74-treated samples as compared to those without PF74 treatment. Results from seven independent 

experiments are shown and were analyzed using the two-tailed, paired t test. Values obtained from the same 

experiment are connected by lines. (D) RT amounts in a core-containing fraction (fraction 6) were used to determine 

the core yield. Results are shown as relative values of core yields that were normalized to those by the LAI virus. The 

data was compiled from 11 independent experiments. The P value was derived using the Wilcoxon matched-pairs 

signed rank test.  

 

 

hexamer-hexamer interactions (430, 523, 524) and the same T216I emerged as a second-site 

suppressor mutation to rescue the P38A CA mutant, the capsid of which is unstable (639). To 

determine whether this genetic polymorphism dictates the difference in core-related phenotypes 

between LAI and CH040 viruses, the T216I substitution was introduced into the LAI strain 

whereas the reciprocal isoleucine-to-threonine (I216T) substitution was introduced into the clone 

encoding the CH040 CA protein. These two new viruses exhibited opposing phenotypes; the T216I 

change conferred the LAI strain with PF74 resistance, specifically at high PF74 concentrations, 

whereas the I216T substitution rendered the chimeric virus carrying CH040 CA more susceptible 

to antiviral activity at high doses of PF74 (Figure 45B). We also compared the effects of PF74 on 

the core yields of LAI carrying the T216I mutation to those of the WT LAI strain (Figure 46). The 

LAI mutant carrying T216I substitution differed from the parental LAI virus (Figure 46A) but 

resembled the LAI chimera with CH040 CA (see Figure 44B) in the abundance of RT molecules 

associated with core-containing fractions (Figure 46B) in the presence of PF74. It was difficult to 

judge the effects of T216I on capsid stability in the absence of PF74 treatment due to the presence 

of an outlier (Figure 46C). Without the outlier, the core yield of the T216I mutant in the absence 

of PF74 was lower than that of the parental WT virus by 3-fold (P = 0.0048). These results indicate 
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Figure 45. Amino acids at position 216 in CA govern the sensitivity to antiviral activity of high PF74 doses. (A) 

Alignment of HIV-1 CA amino acid sequences of LAI and CH040. Amino acids of CH040 that are identical to those 

of LAI are shown as dots. Amino acids at position 216 are highlighted in red. (B) Dose-response curves of PF74 for 

these viruses were generated by infecting MT4 cells with GFP-encoding reporter viruses in the presence of increasing 

amounts of PF74. Results are displayed as relative infectivity normalized to the infectivity in control cells without 

PF74. The mean values from at least three independent experiments are shown with error bars denoting SEM: n = 7 

for LAI, n = 3 for LAI+T216I, n = 3 for CH040, and n = 5 for CH040+I216T. **P < 0.01 (two-tailed, unpaired t test).  
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Figure 46. T216I substitution confers partial resistance to PF74-induced core-destabilization. (A) PF74 effects 

on HIV-1 cores. Virus particles of two LAI-based viruses were subjected to the “spin-thru” core isolation procedure 

after incubation with or without 10 µM PF74. (B) PF74 effects on the core yield are depicted as normalized values of 

RT amounts in fraction 6 relative to those without drug treatment. Log10-transformed values are shown and used for 

analysis by the two-tailed paired t test. (C) Core yields were derived by the amount of RT in fraction 6. The normalized 

amounts of core yield to the WT LAI virus are shown from four independent experiments. Data was analyzed by the 

two-tailed unpaired t test.  
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that a naturally occurring genetic polymorphism at the trimeric interface between CA hexamers 

allowed HIV-1 to gain PF74 resistance. 

A.2.3 Single virus imaging studies in vitro and in cells reveal that PF74-resistant variants 

have stable capsids 

Our observations suggested that CH040 differs from LAI in capsid stability and that the T216I 

substitution is responsible for the difference. To test this possibility, we utilized two 

complementary imaging assays established in previous work (500, 525). In the first approach, we 

co-labeled HIV-1 pseudoviruses by incorporating integrase fused to mNeonGreen 

(INmNeonGreen, INmNG) and cyclophilin A (CypA) tagged with DsRed (CypA-DsRed). We 

have previously demonstrated the utility of the CypA-DsRed fusion protein as a non-invasive 

marker for the viral capsid that allows monitoring loss of HIV-1 CA from single cores in vitro and 

in living cells (287, 525). To assess the core stability in vitro, double-labeled pseudoviruses were 

adhered to coverslips, permeabilized with saponin, and loss of CypA-DsRed from single virions 

was monitored by time-lapse imaging. These experiments revealed that the kinetics of CypA-

DsRed loss from PF74-resistant viruses was delayed compared to the LAI virus (Figure 47A and 

47B). Specifically, a significantly greater number of single INmNG labeled LAI cores lost CypA-

DsRed than the PF74-resistant viruses (R143A, T216I and CH040, Figure 47A and 47C). In 

agreement with the previously published results, the number of INmNG spots remained relatively 

constant within 30 min after permeabilization. These observations imply that the capsids of PF74-

resistant viruses are more stable than those of the WT LAI virus (Figure 47B and 47C). 
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Figure 47. Microscopic analysis of HIV-1 core stability in vitro. (A) Images of single CypA-DsRed and 

INmNeonGreen spots at time 0 and 30 minutes after permeabilization with saponin (same field of view for both time 

points). Scale bar is 2 µm. (B) Kinetics of single virus uncoating in vitro, as measured by loss of CypA-DsRed spots. 

An arrow indicates the time of CsA addition. Error bars are SEM. A representative result of four experiments for LAI 

WT, LAI T216I and CH040 and two experiments for R143A is shown. (C) A bar chart shows the average stable 

fraction of CypA-DsRed and INmNeonGreen spots at 30 min after permeabilization in multiple experiments. ***P < 

0.0001 (unpaired t test).  
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We next examined single HIV-1 uncoating in the cytoplasm using the same 

INmNG/CypA-DsRed labeled viruses pseudotyped with VSV-G (Figure 48A and 48B). In this 

cell-based assay, VSV-G-mediated viral fusion releases the HIV-1 cores into the cytoplasm where 

different outcomes are observed: (1) highly unstable cores exhibiting abrupt uncoating followed 

by proteasomal degradation of viral complexes; and (2) stable cores that survive for several hours 

in the cytoplasm and usually exhibit a very slow/gradual loss of CA/CypA-DsRed (525). The 

minor fraction of the relatively stable post-fusion HIV-1 cores is readily identified by treating cells 

with cyclosporine A (CsA), which displaces CypA-DsRed selectively from cores in the cytoplasm, 

but not from intact viruses trapped in endosomes (Figure 48A). Thus, the fraction of long-lived 

cores that does not complete uncoating within the first 90 min of infection correlates with the 

intrinsic core stability in living cells (525). We observed a significantly higher fraction of the stable 

post-fusion INmNG-labeled cores (i.e., cores that lost CypA-DsRed after CsA treatment) (525) for 

the PF74-resistant variants at 90 min post-infection compared to LAI WT (Figure 48B). This result 

further supports the notion that the PF74 resistance is associated with increased core stability. 

 

To further examine whether the stable cores were intact or partially opened, we utilized an 

alternative imaging method, which takes advantage of the dependence of viral RNA staining on 

the opening of the viral capsid (500, 521, 640). Previous work showed that 5-ethynyl uridine (EU) 

incorporated into HIV-1 RNA during virus production can be stained in cells after virus infection 

with a decrease in RNA detection over time concurrent with capsid uncoating and reverse 

transcription (500, 521, 640). The rate of RNA staining is affected by capsid stability, such that 

viruses with hyperstable capsids have slower RNA staining kinetics and loss of RNA signal 

compared to WT HIV-1 capsid and viruses with hypostable capsids show faster RNA staining. In 
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Figure 48. The CH040 capsid and T216I substitution both stabilize cytoplasmic HIV-1 cores. Single virus core 

stability was studied with two different cell-based imaging assays. The core stability of HIV-1 LAI and CH040 WT 

viruses or LAI-based CA mutants R143A and T216I was measured in TZM-bl cells (A and B) or in HeLa (C). (A) 

Post-fusion cores that did not uncoat during the first 90 minutes post-infection were readily identified by the loss of 

CypA-DsRed (arrows) in response to CsA treatment, whereas endosomal viral complexes retained CypA-DsRed under 

these conditions (yellow dashed circles). Images are maximum intensity projections of the same cell. Scale bar is 5 

µm. (B) A bar chart for the fraction of stable post-fusion HIV-1 cores for different capsid variants. Results represent 

the average of three experiments. Statistical analysis was performed using student t test. *P < 0.05, **P <0.01. (C) 

HeLa cells were infected with three HIV-1 variants containing fluorescently tagged integrase and stained for EU (viral 

RNA) at different time points. Data were compiled from results of three independent experiments and normalized 

with the dataset for the first time point (15 minutes post infection). Mean values of the normalized data are shown 

with error bars denoting SEM. Capsid permeabilization kinetics were analyzed by multiple linear regression modeling 
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in the SAS statistical package to test if the slopes were equivalent. Using the F statistic, the three slopes were not 

equivalent with P = 0.025. Using the F statistic with the Bonferroni correction for pairwise comparisons, P values less 

than 0.0167 were considered statistically significant. The P value for CH040 versus LAI+T216I was 0.59. The 

comparison of LAI WT to LAI T216I or to CH040 yielded P values of 0.011 and 0.038, respectively.  

 

 

this study, RNA staining of HIV-1 with CH040 capsid was distinct from that of WT HIV-1 (Figure 

48C). WT LAI virus had a steady decrease in RNA staining after the initial time point, similar to 

previous results (500, 521, 640). In contrast, higher numbers of RNA-positive particles were 

observed at 60 and 90 minutes post infection for the CH040 virus than the LAI virus, consistent 

with delayed capsid permeabilization. The T216I substitution in the LAI capsid phenocopied the 

CH040 capsid in this capsid permeabilization assay (Figure 48C). These results also suggest that 

the capsid of CH040 is more stable than that of LAI and that this difference is regulated by the 

T216I substitution. 

A.2.4 PF74-resistant variants prevent innate sensing of HIV-1 DNA by cGAS 

One potential consequence of stabilized capsids and delayed capsid disassembly in target cells is 

prevention of viral DNA exposure to cytosolic innate sensors. To test this idea, we used a 

previously described experimental system based on the monocytic cell line THP-1 in which HIV-

1 infection activates cGAS-mediated IFN signaling (526). As reported previously (526), THP-1 

infection with GFP-reporter HIV-1 induced type I IFN as well as IP-10, one of the interferon-

stimulated genes (ISGs) (Figure 49A). This innate immune activation was blocked by nevirapine, 

a reverse transcriptase inhibitor (Figure 49A), but not by raltegravir or dolutegravir, integrase 
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Figure 49. The R143A CA mutation suppresses HIV-induced innate responses in THP-1 cells. (A) THP-1 cells 

were infected with HIV-1 GFP reporter virus at an MOI of ~1 in the absence or presence of an RT inhibitor, nevirapine, 

at 5 µM. Virus infection was assessed by counting GFP-positive cells at two days after infection (left panel). A fraction 

of culture supernatant was used to determine the level of type I IFN using a reporter cell line that expresses luciferase 

under the ISRE promoter (middle panel). Induction of IP-10 was measured by using qRT-PCR (right panel). The value 

of mock-infected cells was set as the basal level of IP-10 (right panel). The averages of results from four independent 

experiments are shown with error bars denoting SEM. (B) Stable gene knockdown by shRNA was validated using 

qRT-PCR. Expression of the GAPDH gene was quantified in parallel as control to determine the changes of mRNA 

levels using the 2−ΔΔCT method. Cells stably expressing shRNA directed against cGAS were harvested at three 
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different occasions for mRNA extraction and qRT-PCR (left panel). Effects of cGAS depletion on IFN production by 

HIV-1 were determined as described above. In these experiments, increasing amounts of virus input were used to 

assess the relationship between viral infectivity and ability to stimulate type I IFN production. A representative result 

is shown from two experiments (middle panel). Results shown in the right panel where IFN production was normalized 

to the number of GFP-positive cells (i.e. virus-infected cells) were compiled from data generated in four independent 

experiments. Differences between various conditions were statistically examined using the two-tailed, unpaired t test: 

*P < 0.05, ***P < 0.0001. (C) The R143A CA mutant virus was compared to the WT virus in their ability to induce 

type I IFN in THP-1 cells. THP-1 cells were infected with GFP-reporter virus carrying either the WT capsid or capsid 

with the R143A mutation. Increasing amounts of virus input were used to achieve viral infectivity ranging between 

10 to 60% GFP-positive, virus-infected cells. Results shown were compiled from four independent experiments. The 

amount of type I IFN was determined by using a bioassay that utilizes a reporter cell line stably encoding the luciferase 

gene under the promoter of ISRE. (D) Shown is the amount of IFN in culture supernatant normalized by the number 

of virus-infected cells. Since the WT virus did not induce IFN production at a lower range of virus infection (less than 

30% GFP-positive cells), data points were separated into two groups. Each group was analyzed by the two-tailed, 

unpaired t test. (E) Induction of IP-10 mRNA was quantified using qRT-PCR. Copy numbers of IP-10 were quantified 

by qRT-PCR and the values were normalized with those obtained in mock-infected cells. Results shown are the 

averages of two independent experiments with error bars denoting SEM. The data was analyzed with the two-tailed, 

unpaired t test.  
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inhibitors (data not shown). Depletion of cGAS significantly reduced the ability of HIV-1 to induce 

type I IFN upon viral infection (Figure 49B). 

 

We next tested the ability of the R143A mutant to activate the cGAS-dependent DNA 

sensing pathway. In contrast to the WT virus, infection of THP-1 cells with the R143A mutant did 

not induce a strong type I IFN response (Figure 49C). Comparison of data points for infection 

resulting in more than 20% GFP-positive cells showed a statistically significant 3-log difference 

in IFN induction between these two viruses when the amount of type I IFN was normalized to the 

number of virus-infected cells (Figure 49D). A very similar result was obtained when levels of 

interferon gamma-induced protein 10 (IP-10) expression were measured by quantitative reverse 

transcription PCR (qRT-PCR); compared to mock, a 20-fold increase in IP-10 mRNA induction 

was observed for the WT virus but there was no increase in IP-10 expression for the R143A mutant 

virus (Figure 49E). 

 

The R143A mutant virus has been reported to be attenuated in infectivity (228, 393). In 

our hands, we found a 7-to-16 fold decrease in the quantity of virus particles produced by the 

R143A mutant, as determined by quantification of RT, and concomitant reduced infectivity, 

although when normalized by virus input, infectivity of the R143A mutant virus was comparable 

to the WT virus (Figure 50A). Thus, to achieve equivalent levels of infection with these two 

viruses, a larger inoculum size was required for the R143A virus than the WT virus. To rule out 

the possibility that the difference in the inoculum size inadvertently affected innate immune 

responses, we utilized an LAI-based chimeric virus carrying CH040 CA, as its virus yield and 

infectivity were equivalent to those of the parental LAI virus (Figure 50B). These observations 
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Figure 50. Infectivity and replicative capacity of PF74-resistant viruses. Virion-associated RT amount (left), 

infectivity (center) and infectivity normalized by the RT amount (right) of the R143A mutant (A) or chimeric virus 

encoding the CH040 CA (B) were compared to those of the LAI WT virus. Infectious units (IU) were quantified based 

on the number of virus-infected cells, which were judged by GFP expression. One representative result is shown from 

two independent experiments of transfection for virus production. Each transfection generated three replicates of virus 

stock. The mean of triplicate values is shown with error bars denoting standard deviations. (C) Spreading infection 

was examined by monitoring the number of GFP-expressing cells. Changes in the percentage of GFP-positive cells 

are plotted for replicates that show a range of 0.3% to 1% of GFP-expressing cells at 2 dpi. At least six replicates are 

shown with error bars denoting standard errors of the mean.  
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Figure 51. The CH040 capsid attenuates innate immune responses upon HIV-1 infection of THP-1 cells. (A) 

THP-1 cells were infected with GFP-reporter virus. The number of virus-infected cells was determined by counting 

GFP-positive cells (left panel). IFN induction by mock-infected or virus-infected cells were examined by transferring 

culture supernatant onto HEK293-based reporter cells that encode the luciferase gene under the control of the ISRE 

promoter. A standard curve was generated with known amounts of type I IFN and used for determining the amount of 

type I IFN for each condition (middle panel). IP-10 induction was quantitated using mRNA extracted from THP-1 

cells one day after infection. The number of IP-10 RNA copies in the mock-infected sample was used as the basal 

level of IP-10 to calculate the magnitude of induction (shown as fold induction). Shown are mean ± SEM; n = 2. 

Differences between LAI and CH040 were examined by the two-tailed, unpaired t test. (B) A dose-dependent increase 

in IFN production by LAI but not by CH040. The concentration of IFN in culture supernatant was log10-transformed 

and plotted against the number of GFP-positive cells (left panel). Linear regression was used to determine correlation 

between the number of virus-infected cells and IFN production. Results from three independent experiments are shown 

with each dot representing a single well containing THP-1 cells infected with different amounts of challenging virus. 

All the results were combined and the difference between two viruses was examined using the two-tailed, unpaired t 

test (right panel). (C) A time-course experiment for production of type I IFN. THP-1 cells were infected with VSV-

G-pseudotyped GFP reporter virus encoding CA from LAI or CH040 using the same amount of virus input. At 
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indicated time points, culture medium was harvested from virus-infected cells, as well as mock-infected cells (mock), 

and used for quantification of type I interferon using the same bioassay. One representative result from two 

independent experiments is shown. The average of triplicate samples is used with error bars denoting standard 

deviations.  

 

 

were confirmed in a spreading infection assay (Figure 50C). We infected THP-1 cells with GFP-

reporter virus that encodes the capsid from the CH040 strain (Figure 51). Similar to the 

observations made with the R143A mutant virus, the capsid of CH040 almost completely 

eliminated the ability of HIV-1 to induce production of type I IFN and expression of IP-10 in THP-

1 cells (Figure 51A). This observation was confirmed in a broad range of multiplicities of infection 

(MOI) (Figure 51B). A dose-dependent increase in production of type I IFN (Figure 51B) was 

observed for the LAI strain but not the virus encoding CA from CH040. The differences between 

these two viruses were statistically significant even when data points for low MOI were not 

excluded (Figure 51B). The observed difference between LAI and CH040 capsids (Figure 51) 

was not due to the delayed type I IFN production by CH040 (Figure 51C). The kinetics and extent 

of viral DNA synthesis by the CH040 virus was indistinguishable from those by the WT LAI virus 

(data not shown). Finally, a difference in the level of type I IFN production between LAI and 

CH040 viruses was also observed in primary monocyte-derived macrophages (MDMs) (Figure 

52). 

 

We showed that amino acids at position 216 in CA govern PF74 sensitivity (Figure 45). 

We next asked whether the same position in CA also regulates innate immune activation. Indeed, 

this was the case (Figure 53). Addition of the T216I substitution eliminated the ability of the WT 
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Figure 52. The CH040 capsid reduces the level of type I IFN production from primary macrophages infected 

with HIV-1. Production of type I IFN by MDMs infected with GFP reporter viruses. MOIs were pre-determined using 

THP-1 cells. A bioassay was used to quantify the amount of type I IFN in culture medium from MDMs prepared from 

2 blood donors. The mean of five independent experiments is shown with gray shades denoting SEM. **P < 0.01; *P 

< 0.05; Mann-Whitney U test.  

 

 

LAI virus to induce an appreciated level of type I IFN production whereas the reciprocal 

substitution (I216T) allowed the chimeric virus carrying the CH040 capsid to efficiently produce 

type I IFN (Figure 53). Thus, the capsid from the CH040 strain was strikingly distinct from the 

one from the LAI strain in PF74 sensitivity and innate immune recognition of viral DNA while 

both differences appeared to be regulated by the same amino acid substitution. 

 

The unique ability of the CH040 strain to more effectively prevent cGAS recognition of 

viral DNA than a lab-adapted strain raised the possibility that this phenotype may be preferentially 

selected during HIV-1 transmission. Such phenotype would be beneficial for HIV-1, which is 

susceptible to antiviral activity triggered by type I IFN and executed by a large repertoire of 
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Figure 53. Amino acids at position 216 in CA regulate HIV-induced innate activation of THP-1 cells. (A) THP-

1 cells were infected with GFP-encoding reporter virus based on the LAI strain or the chimeric virus carrying CH040 

Gag with each strain encoding either a threonine or isoleucine at position 216 in CA. Concentrations of IFN in culture 

supernatant were measured using a reporter cell line together with known amounts of IFN for generating standard 

curves. Representative results are shown from three independent experiments. (B) Results were compiled from three 

experiments. IFN concentrations (units per ml) were normalized to the numbers of virus-infected cells. The mean ± 

SEM; n = 18 (3 independent experiments with 6 different infectious doses), ****P < 0.00001 (two-tailed, unpaired t 

test).  

 

 

ISGs (255, 641, 642). We tested this possibility by studying the ability of a panel of eight additional 

T/F viruses to induce type I IFN in THP-1 cells. To specifically address the role of CA in our 

experimental setting, part of the gag gene encompassing the entire CA-coding sequence was 

transferred to an env-deficient GFP reporter clone to produce vesicular stomatitis virus (VSV)-G-

pseudotyped virus. Infection of THP-1 cells with increasing amounts of virus input showed that 

chimeric viruses, except for the one containing the capsid from the above described CH040 strain, 

were able to induce production of type I IFN at a level comparable to the LAI strain (Figure 54). 

Note that none of these strains, except for CH040, carry the T216I substitution. Thus, virus 



  216 

 

Figure 54. A profile of type I IFN induction of THP-1 cells by HIV-1 reporter virus harboring different capsids 

from nine T/F strains. Effects of different CA sequences on type I IFN production were examined using a panel of 

LAI-based chimeric viruses in which part of the Gag-coding sequence, including the entire CA domain, was replaced 

with those from T/F strains. Activation of type I IFN pathway in THP-1 cells infected with VSVG-pseudotyped viruses 

was examined as described in the legend to Figure 49. Results obtained in two independent experiments are shown, 

except for CH040, which was examined three times.  

 

 

harboring the capsid capable of effectively evading cytosolic DNA sensors in THP-1 cells is rare 

among the panel of T/F viruses examined in this work. 

A.3 Discussion 

The present work used both cell-free and cell-based assays to reveal a novel phenotype of the viral 

capsid. A unique profile of resistance to high doses of PF74 in an infectivity assay was associated 

with reduced sensitivity to PF74-induced core-destabilization in an in vitro assay. The capsid of 
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PF74-resistant viruses allowed more effective escape from cGAS recognition of viral DNA than 

those from other strains. Phenotypic variations in PF74 resistance and innate sensing between T/F 

strains examined in this work were linked to a genetic polymorphism at the trimeric interface 

between CA hexamers, which mediates key interactions that influences capsid stability. Finally, 

imaging-based assays revealed that these unique PF74-resistant variants contain stable cores. 

These observations suggest that capsid stabilization is an underlying mechanism of the new 

phenotype, which couples capsid stability to HIV-1 DNA sensing. 

 

Three new PF74-resistant viruses identified in this work are two CA mutants (R143A and 

T216I) and a naturally occurring strain (CH040). Their dose response curves for PF74 were 

different from those of previously described resistant variants (410, 419, 461, 508, 643), pointing 

to a novel resistance mechanism. Notably, these new resistant variants counteracted inhibitory 

effects of PF74 rather specifically at high PF74 concentrations. This is in contrast to drug resistance 

by blocking capsid binding to the two well-characterized host factors, CPSF6 and CypA, in which 

PF74 antiviral activity was neutralized at low drug doses (419, 461). These observations suggest 

that the resistance to high doses of PF74 is mechanistically unique and not caused by differential 

capsid binding to these cellular proteins. It remains unclear whether any other extrinsic host factors 

are involved in the unique resistance profile of these drug resistant viruses. 

 

High doses of PF74 have been shown to block reverse transcription in the literature, but 

their effects on the capsid vary between studies (409, 410, 417-420, 472, 500, 525, 620, 634, 635). 

PF74 was shown to stabilize or destabilize the capsid, depending on the method used. A possible 

explanation to reconcile these seemingly conflicting observations was proposed in a recent work 
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in which high doses of PF74 have two distinct effects – facilitating capsid opening while 

preventing lattice disassembly (540). It seems reasonable to assume that the newly identified PF74 

resistant viruses counteract one or both effects. Given that these resistant viruses contain cores 

with elevated stability and delay uncoating (Figures 47 and 48), it is likely that they counteract 

the capsid opening activity of PF74. 

 

In a centrifugation-based assay, PF74 displayed core-destabilizing activity (Figure 42). 

This core-destabilizing activity was partially neutralized by new PF74-resistant viruses. The 

neutralizing effects were modest but statistically significant (Figures 43, 44, and 46). This finding 

appears to contradict with a reported ability of PF74 to prevent capsid disassembly (525, 540, 620, 

635). A possible explanation for this disagreement is a dilution effect wherein a host factor(s) that 

stabilize the capsid are reduced or lost during core isolation, which would lead to capsid 

destabilization. In this scenario, PF74 triggers initial capsid opening and thereby exacerbates 

capsid destabilization. We note that the fate-of-capsid assay, another method that found PF74-

mediated capsid destabilization, also involves a procedure in which that subviral complexes are 

diluted. Further studies are needed to confirm this idea. 

 

The critical role played by cGAS in cytosolic DNA sensing has been firmly established 

(644). This protein appears to be essential for innate recognition of HIV-1 DNA in multiple 

experimental systems, while other host proteins participate in this sensing pathway (257, 526, 630-

632, 645-648). In this work, we asked if a new PF74 resistance phenotype, which appears to be 

associated with capsid stabilization, influences innate sensing of HIV-1 DNA. To this end, we 

used monocytic THP-1 cells, which were shown to activate IFN signaling upon HIV-1 infection 
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through cGAS-dependent recognition of viral DNA (526, 630, 645). Our results showed that 

genetic changes in CA almost completely eliminated the ability of HIV-1 to induce type I IFN in 

THP-1 cells. Thus, these viruses are distinct from previously described CA mutants, which 

displayed elevated levels of innate immune activation in myeloid cells (270, 632, 649, 650). Our 

observations were made with virus of which infectivity is comparable to that of a widely-used lab-

adapted strain and thus argue against the possibility that differences in the inoculum size may 

inadvertently affect innate responses. Overall, our results support a general model for capsid-

mediated regulation of HIV-1 DNA sensing (257, 632, 651) and are in line with the previous work 

demonstrating a similar role of capsid stability in regulating DNA sensing for murine leukemia 

virus (652). 

 

HIV-1 uncoating can influence the access to viral DNA by the cytosolic sensor cGAS (257, 

632). The precise nature of uncoating remains controversial, but it appears that a certain quantity 

of CA molecules remains associated with the cytoplasmic RTCs (reviewed in (192, 285, 286)). 

The simplest scenario is that stable cores disassemble slowly, such that excess CA molecules that 

remain bound to subviral complexes limit the exposure of viral DNA to cytoplasm DNA sensors. 

This model accords with the observation that PF74-resistant viruses appear to have stable cores 

and display delayed kinetics of disassembly in cell-based assays (Figures 47 and 48). However, 

it is also possible that these PF74 variants utilize distinct innate immune evasion mechanisms 

through different capsid functions. 

 

Phenotypic changes in the sensitivity to antiviral activity of high PF74 doses were perfectly 

matched to those in type I IFN induction in THP-1 cells. We envision that these two phenotypic 
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outcomes can be used as indirect indicators for capsid stability. Infection-based approaches are 

amenable to large-scale studies as primary screening assays. A few caveats inherent to these 

experimental systems include a lack of the applicability of the PF74-based assay to viruses that 

bind to PF74 with reduced affinity. Second, normalization in THP-1 cells would be difficult for 

viruses that impair viral DNA synthesis. Nonetheless, we expect that these new tools will 

complement with existing assays for capsid stability and disassembly (498, 502, 525, 633, 653, 

654). 

 

The CH040 strain was more effective than other strains in the ability to evade cGAS-

mediated sensing of viral DNA in the assay system used in this work. This property, which seems 

beneficial for virus propagation, was rare and found only in one of nine strains, although the 

number of T/F viruses assessed in this work is limited. One account to explain the rarity of such 

phenotype is that other evading mechanisms, such as degradation of viral DNA by TREX1 (629, 

651) and shielding of viral DNA by cofactor recruitment (257, 632), may be sufficient to prevent 

HIV-1 DNA sensing in physiologically relevant conditions. 

 

This work uncovered one naturally occurring HIV-1 variant (CH040) that encodes the 

capsid phenotypically distinct from that of other tested strains. As described above, our results 

suggest that cores from this variant are more stable than those of others. Interestingly, CH040 

strain does not have any obvious defect in infectivity and replicative capacity (522, 642). 

Therefore, it appears that stable cores do not necessarily impair viral fitness in vivo, although this 

likely depends on the degree of stability. This observation was somewhat unexpected, because the 

conventional wisdom holds that optimal capsid stability is fine-tuned. However, recent work 
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showed that certain HIV-1 CA mutants with hyperstable capsid can replicate rather efficiently in 

T cell lines (410, 639, 643). It should be also noted that among HIV-1 CA mutants that exhibit 

abnormal capsid stability, the R143A mutant is the only one capable of replicating in primary cells 

(228). 

 

Among a dozen of T/F viruses examined in this study, only one strain (CH040) had a 

distinct capsid. Virus with such new capsid phenotype, however, may not be an absolute outlier. 

The T216I substitution responsible for the capsid phenotype of CH040 is present in 1% of 

approximately 14,000 HIV-1 group M strains in the Los Alamos HIV-1 databases. Furthermore, 

amino acids at position 216 in 4% of the predicted CA sequences are not a threonine. Whether 

amino acid residues other than an isoleucine at position 216 in CA changes the capsid function 

requires further investigation. It will be also interesting to determine whether the genetic 

polymorphism at position 216 in CA has any effects on disease parameters, such as CD4+ T cell 

counts and immune activation levels, and thereby influences HIV-1 pathogenicity. 

 

Together, the present finding adds to a growing body of evidence for phenotypic variations 

in post-entry steps mediated by the HIV-1 capsid. It has been shown that deviations from the 

normal course of uncoating by artificial perturbations often do not show strong impacts on viral 

infectivity (459, 498, 499, 655-657). HIV-1 CA can alter nuclear entry pathways and specific 

preferences for integration site selection without critically modulating viral replicative capacity 

(266, 436). These observations suggest that the viral capsid, which is known to be genetically 

fragile (394), is unexpectedly robust to considerable phenotypic changes during early steps of the 

viral replication cycle. This may be relevant to therapeutic strategies for capsid-targeting antivirals, 
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an avenue that has been actively pursued as a next-generation drug, as the evolvability of the viral 

capsid governs the capacity of HIV-1 to develop drug resistance. 

A.4 Materials and Methods 

Plasmid DNA 

Env-defective reporter virus clones encoding GFP or luciferase in place of the nef open reading 

frame are based on the LAI strain of HIV-1. CA mutants (E45A, R143A and Q219A) have been 

described previously (268). A BssHII-ApaI fragment containing the entire capsid-encoding 

segment was PCR amplified using a panel of full-length T/F HIV-1 infectious molecular clones 

obtained through the NIH AIDS Reagent Program as template and cloned into the LAI-based 

molecular infectious clone (506). The following molecular clones for T/F viruses were used: 

RHPA.c/2635, WITO.c/2474, CH040.c/2625, CH058.c/2960, CH077.t/2627, CH106.c/2633, 

THRO.c/2626, REJO.c2864, RTRJO.c2851 and SUMA.c/2821 (522). Other point mutations were 

introduced to GFP reporter clones by using standard cloning procedures. Plasmid DNA for HIV-

1 Gag-Pol expression (pCRV1-Gag-Pol), Vpr-INmNeonGreen and for expression of the vesicular 

stomatitis virus G (VSV-G) glycoprotein (pHCMV-G) have been described previously (287, 658, 

659). The CypA-DsRed Express2 (CypA-DsRed2) was cloned by replacing the DsRed in the 

CypA-DsRed plasmid (525) with the brighter and more photostable version DsRed Express2 by 

molecular cloning using BamHI and NotI sites. Gene depletion vectors were generated based on 

the plasmid DNA pLKO.1-TRC control (Addgene plasmid #10879) by cloning short hairpin RNA 

(shRNA)-coding oligonucleotides into the EcoRI and AgeI sites. The targeted sequences, which 
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were described previously (526), were as follows (only sense strands are listed here):  Luciferase: 

5’-AACTTACGCTGAGTACTTCGA-3’; cGAS: 5’-GGAAGGAAATGGTTTCCAA-3’. 

 

Cell culture 

Adherent cells were cultured in Dulbecco’s modified Eagle’s medium (DMEM, Corning) 

supplemented with 10% fetal bovine serum (FBS, Sigma) and 1× penicillin-streptomycin (P/S, 

Corning). THP-1 and MT4 cell lines were cultured in Roswell Park Memorial Institute (RPMI) 

1640 medium (Corning) supplemented with 10% FBS, 1× P/S and 2 mM L-glutamine (Corning). 

The following reporter cell lines are described previously: TZM-bl (NIH AIDS Reagent Program) 

and HEK293-ISRE-Luc (gift from Xuguang Li) (660). To generate THP-1 cell lines stably 

expressing shRNA targeting luciferase or cGAS, THP-1 cells were plated at half million cells per 

well in 24-well plates and infected with 0.3 ml of 10-fold concentrated virus. Puromycin 

(Invitrogen) was added at 0.5 µg per ml to the infected cells at two days after infection. Puromycin-

resistant cells were expanded for two weeks before using infection and mRNA extraction. 

Peripheral blood mononuclear cells (PBMCs) were isolated from whole blood by density gradient 

centrifugation. CD14-positive monocytes were purified from PBMCs using EasySep Human 

Monocyte Isolation Kit (Stemcell). CD14+ monocytes were differentiated for six days in RPMI 

1640 supplemented with 10% FBS, 1× P/S, 2 mM L-glutamine and 100 ng per ml of granulocyte-

macrophage colony-stimulating factor (GM-CSF, PeproTech) or macrophage colony-stimulating 

factor (M-CSF, PeproTech) to generate MDMs. 
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Viruses 

Virus stocks were generated by transient transfection of 293T cells using polyethylenimine (PEI, 

PolySciences). Virus stocks generated with env-deficient infectious clones used for infection 

assays were pseudotyped with the VSV-G protein by co-transfection with the plasmid pHCMV-

G. Virus stocks for the core isolation assay were made without the VSV-G expression vector. 

Lentivirus vectors encoding shRNA targeting cellular genes were co-transfected with the Gag-Pol 

expression vector pCRV1-Gag-Pol into five million 293T cells in a 100-mm tissue plate and virus 

was concentrated with polyethylene glycol (PEG; Sigma). Briefly, 8 ml of filtered supernatant was 

mixed with 2 ml of 30% (weight/volume) of PEG in 1× phosphate-buffered saline (PBS) and stored 

at 4 ºC overnight. Virus was pelleted by centrifuging the mixture at 1200× g for at least 45 minutes 

at 4 ºC and resuspended with 0.8 ml of DMEM with 10% FBS. For generating high-titer virus 

stocks, several 100 mm plates were seeded with five million 293T cells per plate. Culture 

supernatant harvested at two days after transfection was filtrated with a Steriflip polyvinylidene 

difluoride (PVDF) filter unit (0.45 µm, Millipore) and carefully layered onto 5 ml of 20% 

(weight/volume) sucrose solution made with 1× PBS in a Beckman polyallomer tube (Beckman 

Coulter) and spun down for two hours at 24,000 rpm and 4 ºC using an SW28 rotor. Virus pellets 

were resuspended with 3.2 ml of culture medium and aliquots were stored at -80 ºC until use. 

 

Infection and Replication 

Adherent cells were plated at 5,000 cells per well in 96-well plates. Infection was enhanced by 

addition of diethylaminoethyl (DEAE)-dextran (20 µg/ml) and spinocluation (1200× g for 30 

minutes). Suspension cells were plated at 30,000 cells per well in 96-well plates. MDMs were 

plated for infection at 5 × 105 cells per ml in 96-well plates. For infection experiments that 
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examined the sensitivity of VSV-G-pseudotyped viruses to PF74 (Sigma and Aobious), cells were 

infected at an MOI of 0.1. To quantify induction of type I IFN, THP-1 cells or MDMs were infected 

with varying amounts of inoculum. Culture supernatant was harvested at one day after infection 

for IFN bioassay (see below). The number of GFP-positive cells was counted at two or three days 

after infection using LSRII flow cytometer (BD Biosciences) or Guava easyCyte (Millipore). 

Virus-infected TZM-bl cells were lysed with 25 µl of 1× Luciferase Cell Culture Lysis Reagent 

(Promega) for 5 minutes and one fifth of cell lysates were mixed with 25 µl of the luciferase assay 

reagent (Promega) before measuring luciferase activity on a luminometer. Nevirapine (NIH AIDS 

Reagent Program), raltegravir (Aobious), and dolutegravir (Aobious) were used at 50 µM, 10 µM 

and 10 µM, respectively. In a spreading infection assay, MT-4 cells were used as target cells 

together with replication-competent GFP reporter viruses. Virus stocks generated with intact 

provirus clones carrying different CA-encoding sequences were used to infect 20,000 MT-4 cells 

per well in a 96-well plate with virus inputs that yield approximately 1% of GFP-positive cells at 

2 days post infection (dpi). A fraction of virus-infected cells was harvested from 2 to 4 dpi for 

counting the number of GFP-expressing cells by flow cytometry. 

 

PF74 Binding 

The affinity of PF74 for recombinant WT and R143A CA hexamers was determined as described 

previously (419). Briefly, CA hexamers of the WT virus and R143A mutant (containing a 

substitution of arginine to alanine at position 143 in CA) were generated by in vitro assembly of 

purified recombinant CA carrying four amino acid substitutions that stabilize the hexamer through 

disulfide bond formation (661). [3H]-PF74 produced from triiodo-PF74 (410) was used in 

equilibrium dialysis. Various concentrations (0.10 to 1.0 μM) of [3H]-PF74 in 500 µl solution was 
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added in duplicate into the buffer chamber and 300 µl of 1.0 µM CA hexameric protein into the 

sample chamber of the rapid equilibrium dialysis plate (Thermo Fisher Scientific). The plate was 

rotated at 100 rpm during 24-hour incubation at 37 ºC. 3H in each sample removed from each side 

of the chamber was quantified by liquid scintillation counting in a TopCount (PerkinElmer) 

scintillation counter. The [3H]-PF74 concentrations were determined using a reference sample 

containing a known quantity of [3H]-PF74. Calculation of Kd (dissociation constant) values was 

performed using a one-site binding model in the GraphPad Prism software (GraphPad software). 

 

Isolation of HIV-1 Cores 

Effects of PF74 on HIV-1 cores were assessed using the previously described procedure (228, 410, 

633) with several modifications. Virus particles pre-treated with or without 10 µM PF74 at 37 ºC 

for one hour were subjected to the “spin-thru” method to isolate cores. A sucrose gradient tube 

consists of a layer of 15% sucrose containing 0.5% Triton X-100 (Sigma), which is placed in 

between a top barrier fraction of 7.5% sucrose and a linear discontinuous 30-70% sucrose gradient 

(made with 30, 40, 50, 60 and 70% sucrose). Sucrose solutions were made with the STE buffer 

(10 mM Tris-HCl pH 7.4, 100 mM NaCl, 1 mM EDTA). Pre-treated virion particles were carefully 

loaded on the top of the gradient and spun using ultracentrifugation at 100,000× g for 16 to 18 

hours at 4 ºC. After the centrifugation, fractions of 700 µl were harvested from the top of the 

gradient and the pellet was resuspended with 700 µl the STE buffer. The density of fractions was 

measured by weighing 100 µl of each fraction (except for the pellet fraction) using 1.7 ml 

microcentrifuge tubes. 
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RT Activity Assay 

RT activity in fractions harvested after ultracentrifugation was quantitated using a SYBR Green I-

based product enhanced RT (SG-PERT) assay with several modifications (532). Five µl of each 

fraction was lysed for 10 minutes at room temperature with the equal amount of 2× lysis buffer 

(0.25% Triton X-100, 50 mM KCl, 100 mM Tris-HCl pH 7.4, 40% glycerol), which was 

supplemented with 0.4 units of RiboLock RNase inhibitor (Thermo Fisher Scientific) per µl before 

use. The lysed materials were diluted 10-fold before used in reverse transcription and quantitative 

PCR reaction on an Applied Biosystems 7500 fast Real-Time PCR System (Thermo Fisher 

Scientific). Ten µl of the samples was mixed with equal amounts of 2× reaction buffer. The 

composition of the 2 × reaction buffer was the following: 5 mM (NH4)2SO4, 20 mM KCl, 20 mM 

Tris-Cl (pH 8.3), 10mM MgCl2, 0.2 mg/ml bovine serum albumin (BSA, NEB), 1× SYBR Green 

I Nucleic Acid Gel Stain (Thermo Fisher Scientific), 400 μM dNTP (Bioline), 1 μM forward 

primer, 1 μM reverse primer, 7 nM MS2 RNA (Sigma), 50 nM ROX Reference Dye (Thermo 

Fisher Scientific), 40 units per ml of RiboLock RNase inhibitor and 25 units per ml of Hot 

Diamond Taq DNA Polymerase (Eurogentec).  

 

The following primers were used: MS2fwd: 5’-TCCTGCTCAACTTCCTGTCGAG-3’, 

and MS2rev: 5’-CACAGGTCAAACCTCCTAGGAATG-3’. The real-time PCR condition was as 

follows: 42 ºC for 20 minutes, 95 ºC for 2 minutes and 40 cycles of 95 ºC for 5 seconds, 60 ºC for 

5 seconds, 72 ºC for 15 seconds and 80 ºC for 7 seconds. PCR was run with serially diluted samples 

of known RT amount, which were used to generate a standard curve for absolute quantification. 
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p24 CA ELISA 

Antigen capture enzyme-linked immunosorbent assay (ELISA) was used to quantify the amount 

of p24 CA in fractions after the spin-thru procedure using a published protocol with minor 

modifications (633, 662). Monoclonal anti-HIV-1 p24 antibody (183-h12-5C, NIH AIDS 

Research and Reference Reagent Program) was used to coat Immulon 2HB 96-well plates (Thermo 

Fisher Scientific) at 1.3 µg/ml in PBS and 37 ºC overnight. The coated plate was blocked for one 

hour with 0.25 ml of blocking solution, which consists of 5% milk and 0.5% BSA (Sigma) in PBS. 

Samples were added to the plates together with serial dilution of a standard sample that contains a 

predetermined amount of p24 CA. Several dilutions were made from the original fraction so that 

the values for the p24 amount fell within a linear range of the standard curve. After two hours 

incubation, hyperimmune human patient serum (HIV immunoglobulin, NIH AIDS Research and 

Reference Reagent Program) was diluted 1: 20,000 and added before one-hour incubation. 

Peroxidase conjugated goat anti-human immunoglobulin G (Pierce) was diluted at 20 pg per ml in 

a PBS-based ELISA sample diluent buffer containing 10% FBS and 0.5% Triton X-100 (Sigma). 

Plates were washed six times after each process with 0.2% Tween 20 (Sigma) in PBS, except for 

the washing step before blocking where PBS was used. After the final wash, enzymatic activity of 

the peroxidase was detected by addition of 3,3’,5,5’-tetramethylbenzidine solution using the TMB 

Microwell Peroxidase Substrate Kit (KPL Inc). Reaction was stopped by adding an equal volume 

of 0.5 M H2SO4 (EMD Millipore). Optical density at 450 nm was measured on a microplate 

reader. A standard curve generated with serially diluted virus stocks of known p24 amount was 

used to interpolate the concentration of samples. 
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In vitro Imaging Assay for Capsid Stability 

In vitro single virus uncoating assay was performed, as described previously (287, 525). Briefly, 

viruses bearing CA from WT or mutant strains were labeled with INmNeonGreen (INmNG) 

expressed in producer producer cells. Viruses were bound on a cover glass, and the viral membrane 

was permeabilized with 100 µg/ml of saponin for 30 seconds to expose the cores. Viral cores were 

then treated with 0.1 mg/ml of cytosolic extract from 293T cells containing 200 nM of CypA-

DsRed for 90 seconds to allow CypA-DsRed binding to cores. After removal of the cytosolic 

extract, CypA-DsRed bound cores were washed once with PBS to remove any unbound CypA-

DsRed and cores co-labeled with INmNG/CypA-DsRed were imaged at room temperature. Images 

were taken from four fields of view every 30 seconds. CsA (5 µM) was added at 30 min post 

permeabilization to displace CypA-DsRed from cores that have not completed uncoating. The 

number of INmNG and CypA-DsRed viral puncta was calculated using the spot detector in the 

ICY-image analysis platform (http://icy.bioimageanalysis.org/). 

 

Live Cell Imaging of Post-Fusion Cores 

A live cell-based assay for capsid uncoating was performed as previously described (287, 525). 

VSV-G pseudotyped virus particles were co-labeled with INmNeonGreen and CypA-DsRed in 

293T producer cells. Virus inoculum containing 10 pg of p24 was allowed to bind to 5× 105 TZM-

bl cells (equivalent to MOI 0.008) by spinoculation at 1500× g, at 12 °C for 30 minutes. Prior to 

virus binding, cell nuclei were stained for 10 minutes with 2 μg per ml of Hoechst-33342. The 

cells were washed twice, and virus entry was synchronously initiated on a temperature- and CO2-

controlled microscope stage by adding pre-warmed Fluorobrite (Gibco) imaging medium 

supplemented with 10% FBS. Imaging was performed for a period of 2 hours with 20-seconds 
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time-lapse acquisition of whole cell-volume. At 90 minutes post infection, CsA (10 μM) was added 

and imaging was continued. Addition of CsA displaces CypA-DsRed from post-fusion cores that 

have not yet completed uncoating, without affecting the CypA-DsRed signal from intact viruses 

residing in endosome. The fraction of post-fusion cores per cell was calculated by dividing the 

number of cytosolic cores that lost CypA-DsRed upon CsA application at 90 minutes post infection 

by the total number of CypA-DsRed-positive cores at 0 minutes. 

 

Capsid Permeabilization Assay 

HEK293T cells (ATCC) were transfected with 1) pBru3ori-ΔEnv-luc2; 2) pVpr-mRuby3-IN 

(521); and 3) pCMV-VSV-G plasmids using Lipofectamine 2000 (Thermo Fisher Scientific) in 

the presence of 5-ethynyl uridine (EU), as previously described (500, 640). After 48 hours, the cell 

supernatant was collected and filtered through a 0.45 μm polyethersulfone (PES) syringe filter 

(Millipore). Excess EU was removed and virus was concentrated via Lenti-X Concentrator 

(Clontech). HeLa cells were synchronously infected with EU-labeled HIV-1 (20 ng of p24 as 

determined by ELISA; XpressBio). Cells were fixed 15 - 90 minutes post-infection, permeabilized, 

stained for viral RNA (EU-AF647 Click-iT, Invitrogen) and cell nuclei (Hoechst 33342), and 

mounted with coverslips. Confocal imaging was performed on a Nikon A1 laser scanning confocal 

microscope, with 7-9 z-stacks (0.5 μm spacing) taken per sample. RNA punctae and mRuby3-IN 

labeled particles were enumerated via Imaris software. The average number of RNA puncta in the 

uninfected negative control samples for each experiment was subtracted from each imaging field. 

Grubbs’ extreme studentized deviate test was used to identify and exclude statistical outliers. The 

capsid permeabilization kinetics were analyzed by multiple linear regression modeling using the 

SAS software to test if the slopes were equivalent. Using the F statistic with the Bonferroni 
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correction for pairwise comparisons, p values less than 0.0167 were considered statistically 

significant. 

 

IFN Bioassay 

We examined the production of type I IFN by using the reporter cell line HEK293-ISRE-Luc 

(660). This reporter cell line carries IFN-stimulated response element (ISRE) within the promoter 

region driving the expression of luciferase. One day prior to use, HEK293-ISRE-Luc cells were 

plated on a 96-well flat bottom plate at 30,000 cells per well with 100 µl of cell suspension. One 

day after infection of THP-1 cells or MDMs, 50 µl of culture supernatant was harvested and 

transferred into the 96-well flat bottom plate containing HEK293-ISRE-Luc. In each experiment, 

the IFN standard curve was generated using a stock solution of recombinant interferon αA/D 

(Sigma). A working solution of IFN at 10,000 units per ml was used to generate 10-fold serial 

dilutions. These standard dilutions were added at 10 µl per well in duplicate. The cells were placed 

in a tissue culture incubator after addition of supernatant samples and IFN standards. At the 

following day, the cells were lysed with 20 µl of 1× buffer prepared from Luciferase Cell Culture 

Lysis 5× Reagent (Promega) for five minutes at 37 ºC. Five µl of cells lysates was transferred to 

an opaque 96-well plate and 25 µl of the luciferase assay reagent (Promega) was added, followed 

by reading the relative luciferase units in a luminometer. 

 

Quantification of Cellular RNA by Reverse Transcription-PCR (qRT-PCR) 

Knockdown efficiency of mRNA encoding cGAS was assessed using qRT-PCR. Total RNA was 

isolated using the TRIzol reagent (Thermo Fisher Scientific) based on the manufacturer’s protocol 

from cell pellets collected on three different dates. The extracted RNA was used for cDNA 
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synthesis with random hexamers and a High Capacity cDNA Reverse Transcription Kit (Applied 

Biosystems). Expression levels of respective genes were determined by a SYBR green-based 

quantitative PCR using gene-specific primers and normalized to glyceraldehyde-3-phosphate 

dehydrogenase (GAPDH) mRNA levels using the 2-ΔΔCT method. The primer sequences used 

were: hcGAS-F: 5’-CCTGCTGTAACACTTCTTAT-3’, hcGAS-R; 5’-

TTAGTCGTAGTTGCTTCCT-3’, GAPDH-F: 5’-GGCTGAGAACGGGAAGCTT-3’, GAPDH-

R: 5’-AGGGATCTCGCTCCTGGAA-3’. 

 

Expression of C-X-C motif chemokine ligand 10 (CXCL10 also known as IP-10) was 

assessed by a TaqMan-based real-time PCR. RNA was extracted from virus-infected THP-1 cells 

at one day after infection by using a NucleoSpin 8 RNA kit (Macherey-Nagel) and used for cDNA 

synthesis as described above. The cDNA sample was used for real-time PCR with TaqMan 

universal master mix II (Applied Biosystems). The following primers were used as the forward 

and reverse primers, respectively: IP10f: 5’-TGAAATTATTCCTGCAAGCCAATT-3’, IP10r: 5’-

CAGACATCTCTTCTCACCCTTCTTT-3’. The sequence of the TaqMan probe (IP10p) was as 

follows: 5’-FAM-TGTCCACGTGTTGAGATCATTGCTACAATG-TAMRA-3’ (FAM, 6-

carboxyfluorescein; TAMRA, 6-carboxytetramethylrhodamine). A standard curve ranging from 

9× 107 to 90 copies per reaction was generated by making 10-fold serial dilutions from the plasmid 

carrying the amplicon (pGEM-T Easy-huIP10). 

 

Quantitative PCR for Viral DNA 

THP-1 cells were infected with virus stocks that were treated with 80 units per ml of Turbo DNase 

(Thermo Fisher Scientific) at 37 ºC for 1 hour before infection. Virus-infected cells were harvested 
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at different time points and stored at -80 ºC. Cell pellets were processed for DNA extraction using 

the NucleoSpin tissue kit (Macherey-Nagel). Concentrations of genomic DNA were measured 

using the NanoDrop 1000 Spectrophotometer (Thermo Fisher Scientific). Semi-nested qPCR was 

performed to quantify early and late products of reverse transcription. Amplification of early RT 

products used ME31 (5’-AGACCAGATTTGAGCCTG-3’) and uoLTRr (5’- 

CCACACTGACTAAAAGGGTCTGA-3’) in the first PCR and MH531 5’-

TGTGTGCCCGTCTGTTGTGT-3’) and uoLTRr in the second PCR. PCR for the late PCR 

products were performed with MH535 (5’-AACTAGGGAACCCACTGCTTAAG-3’) and 

MH532 (5’-GAGTCCTGCGTCGAGAGAGC-3’) in the first reaction and MH531 (5’- 

TGTGTGCCCGTCTGTTGTGT-3’) and MH532 in the second reaction. The second PCR was 

performed using PowerUp SYBR Green Master Mix (Thermo Fisher Scientific) on the 7500 Fast 

real-time PCR system (Applied Biosystems). A standard curve was generated using known 

amounts of template DNA of plasmid DNA pLai3-GFP3 by serially diluting by 10-fold. Results 

were normalized to the concentration of DNA. 
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