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Wind power is well known for being variable. Our main insight is that one can take advantage
of variability by appropriately building wind-energy harvesters that may be stowed /retracted
when winds are calm. We refer to harvesters that can be deployed and retracted on command
as retractable wind-energy harvesters (RWEHs). Among other advantages, stowed harvesters
do not block views, do not constrain avian life, and do not make noise, and thus can increase
the neighborliness of harvesting wind near or within a residential community.

RWEH control algorithms help owners to achieve the neighborliness that might be re-
quired by an RWEH hosting community while helping RWEHs’ efficiency. The stowing
requirements, or operation limitation agreements (OLAs), specify conditions when the re-
tractable harvesters should be stowed (e.g., when it is not windy).

In this work, we contribute a suite of benchmarks to compare RWEH control algorithms,
three families of control algorithms, and a simulator with which to run the algorithms. The
benchmark suite provides workloads formed from the following workload components: 1.
specifications of a harvester to be controlled, 2. a set of historical windspeeds from 30
weather stations, and 3. a variety of stowing requirements.

We derived OLAs from a survey of 304 respondents in which survey-takers were asked
whether they would support RWEHs viewable from where they live and when the RWEHs
should be hidden or stowed.
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1.0 THESIS AND INTRODUCTION

The thesis of this work, A Benchmarking Framework for Sensitivity and Comparative Anal-
ysis of Energy Harvesting Strategies via Retractable Wind Energy Conversion Systems, is
that it is possible to create such a framework that meets the objectives/goals, and that rises

to the challenges addressed in the following section.

1.1 OBJECTIVES/GOALS, AND CHALLENGES

1.1.1 Overarching goals and approach

The overarching goals and wishes of this research are to lower the cost of renewable energy, to
protect customers from grid disturbances, and to improve stability and resiliency of the grid
(defined in Section 1.2.1). (Some of those overarching outcomes, which are above the scope
of this research, could be measured by counting the number of disturbances, percentage of
customers affected by grid disturbances, and time-to-recovery from disturbances.)

Toward those ends, this dissertation seeks to help developers of retractable-harvester
control algorithms to meet or exceed the terms of operation limitation agreements (OLAs)
between harvester-hosting communities and harvester operator(s). For example, such an
OLA could specify the type of harvester a community hosts and the limits in which the
harvester(s) must operate.

The approach is to discuss what solutions retractable harvesters provide (reducing visual
and noise pollution as well as reducing the need for long-distance transmission lines) and to

contribute the following aids for developers of retractable-harvester control algorithms:



1. Metrics to gauge the performance of retractable-harvester control algorithms
2. A set of preliminary retractable-harvester control algorithms

3. Benchmarks or workloads to provide common bases on which to compare algorithm

performance

4. A simulation environment in which to run the algorithms.

1.1.2 Specific goals

The specific goals of this work are to answer the following questions:

Question 1: What operation limitation agreements (OLAs) and weather conditions ap-
proximate actual field conditions of retractable-harvester control algorithms?

Question 2: Does the metric SCNetNorm (Equation 4.5) sufficiently measure how well
a retractable-harvester control algorithm controls a harvester, within a operation limitation
agreement (OLA) between the harvester operator and the harvester-hosting community?

Question 3: Which energy harvesting strategies (implemented by the preliminary control
algorithms and simulator contributed by this work) performed best in the approximate actual
field conditions found in Question 1 as measured by the metric examined in Question 2 (and

another metric based on time-of-day electricity prices)?

1.1.3 Challenges

1.1.3.1 Anticipating actual agreements Challenges included the gathering of ex-
pressed preferences from residents across the U.S.A. that might reasonably be embodied
into actual OLA’s between harvester operators and harvester-hosting communities. Such
actual OLA’s would likely be derived through coalitions of stakeholders, discussions with
legal teams, and harvester-operation vendors. Since, to our knowledge, since RWEHSs seem
to still be at the developmental and envisioned stages, actual OLA’s do not yet exist. Thus,
a challenge is to anticipate actual terms of such agreements.

We seek to approximate potentially actual agreements via survey results and the Pareto

principle (which is demonstrated by our earlier work).



1.1.3.2 Anticipating actual wind conditions Are there trends in windspeeds? Can
past wind conditions predict future ones? What is a good way to analyze a variety of wind
conditions covering at least approximately 40% of the U.S. population?

We examine those questions herein.

1.1.3.3 Anticipating actual electricity-price profiles Are there trends in hourly
electricity prices provided by an independent system operator (ISO)? Is the ratio between
the morning peak and afternoon peak prices changing” We search for some trends those

electricity prices herein.

1.2 WHY RETRACTABLE-ENERGY HARVESTERS

1.2.1 Self-sufficient microgrids

The U.S. Energy Information Administration (EIA) defined the electrical power grid as
“la] system of synchronized power providers and consumers connected by transmission and
distribution lines and operated by one or more control centers” [22]. The U.S. electrical
grid has a total length of high-voltage transmission lines over 150,000 miles [9, Table 2.
Transmission lines are shown in Figure 1 on page 7 in the context of the traditional grid.
It has been suggested that the electric grid is especially vulnerable to cascading failures
because its organization is geographic [92], “|g]iven its age, some existing lines have to be
replaced or upgraded and new lines will need to be constructed to maintain the electrical

bbl

system’s overall reliability,” and that a challenge to improving the grid includes “[e|nsuring
that the network of long-distance transmission lines reaches renewable energy generation
sites where high-quality wind and solar resources are located, which are often far from areas
where demand for electricity is concentrated” [100].

One way to protect customers from extended grid failures is to arrange customers (and

electricity generation systems) into a small subset of the power grid which can operate

independently from the grid at times. That grid subset is called a microgrid. “Microgrids



are localized grids that can disconnect from the traditional grid to operate autonomously
and help mitigate grid disturbances to strengthen grid resilience” [69].

Long-distance transmission lines have some drawbacks. New long-distance transmission
lines require approval and rights-of-way, complicate construction cost recovery (a line in
one state benefits another) [100]. “|T|ransmission lines needed to carry renewable energy
hundreds of miles, from remote areas where it’s captured to cities where it can be used, are
expensive to build and sometimes opposed by people living in their path” [96]. Existing lines
are easy targets for a physical attack, but “can also be repaired quickly unless there is a
coordinated widespread attack. Even then, the transmission lines can be repaired almost as
soon as replacement towers can be delivered” [14, Chapter 5|. “Since the last occurrence of
a major geomagnetic storm in 1921, the [United States’| high voltage (HV) and extra high
voltage (EHV) systems have increased in size over tenfold. Longer transmission lines that
span greater surface potentials act as conductors for the geomagnetically induced current
(GIC) that can devastate the electrical grid. GIC poses the risk of catastrophic damage to
EHV transformers and can lead to long-term outages of large portions of the grid” [24].

One way to reduce the need for long-distance transmission lines is to harness renewable
energy by wind-energy-conversion devices (e.g., wind turbines) locally. Harnessing local
wind energy has at least one advantage over harnessing remote wind energy: it does not use
long-distance transmission lines. We assume that a microgrid may also harness solar energy
locally and also assume that locally harnessed solar energy might not meet all the energy

needs of some microgrids.

1.2.2 Wind energy harvesters that are retractable

Since we are assuming that solar energy might not meet all the energy needs of some micro-
grids, we are assuming that a microgrid seeking to be self-sufficient will look also to another
local, renewable energy source, wind.

However, some wind harvesting projects have been rejected because, in least in part,

there were concerns that wind turbines ruin landscapes. Three examples follow:

1. A county council in Ireland rejected a wind turbine for a business park; “In considering



the scale of the turbine relative to the houses, the decision said it ‘would result in a
visually overscaled, unbalanced overdominant, confusing and incongruous development’

within the area” [87].

2. A hillside wind farm proposal in Northern Ireland, which drew concerns from the North-
ern Ireland Tourist Board, was rejected partly because of its predicted noise and negative
visual effects; there was also a concern about its possible electro-magnetic impact on a

communications network [49].

3. “In her proposed ruling, [a Maryland public utility law judge| found that a wind farm’s
adverse impacts — the effect noise and shadow flickers would have ‘on the esthetic of

local communities on and around Dan’s Mountain’ — would outweigh any benefits” [1].

Opponents of those three proposed projects might have agreed to the projects if the
project proposals would have offered operation limitation agreements (OLAs) that limit the
visual impact of the proposed wind harvesters. Reducing the visual impact of wind harvesters

is discussed in the next section.

1.2.2.1 Reducing the visual impact of wind harvesters One way to reduce the
visual impact of wind harvesters is to strategically stow and deploy them. For example, at
the start of a several-hour strong breeze, the harvester would be deployed and then after the
strong breeze subsides into a light breeze, the harvester would be retracted. Examples of
retraction-suitable wind harvesting technologies are given in Appendix A.6, and include an

energy kite [48], a towered turbine [75], a buoyant turbine [4], and other devices.

1.2.2.2 Controlling the retractable harvesters In this work, we are not concerned
with algorithms that control internal aspects of the harvesters, such as blade-pitch angles,
but are concerned with algorithms that stow and deploy the harvesters. Such “stowing-
and-retracting” control algorithms include crisp algorithms (e.g., when the windspeed is
greater than 10 knots deploy and when the windspeed is less than 8 knots retract) and fuzzy
algorithms [80, p. 410| (e.g., when it is “windy,” deploy; when “calm,” retract). Restricting

deployment to windy weather is part of four standard operation limitation agreements which



we introduce in Section 4.1. The algorithms can be configured via machine learning (e.g.,

neuro-fuzzy modeling®).

1.2.2.3 Time-of-day electricity pricing The U.S. Energy Information Administration
(EIA) notes, “Electricity demand is usually highest in the afternoon and early evening (peak
hours), and costs to provide electricity are usually higher at these times” [21]. How well
can a harvester supply energy when demand is high? To help answer that question, we
define a metric in Section 4.1.5 that takes into account time-of-day electricity pricing. The
ETA defines time-of-day pricing as “|a] special electric rate feature under which the price per

kilowatthour depends on the time of day” [22].

1.2.3 Benchmarks

This benchmark suite we are building provides various data for the control algorithms, sim-
ilar to benchmarks in computer architecture (e.g., PARSEC [7]) which rely on simulations
to determine whether a technique is efficient. So that control algorithms can train them-
selves to process testing data for each weather station ws, training data is provided by this
work for each weather station ws of a set of 30 weather stations from across the U.S. (Ap-
pendix A.15). Some algorithms might use weather forecasts. Thus, the benchmarks include
simulated forecasted windspeeds. Because some algorithms might use electricity pricing, the

benchmarks include time-of-day electricity price data.

1.2.4 Why these benchmarks and metrics

No other retractable-harvester benchmark suite exists, to our knowledge, that uses OLAs
that limit when and/or how much time retractable harvesters may be visible. (Please see
Section 2 for related work and a literature search.) To help future retractable-harvester oper-

ators meet or exceed the terms of such OLAs, this work contributes benchmarks (Section 4.2)

14 T|he term neuro-fuzzy modeling refers to the way of applying various learning techniques developed

in the neural network literature to [learning fuzzy if-then rules for| fuzzy inference systems” [39]. ‘“[A]n
integration of neural networks and fuzzy systems can yield systems, which are capable of learning [fuzzy
if-then rules] and decision making” [11].



and metrics (Section 4.1) to measure how well those algorithms perform. The contributed
benchmarks and metrics can be used by designers of future retractable-harvester control
algorithms to advance the state of the art of time-restricted retractable-harvester control.
The metrics can also be used by harvester-hosting communities to define incentives (Sec-

tion 4.2.0.1) for retractable harvester operators.
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Figure 1: Electricity from power plant to home [99].



2.0 STATE OF THE ART AND ITS SHORTCOMINGS

Related to this dissertation work, which involves feeding minute-by-minute windspeeds into a
retractable wind turbine simulator, are the sub-hourly wind-data sets described in Section 2.4
and the wind turbine simulators described in Section 2.5. We discuss a benchmark related to
this work in Section 2.2.2. Because this dissertation work involves surveys of persons about

wind energy projects, we discuss related surveys in the following section.

2.1 SURVEYS ABOUT WIND ENERGY PROJECTS

“lA] sizable literature has developed on the public perception of wind energy” [90], which
includes, for example, the National Survey of Attitudes of Wind Power Project
Neighbors [33] which “[collected| data from a broad-based and representative sample of
individuals living near U.S. wind power projects. The aim was to widen the understanding
of how U.S. communities are reacting to the deployment of wind turbines, and to provide
insights to those communities considering wind projects” [33]. The National Survey of Atti-
tudes of Wind Power Project Neighbors includes a project where “[in] 2015 and 2016, [data
was collected| from 1,705 randomly drawn individuals living within 5 miles of all U.S. wind
projects, with oversampling being done within 1 mile. The findings indicate an overall posi-
tive attitude toward the nearby turbines, including for those living even as close as % mile.
Roughly 8% of the population had negative attitudes within 5 miles. In an examination
of a broad set of possible correlates to attitudes, it was found that neither demographic

nor local wind project characteristics were significantly related. Attitudes were significantly

correlated with compensation, sensory perceptions of the nearby turbines, planning process



perceptions, and attitudes toward wind turbines in general” [33]. A peer-reviewed version of
the survey findings |27] state “jurisdictions should consider developing procedures that ensure
citizens are consulted and heard and establish benchmarks or best practices for developer
interaction with communities and citizens” and “[o|ur findings might be best summed up as:
‘[Attitudes of wind power project neighbors correlate to| the public process, the developer,

aesthetics and general wind power attitude/clean energy values’ [27].

The National Survey of Attitudes of Wind Power Project Neighbors is different from our
work in that The National Survey of Attitudes of Wind Power Project Neighbors did not
inquire about retractable wind turbines. We are aware of no other national survey besides
our own that gathered data about attitudes toward retractable-harvesters. (Note that the
The National Survey of Attitudes of Wind Power Project Neighbors found that attitudes of
permanently-deployed wind turbines correlate to aesthetics, which retractable-wind turbines

address by stowing.)

Another example from the body of literature on the public’s attitudes toward wind
energy is a regional survey which “was developed to explore perceptions of wind energy
in the [Texas| region as well as general attitudes about energy and the environment. ...
Findings support the view that the use of [Not-In-My-Backyard (Nimby) phenomenon| does
not adequately explain the attitudes of local wind farm opposition” [90]. The regional survey
found that “slightly less than the majority of respondents (47.2%) indicat[ed] that wind
turbines are unattractive and a notable amount of respondents (26.7%) indicat|ed| that
wind turbines are an attractive feature of the landscape” [90] and found “nearly half of
all respondents (46.6%) willing to support wind farms on their property and a very small
portion (13.8%) that do not support wind farms at all” [90]. The two authors of the regional
study, Swofford and Slattery, ask, “So what factors are individuals basing their attitudes
on? Krohn and Damborg (1999) argue that the positive acceptance of wind power is largely
based on public attitudes regarding the benefits of wind energy, while the negative opposition
of wind power is largely based on public attitudes regarding the negative aspects of wind
turbines” [90]. Swofford and Slattery note that their findings seem to agree with Krohn and
Damborg, but temper that agreement by pointing out that “there will always be additional

factors influencing attitudes that are unique to locale” (e.g., earning income from turbines



on private land) [90]. Swofford and Slattery suggest that the region’s communities be taught
about benefits of wind energy and, citing another work, state, “Communities that are in close
proximity to wind farms are typically inadequately informed about wind energy projects and
are often excluded from decision making and the planning process” [90].

Our standard OLAs presented in this work can help educate communities because a stan-
dard OLA can provide a solid frame of reference to which to compare a proposed project.
For example, if community A is considering implementing an OLA that community B has
already adopted, then community A can learn lessons about the exact OLA they are consid-
ering by learning from community B’s specific experience with that same OLA. If community
A is considering to enter into an OLA that is not standard, then it seems less likely that
community A would find another community that has entered into that non-standard OLA.

Another advantage of communities considering standard OLAs over non-standard is that
when communities ask for bids from various vendors on standard OLAs, then the vendors
will develop bids that can potentially be re-used, and possibly develop price lists posted to
websites that communities can compare without asking for bids. (That comparison shopping

might result in lower renewable energy prices.)

2.2 BENCHMARKS INVOLVING WIND TURBINES

2.2.1 Benchmarking the control of rotor speed

Of the thirteen benchmark problems for “non-linear system identification and control” that
Kroll and Schulte offer [45], one benchmark problem is for a wind turbine [45, Section 3.12],
which involves keeping a modeled turbine’s rotor speed and generator torque within limits.
“The control performance is assessed for two operating ranges: The partial and the full load
range. In the partial load range the rotor speed is regulated to obtain optimum energy
efficiency.... In the full load range the requirement change to a set-point controller to
limit the energy production even with increasing wind speed and keep also the mechanical

loads and pitch activity to a minimum” [45]. Kroll and Schulte refer to using a “step-
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gust simulation” and a “stochastic wind field with given mean wind speeds and turbulence
intensities” to assess “extreme loads” and “reduction of fatigue loads,” respectively [45|. Their
benchmark problem is concerned with controlling a turbine’s internals that are modeled
by a reference 5 GW offshore turbine model provided by the National Renewable Energy
Laboratory (NREL).

Such internal modeling is beyond the scope of our benchmark suite. As we explain in
Section A.3, we model an envisioned retractable harvester model via a power curve (Sec-
tion A.3.1) and functions that calculate how much energy the retractable harvester uses to

deploy and retract and a function that models the harvester’s deployment speed and degree.

2.2.2 Benchmarking stochastic control of energy storage devices

An algorithm and benchmark by Salas and Powell was published in 2017 [81]. Salas and
Powell “present and benchmark an approximate dynamic programming algorithm that is
capable of designing near-optimal control policies for a portfolio of heterogenous storage
devices in a time-dependent environment, where wind supply, demand, and electricity prices
may evolve stochastically.”

“|Salas and Powell’s| model works on a time scale of five minutes, which means 288 time
periods over a daily cycle. The time scale is fixed by the grid operator, PJM, which updates
electricity prices every five minutes” [81]. “[They| benchmark against optimal policies for the
full problem” [81]. Salas and Powell “benchmark against optimal policies. . . on deterministic
and stochastic time-dependent problems for a one-device system, which include the pres-
ence of exogenous information such as wind, prices, and demand” and “set forth this set of
problems as a library that may be easily used to test the performance of other algorithms”
[81]. Salas and Powell’s “test problems each consist of 2,000 periods” (spanning approxi-
mately one week). “For the deterministic benchmarks, [Salas and Powell| designed. .. test
problems. .. where the electricity prices, renewable energy and energy demand evolve de-
terministically over time. [Salas and Powell| consider four different dynamics: sinusoidal,

constant, step, or fluctuating with no particular pattern” [81].

Instead of a five-minute time scale/step, the work presented herein uses a finer one-minute
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time step. Our windspeed data is minute-by-minute. Where Salas and Powell’s model uses a
finer resolution than we do is electricity prices. Salas and Powell model five-minute electricity
prices. We provide 1-hour electricity prices and 1-minute wind data for 11 years. Salas and
Powell’s test problems each span approximately one week. Salas and Powell’s deterministic
benchmarks are determined by functions (“sinusoidal, constant, step, or fluctuating”). Con-
versely, our benchmarks are derived from actual minute-by-minute weather data and from
actual hour-by-hour electricity prices over 11 years. (An advantage of using actual histor-
ical conditions instead of simplified functions is that the simplifications might not contain
information that is important during actual field operation. That information is more likely
to be in our benchmarks because our benchmarks are closer to actual field conditions. The
actual conditions would probably include a real-time data feed from wind speed sensors.)
In a related paper [40], Salas and Powell along with Jiang® et al. mention that energy stor-
age and inventory management are closely related [40]. For example, Harsha and Dahleh’s
work on energy storage [32| refers to Federgruen and Yang’s paper on inventory control [25].
We note that inventory management is related to meeting delivery deadlines, which is related
to task scheduling in computer science. Hence, we direct the reader who is interested in en-
ergy storage to also consult inventory management and computer-task scheduling research.
(We indirectly address energy storage via a metric (Equation 4.7 on page 58) that measures
how often a retractable-harvester control algorithm harnesses energy when energy is and is

not needed.)

2.3 STOCHASTIC CONTROL ALGORITHMS

Powell, in an invited review [76], “provide[s] a modeling framework [for stochastic optimiza-
tion| with which we can create a single canonical model that describes all of the [follow-
ing| problems” [76]: “Decision trees. .. Stochastic search. .. Optimal stopping. .. Optimal con-

trol. .. Markov decision processes. .. Approximate/adaptive /neuro-dynamic programming. . .

! An interesting fact is that Dr. Jiang is an assistant professor in the Department of Industrial Engineering
here at the University of Pittsburgh [89].
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Reinforcement learning...Online algorithms...Model predictive control...Stochastic pro-
gramming. . . Robust optimization. .. Ranking and selection. .. Simulation optimization. ..
Multiarmed bandit problems...[and] Partially observable Markov decision processes" [76].
The problems involve various fields including “business, science, engineering, economics and
finance, health and transportation” [76].

Our benchmarks differ from stochastic problems in that our benchmarks provide deter-
ministic problems. In addition to deterministic problems, we provide a Weibull windspeed
distribution for each of 30 weather stations that can be used to develop stochastic solutions

within Powell’s canonical model.

2.4 SUB-HOURLY WIND DATA

2.4.1 Automated Surface Observing System (ASOS) data set DSI 6405

The Automated Surface Observing System (ASOS) data set DSI 6405 provides an average of
windspeeds of the previous two minutes [58, p. 3] nearly every minute. An advantage of using
DSI 6405 is that it is freely available. However, it has some quality issues such as missing
minutes and repeated timestamps. We describe how we derived the training and test data

from the minute-by-minute ASOS data set DSI 6405 in Appendix A.4.1 and Appendix A.7.1.

2.4.2 Minute-by-minute windspeed data from NREL’s M2 tower

The National Renewable Energy Laboratory (NREL) provides minute-by-minute windspeed
and direction data from its M2 tower in Colorado measured at six heights ranging from 2 to
80 meters [38].

A drawback of using data only from Colorado is that Colorado weather does not nec-
essarily represent weather experienced by major population centers in coastal states (e.g.,
hurricanes). We solve that drawback by using, as noted later in this document, data from

30 weather stations from across the U.S. (Appendix A.15) instead of just one location.
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2.4.3 Fifteen-minute windspeed data from MADIS

The Meteorological Assimilation Data Ingest System (MADIS) [61] quality-checks wind-
speed data. However, according to MADIS Support, MADIS-checked one-minute data is not

available and MADIS runs every five minutes and preserves 15-minute values.

An advantage of using 1-minute windspeeds instead of 15-minute values is that 1-minute
windspeeds better simulate a real-time data feed that a control algorithm might use to
control a retractable harvester. As mentioned above, the data feed would probably include
real-time anemometer data. Each anemometer would most likely be sending data at one-

minute intervals or less.

2.5 WIND TURBINE SIMULATORS

2.5.1 WISDEM

“The Wind-Plant Integrated System Design and Engineering Model (WISDEM) is a set
of models for assessing overall wind plant cost of energy (COE)” [67]. Documentation for
WISDEM implies that WISDEM uses a Weibull distribution to model windspeeds instead of
historical minute-by-minute windspeeds as evidenced by the following documented WISDEM
input parameters [68], where each parameter is set to an example annotated value having a

description field:

1 wind_speed 50m = Float (8.35, units = 'm/s’, iotype=’in’, desc='mean

7

annual wind speed at 50 m height’, group=’Plant AEP’)
2 weibull k= Float (2.1, iotype="in’, desc = 'weibull shape factor for
annual wind speed distribution’, group='Plant AEP’)

Wiebull distributions may not fit actual distributions of windspeeds exactly. Instead
of simulating windspeeds, we use actual historical minute-by-minute windspeed data (and

interpolate gaps) as noted later in this work (Section 4.2).
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2.5.2 HOMER

HOMER is an acronym for Hybrid Optimization of Multiple Energy Resources [34]. HOMER
software products are used to “e|valuate design options for both off-grid and grid-connected
power systems for remote, stand-alone, and distributed generation applications” [64].

HOMER allows the inputting of wind data in a time series, but only one year’s worth.
“HOMER |[Pro| can accept one year of data at timesteps down to a minute” [36].

A disadvantage of using one year of wind data instead of multiple years is that it takes
more than one year of wind data to detect seasonal trends. The current version of our
simulator (Section 3.2.1) can handle 11 years (and with relatively slight modification can

handle many more). We describe the 11 years of data we provide in Section 4.2.
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3.0 MODES OF OPERATION DEFINED BY OPERATIONAL
LIMITATION AGREEMENTS (OLA’S)

Figure 2: Overlapping groups of survey respondents

3.1 DERIVING POTENTIAL OPERATION LIMITATION AGREEMENTS

3.1.1 Survey results

To derive operation limitation agreements (OLAs) between harvesting-hosting communities
and harvester operators, we obtained 304 interview results from persons across the USA via

a survey company’. The full results of our five question survey are given in Appendix A.9.

!Survata, Inc. (www.survata.com)
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(Because none of the questions mention the financial benefits a harvester-hosting community

might receive, we are assuming that those anticipated benefits did not obfuscate the pref-

erences of the interviewees.) Results are listed here in parentheses following each question

and are represented in Figure 2 on the preceding page, where each of the four major groups

below is represented by a circle (The figure is cropped intentionally). Each circle’s diameter

is determined by the size of the group, which is given in Figure 2 in black font. Intersections

of the circles, which are labeled in white font, represent the four intersections, A, B, C, and

D, described here:

1. Would you support or oppose a wind turbine project if you could always see the installed

turbines from where you live?

(a)

Support (241/304 or 79%) (Of the 241 that support permanently visible har-
vesters, 220 also support retractable turbines under certain conditions: We label

the “support-both” intersection/group as “C” in Figure 2.)

Oppose (63/304 or 21%) (Of the 63 that oppose permanently visible harvesters, 38
also oppose retractable turbines: We label the “oppose-both” intersection /group as
“A” in Figure 2. Of the 38 persons in Group A, five persons explicitly commented
negatively about the appearance or visual impact of wind turbines. It is possible
that those five persons might compromise by accepting retractable wind turbines
that are highly limited in visibility if those persons received financial benefits.
Four members of Group A made comments indicating a lack of knowledge about
retractable wind turbines (e.g., “i just don’t understand their purpose.” Those
four members might assent if they were to learn more about turbines that are
retractable. At least three members of Group A indicated that they oppose both
types of turbines because better options exist (e.g., “Solar is better" and “Better

options.")).

2. Would you support or oppose a wind turbine project viewable from where you live that

uses only retractable wind turbines? Retractable wind turbines are able to be deployed

and retracted when specified. E.g., deploy when “windy” and retract when “calm.”

(2)

Support retractable wind turbines under certain conditions (245/304 or 81%) (Of
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the 245 that support retractable turbines under certain conditions, 25 oppose per-
manent deployment. We label the “oppose-permanent-and-support-retractable”

group as “D” in Figure 2.)

(b) Oppose retractable wind turbines (59/304 or 19%) (Of the 59 who oppose
retractable wind turbines, 21 support permanent deployment. We label the
“support-permanent-and-oppose-retractable” group as “B” in 2. One of the mem-
bers of Group B seems to actually make a case for retractable turbines by com-

menting, “If they are retractable, they will kill fewer birds....")

3. When should the retractable wind turbines be retracted and hidden? Check all that
apply. (Please note that 220 of the 245 persons responding to this question also support
turbines that are permanently deployed. Statistics for the remaining 25 person are
enclosed below in curly braces. The statistics for both groups shown graphically in

Figure 3.)
(a) When it’s not windy (138/245 or 56%){9/25 or 36%}
(b
(c

)

) When the month is not March (8/245 or 3%) {4/25 or 4%}

)
(d) During every afternoon (13/245 or 5%) {4/25 or 16%}

)

)

During every morning (13/245 or 5%) {3/25 or 12%}

(e
(f
(g
(h

During every night (29/245 or 12%) {7/25 or 28%}

When birds are migrating (100/245 or 41%) {6/25 or 24%}
) During every weekend (12/245 or 5%) {4/25 or 16%}
) After it has been visible a certain proportion the month (14/25 or 6%) {2/25 or
8%}

(i) Other (15/245 or 6%) {0/25 or 0% }(Three of the answers were related to high
winds.?) The fifteen respondents left these short-answers (and these comments in

response to Question 5 below):

1. “Windy days storms” (comment: “No comments”)

2Because some interviewees do not want to see turbines during high winds, we included the restriction
“Windspeed is TOO HIGH” in OLAs 1-4, which are all windspeeds above the harvester’s cut-out threshold
as defined by the harvester’s power curve (a power curve is shown in Figure 30)
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10.

11.

12.

13.

14.

15.

. “Never” (comment: “None”)
. “Doesn’t matter” (comment: “None at this time”)

. “Doing [sic| a hurricane” (comment: “Only during a hurricane, it would be

scary seeing them move fast because of the strong winds.”)

. “During a storm” (comment: “no comment”)

. “No need to retract them, we need wind turbines 24/7” (comment: “I have no

opposition against any sort of wind turbines. We should use them en masse

every day.”)

“No idea” (comment: “Don’t know much about turbines”)

. “never” (comment: “we should always use the turbines, they should never be

hidden”)

. “not sure” (comment: “no comment”)

“whenever the turbine doesn’t need to be in use” (comment: “Don’t feel one
way or the other. If turbines create energy at a low cost, wouldn’t matter if

I could see it or not.”)

“weather” (comment: “do not have one”)

“who cares, turbines are good” (comment: “nope”)
“don’t know” (comment: “none”)

“it doesn’t bother me either way” (comment: “clean energy is the future....it

has to be”)

“doesn’t matter” (comment: “I don’t oppose any forms of turbines”)

4. After what percentage of the month that the wind turbine has been visible should

the turbine be hidden? (Of the 14 interviewees that indicated “After it has been

visible a certain proportion the month” excluding the person that answered 0% of the

month®, the average is 49% of the month. In the next section, we derive OLAs from

3We excluded that 0%-of-the-month response because 0%-of-the-month could indicate that the respondent
did not understand the question. To Question 1 of the survey, which is “Would you support or oppose a
wind turbine project if you could always see the installed turbines from where you live?” (Table 24), the
respondent indicated support. Thus, the respondent supports permanently deployed harvesters, which are
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the survey results presented above. Since the 14 interviewees are only 6% of the 245
interviewees who support retractable wind turbines, we, in the next section, do not
restrict deployment on the basis of how long the harvester has been visible in the two
OLAs that we named “basic,” but the basic OLAs still restrict deployment on the basis
of windspeed and quiet hours.) { The two “oppose-permanent-support-retractable’,
Group-D, persons that indicated “After it has been visible a certain proportion the

month” answered 40% and 10%, which average 25%.}

5. If you have any comments, please share them here. (Especially, if you oppose all types

of wind turbines including retractable wind turbines, why?)

Preferences when to stow

When it's not windy
When the moanth isnat March
During every morning
During every after noon
During every night
When birds are migrating
During every weekend
After & has been visble a certain...
Other

"1”11"

P
LR

E

10%% 200 30% 40% S0 B0

B Oppose-permanent-support-retractable m Support-both

Figure 3: Preferences of those who support retractable harvesters.

deployed 100% of the month. But, 0% of the month was the respondent’s answer.
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3.1.2 Using a threshold to derive OLA conditions

The survey results can lead to the following OLA portion where 10% or more! of survey
interviewees in each category (if that group of interviewees has a plurality) chose the following

conditions to retract or keep the harvester hidden:

3.1.2.1 Requirement 1 of 2: “When it’s not windy” (138/245 or 56%). Fifty-six
percent of respondents chose to retract the harvester when the weather is not windy. To
define when the weather is not windy, we first find a windspeed threshold for each station.
After we find the windspeed threshold, we allow each algorithm to choose the size of the
window of the running windspeed average for each month. Prior to each month, the harvester
operator should give the hosting community the monthly running-windspeed-average-window
size (defined in Section 3.2.1) so that the hosting community can measure compliance with
the when-it’s-not-windy requirement. When the running windspeed average is one (1) knot
below the windspeed threshold defined in the first step, we consider the weather to be not
windy. (Conversely, when the running windspeed average is at or above the windspeed
threshold defined in the first step, we deem the weather to be windy.)

Note: The “When it’s not windy” requirement prevents algorithms from deploying until
the running average windspeed reaches the lowest windspeed deemed to be windy ks at
the pertinent weather station ws and prevents algorithms from remaining deployed when
the running average windspeed drops below the lowest windspeed deemed to be windy less
1 knot: k,s — 1. (We explore offsets greater than the 1-knot offset in Section 4.6.4 for the
Aging algorithms for OLAs 3 and 4.)

Finding the windspeed threshold for each station We use the method detailed in
Appendix A.2.1. There, a method is described to create a membership function that assigns
a membership value (inclusively ranging from 0 to 1) in the fuzzy set NOT WINDY AT
KBOS to each windspeed in a universe of discourse. (KBOS refers to a specific weather

station at Boston’s Logan International Airport.) For each weather station ws, we use the

4A community might choose z to be 10% because it might be useful to build a coalition and/or to be
neighborly. A threshold % that is not greater than 50% can make sense where no other equally-or-larger
percentage of the community opposes the z%. For example, we are assuming that the group wanting to stow
harvesters during every night is larger than a group wanting to deploy harvesters every night.
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training data in our benchmark specific to that weather station to create its fuzzy set NOT
WINDY AT ws. (Thus, in the benchmark suite, we provide 30 membership functions, one
for each weather station.)

Then, from that fuzzy set, we create a lambda-cut set. (A general definition of a lambda-
cut set can be found in Ross [80].) In this case, the lambda-cut set is the set of all windspeeds
in the fuzzy set NOT WINDY having membership values of A or higher. We chose A to
be 0.9 because lower values did not perform well in initial testing (during relatively early
development). In Appendix A.2.4, we describe how to create a lambda-cut set and list the
“Lowest Windspeed Deemed to Be Windy” for each station when A is 0.9. By choosing
A = 0.9, each “Lowest Windspeed Deemed to Be Windy” happens to be either a Gentle
Breeze or Moderate Breeze on the Beaufort Scale, as shown Table 11 in Appendix A.2.4.
In Appendix A.2.4, five other values for lambdas are briefly explored. In other words, we
determine how lambda affects the range of the “Lowest Windspeed Deemed to Be Windy”
in a brief sensitivity analysis on lambda.

There are other ways to define the NOT WINDY fuzzy set for each station besides
relativizing each set to historical windspeeds at each station. For example, another approach
is to derive one NOT WINDY fuzzy set to be shared by all stations from an absolute scale
such as the Beaufort Scale [60]. An advantage of using an absolute scale that is that only
one membership function is required for all stations. A disadvantage of a one-threshold-
fits-all approach is that the universal membership function is not embedded with historical
windspeed information that is specifically local. Thus, if the local historical information is
useful, the algorithm would need to extract that local historical information itself during
training. We adopt the individualized membership functions, one for each station, because

it is embedded with historical windspeed information.

3.1.2.2 Requirement 2 of 2: “During every night” (29/245 or 12%). Twelve

percent of survey respondents chose to stow the harvester during every night®. Because noise

5We are interpreting “During every night” to be noise-restricted hours as defined by some municipalities
(Appendix A.10). Survey results might have been different if instead of the option “During every night,” we
had used “During quiet hours” since Schwarz notes that “[s|elf-reports of. .. attitudes are strongly influenced
by features of the research instrument, including question wording, format, and context” [83]. Although
such an investigation is outside the scope of this present work, we are assuming that possible future revisions
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Figure 4: An envisioned harvester stowing before sunset at St. Louis at 16:51 regardless of

windspeed

was a factor in some opposition to proposed wind-power projects [49] [1], we are assuming
that at least some of the respondents who chose to keep harvesters hidden every night did so
because they were concerned about noise. Thus, for each station, we derived definitions of
every night or quiet hours from each station’s corresponding city’s noise ordinance’s definition
of nighttime. The derived quiet hours are in Appendix A.10. For example, quiet hours
derived from Boston’s and Minneapolis’s municipal codes begin at 6 p.m. and end at 7 a.m.
each weekday and quiet hours include the entire weekend. Pittsburgh’s quiet hours start at
10 p.m. and end at 7 a.m. everyday. St. Louis’s quiet hours begin at sunset and end at 6
a.m. and include the entire day of Sunday. Thus, a harvester in St. Louis must be stowed
before sunset regardless of the windspeed-deployment are retraction thresholds (which, in
this case, are 7 knots and 6 knots, respectively) if the harvester is observing the “During

every night” restriction, as illustrated in Figure 4.

of the benchmarks presented herein will incorporate new survey data gathered in the context of specific
actual or proposed retractable-harvester installations. Thus, we are proposing that future surveys ask some
questions repeatedly using various “wording[s|, format[s], and context[s].”
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3.1.2.3 Out-of-scope requirement: “When birds are migrating” (100/245 or
41%). Forty-one percent of respondents chose to retract the harvester when birds are
migrating. Although bird migration is outside the scope of this present work, our finding
the relatively strong concern for birds among interviewees provides a motivation to consider
adding bird migration indicators or data to a future version of this benchmark suite.

Bird migration indicators or data could be based on weather radar. Weather radar can
detect birds [29]. A 2017 report states, “Recent changes in the data delivery and processing
timescale for [INEXRAD weather surveillance network| Level II information via Amazon
Web Services (https://aws.amazon.com/noaa-big-data/nexrad/) has greatly increased
the potential of using the level II product for responsive, near real-time analyses" [85]. We
envision that real-time bird migration data feeds will someday be provided by organizations
specializing in bird migration forecasting (e.g., the BirdCast project®, which is associated

with the Cornell [University| Lab of Ornithology).

3.1.3 Sets of operational limitations

From survey results, previous work, and the Pareto principle, we derive the following three

sets of operational limitations:

Set Alpha A Basic allows a harvester to remain deployed 100% of month as long as the

following conditions are met:

e when windy (but not during extremely windy conditions (Appendix A.3.2)) and

e during daytime.

Set Beta B Operational-constraint set B is the same as set A except that set B has the
additional requirement that the harvester must not be visible more than 8760 minutes
of each month, approximately 20%. A reason that we chose 20% is that it is lower
percentage of the total time and that we found in an earlier work that “80% of the
wind available over our two-month sample period can be extracted by wind harvesters

deployed merely 20% of that time” [51] and is an example of the Pareto principle.

Shttp://birdcast.info
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Set Gamma I' Transition-limited OLAs 5 and 6 are the same as OLAs 3 and 4, respec-
tively, except that OLAs 5 and 6 limit the number of state-transitions to two per
month. The two states are the deployed state and the stowed state. Thus, the two
possible state-transitions are stowed-to-deployed state-transition and the deployed-to-
stowed state-transition. A reason to choose two state-transitions per month instead of
unlimited state-transitions is that it greatly simplifies the determination of the “opti-
mum” deployment and retraction timestamps. Also, two state-transitions describe a
single wind-harvesting event: A harvester deploys, harvests energy (ideally), and then
retracts. A single duration-limited (e.g., limited to approximately 20% of the month)
wind-harvesting event per month is a relatively straightforward allowance to convey to
potential harvesting-hosting communities: the harvester will deploy once per month
and /or retract once per month.

Set Gamma [' Set I" has the following operational constraints:

e not during extremely windy conditions (Appendix A.3.2)),
e not visible more than more than 8760 minutes ( 20%) of each month, and
e not more than two (or three in case harvester needs to lower during extremely windy

conditions) state changes (i.e., raises/lowers) each month

Table 1 shows the attributes of each of the six standard OLAs, where the dashed-line
between the odd-numbered and even-numbered OLAs is meant to emphasize that the only
difference between the odd-numbered and even-numbered OLAs is the reward /penalty func-
tion. Odd-numbered and even-numbered OLAs pass SCNetNorm() and SCMQNetNorm(),
respectively, to I().

Table 1: The standard OLAs

3. & 4. In-| 5. & 6.
OLA Numbers 1. & 2. Basic
termediate Transition-
Attribute OLAs
OLAs limited OLAs
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Table 1: (continued)

Number of times harvester may

change states each month

Unlimited

Unlimited

The weather is not windy

Yes

Yes

Nightly visibility ban is in effect

Yes

Yes

Windspeed is too high (i.e., wind-

speed is above cut-out threshold)

Yes

Yes

Harvester has exhausted its visibility
allocation, which is x minutes of each

month

x = 100%

z = 8760 min

z = 8760 min

month(s) of year

all

all

all

Version of OLA  that uses
I(SCNetNorm(a,wrk),b) (Defined
in Section 4.2.0.1) as reward /penalty
function where b € [1,100] is chosen
by each harvester-hosting community
Version  of OLA  that uses |

I(SCMQ@QNetNorm(a,wrk),c))

(Defined in  Section 4.2.0.1) as

reward /penalty  function  where

¢ € [1,100] is chosen by each

harvester-hosting community

OLA 1

OLA 2*

OLA 3

OLA 4*

OLA 5

OLA 6*

*OLAs 2, 4, and 6 use a different reward /penalty function than OLAs 1, 3, and 5.
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3.2 VARIOUS ENERGY HARVESTING STRATEGIES; INTRODUCING
THE ALGORITHMS

In this section, we develop energy harvesting strategies:

e Static: These algorithms do not change settings (e.g., deployment and retraction thresh-

olds) while running.
e Dynamic: The algorithms may change settings during the simulation:

— Aging (with and without weather prediction), which may lower the windspeed re-

traction threshold as the month progresses,

— Fuzzy-Crisp Hybrid (with and without weather prediction), which uses crisp logic to
determine when to retract to ensure that the algorithm complies with its controlling
set of operational limitations (e.g., stow during quiet hours € A) and which uses

fuzzy logic to determine when to deploy,
where each of the dynamic algorithms have two operating modes:

— Non-predictive mode: At each time-step of the simulation, the simulator provides to
the algorithm current, but not predicted, wind data from the sequence of windspeeds

in the benchmark that the simulator is using.

— Predictive mode: At each time-step ¢ of the simulation, the simulator provides to the
algorithm current and simulated predicted day-ahead windspeeds from a sequence,
hereafter called S, of windspeeds in the benchmark. Specifically, for each minute-
by-minute time-step ¢ of the simulator, the simulator will pass to the algorithm the
windspeed s[t] € S and the distorted windspeed d(z, s[t + z]) where
o s[t+x] € S and
e © = 1440 minutes is the time-horizon of the prediction (i.e., x = 1440 minutes or
one day beyond time-step t) and where
e function d() distorts each future windspeed to simulate a windspeed-prediction

accuracy’ .

In Section 4.2.0.3, we describe how we simulate the prediction of windspeeds.
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3.2.1 The simulator: configuring and running the control algorithms

We are providing an environment in which to train and to test the control algorithms.
The environment consists of input data and a Java program. In Figure 5, the Java pro-
gram is represented by the rectangle labeled “Simulator” and the input data are represented
by the horizontal arrows pointing to the rectangle. The arrow having no fill and labeled
“Algorithm-configuration Arguments —” represents settings or values which can affect the
algorithm’s performance (e.g., window size of windspeed running average, windspeed deploy-
ment threshold). (We discuss a way to find those values in the next paragraph.) The output

of the simulator is labeled “— Metrics....”

In this section, we describe parameters and values with which we experiment. The
purpose of the settings are to tune the performance of the algorithm that the simulator is
running. To that end, we explore sets of parameter values. The values are described and
exploration results are referenced via Table 4 on page 84 and Table 9 on page 105 in the

context of different explorations. The tables also include a purpose for each exploration.

Window size of windspeed running average: Recall that the benchmark suite provides
windspeed data that is minute-by-minute (which is labeled “Multi-year Minute-by-Minute
Windspeeds” in Figure 5) and that we interpolated any gaps so that no minutes are missing.
At every minute, the file contains a windspeed that we call a sample. The window size m of
the windspeed running average is the number of samples (which is identical to the number of
minutes because we interpolated any gaps) that the algorithm sums to calculate a running

average of windspeed samples at each timestep of the simulation.

Averaging the sequence of windspeeds mitigates momentary winspeed changes (e.g.,
spikes). If a control algorithm does not filter out spikes, the algorithm could momentarily
unstow a fully retracted harvester, wasting visibility time. Likewise, if a control algorithm
does not filter out transient dips in windspeeds, the control algorithm could momentarily

retract partially a fully deployed harvester, wasting opportunities to harvest.

The following is how the simulator uses the running average size m, where m is the size
of the moving window measured in minutes. The simulator reads samples one at a time each

minute. Let ¢,,0, and t,,¢, be the minute timestamps of the samples that the simulator would
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read most recently and next-to-most recently, respectively. The simulator inserts the most
recently read samples into a set of samples having timestamps in the range (¢,00 — M, thow)-

Mathematically, the running average having window size m minutes can be defined as
follows: Let t; be the minute timestamp of each windspeed w; for ¢ = 0,1,2,...,n where n

tends toward infinity. Let t,,, = max(t;). Define the set
M=A{w;|i=0,1,2,...,(m —1) and (; > (thow — m))}.

Hence, our running average having window size m is defined as

> w; € M
| M|

Values: Tables 4 and 9 show the various sequences of window sizes of the running wind-

speed average as part of various explorations, including the following examples:

e Exploration 1: We tested values in the sequence [1 (step 30) 121], which causes 5 iter-
ations, for all 30 stations, for all algorithms, for all OLAs. The window size sequence
starts at 1 minute, ends at 2 hours, with half-hour increments. The relatively large step
size was conducive to completing a level of testing that is spread across all 30 stations,
all algorithms, and all OLAs within a previous schedule.

e Exploration 2: For all 30 stations, one algorithm, and one OLA (OLA 3), we extended and
tightened the sequence: [1 (step 1) 361]. We extended the sequence to 361 to determine
if the upper limit of Exploration 1, i.e., 121 minutes, was reasonable. If the training
routine were to often find that values greater than 121 result in the Aging algorithm’s best
NetNorm or MQNetNorm scores, then we would suggest that the training routine should
extend its search space beyond Exploration 1’s upper limit of 121. (Recall that OLA
3 limits a harvester’s visibility to approximately 20% of each month. Thus, unfiltered
spikes might have a more detrimental effect on OLA 3 than OLA 1, which allows the
harvester to be visible 100% of non-quiet hours if windspeeds are within a specified

range.)
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Windspeed deployment threshold or y-intercept: The windspeed deployment thresh-
old argument, which has a unit of knots, is passed to the algorithm Static. Static does
not change the argument’s value during the entire simulation. The windspeed deployment
threshold tells Static when to deploy if other conditions are being satisfied (e.g., the harvester
has time remaining in its monthly visibility allotment.) The y-intercept argument is used by
the algorithm Aging as part of a linear equation dependent upon how much time remains in

the month. The training routine may find a different y-intercept for each month of the year.

Values: We explored different window sizes of windspeed deployment thresholds and

y-intercepts in multiple explorations, as shown in Table 4 and Table 9.

Fuzzy-Crisp Hybrid’s deployment membership value in fuzzy set: As stated else-
where, the Fuzzy-Crisp Hybrid algorithm uses crisp code to retract and fuzzy code to deploy.
When the fuzzy-code-produced membership value in a combined fuzzy set reaches the value
specified by this parameter, the fuzzy code directs the harvest to deploy (but the fuzzy code

is overridden by the crisp code if the harvester must remain retracted.)
Values: Please see Tables 4 and 9.

Lambda (\): As stated in Section 3.1.2.1, the lambda-cut set of the fuzzy set NOT WINDY
is the set of all windspeeds having membership values of A\ or higher in the fuzzy set NOT
WINDY. The membership function that we are using assigns to low windspeeds high mem-
bership values in NOT WINDY and assigns to high windspeeds low membership values. As
windspeed increases, the membership value in NOT WINDY decreases. (An example of a
mapping of windspeeds to membership values is plotted in Appendix A.2.1.) The lambda
cut partitions all windspeeds into two crisp subsets: CRISP NOT WINDY and CRISP
WINDY. The x-axis location of the boundary between the set CRISP NOT WINDY and
the set CRISP WINDY decreases as A increases. Thus, as A increases, the lowest windspeed

deemed to be windy decreases.
Values: Please see Tables 4 and 9.

Retraction Threshold Difference: Section 4.6.4 describes a sensitivity analysis we did

on the retractable threshold difference.

Values: Please see Tables 4 and 9.
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Information about the other algorithms can be found in Appendix 3.4. Some algorithms
have arguments (e.g., window size of windspeed running average, y-intercept of linear func-
tion that maps time remaining in month to windspeed deployment threshold) that are arrays

containing settings for each month of the year.

Multi-year Minute-by-
Minute Windspeeds

Service Level Agreement

Wind Turbine Power Curve

— Metrics:
NetNorm and
Windy Membership Fun. MarketNetNorm

Quiet-Hour Data

Multi-year Hourly Energy
Prices

Algorithm-configuration
Arguments —

Figure 5: Environment in which to train and to test the control algorithms.

A way to find algorithm-configuration arguments or values is to search a configuration
space. In other words, a way to train is to search. The process of searching a configuration
space is represented on the left-hand side of Figure 7?7. Searching might involve using nested
loops to find sets of configuration values that maximize the output metrics during training.
Thus, searching the configuration space might involve running the simulator hundreds of
iterations.

The center of Figure 77 represents that training (which we implemented by searching)
found two sets of configuration values: one set maximized the MQNetNorm metric; the other

set maximized NetNorm. (Both sets might happen to be identical.)
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Figure 6: Categories of algorithms we wrote and tested and their variants (“Var.”)

The right-hand side of Figure 77 represents the test phase, in which the simulator is run
only twice. One run uses the configuration values that maximized the MQNetNorm metric
during training. The second run uses the configuration values that maximized NetNorm.

We have described the environment in which to run the algorithms. We discussed training
(via searching). Let us now turn to the goal of the algorithms and give an overview of the

three algorithm categories that we are examining below.

3.2.2 Goal and overview of the control algorithms

The control algorithms for retractable harvesters fall into the following categories as shown

in Figure 6:

e Static: These algorithms do not change deployment and retraction thresholds while

running.

e Dynamic: The algorithms may change deployment and retraction thresholds during the

simulation:

— Aging (with and without weather prediction), which may lower the windspeed re-
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traction threshold as the month progresses,

— Fuzzy-Crisp Hybrid (with and without weather prediction), which uses crisp logic to
determine when to retract to ensure that the algorithm complies with its controlling
OLA and which uses fuzzy logic to determine when to deploy,

where each of the dynamic algorithms have two operating modes:

— Non-predictive mode: At each time-step of the simulation, the simulator provides to
the algorithm current, but not predicted, wind data from the sequence of windspeeds
in the benchmark that the simulator is using.

— Predictive mode: At each time-step ¢ of the simulation, the simulator provides to the
algorithm current and simulated predicted day-ahead windspeeds from a sequence,
hereafter called S, of windspeeds in the benchmark. Specifically, for each minute-
by-minute time-step ¢ of the simulator, the simulator will pass to the algorithm the
windspeed s[t] € S and the distorted windspeed d(z, s[t + z]) where
o s[t+x] € S and
e © = 1440 minutes is the time-horizon of the prediction (i.e., x = 1440 minutes or
one day beyond time-step t) and where
e function d() distorts each future windspeed to simulate a windspeed-prediction

accuracy®.

3.3 VARIANTS IN EACH CATEGORY OF ALGORITHMS

Each algorithm category (Static, Aging, Fuzzy-Crisp Hybrid) has the following variants:

Variant || Use Weather Prediction | Transitions Limited
0x0 0 0
Ox1 0 1
0x2 1 0
0x3 1 1

where the

8In Section 4.2.0.3, we describe how we simulate the prediction of windspeeds.
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e “Use Weather Prediction” column describes whether (1) or not (0) the variant uses
weather prediction, and the

e “Transitions Limited” column describes whether (1) or not (0) the variant must limit
the number of state transitions that the harvester it is controlling may make per month,

which it must do to comply with OLAs 5 and 6 (Section 3.1.3).

3.4 ALGORITHM CATEGORIES

3.4.1 Static (with and without weather prediction)

The Static algorithm category is comprised of the simplest of the algorithms we wrote and
benchmarked. We refer to each member of this category as “Static.” Static keeps the same
deployment and retraction thresholds as well as the same window size used to calculate the
running windspeed average (described in Section 3.2.1) throughout the testing phase.

To train Static (i.e., to find the algorithm-configuration values that Static will use to
process a specific workload, we explored the two-dimensional design space described in Sec-
tion 3.7. Once trained, Static will not change its deployment and retraction windspeed

thresholds and windows size of the running average windspeed.

3.4.2 Aging (with and without weather prediction)

The Aging algorithms may change the deployment and retraction thresholds of windspeeds
as the month ages. To change the deployment and retraction thresholds, we pass the to-
tal number of minutes remaining in the month to a linear function d() that returns the
deployment-windspeed threshold. The linear function d() has a slope and y-intercept which
are determined during the training phase (Section 3.7) for each month of the year. Examples
of d() explored during the training phase are plotted in Figure 7 for Revision 1.1 and Figure 8
for Revision 1.2. (We chose the retraction-windspeed threshold to be d() — 1 knots.) The
points on the z-axis are the minutes until the month ends (Revision 1.1) or minutes having

expired during the month (Revision 1.2). The y-axis indicates the windspeed at which the
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algorithm deploys (if no other restrictions are in effect, such as quiet hours. The minimum
value for each d() is the lowest windspeed deemed to be windy at the pertinent weather
station (Appendix A.2.4) in order to ensure that Aging complies with OLAs 1 - 4, which
restrict deployment to windy weather. (OLAs 5 and 6 do not restrict deployment to windy
conditions.)

Deployment-windspeed threshold

Minutes remaining in month

Minutes in 31 days (0,0)

Figure 7: Iterations of deployment-threshold function d() explored during training phase of
Aging algorithms (Rev. 1.1) (drawing not to scale)

3.4.3 Fuzzy-Crisp Hybrid (with and without weather prediction)

The Fuzzy-Crisp Hybrid algorithms have crisp code and fuzzy code [80]. The fuzzy code
combines membership values in fuzzy sets. The combination depends on the variant (Sec-
tion 3.3) of the Fuzzy-Crisp Hybrid algorithm we are testing. In the following sections, we

explain the combination we use for each variant.
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To comply with each OLA, we have a crisp component of the algorithm that retracts
the harvester before it can violate the time-visible limit of the OLA. (Crisp part: If the
time that harvester has been visible plus the time it takes the harvester to retract is greater
than a certain amount, or if the minutes until the month ends equals or is less than than
the time it takes for the harvester to retract, then retract.) Outside of those OLA-violating
conditions, we use the fuzzy logic described in the following sections, in which the fuzzy sets
are delineated by quotation marks. (Thus, we named these algorithms Fuzzy-Crisp Hybrid,
but because these algorithms do have a fuzzy part, we sometimes refer to these algorithms

as simply Fuzzy.)

3.4.3.1 Fuzzy-Crisp variant 0x0 If the weather is “Windy” now and (if the time of
day is “Not Approaching Quiet Hours” or if there are “Plenty of Allocated Visibility Minutes
Remaining”), then deploy. (That is, even if it is approaching quiet hours but there is plenty
of visibility time left and the weather is windy, go ahead and deploy.) Otherwise retract. Or
retract if the crisp conditions of the OLA will be violated if the algorithm does not retract.

3.4.3.2 Fuzzy-Crisp variant 0x1 If the weather is “Windy” now or if the time of the
month is “Approaching the Use-Visibility-Allocation-or-Lose-It Point” (i.e., if the weather is
fuzzily approaching the crisp point where the visibility allocation (e.g., « minutes) equals
the amount of month remaining), then deploy. Retract if the crisp visibility-time condition
of the state-transition-limited OLAs (OLAs 5 and 6) will be violated if the algorithm does

not retract.

3.4.3.3 Fuzzy-Crisp variant 0x2 If the weather will be “Very Windy” tomorrow and
there are “Not Plenty of Allocated Visibility Minutes Remaining,” then retract.

Otherwise, use the same rules used by variant 0x0.

3.4.3.4 Fuzzy-Crisp variant 0x3 If the weather is “Windy” now and the weather will be
“Windy” tomorrow or if the time of the month is “Approaching the Use-Visibility-Allocation-
or-Lose-It Point” then deploy.
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Otherwise, use the same rules used by variant 0x1.

3.4.3.5 Membership functions In the Appendix are descriptions or examples of the

membership functions for the following fuzzy sets:

Fuzzy set Figure
Not Windy Figure 41 on page 261
Not Very Windy Figure 41
Plenty of Allocated Visibility Minutes Remaining Figure 42 on page 261
Approaching Near the Start of Quiet Hours Figure 43 on page 262
Approaching the Use Visibility Allocation or Lose It Point | Figure 44 on page 262

3.4.3.6 Combined degree of membership We combine the fuzzy sets as described
above linguistically in the sections on variants of the fuzzy algorithms (Sections 3.4.3.1 to
3.4.3.4). We mapped the linguistic words or and and to the mathematical functions max
and min, respectively [39, Equations 5 and 6]. For example, the conditional clause in the

conditional sentence,

If the weather will be “Very Windy” tomorrow and there are “Not Plenty of Allocated
Visibility Minutes Remaining,” then retract,

maps to the mathematical expression

min(tvw (p), 1 = fper(c)) (3.1)

where

® [i,,(p) is the degree of membership of p in the fuzzy set “Very Windy,”

e p is the predicted day-ahead windspeed,

® (i (c) is the degree of membership of ¢ in the fuzzy set “Plenty of Allocated Visibility
Minutes Remaining,” and

e ¢ is how many minutes of visibility allocation that the harvester has already consumed.
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We call the result of that mathematical operation (Equation 3.1) a combined degree of
membership.
Let us translate a more complex linquistic expression to a mathematical one. The con-

dition for deploying in the following paragraph

If the weather is “Windy” now and (if the time of day is “Not Approaching Quiet Hours”
or if there are “Plenty of Allocated Visibility Minutes Remaining”), then deploy. Otherwise
retract. Or retract if the crisp conditions of the OLA will be violated if the algorithm does
not retract.

maps to the mathematical expression

min vy (1), max(1 = fiagr (), tpor(c))) (3.2)

where

e (i,,(n) is the degree of membership of n in the fuzzy set “Windy,”

e n is windspeed now,

® [laq-(t) is the degree of membership of ¢ in the fuzzy set “Approaching Quiet Hours,”
e { is current time,

® (i, (c) is the degree of membership of ¢ in the fuzzy set “Plenty of Allocated Visibility

Minutes Remaining,” and

e ¢ is how many minutes of visibility allocation that the harvester has already consumed.

3.5 PSEUDO-CODE

Pseudo-code of the most recent and penultimate revisions of each of the variants of each
category described above are given in Appendix A.1. In the following section, we examine

selection portions of actual Java code.
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3.6 A LOOK INTO SELECTED CODE OF THE ALGORITHMS

3.6.1 Code for the Aging algorithms (Dynamic; and Dynamicp)

In this section, we describe the code in the Aging category or family of algorithms. The Aging
family has variants that allow the harvester to deploy and retract an unlimited number of
times each month. The variants that allow “unlimited state transitions” are 0x0, which does
not use weather prediction, and 0x2, which does use weather prediction. Variants 0x0 and
0x2, which may be used to comply with OLAs 1 through 4, use the code we describe directly

below.

3.6.1.1 For OLAs allowing unlimited state transitions OLAs 1 through 4 require
the harvester to be stowed when the weather is not windy. Line 17 in Listing 3.1 on the next
page is where the code tests whether or not the windspeed average is below the retraction
threshold, which is calculated in Line 9, and is one knot less than the deployment threshold
retrieved from a date-dependent, linear function at Line 8. That date-dependent function
is what makes the Aging family sensitive to the day of month. As the month wears on, the
deployment threshold may increase linearly (Rev. 1.1), as shown in Figure 7 on page 35,
or may decrease linearly (Rev. 1.2), as shown in Figure 8 on page 49, or remain constant.
In Rev. 1.2, as explained in Section 3.4.2, the deployment threshold on the last day of the
month is the lowest windspeed deemed to be windy at the pertinent weather station. The
y-intercept is determined during training.

For example, suppose that the training determines that the y-intercept for January at
station KATL is 17 knots, as training did when it trained Aging variant 0x0 to process OLA
3 at KATL (Table 41). The deployment threshold starts at 17 knots on January 1 and
decreases linearly reaching 7 knots on January 31 because the lowest windspeed deemed to
be windy at KATL is 7 knots (Appendix A.2.4 on page 156).

Because OLAs 3 and 4 limit the amount of time a harvester may be visible each month,
Line 28 tests whether the sum of the harvester’s time visible this month and the time it

takes the harvester to retract is above a threshold. The sum is normalized by the number
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of minutes in the month. Hence, the variable holding the sum is named with the prefix
fraction. If fractionVisbilePlusTimeToRetractMonthly is greater than 0.99 (which is
specified on Line 24), the code directs the harvester to retract (Line 30), via the method of
the harvester object named .resetMode(). The algorithm knows the number of minutes
that the harvester is permitted to be visible each month by reading a .properties file.

OLAs 1 through 4 mandate that the harvester be stowed during quiet hours. Stowing
during quiet hours is implemented via the if statement starting on Line 58. The boolean
variable bDuringNightlyVisibilityBan is set by a variable in the .properties file and,
if set, instructs the algorithm to check quiet hours if transitions are unlimited. Because
the harvester takes some time to retract (explained in Appendix A.3.5), which is called
TIME TO_ RETRACT _ MINUTES in the code, the algorithm looks ahead that number of
minutes to determine whether quiet hours will be starting then (Line 60) or whether quiet
hours have begun (Line 62). If either is the case, the algorithm directs the harvester to

retract /remain retracted (Line 67).

Listing 3.1: Code of Aging that processes one windspeed sample for OLAs not limiting state
transitions

1 private void processOneSampleTransitionsUnlimited (Workload.
WindspeedSample sample, boolean bUseWeatherPrediction) {

final int RETRACTION THRESHOLD DIFFERENCE = 1;

// Determine what control signal to output.
// Use visibility —time—remaining to control deployment threshold

O~ O O = W N

int deploymentThresholdKnots = getDeploymentThresholdKnots(sample.
date) ;

9 int retractionThresholdKnots = deploymentThresholdKnots —

RETRACTION THRESHOLD DIFFERENCE;

10

11  double windspeed knots average = ra.updateRunningAverage (sample.
windspeed knots, running average window size);

12

13 if (windspeed knots average > deploymentThresholdKnots) {

14

15 harvester .setMode () ;

16

17} else if (windspeed knots average < retractionThresholdKnots) {

40



18

19 harvester .resetMode () ;

20

21}

22

23 // check amount of time used per month

24  final float FRACTION_ VISIBLE TIME THRESHOLD = (float) 0.99;

25 double fractionVisbilePlusTimeToRetractMonthly =

26 harvester. getFractionVisbilePlusTimeToRetractMonthly (ws.
iUsedAllltsAllocatedVisibilityMinutesPerMonth);

27

28 if (fractionVisbilePlusTimeToRetractMonthly >
FRACTION_ VISIBLE TIME THRESHOLD) {

29

30 harvester .resetMode () ;

31

32 1}

33

34 // If harvester has somewhat nearly exhausted is allocated
visibility time for the month and

35 // tomorrow will be much windier than today,

36 // then retract to save visibility time

37 if (bUseWeatherPrediction) {

38

39 final double MUCH_WINDIER = 1.25;

40 final double FRACTION VISIBLE TIME THRESHOLD SOMEWHAT EXHAUSTED =

0.64;
41 double windspeed knots average future =
42 ra.updateRunningAverage (sample.windspeed knots predicted one day,
running average window size);
43
44 if (
45 (fractionVisbilePlusTimeToRetractMonthly >
46 FRACTION VISIBLE TIME THRESHOLD SOMEWHAT EXHAUSTED) &&
47 (windspeed knots average future > (windspeed knots averagesx
MUCH_WINDIER) )
48 )
49 //System.out.println ("Retracting because future windspeeds are
much windier...");
50 harvester.resetMode () ;
51 }
52 }
53

54 // if within retraction time of quiet hours or during quiet hours,
then retract or remain retracted

55 if (ws.bDuringNightlyVisibilityBan &

56 (
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o7 I'noiseAllowedFutureRetractionTime . bIsNoiseAllowed (sample. date.
plusMinutes (harvester .TIME TO RETRACT MINUTES) )
// do mnot short circuit
(noiseAllowed . bIsNoiseAllowed (sample.date))

58 |
59 !
60 )
6 )
62 h
63}

64

65 harvester.processMode (sample, ep, true);
66 1

arvester.resetMode () ;

3.6.1.2 For OLAs limiting state transitions to two per month Because OLAs 5
and 6 limit the harvester to only two state transitions per month yet allow the harvester
to remain deployed even when the weather is not windy, the Aging algorithm uses the code

shown in Listing 3.2 instead of Listing 3.1 for OLAs 5 and 6.

Listing 3.2: Code of Aging that processes one windspeed sample for OLAs limiting state

transitions
1
2 private void processOneSampleTransitionsLimited (Workload .

WindspeedSample sample,

3 boolean bUseWeatherPrediction) {

4

5 final int RETRACTION THRESHOLD DIFFERENCE = 1;

6

7 /) Determine what control signal to output.

8 // Use visibility —time—remaining to control deployment threshold

9

10 int deploymentThresholdKnots = getDeploymentThresholdKnots(sample.
date) ;

11

12 double windspeed knots average = ra.updateRunningAverage (sample.
windspeed knots, running average window size);

13

14 final double MUCH WINDIER = 1.25;

15 double windspeed knots average future =

16 ra.updateRunningAverage (sample.windspeed knots predicted one day,
running average window size);

17

18 if (

19 (harvester.getMinutesVisibleMonthly () < 1) &&
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20 (
21 (DateStatistics.getMinutesInMonthRemaining (sample.date) < ws.
iUsedAllltsAllocated VisibilityMinutesPerMonth)

2

23 // harvester has not yet been visible this month

24 (

25 (windspeed knots average > deploymentThresholdKnots) &&

26 (!(bUseWeatherPrediction &&

27 (windspeed knots average future > (windspeed knots averagex

MUCH_WINDIER) ) // much windier tomorrow

28 )

29 )

30 )

31 )

32 )

33

34 harvester .setMode () ;

35}

36

37 // check amount of time used per month

38  final float FRACTION VISIBLE TIME THRESHOLD = (float) 0.99;

39 if (harvester. getFractionVisbilePlusTimeToRetractMonthly (ws.
iUsedAllltsAllocated VisibilityMinutesPerMonth) >

40  FRACTION VISIBLE TIME THRESHOLD){

41

42 harvester.resetMode () ;

43 }

44

45 // if within retraction time of end of month, then retract

46 if (DateStatistics.getMinutesInMonthRemaining (sample.date) <=

47 harvester . TIME TO RETRACT MINUTES
8 )

49 harvester.resetMode () ;

50 1

51 harvester .processMode (sample, ep, false);
52}

3.6.2 How the algorithms use weather prediction

3.6.2.1 Static and Aging variant using weather prediction and is not transition-
limited (i.e., variant 0x2) As shown in the code above starting at Line 14 and repeated
in the snippet below (which is shared by both Static and Aging), Static and Aging variant

0x2 uses weather prediction in an effort to save visibility time. To save visibility time, when
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the harvester has somewhat nearly exhausted its allocated visibility time for the month and
tomorrow will be much windier than today, the harvester will retract. Thus, if a day is
particularly windy, the harvester will still retract, using 20 minutes of visibility time without

harvesting. Tomorrow, the harvester uses another 20 minutes without harvesting to deploy.

1

2 // If harvester has somewhat nearly exhausted is allocated
visibility time for the month and

3 // tomorrow will be much windier than today,

4 // then retract to save visibility time

5 if (bUseWeatherPrediction) {

6

7 final double MUCH WINDIER = 1.25;

8  final double FRACTION VISIBLE TIME THRESHOLD SOMEWHAT EXHAUSTED —
0.64;

9 double windspeed knots average future =

10 ra.updateRunningAverage (sample . windspeed knots predicted one day

, running average window size);

11

12 if (

13 (fractionVisbilePlusTimeToRetractMonthly >

14 FRACTION VISIBLE TIME THRESHOLD SOMEWHAT EXHAUSTED) &&

15 (windspeed knots average future > (windspeed knots averagex
MUCH_WINDIER) )

16 )

17

18 //System.out.println (" Retracting because future windspeeds are
much windier...");

19 harvester.resetMode () ;

20

21}

22

23}

3.6.2.2 Static and Aging variant using weather prediction and is transition-
limited (i.e., variant 0x3) As shown in the code snippet directly below (which is shared
by both Static and Aging), Static and Aging variant 0x3 uses weather prediction when the
harvester has not been visible yet during the month. Then, even when the rolling average
windspeed surpasses the windspeed-deployment threshold, the harvester will not deploy if
tomorrow is predicted to be much windier (defined as 1.25 times windier) than today.

1
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2 final double MUCH WINDIER = 1.25;

3 double windspeed knots average future =

4 ra.updateRunningAverage (sample . windspeed knots predicted one day,
running average window size);

5

6 if (

7 (harvester.getMinutesVisibleMonthly () < 1) &&

8 (

9 (DateStatistics.getMinutesInMonthRemaining (sample.date) < ws.

iUsedAllltsAllocatedVisibilityMinutesPerMonth)

0

11 // harvester has not yet been visible this month

12 (

13 (windspeed knots average > deploymentThresholdKnots) &&

14 (!(bUseWeatherPrediction &&

15 (windspeed knots average future > (windspeed knots averagex

MUCH WINDIER) ) // much windier tomorrow

16 )

17 )

18 )

19 )

20 )

21 |

22 harvester.setMode(); //deploy

23}

3.6.2.3 Fuzzy variant using weather prediction and is not transition-limited
(i.e., variant 0x2) As shown in the code snippet below, Fuzzy variant 0x2 uses weather
prediction in an effort to save visibility time. To save visibility time, if the harvester is
running out of allocated visibility time for the month and tomorrow will be much windier than
today, then allow an intermediate membership value to be less than 1. That intermediate
membership value becomes the maximum value of the resulting membership value. That
resulting membership value must be above a certain threshold in order for the harvester to
deploy. Thus, weather prediction might cause a harvester not to deploy even when a day
is particularly windy, but tomorrow will be very windy and the harvester is running out of
visibility time.

private double getResultingMembershipValueTransitionUnlimited (double windspeed_knots_average,
Workload . WindspeedSample sample, boolean bUseWeatherPrediction, double windspeed knots average future) {

double membershipValueConditional;

if (bUseWeatherPrediction) {
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// 1f very windy tomorrow and running out of time, retract

// —or—

// Allow deployment if not very windy tomorrow

/1] —or—

// if not running out of time

membershipValueConditional = Math.max(
not (windy.getMembershipValueForVeryWindy ((int) windspeed_knots_average_future)),
harvester.getMembershipValueForPlentyOfAllocatedVisibilityMinutesRemaining (
ws.iUsedAllltsAllocatedVisibilityMinutesPerMonth
)
)

} else {

membershipValueConditional = 1;

}

final int MINUTES BEFORE_ QUIET HOURS X INTERCEPT = 120; // upgrade: set during training

// 1f windy and (if not approaching quiet hours or if fraction of time spent
// stowed is low)

double resultingMembershipValue = Math.min(membershipValueConditional,
Math.min (windy .getMembershipValueForWindy ((int) windspeed_knots_average) ,
Math . max (
not (noiseAllowed .getMembershipValueForApproachingQuietHours (sample.date,
MINUTES BEFORE_QUIET HOURS_ X INTERCEPT) ) ,
harvester.getMembershipValueForPlentyOfAllocatedVisibilityMinutesRemaining (
ws.iUsedAllItsAllocatedVisibilityMinutesPerMonth)))
)5

return (resultingMembershipValue);

3.6.2.4 Fuzzy variant using weather prediction and is transition-limited (i.e.,
variant 0x3) As shown in the code snippet below, Fuzzy variant 0x3 uses weather pre-
diction to only deploy (i.e., consume a transition from being stowed to being deployed) only
when both today and tomorrow are windy. Thus, if a windy day is followed by a calm day,

the harvester will not deploy, missing the windy day.

1 private double getResultingMembershipValueTransitionLimited (double
windspeed knots average,

2 Workload . WindspeedSample sample, boolean bUseWeatherPrediction ,
double windspeed knots average future) {

3

4 double windspeed knots average to use;

5

6

7 if (bUseWeatherPrediction) {

8

9 // must be windy today and windy to—morrow

10 windspeed knots average to use = Math.min(windspeed knots average,
windspeed knots average future);
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11
12} else {

13

14 windspeed knots average to use = windspeed knots average;

15

16 }

17

18 double resultingMembershipValue = Math.max(

19 windy . getMembershipValueForWindy ((int)
windspeed knots average to use),

20 DateStatistics.getMembershipValueForApproachingUseltOrLoseltPoint
(sample.date, harvester , ws));

21

22  return (resultingMembershipValue);

23

24}

3.7 TRAINING METHOD: EXPLORING A TWO-DIMENSIONAL
DESIGN SPACE

To train algorithm a to process a specific workload wrk, we run a multiple times over the
training partition of wrk. The number of times that we run a is governed by nested loops
where we iterate an inner-loop variable Yntercept (defined in the sections immediately below)
and an outer-loop variable r where r is the size of the windspeed-running-average window.”

We explore the following windspeed-running-average window sizes: r € {1, 31, 61, 91,
121}, which we express in shorthand as r € [1 (step 30) 121] for all the algorithms. The
units are minutes (or, equivalently, samples of windspeeds since we provide a windspeed each
minute).

With respect to the metric that we shall use in the testing phase (i.e., Net Norm(a, wrk)
4.1.3 or MQNetNorm(a,wrk) 4.1.5.3), we record the best Yintereepr and windspeed-running-
average size r for each month of the year (for the cases of training the Aging and Fuzzy

algorithms) or for the entire training period (for the case of training the Static algorithms).

°In this release of the control algorithms, we use a relatively simple training or parameter-tuning method
in that each iteration uses a constant step size. More sophisticated parameter-tuning methods exist that use
local search [2]. We did not use local search in this release.
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3.7.1 Context of y,icrcepr for the Static and Aging category of algorithms

The variable Yniercept 15 part of a linear equation that returns a deployment-windspeed thresh-
old when given the number of minutes remaining in the month. For the Aging algorithm, the
linear equation’s slope m is less than or equal to 1. When m < 1, the deployment threshold
decreases as the month wears on. However, for the Static algorithm, the slope of the linear
equation is zero; The deployment threshold remains constant throughout the testing phase.

For the Static and Aging algorithms, the values we explore for the inner-loop variable
Yintercept are {w,w + 10,w + 20,w + 30}, which we express in shorthand as yintercepr € (W
(step 10) w+ 30|, where w € N is the least windspeed deemed to be windy (defined in A.2.4)

at weather station ws and where the units of w are knots.

3.7.2 Context of yi,iercepr for the Fuzzy category of algorithms

The variable Ypiercept 18 part of a linear equation that returns a deployment threshold of the
combined degree of membership (Section 3.4.3.6). The slope of the equation is zero. That is,
the deployment-degree-of-membership threshold remains constant throughout each month.

For the Fuzzy algorithms, the value we use for the variable Yintercept (i-€., the deployment-
degree-of-membership threshold in the fuzzy set NOT WINDY) is 0.5 which maps to the
lowest windspeed we deem to be windy (Appendix A.2.4).
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Figure 8: Iterations of deployment-threshold function d() explored during training phase of
Aging algorithms (Rev. 1.2) (drawing not to scale)
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4.0 PERFORMANCE ANALYSIS

In this chapter, we present metrics by which to measure the performance of retractable-wind-
harvester control algorithms and a set of various benchmarks or workloads. The metrics and

benchmarks together form a suite to cover a variety of operating scenarios.

4.1 METRICS

When should an operationally-limited (e.g., limited-by-operation-limitation-set-A) control
algorithm deploy and retract? That answer depends on what metric that algorithm is trying
to optimize. How do we know whether a given metric M measures how well a retractable-
harvester control algorithm controls a harvester? We address that question by listing criteria

in the next section:

4.1.1 Criteria

Let the union of an operation limitation set with a metric M form an operational limitation
agreement (OLA) between an RWEH-hosting community and an RWEH vendor. Suppose

that an algorithm « is operating that OLA while processing a workload wrk.

1. If an abstract metric M (a,wrk) satisfies the following sufficient (and not necessarily
necessary) criteria, then M (a,wrk) measures how well a retractable-harvester control
algorithm a € A controls a harvester:

a. The metric M (a,wrk) reflects the fact of whether or not algorithm a violates the

OLA when processing workload wrk.
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b. If a complies with the OLA, then the value of M(a,wrk) depends on how much
energy that the harvester controlled by algorithm a nets.

c. M(a,wrk) > M(b,wrk) if and only if, without loss of generality, algorithm a pro-
cesses workload wrk better than algorithm b processes the same workload where
better is defined as
e a netting more energy than b in the case where both a and b both comply with
the OLA or
e a complying with the OLA over the entire workload wrk and b violating the OLA

during some point during b’s processing of wrk.

4.1.2 Applying the criteria to a specific metric, SCNetNorm

Now that we have listed the criteria, let us ask the following question: Question 2: Does the
metric SCNetNorm (Equation 4.5) sufficiently measure how well a retractable-harvester con-
trol algorithm controls a harvester, within a operation limitation agreement (OLA) between
the harvester operator and the harvester-hosting community?

Example OLA: A community will host a retractable harvester if the harvester will comply

with the following three conditions:

e be visible (i.e., not fully stowed) less than ¢,;, minutes each month,

e be hidden at night between Tnjgnistart and Tpaysiare (€.g., between 10 P.M. and 7 A.M.

to facilitate amateur astronomy and to reduce noise), and
e be a retractable version of a typical towered wind turbine' (e.g., a Vestas V90 turbine)
without any other restrictions (e.g., day of month, month of year). Let the requirements

listed directly above along with a function defining incentives and penalties form an example

OLA between the harvester operator and the hosting community.

LA community might choose a towered retractable harvester over an airborne wind energy system (Ap-
pendix A.6.2) because a towered harvester’s potential space in which it might operate is smaller than that
of an airborne system. For example, one specific airborne system “flies autonomously in loops averaging 250
meters in diameter” [48]. Thus, it might be easier to obtain the necessary permissions to operate a (more
familiar) towered harvester versus an airborne one.

Conversely, a community might choose a flying harvester over a towered harvester because windspeeds
typically increase with altitude [17, p. 668] (and a flying harvester might provide entertainment value).
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4.1.3 The NetNorm metric

To determine how well a control algorithm a controls the harvester, we compare a to an
algorithm that keeps harvester Am permanently deployed called Permanent. Let us normal-
ize the net energy harvested by a to the net energy harvested by Permanent and call the
following normalized-to-permanent metric “Net Energy Normalized” or “NetNorm”, which is

the featured metric:

NetEnergy(a, wrk)

NetNorm(a,wrk) = Permanent o) (4.1)
EHarvested 7
where the NetNorm metric’s numerator is the following simpler metric:
NetE ( k’) _ E(a,wr‘k) _ E(a,wr‘k) (4 2)
etLnergy\a, wr Harvested DeployandRetract :

where, in the ordered pair (a,wrk), wrk = {OLA, ws, hm} where, in turn,

e OLA indicates the operation limitation agreement constraining control algorithm a,
e ws is the weather station code,

e hm is the model of the harvester that the algorithm a is controlling,

and where

° E(a,wrk’)

DeployandRetract 1S the total energy that the wind harvester being controlled by control

algorithm a used to deploy and retract when processing workload wrk. (Some harvesters
consume energy to deploy. For example, the Makani energy kite has propellers that
consume energy to lift the wing to a particular energy-harvesting height [48]. Conversely,

it is conceivable that E@®™

DeployandRetract — U 1f @ harvester were to use airfoils to deploy and

gravity to retract. Also, Eg‘e’;g’;;ndf{etm = 0 when algorithm a =Permanent.), and
° Eﬁ;%ged is the energy harvested by the wind harvester being controlled by control algo-

rithm a processing workload wrk. Note that a can be set to the Permanent deployment
denoting the energy harvested by the wind harvester processing workload wrk if it were
permanently deployed. (To assist the users of this benchmark suite, Eﬁiﬁi?;ggnt’wm) for

each station’s training and testing data is provided in Table 65 on page 265 for the

envisioned towered harvester controlled by the algorithms described herein.)
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4.1.4 Measuring OLA compliance

4.1.4.1 OLA-compliance function We are assuming that an actual OLA would spec-
ify penalties and rewards for violating the agreement and for surpassing the agreement,
respectively. Although outside the scope of this work, an example of a penalty metric could
translate each minute that the harvester is out of compliance (i.e., the harvester is visible
beyond its limits) into points. Each point would equate to a fine that the harvester-operator
must pay to the harvesting community.

For the purposes of this work, we define an OLA Compliance Corrector function
SCC(a,wrk) that simply returns 1 (which indicates a boolean value of true) if control
algorithm a meets all the requirements of an OLA and otherwise returns 0 (which indicates

a value of false). That is, we define

.
1,if a controlling hm satisfies OLA over the entire

SCC(a,wrk) = windspeed testing file of station ws (4.3)

0, otherwise,

\

where wrk contains the specification of the harvester model Am, the weather station ws,

and the operation limitation agreement OLA (i.e., wrk = {OLA,ws, hm}).

4.1.4.2 OLA-compliance-measuring metrics We define OLA-compliance-measuring
versions of NetEnergy (Equation 4.2), NetNorm (Equation 4.1), and MQNetNorm (defined

below in Equation 4.8 on page 58), which return the ordered pairs:

SCNetEnergy(a,wrk) = (SCC(a,wrk), NetEnergy(a,wrk)), (4.4)
SCNetNorm(a,wrk) = (SCC(a,wrk), NetNorm(a,wrk)), (4.5)
and
SCMQ@QNetNorm(a,wrk) = (SCC(a,wrk), MQNetNorm(a,wrk)), (4.6)
respectively.
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Note that a very simple mapping of the ordered pair (z,y) where z € {0,1} and y € R
to the real number system R where (0,y) is mapped to 0 € R and where (1,y) is mapped
to y € R results in (0,y) being mapped to a higher number in R (namely, 0 € R) than
the number to which (1,y) is mapped (i.e., the number y € R) if y < 0. In other words,
such a simple mapping would interpret an OLA-violating performance as higher than an
OLA-complying performance. To avoid that problem, we define orderings of the ordered

pairs themselves in the next section.

4.1.4.3 Orderings of OLA-compliance-measuring metrics We need to define or-
derings of the OLA-compliance-measuring metrics in order to know how to compare the
values of those metrics. In Section 4.1.6, we use order Rx ,, defined immediately below.
Let A be the set of all retractable-harvester control algorithms.

Let X, be the set of all ordered pairs generated by SC Net Energy(a, wrk) for every a € A.
That is, let X, = {SCNetEnergy(a, wrk)|Va € A}.

Also, let Yy, = {SCNetNorm(a,wrk)|Va € A}.

We define the following order Rx, , on set X, of ordered pairs where the ordered pair
z, = (SCC(a,wrk), SCNetEnergy(a,wrk)) € Xy and a € A

and the relation of z, € X,,x to x, € X, is given by the following cases where algorithm

b e A:

o If SCC(a,wrk) = 1 and SCC(b,wrk) = 0, then z, > x,. That is, any compliant
algorithm always scores higher than a non-compliant algorithm.

o If SCC(a,wrk) = 0 and SCC(b,wrk) = 1, then z, < x, (which is abstractly identical
to the first bullet, but included here for clarity).

o If SCC(a,wrk) = 0 and SCC(b,wrk) = 0, then z, = x;,. That is, the score of all
non-compliant algorithms is the same.

o If SCC(a,wrk) = 1 and SCC(b,wrk) = 1, then z, relates to z; indentically to how
SCNetEnergy(a,wrk) and SCNetEnergy(b, wrk) relate. That is, z, < 3 if and
only if SCNetEnergy(a,wrk) < SCNetEnergy(b,wrk), and z, = z; if and only if
SCNetEnergy(a,wrk) = SCNetEnergy(b, wrk).
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The order Ry, ,, on set Y, is identical to the order Ry, , except where Ry, , refers to

k k

the NetEnergy metric the order Ry, refers to the NetNorm metric.

Because in this dissertation, we are assuming that our example algorithms fully comply
with the pertinent OLAs, the SCNetNorm() metric reduces to the NetNorm() metric, the
ordering Ry, , reduces to the typical ordering of the real number system R when we evaluate

our example algorithms herein using the NetNorm() metric.

4.1.5 Cost-dependent complementary metrics

On a grid itself, the amount of energy being injected into the grid must always match the
amount of energy leaving it [63]. Matching involves adjusting inputs into the grid (gener-
ation) and/or outputs (loads). In the category of outputs or loads, we include dump (or
diversion) loads, which can receive excess energy when, for example, normal loads become
unavailable or when normal loads cannot absorb available energy [82, p.181]. “Wholesale
electricity markets sometimes result in prices below zero. That is, sellers pay buyers to take
the power. This situation arises because certain types of generators, such as nuclear, hy-
droelectric, and wind, cannot or prefer not to reduce output for short periods of time when
demand is insufficient to absorb their output. Sometimes buyers can be induced to take the
power when they are paid to do so” [23].

The following algorithm-performance-measuring metrics, which are complementary to
the NetNorm metric from Section 4.1.3, seek to quantify the degree to which an algorithm
a processes a workload wrk to cause a retractable energy harvester to help or hurt the
effort to balance electricity demands with supplies in the immediate energy market: Market
Quadrants Scores, Market Quadrants Matching Percentage, and MQNetNorm (all defined

below). To define those metrics, we first define the following two states:

e helping as generating electricity when electricity prices are positive and using energy

when electricity prices are negative, and

e hurting as using electricity when electricity prices are positive and generating energy

when electricity prices are negative.
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4.1.5.1 Market Quadrants Scores (MQS) The metric “Market Quadrants Scores”
or “MQS” uses the variable price of energy over time t. MQS is a two-dimensional matrix
describing the frequency distribution of the number of minutes that the combination of an
electricity market and harvester is in the following four cases, which are shown in Figure 9
as four quadrants of a co-ordinate system where Ep,..(t) and NetEnergy(a,wrk,t) are on
the horizontal and vertical axes, respectively:

NetEnergy(a, wrk,t)

1. Harvester Helping
II. Hurting
Demand-Supply Match

7EPr7ice(t)

Price

ITI. Helping l IV. Hurting

—NetEnergy(a, wrk,t)

Figure 9: Quadrants indicating whether harvester is helping directly to match energy supply
with demand or is directly hurting the matching effort

I. Harvester Helping Demand-Supply Match: The market is demanding energy and har-
vester is generating energy; (Fpi.(t) > 0) and (NetEnergy(a,wrk,t) > 0).
II. Harvester Hurting Demand-Supply Match: The market has excess energy and the har-
vester is generating energy; (Epri.(t) < 0) and (NetEnergy(a,wrk,t) > 0).
IT1. Harvester Helping Demand-Supply Match: The market has excess energy and the har-
vester is consuming energy; (Eppic.(t) < 0) and (NetEnergy(a, wrk,t) < 0).
IV. Harvester Hurting Demand-Supply Match; The market is demanding energy and the
harvester is consuming energy: (Ep.i(t) > 0) and (NetEnergy(a,wrk,t) < 0).

where

e ¢ is the minute-by-minute time-step of the windspeed datafile where ¢ ranges from 0 to
n — 1 where n is the number of minute-by-minute time-steps in the windspeed datafile
that algorithm a is processing (e.g., testingKPIT2009-20141in.csv has 3,154,946 lines)

® Eprice(t) is the price per kWh of energy at time-step ¢ in Canadian dollars®, and

2The price is in Canadian dollars because we derived Eprice(t) from data available from Ontario’s Inde-
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testingKPIT2009-2014in.csv

e NetEnergy(a,wrk,t) is NetEnergy(a,wrk) (defined by Equation 4.2 on page 52.)

earned or expended during time-step ¢

4.1.5.2 Market Quadrants Matching Percentage (MQMP) In the co-ordinate sys-
tem shown in Figure 9, when algorithm a processes workload wrk in a simulation, each sim-
ulated minute can be plotted as a point. Each point not on an axis is either in a “helping”
quadrant or a “hurting” quadrant. To calculate a percentage we call the Market Quadrants
Matching Percentage (MQMP), we count the number of points in the “helping” quadrants
and then divide by the sum of points in the “helping” and “hurting” quadrants (Equation 4.7).
(Points on the axes are not counted when we total the number of points in each quadrant
type, as shown in the following example.)

For example, suppose algorithm a (which is a very early version of an algorithm that
we present herein) processes workload wrk which has exactly 2,630,774 minutes (which is
approximately 5 years worth) and each minute falls in the seven categories listed in Table 2

on page 59, which are also listed here:

I. Harvester Generating Energy When Grid Needs Energy
IT. Harvester Generating Energy When Grid Has FExcess Energy
ITI. Harvester Using Energy When Grid Has Excess Energy
IV. Harvester Using Energy When Grid Needs Energy
—Horiz. Axis. Harvester Idle When Grid Has Excess Energy
+Horiz. Axis. Harvester Idle When Grid Needs Energy Minutes

Vert. Axis. Energy Price Is Zero.

We sum the minutes in the “helping” quadrants (I and III); the sum is 244,047. The sum
of the minutes in the “hurting” quadrants (IT and IV) is 42,898. The harvester is idle for
2,343,829 minutes because algorithm a is complying with an OLA. (For example, the OLA
limits a harvester’s operation to 8760 minutes of each month, which is approximately 20% of

each month, and mandates that the harvester must be stowed when windspeeds are below a

pendent Electricity System Operator [37]. The prices have not been corrected for inflation; Inflation does
not affect the MQMP metric (next section) and the MQNetNorm metric (Section 4.1.5.3) because the only
characteristic of Ep..(t) that those two metrics use is its sign.
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certain threshold.) We divide the “helping sum” by the aggregate of the helping and hurting

sums to calculate the following Market Quadrants Matching Percentage:

Minutes Harvester Is Helping the Matching
MQMP k) = 4.7
QM P(a, wrk) Minutes Harv. Is Helping + Minutes Harv. Is Hurting (47)

B 244,047
244,047 + 42,898

= 0.85

= 85%.

The MQMP metric indicates how well the harvester is using its active time to help a grid
operator to match electricity loads with supply directly. An M QM P(a,wrk) score of 85%
indicates that algorithm a makes the harvester help 85% of the time that the harvester was
active (active means sending energy to or consuming energy from the grid) and electricity
prices were not zero. Note that Table 2 indicates that the harvester was idle 89.1% of the
time which not only includes the time that the harvester was stowed, but also the time that

the harvester is visible yet neither sending energy to nor consuming energy from the grid.

4.1.5.3 MOQNetNorm We multiply the Market Quadrants Matching Percentage
(MQMP) (Equation 4.7) by NetNorm(a,wrk) (Equation 4.1) to create a version of
NetNorm(a,wrk) that reflects how well an algorithm a helps to balance energy supplies
with demand.

For example, suppose that NetNorm(a,wrk) = 0.24 and that the M QM P(a,wrk) for

algorithm a processing workload wrk is 0.85. Then the product of those two metrics is

MQNetNorm(a,wrk) = MQM P(a,wrk) x NetNorm(a,wrk)
=0.85x0.24 (4.8)
=0.2,

which is 15% lower than the NetNorm score because the harvester was helping to match
energy supplies with demand only 85% of the time the harvester was active.

The MQMP and MQNetNorm scores might be used by a harvester-hosting community

that altruistically wants to help match supplies with demand. Also, since hurting the effort
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Table 2: Example itemized results of an algorithm a’s processing of a workload wrk

Quad- | Description Minutes | Helping | Hurting Idle
rant
I Harvester Generating Energy When | 244,028 | 244,028
Grid Needs Energy
IT Harvester Generating Energy When 433 433
Grid Has Excess Energy
I1I Harvester Using Energy When Grid 19 19
Has Excess Energy
v Harvester Using Energy When Grid | 42,465 42,465
Needs Energy
—Horiz| Harvester Idle When Grid Has Excess 2128 2128
Axis Energy
+Horiz| Harvester Idle When Grid Needs En- | 2,341,701 2,341,701
Axis ergy Minutes
Vert. | Energy Price Is Zero 0 0
Axis
Total 2,630,774 | 244,047 | 42,898 | 2,343,829
Percentage of All Minutes 100% 9.3% 1.6% 89.1%
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to match supply with demand is defined as producing electricity when electricity prices are
negative, a harvester-hosting community might use the MQMP and MQNetNorm scores as

part of a larger effort to provide ancillary services® to electric utilities.

4.1.6 Analysis of SCNetNorm

Question 1 (Section 4.1.2) is, Does the metric SCNetNorm (Equation 4.5) sufficiently measure
how well a retractable-harvester control algorithm controls a harvester, within a operation
limitation agreement (OLA) between the harvester operator and the harvester-hosting com-
munity? To answer Question 1, we follow these two steps: 1.) prove that SCNetEnergy
(Equation 4.4) meets the criteria we listed in Section 4.1.1 on page 50, and then 2.) apply
the results of that proof to show that those criteria are met by SCNetNorm (Equation 4.5).

4.1.6.1 Proofs

1. SCNetEnergy(a,wrk) (Equation 4.4) is dependent on whether or not a violates the
OLA. SCNetEnergy(a,wrk) returns (1, z) if control algorithm a meets all the require-
ments of the OLA and otherwise returns (0, z) where z € R.

2. Thus, the metric SCNetEnergy(a,wrk) is dependent on whether or not a violates the
OLA. That is, the metric SC Net Energy(a,wrk) satisfies criterion a.

3. If a satisfies the OLA, then SCNetEnergy(a,wrk) = (1, NetEnergy(a,wrk)), whose
value essentially is NetEnergy(a,wrk) in the context of order R, in Section 4.1.4.3.
Thus, we see that SC'Net Energy(a, wrk) is determined by NetEnergy(a,wrk) thereby
satisfying criterion b. (For example, if both a and b satisfy the OLA and if a nets more
energy than b, then SC' NetEnergy(a,wrk) > SCNetEnergy(b, wrk) since

(1, NetEnergy(a,wrk)) > (1, NetEnergy(b, wrk))

as defined by order R, in Section 4.1.4.3.)

3“Services that ensure reliability and support the transmission of electricity from generation sites to
customer loads. Such services may include load regulation....” [22]. For example, when electricity prices
are negative the community may want to be increasing their power consumption instead of harnessing wind
energy.

60



4. If a satisfies the OLA during its processing of the workload wrk and b violates the
workload during some point, then SCNetEnergy(a,wrk) > SCNetEnergy(b,wrk) as
defined by order R,.

5. Thus, the two items directly above (Items 3 and 4) imply that SCNetEnergy(a,wrk)
satisfies criterion c.

6. Because SC'NetEnergy(a,wrk) satisfies criteria a, b, and ¢, then by premise 1 above,
SCNetEnergy(a, wrk) measures how well a control algorithm a controls a retractable-

harvester.

Now, let us prove that SCNetNorm(a,wrk) (Equation 4.5) measures how well
a control algorithm a controls a retractable-harvester. Directly above, we have
proven that SCNetEnergy(a,wrk) does. By Equations 4.5 and 4.1, we can express
SCNetEnergy(a,wrk) as

SCNetEnergy(a,wrk) =

(SCC(a,wrk), (NetNorm(a, wrk)) x (Efrmea ™)) (4.9)
because NetNorm(a,wrk) is merely NetEnergy(a,wrk) divided by the positive constant

(Permanent,wrk)
Harvested

place NetEnergy(a,wrk) with the product (NetNorm(a,wrk)) x (E(Permanent’wrk)). With-

Harvested

. Thus, in the seven-point line of reasoning given directly above, we can re-

E(Permanent,wrk)

out loss of generality, we can assume that Ey, . cceq

= 1, therefore causing the
the seven-point line of reasoning to apply directly to NetNorm(a,wrk), hence, proving
that SCNetNorm(a,wrk) measures how well a control algorithm a controls a retractable-

harvester.

4.1.6.2 Future work: Market Quadrants Matching Percentage of Energy
(MQMPEnergy) The MQMP metric (Section 4.1.5.2) counts minutes. The MQMPEn-
ergy metric counts energy, as shown in the following equation:

Helping kWh
MQMPE k)= ' 410
Q nergy(a, wrk) Helping kWh 4 Hurting kWh (410)

where
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e “Helping kWh” are the kilowatt-hours that the harvester is providing to the grid when
the grid needs energy or that the harvester is consuming from the grid when the grid has

excess energy and

e “Hurting kWh” are the kilowatt-hours that the harvester is providing to the grid when
the grid has excess energy or that the harvester is consuming from the grid when the
gird needs energy. For future work, we recommend that MQMPEnergy (Section 4.1.6.2)

be considered for addition to future versions of the benchmark suite.

4.1.6.3 Future work: Providing current energy-price profiles We provide hourly
prices for each hour in 2004 to 2014, inclusive, in this version of the benchmark suite to
be used with the MQMP metric (Section 4.1.5.2), which is concerned only with the sign of
the electricity price. Because, as we illustrate in Section 4.2.0.2, that the number of hours
that electricity prices are negative have been tending to increase (Figure 14 on page 75), we
suggest that future versions of this benchmark suite include current energy-price profiles in
order to verify and detect trends in hourly electricity prices. Also, because future metrics
might take into account not only the price’s sign, but also the price’s “amplitude” each hour
and price profiles seem to be changing (We explore changes in price profiles immediately
below), it seems important to include price data for years contemporary to future releases
of this benchmark suite.

Electricity-price profiles show changes per year. We averaged and plotted hourly Ontario
electricity prices [37] per hour-of-day per year between the years 2003 and 2017, inclusive,
to produce Figure 10 on page 64, which illustrates that prices tend to be decreasing and the
shapes of the profiles are possibly changing. Note that the prices tend to have two daily
peaks. We plot the hours of the first and second peaks in Figure 11 on page 65. Note that
the first peak was at or after the 11:00 hour until 2015, when the first peak was at the 9:00
or 10:00 hour. Note in Figure 12 on page 66 that a trend could be developing where the
second peak’s dominance of the first peak is growing (but 2015 does not fit that trend).

We explore the proportions plotted in Figure 12 to determine whether or the modified
Mann-Kendall test detects a trend. Let the null hypothesis Hy be that the proportions do not

exhibit yearly monotonic trend. Let the alternative hypothesis H, be that the proportions
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do. We found that if we set the significance level A to 0.05, then we behave in a manner
consistent with our conclusion that no monotonic trend is present in year-to-year proportion
of the second daily peak price or the first daily peak price even though there is a 0.05
possibility that our conclusion is wrong. The significance level of 0.05 is the probability that
we commit a Type I error, i.e., that we falsely reject the null hypothesis Hy : No monotonic
trend exists. For details, please see Appendix A.19. (Thus, taken with Figure 10, hypothesis
Hy implies that the amplitudes of the first and second daily peaks tend to move upwards or

downwards together.)

4.2 BENCHMARKS

Question 1: What operation limitation agreements (OLAs) and weather conditions approx-
imate actual field conditions of retractable-harvester control algorithms?

We describe herein a benchmark suite we created for evaluating retractable-harvester-
control algorithms. That is, in this section, we describe a suite of workloads. As shown in
Figure 13, each workload has data derived from a weather station (e.g., a set of windspeeds),
a harvester model, and a operation limitation agreement or OLA (i.e., a set of deployment
restrictions and a reward/penalty function).

Because we are assuming that actual sets of operational limitations will be influenced
by the preferences of persons living in potential harvesting-hosting communities, we used a
marketing survey company to gather responses from over 300 U.S. survey takers (Section 3.1).

Each workload is comprised of the following combination of choices:

e An OLA from the set of OLAs derived by the process described in Section 3.1 (OLAs
1-4) and partially derived via the fact that persons tend to ignore non-novel stimuli [28],
e.g., persons living next to busy train tracks tend to ignore the sounds of trains on those
tracks (OLAs 5 and 6).

e A weather station ws from the set of 30 weather stations from which we have formatted
eleven years of minute-by-minute windspeed data: The first nine of the eleven years of

windspeeds are training data; the balance are test data. (Reasoning for dividing the data
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Figure 13: Workload components

into nine years of training data and two years of testing data is given in Section 4.2.0.2.)
In Appendix A.4.1 and Appendix A.7.1, we describe how we derived the training and test
data from the minute-by-minute Automated Surface Observing System (ASOS) data set
DSI 6405 [58]. The sources of the ASOS data are ASOS weather stations, which usually
have anemometer heights of approximately 10 or 8 meters; “ Typical ASOS wind sensor
heights are 33 feet or 27 feet, depending on local site-specific restrictions or requirements”
[59]. (Please note that because windspeeds typically increase with altitude[17, p. 668|
and wind turbines may be much higher than 10 meters, be careful to not underestimate
wind resources at the site of a particular ASOS weather station. For information on
assessing wind resources, please visit the National Renewable Energy Laboratory’s web
page entitled “Wind Resource Assessment” [65].) Where gaps existed, we interpolated

the intervening minutes.

A harvester model (e.g., see Appendix A.3), which defines the harvester’s power curve
(Section A.3.1), how much energy it takes to deploy, how much energy it takes to retract

the harvester, and defines cut-in, cut-out, and re-cut-in windspeeds.

An electricity-price-vs-time table for use with electricity-cost-dependent complementary
metrics (Section 4.1.5). Because negative electricity prices can be counter-intuitive and
because we use the sign of electricity prices in the calculation of the MQMP metric, we
remind the reader that wholesale electricity prices may become negative. Negative prices

do occur at some timestamps in the electricity-price-vs-time table we provide.
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4.2.0.1 A function defining rewards/penalties (or incentives) Suppose that an

algorithm a has just completed processing workload wrk. The I(f(a,wrk), z) function maps

(f(a,wrk), z) to an incentive number I() where f(a,wrk) and z are defined here:

e The function f(a,wrk) scores how well algorithm a processed workload wrk. The range

of the function f(a,wrk) is the ordered pair (z € {0,1},y € R) where z indicates whether

or not algorithm a violated the OLA and y indicates a score that algorithm a earned.

The variable z € [1, 100] represents the value chosen by the community hosting a specific
harvester to address the following situations. If algorithm a violated the OLA, then the
variable z is the penalty. Otherwise, z specifies the percentage threshold that y must
surpass to cause I() to become positive. For example, if the argument passed to the
function I() is (SCNetNorm(a,wrk), z), a way for a community near the KPIT weather
station (Pittsburgh International Airport) to choose z is to use our test results for KPIT
(which are based on KPIT’s historical windspeeds) to determine a reasonable goal for
SCNetNorm(a,wrk) where OLA 3 is the OLA of workload wrk. Such a reasonable
goal is the average of our algorithms’ performances listed in Table 3 on the following
page where wrk = {OLA3, ws = KPIT, hm = (Towered(Appendiz A.3))}; the average
is 0.32 or 32%. We set z to 32 in Equation 4.15 as part of an illustration.

Given the definitions of f(a,wrk) and z immediately above, we define I(f(a,wrk), z) to

be
-z, for x = 0 i.e., the OLA was violated
I((z,y),2) = (4.11)
J(y,z) forxz=1
where
100
J(y,z) = —y—1. (4.12)
z

The variables z,y, 2 have the following meanings, respectively:

e ¢ is a binary variable indicating whether or not an algorithm a has violated the OLA

while processing workload wrk.

e y is the value returned by function f(a,wrk)

e 2 is the threshold that y must surpass in order for /() to be positive
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Table 3: Compilation of algorithms’ performances of processing KPIT’s testing data for OLA
3

Algorithm | Variant® | NetNorm | Source Table
Static 0x0 0.39 29 on page 224
Static 0x2 0.37 35 on page 229
Aging 0x0 0.44 41 on page 234
Aging 0x2 0.30 47 on page 242
Fuzzy 0x0 0.21 53 on page 249
Fuzzy 0x2 0.21 59 on page 256

Average: 0.320

*variant 0x0 uses current weather only.

variant 0x2 uses weather prediction.

For example, for the case when the function f(a,wrk) is the OLA-compliance version
of the NetNorm metric, i.e., SCNetNorm(a,wrk), then I() maps that metric to a re-
ward /penalty number where z defines the threshold NetNorm must surpass in order for

a to earn a reward. That is,

I(SCNetNorm(a,wrk), z) =

—2, for SCNetNorm(a,wrk) = (0, NetNorm(a,wrk)) (4.13)

J(NetNorm(a,wrk),z) for (1, NetNorm(a,wrk))
where 2z € [1,100] and SCNetNorm(a,wrk) is defined by Equation 4.5 and
J(NetNorm(a,wrk), z) is defined as

_ 10

J(NetNorm(a,wrk), z) .

(NetNorm(a,wrk)) — 1 (4.14)
where z € [1,100] and NetNorm(a,wrk) is defined by Equation 4.1.
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We illustrate I() with an example. When z = 32, if algorithm a’s NetNorm(a,wrk)
score is better than 32%, then algorithm a earns a reward. If algorithm a scores less than

32%, then it receives a penalty. For example, suppose algorithm a’s NetNorm(a,wrk) score

is 44% or 0.44. Then, the

1
J(NetNorm(a,wrk), z) = E(Z\fet]\form(a, wrk)) — 1, =
z
100
J(NetNorm(a, wrk),32) = —=-(0.44) = 1 = 3.125(0.44) — 1 = 1.375 — 1 = 0.375, (4.15)

which is a reward in this case where the NetNorm(a,wrk) score is 44% since 0.375 > 0.0.

Note that J(NetNorm(a,wrk),32) is 0 if NetNorm(a,wrk) is 32% or 0.32:

1
J(NetNorm(a,wrk),z) = ﬂ(.7\7675]\707”771(&, wrk)) — 1, =

z
100

J(NetNorm(a,wrk),32) = )

(032)—1=1-1=0.

4.2.0.2 The training and testing partitions of the benchmarks Context: Suppose
that a certain community is considering whether or not to install a retractable-wind-energy
harvester at a specific site within a decade. Also suppose that if the community decides to
contract a renewable-energy-systems integrator to install and to configure the retractable-
harvester energy harvester, the community estimates that the system integrator will com-
mission the completed system up to one year after the community signs the contract with
the systems integrator. Thus, if the community were to have a retractable harvester sys-
tem working before their deadline (i.e., before the decade ends), the community would need
to sign the contract within nine years. To prepare to decide whether or not to install a
retractable-wind-energy harvester at the specific site, the community places an anemome-
ter. How many years of those nine should the community collect windspeed data to do the

following;:

e to model the site and,
e to provide retractable-harvester-control-algorithm training data to a renewable-energy-
systems integrator (if the community decides to contract the renewable-energy-systems

integrator to install and to configure the retractable-harvester energy harvester)?
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Local data informed by a consultancy: One answer to how many years of data the
community should collect depends on how many years a financial investor requires. In the
following example, the answer is one year: “Following the completion of the 12-month mea-
surement campaign. .., [an international renewable energy consultancy| will provide a full,
bank-grade site suitability report and energy yield analysis which will let [a specific energy
developer| obtain the necessary lender’s funding approval to progress [a 400 MW perma-
nently deployed wind farm| project into construction [in Ethiopia|” [43]. “[The renewable
energy consultancy| has developed in-house tools that produce probability of exceedance
energy yield values (such as P75 and P90) typically used in project finance” [41].

The consultancy is able to generate a bank-grade report from one year of data about the
suitability of a proposed wind farm that is permanently deployed, but is one year of data
enough for a consultancy to generate a report about the suitability of a proposed farm that
is retractable? The answer seems to be yes: Assuming that the one year of data is stored as
a time sequence, then it seems that the consultancy would be able to feed that data into a
simulator similar to the one that we are making open source (or into HOMER [34] if HOMER
were able to model retractable harvesters). Because at this point the consultancy would have
access to only one year of testing data and have no training data yet, the simulator would run
a control algorithm using default settings, which might not be ideal, but would provide the
consultancy with a baseline energy yield analysis. If the baseline yield surpasses a threshold
set by a bank, then the proposed retractable wind farm project can move forward.

After the retractable wind farm project is approved by the bank, the consultancy could
give the one year of data to the contracted renewable-energy-systems integrator®. The sys-
tems integrator would use the year’s data from the measurement campaign training data in
an effort to improve upon the default settings of the control algorithm (which has already
surpassed the bank’s threshold). After the retractable-harvester system has been installed,
the control algorithm can continue to refine its settings while it is controlling a harvester
that is producing energy. That is, the control algorithm can continue to improve while it is
“on-the-job.”

Local trends in windspeeds? Some studies suggest windspeed trends: “Least-squares

4The consultancy itself might provide systems integration services.
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regression lines fit to the 30 yr time series [1961-1990| show that, on balance, mean monthly
maximum winds are increasing within the United States and mean monthly minima are de-
creasing” [44]. “The two observational data sets both exhibit an overwhelming dominance of
trends toward declining values of the 50th and 90th percentile and annual mean wind speeds,
which is also the case for simulations conducted using MM5 [the Fifth-Generation National
Center for Atmospheric Research / Penn State Mesoscale Model [54]] with (NCEP-2) [Na-
tional Centers for Environmental Prediction Reanalysis 2 [19] [56]] boundary conditions.
However, converse trends are seen in output from the North American Regional Reanalysis,
other global reanalyses (NCEP-1 and ERA-40 [a reanalysis of over 40 years of data by the
produced by the European Centre for Medium-Range Weather Forecasts (ECMWF) et al.
[55] [97]]), and the Regional Spectral Model” [77]. Reanalysis of weather observations in-
volves combining data from various weather-observation instruments to “[help| ensure a level
playing field for all instruments throughout the historical record” [57].

How many years® of data are required to detect a trend, if any, in our ASOS-derived
data, for each station?

About how many samples are required to detect a local trend, the Pacific Northwest
National Laboratory offers direction via documentation of the Visual Sample Plan (VSP)
software tool® entitled “Mann-Kendall Test For Monotonic Trend” [72]. (“The main objective
of the Mann-Kendall test is to test the null hypothesis Hy that there is no trend, against
the alternative hypothesis H; that there is an upward or downward trend” [94].) However,
the Mann-Kendall test assumes that the time-series data being tested is not autocorrelated.
But, autocorrelated is often what sequential windspeeds are 7. Fortunately, a modified
Mann-Kendall test for autocorrelated sequences has been developed: “The accuracy of the

modified test in terms of its empirical significance level was found to be superior to that

of the original Mann-Kendall trend test without any loss of power®” [31]. Because of that

5A year makes sense to choose as a distance between samples because winds are affected by seasons of
the year.

8“Visual Sample Plan (VSP) is a software tool for selecting the right number and location of environmental
samples so that the results of statistical tests performed on the data collected via the sampling plan have
the required confidence for decision making” [73].

"“Wind speed time-series data typically exhibit autocorrelation, which can be defined as the degree of
dependence on preceding values”[35].

84 The power of the test [is] defined as the probability of rejecting [the null hypothesis] when the alter-
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superiority, we assume that if the VSP tool were to use the modified Mann-Kendall test,
the tool would calculate the same number of samples or less than what the actual VSP tool
calculates.

The VSP tool presents parameters on which the number of samples depends. Those
parameters are listed directly below; each parameter is followed by a choice enclosed in
parentheses. (All numeric choices are the defaults of the VSP tool except for the choice of

x = 2 units in item 3 below, which is less than the VSP tool’s default choice: x = 10 units.)

1. What type of trend to detect: upward, downward, or either. (Suppose that the commu-

nity chooses to detect “either an upward or downward trend”.)

2. Whether the expected trend is linear or exponential. (We assume that if a windspeed
trend is found, the trend will be linear since Torralba estimated a linear trend involving
windspeeds[93].)

3. What the desired confidence level is that a change in x units per year will be detected.
(Suppose that the community desires a 90% confidence percentage that a change in 2

units per year will be detected instead of the default 10 units per year because TODO)

4. The desired percentage chance that, if there is no trend, that a trend will be falsely
detected. (Suppose that the the community desires that there is no more than a 5%

probability that a trend will be falsely detected.)

5. What the estimated standard deviation of the residuals — A residual is the observed value
less the predicted value, i.e., residual = observedV alue — predictedV alue — from the
regression line is? (Suppose that the community estimates that the standard deviation

from the residuals is 3 units.)

If the choices specified in the parenthetical statements directly above are made, then the
Visual Sample Plan tool calculates that 9 sampling periods (i.e., 9 samples spaced one year
apart) are needed. “[The Visual Simple Plan software tool| uses a Monte-Carlo simulation
to determine the required number of points in time, n, to take a measurement in order to
detect a linear trend for specified small probabilities that the [Mann-Kendall| test will make

decision errors” [73|. Thus, let us choose 9 years of data to be training data: the first year

native hypothesis is true” [31].
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is provided by the consultancy and the remaining 8 are years that the algorithm trains itself
on-the job. After that 9 years of training are over, let us benchmark the algorithm.

If we follow a rule of thumb in machine learning that 80% of data be training and 20%
be testing, our choosing 9 years to be training data means we should have approximately 2
years of testing data. (For each station, the algorithm using the 9 years of training data can
find the Weibull scale and shape parameters of the data to create a validation time-series
via a time-series model |26, Section 4| because Weibull distributions are commonly used to
describe windspeeds [26] [84]. Our estimates for the Weibull scale and shape parameters for
each station’s training data is given in Appendix A.17.)
Analyzing station KATL’s training data for trends: We summarize here the results
of an example in Appendix A.18 where we look for trends in station KATL’s training data.
Specifically, we looked for trends in yearly estimates of the shape (B) and scale (A) param-
eters of a Weibull distribution: “[I|ts [probability density function| has the form

flz) = B (4.16)
0, otherwise” |6, Equation 5.45, p.185|

where v is the location parameter.

We found that if we set the significance level A to 0.05, then we behave in a manner
consistent with our conclusion that no monotonic trend is present in either KATL’s scale
or shape parameters even though there is a 0.05 possibility that our conclusion is wrong.
The significance level of 0.05 is the probability that we commit a Type I error, i.e., that
we falsely reject the null hypothesis Hy : No monotonic trend exists. For details, please see
Appendix A.18.

Trends in electricity-price profiles: As described in Section 4.1.5.2, the MQMP metric
depends on the sign of the hourly Ontario electricity price (HOEP) in an hour-by-hour file
that we provide. Is the number of hours that the HOEP is negative trending upwards? Yes,

according to the surface plot shown in Figure 14.
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4.2.0.3 Simulated windspeed forecasts Because we do not have the actual weather
forecasts associated with our training and testing data, we simulate predicted day-ahead
windspeeds. (We supply in the benchmarks simulated predicted day-ahead windspeeds for
control algorithms that use predicted windspeeds.) Because predicted day-ahead windspeeds
are 24 hours or 1440 minutes into the future, the simulated predicted day-ahead wind-
speeds are in the column labeled “f1440” in each training and each testing benchmark file
(e.g., trainingKPIT2004-2012in.csv and testingKPIT2013-20014in.csv, respectively). In each
training and testing benchmark file, for rows having timesteps that are less than one-day
away from the end of the file, to indicate that weather prediction is not available, we placed
a “-1” in each of those specific rows. (The name “f1440” also suggests that other columns

such as “f60” may be added to future versions of this benchmark suite.)

We simulated the predicted day-ahead windspeeds by basing simulated prediction errors
on a study of six onshore, windfarms where windspeed prediction errors were found to be
Gaussian [47] and that the relative standard deviation (we are assuming that the standard
deviation is relative to the mean windspeed) of day-ahead windspeed prediction errors for a

certain site was approximately 0.3 [47, Figure 3|.

For example, in Appendix A.8, we give the mean windspeed for each station as measured
by our benchmark files. The station having the lowest average windspeed is KSAN (San
Diego) at 5.13 knots. Thus, using our assumption that the standard deviation of day-
ahead windspeed prediction errors for a site is approximately 0.3 times that site’s average
windspeed, the standard deviation for the day-ahead prediction error for KSAN is 0.3 x 5.13
knots = 1.54 knots.

Let us compare the standard deviation of KSAN’s day-ahead prediction error of 1.54
knots to the standard deviation of the prediction error given by Kavasseri [42, Table 1], who
studied four sites. Kavasseri reports the following day-prediction variance for one site because
the variance is comparable to the variances of the other three sites: a variance of 0.156 mph,
which is a standard deviation of 0.39 mph or 0.34 knots. Thus, it seems reasonable to assume
that the standard deviation of KSAN’s day-ahead prediction error of 1.54 knots (which is 4.5
times Kavasseri’s standard deviation) is not overly optimistic. Although, there is a danger

is being overly pessimistic, it seems better to underestimate prediction accuracy than to
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overestimate it for this initial release of the benchmark suite so that algorithm designers
do not overly depend on weather prediction data, but assess its accuracy in the field. For
example, an algorithm designer can track prediction accuracy in the field and design the
algorithm to increase its use of weather predictions if the actual predictions achieve a certain

accuracy consistently.

4.3 FINDING “IDEAL” DEPLOYMENT (WAKE) AND RETRACTION
(SLEEP) SCHEDULE FOR OLA5, WHICH IS TRANSITION LIMITED

To find the “ideal” deployment (analogous to waking) and retraction (analogous to going to
sleep) timestamps (i.e., times at which an algorithm should direct a harvester to deploy or
retract) to use to train an algorithm to process a workload (Section 4.1.3) having OLA5,
which is limited to two state transitions per month, as its OLA and ws as its weather station,
we created an acyclic, weighted, directed graph and then applied Dijkstra’s Shortest Path
Algorithm. (Recall that state transition refers to the harvester’s going from being fully

deployed to being fully stowed or vice-a-versa.)

4.3.1 Finding the best path through the best monthly instances of deployment

patterns

The acyclic directed graph has five nodes for each month (e.g., Figure 15) of the station ws’s
training data. The five nodes represent five possible deployment patterns that comply with
the two-state-transition-per-month maximum limit and represent the best instance of that
deployment pattern—How we found each best instance is explained in Section 4.3.2—within
the month where best is defined as netting the most energy (we inverted the energy value to

use the shortest-path algorithm):

1. ONE_RISE ONE_FALL: The harvester starts the month retracted, deploys and then
retracts using exactly its monthly allocation minutes that it may be visible (x minutes

where OLA5 defines = as 8760 minutes). The harvester finishes the month retracted.
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ONE RISE ONE FALL ONE RISE ONE FALL

ONE RISE

/‘:'li _/(.:NE FALL ‘
SOURCE — \"* T\ N[;EFSIB-N
| ’) \
' _BIFURCATED_ ‘ :‘\

Month 0 Month 1

Figure 15: Acyclic directed graph of possible choices for two months. Each node has a weight

value (not shown) derived from how much energy the instance that the node represents nets.

2. ONE _RISE: The harvester starts the month retracted, waits until there are z minutes
remaining in the month, deploys, and then finishes the month deployed.

3. ONE_FALL: The harvester starts the month deployed. It then waits until it has been
visible for x minutes less the time it takes to retract. It then retracts to finish the month
retracted.

4. BIFURCATED: The harvester starts and ends the month deployed. Between those two
visible periods, the harvester remains stowed.

5. STAY RETRACTED: The harvester remains stowed for the entire month.

We connected directed edges from each node v of the five nodes of each month to v’s
compatible nodes of the next month. A node v of a particular month is compatible to each
node w; of the next month if v ends the month in the same state in which w; begins (where
i€1,2,...,5). For example, if v was ONE_RISE ONE _FALL, then we connected v to wy,
we, and ws, which are ONE_RISE ONE_FALL, ONE_RISE, and STAY RETRACTED,

respectively.
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Our acyclic graph has one start node and one destination node. We found the shortest
path from the start node to the destination node through one node of each month to find
the “ideal” deployment and retractions timestamps using Dijkstra’s shortest path algorithm.
The resulting lowest-cost path for each weather station has 9 x 12 monthly vertices (since the
training data is 9 years worth) plus the source and destination vertices. We then traversed
the shortest path to create the column labeled “OLLA5” in each station’s training data file.

We repeated the process described above for each station of the thirty weather stations.

4.3.2 Finding the best instance of each deployment pattern

Above, we described five deployment patterns. Here, we explain how we found the best
instance of each deployment pattern. For each month, we created an acyclic graph where
each edge has weights reflecting visibility-time used and energy netted. A three-minute

example is shown in Figure 16 where

e the deployment time and retraction time (Appendix A.3.5) are one minute each,
e every node labeled ‘Rn’ and ‘Dn’ represents the harvester in a fully retracted state or
fully deployed state, respectively, at minute n,
e cach edge has three weights:
— energy netted (measured in kilowatt-hours),
— visibility-time used (measured in minutes), and

— a cost, which is an inverse of the energy netted.

For each deployment pattern for each month (except the ONE FALL and BIFIRCATED
patterns for the first month of each station’s training data because we are assuming that the
harvester starts the simulation fully stowed and except the STAY RETRACTED pattern
because we assumed that the harvester consumes no energy when it is stowed), we traversed
the monthly acyclic graph to find best instance, i.e., the deployment-pattern instance that
nets the most energy within the monthly visibility-time budget.

Traversing each month’s acyclic graph (a subset is shown in Figure 16) for each deploy-
ment pattern involves examining every possible choice consistent with that pattern and that

uses OLA 5’s visibility limit of 8760 minutes of each month. For example, examining the
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0kWh 1 min 628 cost 0kWh 0 min 628 cost

382kWh 1 min 246 cost

0kWh 0 min 628 cost

496 kWh 1 min 132 cost 0kWh 0min 628 cost

Figure 16: A three-minute example of an acyclic directed graph where each node represents

a harvester’s state at a certain timestep.
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ONE RISE ONE_FALL pattern involves calculating the cost when the harvester begins
deploying at the first minute of the month (¢; = 0) and completes retracting so that it is
fully stowed 8760 minutes later (t; = t4 + 8760) and then repeating the calculation of the
cost when the harvester begins deploying at the second, third, forth, and so-on minutes of
the month until the minute that the harvester completes retracting is the last minute of the
month (t; =1,2,3,..., 2 — 8760 where x is the index of the last minute of the month). We
store the deploying timestamp t, that achieves the lowest cost, the retraction timestamp (¢4
less the time the harvester takes to retract), and the cost itself for use the process described
in Section 4.3.1. Thus, finding the best instance of ONE_RISE ONE_ FALL for a month
takes y iterations where y is 8760 minutes subtracted from the number of minutes in the
month (e.g., a 31-day month has 31 times 1440 minutes or 44640 minutes). For a much
simpler example, examining the ONE RISE case each month involves calculating only one

instance, where the harvester deploys 8760 minutes before the end of the month.

4.4 LIST OF FILES PROVIDED BY THIS BENCHMARK SUITE

The benchmark suite provides the following files:

1. Thirty training files, each with approximately nine years of minute-by-minute windspeeds
and simulated predicted day-ahead windspeeds (Appendix A.4.1 describes the files’ fields
and naming convention.)

2. Thirty testing files, each with approximately two years of minute-by-minute windspeeds
and simulated predicted day-ahead windspeeds (Appendix A.4.1 describes the files’ fields
and naming convention.)

3. An hourly electricity price file (Appendix A.4.2 provides the file’s name and information
about its contents.), which as noted in the related work section (Section 2), has eleven
years of hour-by-hour electricity prices which may become negative at times.

4. A fuzzy-set-membership-function file describing membership in the set NOT WINDY
AT <STATION> for each of the 30 weather stations (The file’s naming convention and

example content are in Appendix A.2.1.1.)
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5. A file containing sunset? for the city of St. Louis, Missouri, for all days in the years
2004-2014, inclusive, which are used in the definition of quiet hours for St. Louis, the
only municipality of the 30 that bases its quiet hours on sunsets (e.g., Pittsburgh’s quiet
hours run from 10 p.m. to 7 a.m.; Tampa’s quiet hours end at 7 a.m. on Monday -
Friday., 8 a.m. on Saturday, and 10 a.m. on Sunday, and begin at 6 p.m. everyday.
(Appendix A.10).

6. A file delineating when noise is allowed for municipalities corresponding to the 30 weather

stations (Noise_Allowed_Time_Definitions_All_Stations.csv)

4.5 RECAP OF THE BENCHMARKS

This work provides standard workloads (each of which is comprised of a standard operation
limitation agreement (OLA), a weather station, and a harvester model) and metrics to
advance the development of retractable-harvester control algorithms including algorithms
that use weather prediction, fuzzy logic, and machine learning. The operation limitation
agreements were derived largely from a survey of over 300 respondents from across the United
States. The windspeed data is minute-by-minute windspeed data that covers approximately
all minutes over eleven years for 30 weather stations. (That is, we provide approximately
330 years of minute-by-minute windspeed data.) Also provided is a file of hourly electricity

prices for those eleven years.

The minute-by-minute data includes simulated weather forecasts because we assume
that algorithms that use forecasts will perform better than those that do not. To facilitate
machine learning, we provide “ideal” minute-by-minute deployment and retraction signals
in the minute-by-minute training data for all 30 weather stations to comply with a sample
operation limitation agreement. For each of the 30 weather stations, we provide a fuzzy-set-

membership function to assign degrees of memberships to windspeeds.

%Only sunset (and not sunrise times) are provided because St. Louis’s quiet hours start at sunset and
end at 6 a.m. (and span each Sunday).
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4.6 COMPARATIVE AND SENSITIVITY ANALYSIS

4.6.1 Comprehensive results: Comparing performance of each pertinent strat-

egy (i.e., algorithm variant) per each OLA per station

We present the full results of running the algorithms for each OLA for each of 30 weather
stations in the appendix. In this section, we present a summary of the results and analyses.

The scores typeset in bold in Table 4 show the highest average scores for each OLA.
For OLAs 1 and 2, Revision 1.2 of Aging variants 0x0 and 0x2 outscored the Static and
Fuzzy-Crisp categories, earning average NetNorm and MQNetNorm scores of 0.6218 and
0.5722, respectively. For OLAs 3 and 4, Revision 1.2 of Static variant 0x0 scored the highest
average NetNorm and MQNetNorm scores: 0.4633 and 0.4224, respectively. For OLAs 5 and
6, Revision 1.1 of Static variants Ox1 and 0x3 were the top scorers, with average NetNorm

and MQNetNorm scores of 0.2633 and 0.2477, beating the newer revisions.
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4.6.1.1 Weather prediction A collection of the averages of all the test results are shown
in Table 4. A surprising result for these initial revisions of the control algorithms is that
their weather-prediction-using variants did not always score higher than then the variants
not using weather prediction. For not surpassing the current-weather-only variants, there
are at least four possible reasons: 1. The predicted weather was not accurate enough to help,
2. The predicted weather had an unhelpful time horizon (of one day), 3. The algorithms did
not use the day-ahead weather predictions effectively, and/or 4. One or more variants had a

bug (or unintended feature in some cases).

Let us address reason 4 first. A bug (or unintended feature) was found in the following
variants, which have corrected in later revisions. Some “current-weather-only” variants actu-
ally used weather prediction. Those variants updated their moving average windspeed twice
per timestep. Those variants first updated their moving averages with current weather and
then with future weather. The affected “current-weather-only” variants are StaticOx1 (Rev.
1.1), AgingOx1 (Rev. 1.1), and Fuzzy-CrispOx1 (Rev. 1.4). Those variants should not be
called “current-weather-only” because they interlace simulated predicted windspeeds in their
moving window of windspeeds.

However, that method of interlacing current and future windspeeds is acceptable to be
used in the “weather-prediction-using” variants. And that interlacing method, in fact, is used
by Static0x3 (Rev. 1.1), Aging0x3 (Rev. 1.1), and Fuzzy-Crisp0x3 (Rev. 1.4).

Note that Revision 1.2 of StaticOx3, which does not use interlacing, performed worse
than Revision 1.1 of Static 0x3, which does use interlacing. Thus, in that case, interlacing
can be considered to be an unintended feature. Static0x3 (Rev. 1.1) tied StaticOx1l (Rev.
1.1) in the OLA-5-and-6 comparison and are the highest scoring variants for OLAs 5 and 6
(Table 4).

Static0x3 (Rev. 1.1) and StaticOxl (Rev. 1.1) scored exactly the same as each other
because the interlacing causes the future-checking conditional in Static0x3 to always be
false. Likewise, Aging0x3 (Rev. 1.1) and Aging0Ox1 (Rev. 1.1) scored exactly the same for
the same reason. The weather-prediction-using conditional evaluates to true only when the
day-ahead weather is much windier than today. Interlacing causes the algorithm to deem

the day-ahead windspeed average as the same as the current one.
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Static0x0 (Rev. 1.1), Aging0x0 (Rev. 1.1), and Fuzzy-Crisp0x0 (Rev. 1.4) are unaffected

by the unintended interlacing.

StaticOx2 (Rev. 1.1) and Aging0x2 (Rev. 1.1) are. Their weather-prediction-using

conditionals always evaluate to false.

Because revision 1.2 of Static and Aging do not use interlacing, let us examine possible
reason 3 for those revisions. The transition-limited variants (i.e., variant 0x3 of Static, Aging,
and Fuzzy-Crisp) require the weather to be windy today and tomorrow before deploying or
require the weather to be much windier tomorrow than today before deploying. Thus, if the
weather is windy today and calm tomorrow, the harvester will forfeit today’s wind. However,
in the Static and Agings algorithms, Table 73 on page 290 seems to imply that those condi-
tions are never met because the non-weather-prediction-using and weather-prediction-using
variants of the transition-limited Static and Aging algorithms score identically. (Verifying
that the conditions are never met by adding detection code to Static and Aging and then
re-running the tests for OLAs 5 and 6 are left for future work.) Thus, reason 3 seems to

apply to the transition-limited, weather-prediction-using Static and Aging variants.

In the case of Fuzzy-Crisp (Revision 1.4), Table 73 on page 290 shows that, for OLA 5,
the weather-prediction-using variant outperformed the non-weather-prediction-using variant
by an average NetNorm score of 0.02 points for 12 stations, tied for 11 stations, under-
performed by an average NetNorm score of —0.01 points for 7 stations, and for OLA 6, the
weather-prediction-using variant outperformed the non-weather-prediction-using variant by
an average MQNetNorm score of —0.02 for 13 stations, tied for 11 stations, under-performed
by an average MQNetNorm score of —0.01 points for 6 stations. (We leave for future work
a similar examination of Revision 1.5.)

The transition-unlimited variants (i.e., variant 0x2) consider tomorrow’s weather when
the harvester has nearly exhausted its monthly allocated visibility time. In an effort to save
visibility time, the harvester will stow if tomorrow is predicted to be much windier than today.
Thus, the harvester will consume 20 minutes of allocated visibility time stowing, without
harvesting, and then consume 20 minutes to deploy tomorrow, before harvesting. It would
seem that the algorithms would use weather prediction more effectively if the algorithms

were to consider how much energy is forfeited during those 40 minutes.
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A fuller description of how the algorithms use weather prediction is in Appendix 3.6.2.

Possible reason 2 is that the predicted weather had an unhelpful time horizon (of one day).
Suppose that the algorithms were using a 20-minute time horizon. When the algorithm saw
that the weather would likely be windy in 20 minutes, the algorithm could begin to deploy
the harvester. However, OLAs 1-4 require that the harvester be stowed when the weather
is not windy. Would it be a violation of OLAs 1-4 if the harvester were to be deploying
when the weather seems to be calm? Technically, we defined the weather to be windy when
the current rolling average is above a certain threshold, not when the future rolling average
is. Thus, we recommend that a future revision of this benchmark suite modify OLAs 1-4 to
allow the harvester to be visible during the x-minutes it takes the harvester to deploy if the
r-minute-ahead future rolling average is above the windiness threshold.

Possible reason 1 is that the predicted weather was not accurate enough to help. Because
predicted weather is being used in the field to predict wind farm power output, we know
that technology exists to produce useful weather predictions for the wind power industry!’
However, we analyze in Appendix A.14 how much help, in the worst case (KBOS since it
has the highest mean windspeed thereby having the highest standard deviation of simulated
windspeed prediction errors), our simulated weather predictor provides. The predictor, of
course, carries a probability of causing an algorithm to make a wrong prediction about
tomorrow’s windiness (e.g., 36% if the actual windspeed is 1 knot away from the mean
windspeed at KBOS). Thus, let us revisit possible reason 3: The algorithms did not use
the day-ahead weather predictions effectively. Future revisions of the algorithms can use
weather predictions effectively if the algorithms take into account the error distribution of

the weather predictor.

4.6.1.2 Running average window size The results for each station, each OLA, each
algorithm, and each variant are given in Appendices A.11 to A.13. The results indicate
that the training routine tends to choose a running-average-window size that is higher for

the even OLAs than for the odd OLAs. The odd OLAs use NetNorm; the even OLAs use

OFor example, “|A] system, which came online in September 2009, has already reduced wind energy
prediction error by 40% and, in 2010 alone, saved Xcel Energy’s ratepayers over $6 million” [79].
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MQ@QNetNorm. Higher running-average-window sizes lessen the possibility that the control
algorithms start to deploy and then retract without harvesting any energy. Deploying uses
energy. The MQNetNorm metric measures how often a harvester uses energy while the grid
needs energy. The grid needs energy, as defined by a positive price in the hourly electricity
price file we provide in this benchmark suite, 98% of the eleven years of hourly prices that
we provide. Thus, if an algorithm starts to deploy and then retracts without harvesting any
energy, the algorithm is highly likely to use energy while the grid needs energy. Using energy
while the grid needs energy is penalized by the MQNetNorm metric. Therefore, the training
algorithm tends to choose running-average-window sizes that are higher for OLAs that use

the MQNetNorm metric than for OLAs that use NetNorm.

The tables in Appendix A.11 also show that the running average window size chosen by
the trainer to maximize MQNetNorm was sometimes at the upper extreme of our design
space (i.e., 121 samples). Thus, we investigated whether future revisions of the algorithms
should explore beyond that design space. For example, because the training algorithm had
chosen 121 samples to be the window size for KDEN for OLA 2 for Static variant 0x0
(Table 27), we, in a set of side tests, increased the upper limit of our design space to 241
samples and found that training chooses 177 samples. (The side tests involved exploring
the following sequences: |1 (step 30) 241], [121 (step 15) 241], [155 (step 5) 211], and [176
(step 1) 196].) However, increasing the upper limit of the design space to an even higher
number, 361, did not happen to cause the training algorithm to chose a number higher than
121 minutes for Static variant 0x0’s processing the data for all 30 stations in the context
of OLAs 3 and 4 (Table 85 on page 333). We compare in Table 5 on page 91 relatively
sparse and dense searches for the alphabetically first four stations: KATL, KBOS, KBWI,
and KCLE. Note that for each the four stations the densely searching training routine chose
a running average window size less than 121 minutes and improved NetNorm scores by 13%,
3%, 10%, and 18% in the context of OLA 3 and improved MQNetNorm scores by 14%, 0%,
11%, and 16%. The average improvements for NetNorm and MQNetNorm scores for all 30
stations are 17% and 15%, respectively (compare Table 85 to Table 29 on page 224). Thus,
increasing the granularity of the search of the running average window size and the search of

the windspeed deployment threshold might be more effective than only increasing the upper
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limit of the window size’s design space for Static. However, for Fuzzy-Crisp, it make sense
to increase the upper limit of the design space beyond 121 minutes since, as noted below in
Section 4.6.5.3, training often chose window sizes above 121 minutes during explorations of
an extended design space.

A surface plot is shown in Figure 17 on page 97 where Static variant 0x0 densely explored
the design space (i.e., the size of the windspeed running (or moving) average window size and
the windspeed deployment threshold) to try to find the best settings to use to process station
KATL’s data within the constraints of OLA 3. That dense exploration found 9 knots and
40 minutes as the deployment threshold and the running average window size, respectively
(Table 5). Thus, we show a surface-plot slice where the running average wind size is held at
40 minutes.

The slice bows upward, which is expected since too low deployment thresholds cause the
harvester to use visibility time during lower-power wind conditions and too high deployment
thresholds cause the harvester to tend to under use visibility time.

For Static and Aging variants (Revision 1.1) and Fuzzy-Crisp variants (Revision 1.4),
itemized results per algorithm per station per OLA are given in Appendix A.20. We predict
that future revisions of Fuzzy will score higher than these early attempts to write Fuzzy
control algorithms in this context. We analyze a design decision we used for this early
version of Fuzzy in Section A.22.1. For Static and Aging variants (Revision 1.2) and Fuzzy-
Crisp variants (Revision 1.5), itemized results per algorithms per station per OLA are given

in the Data Supplement (to be available where the benchmark suite shall be archived).

4.6.2 Exploring why Fuzzy-Crisp variant 0x2 (weather-prediction using, non-
transition limited) (Rev. 1.4) usually outperformed variant 0x0 (non-

prediction-using, non-transition limited) (Rev. 1.4) for OLA 3

For OLA 3, which does not limit state transitions, we explore why the applicable weather-
prediction variant of the Fuzzy-Crisp Hybrid algorithm (variant 0x2) typically outperformed
the applicable variant of Fuzzy-Crisp that does not use weather prediction (variant 0x0).

We start our analysis by using station KATL’s data, where variant 0x2 scored 0.07 points
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Table 5: Comparing sparse and dense design-space searches by Static 0x0’s processing work-

loads OLA 3 and 4 for four stations

Static 0x0 OLA station deployment running  NetNorm MQBP MQNetNorm

Training threshold average
Revision (knots) size
(minutes)
1.1 3 KATL 7 121 0.39 0.93 0.36
Future 3 KATL 9 40 0.44 0.90 0.40
1.1 4 KATL 7 121 0.39 0.93 0.36
Future 4 KATL 9 101 0.44 0.93 0.41
1.1 3 KBOS 9 91 0.34 0.94 0.32
Future 3 KBOS 10 30 0.35 0.92 0.32
1.1 4 KBOS 9 91 0.34 0.94 0.32
Future 4 KBOS 9 113 0.34 0.94 0.32
1.1 3 KBWI 7 91 0.50 0.92 0.45
Future 3 KBWI 9 32 0.55 0.89 0.49
1.1 4 KBWI 7 61 0.49 0.91 0.45
Future 4 KBWI 9 81 0.54 0.92 0.50
1.1 3 KCLE 8 121 0.34 0.92 0.32
Future 3 KCLE 10 43 0.40 0.90 0.37
1.1 4 KCLE 8 121 0.34 0.92 0.32
Future 4 KCLE 10 71 0.40 0.91 0.37
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higher than variant 0x0 (Table 72 on page 288). Let us determine whether or not the training
routine for variant 0x2 happened to choose better settings than it chose for variant 0x0. That
is, does variant 0x0’s score improve 0.07 points if we simply apply to variant 0x0 the settings
that training chose for variant 0x2. The running-average window sizes for each month are
shown in the Table 6 on page 98 for variants 0x0 and 0x2. (The deployment membership
value is 0.5 for both variants for all months.) The bottom row of the table shows the result
of applying to variant 0x(0 the running-average-window sizes that training chose for variant
0x2.

When we use the variant 0x2 settings for variant 0x0, then variant 0x0 improves from
0.37 to 0.42 for NetNorm, which is only 0.02 points less than what variant 0x2 scored. Thus,
we see that, for at least station KATL, a large part of the reason why variant 0x2 scored
higher than variant 0x0 is because of the settings that the training procedure chose.

Now let us search for the reason for the 0.02 point difference. We compared variant 0x0’s
and 0x2’s minute-by-minute logs. The logs are identical until 1/2/2013 10:22AM, where
variant 0x0 reversed stowing while variant 0x2 continued to stow (Figure 18). (Variant 0x2’s
action is consistent with its intended design, which is to conserve visibility time.)

Let us now explore how many reversals each variant makes. A reversal is defined as a
change in direction while in mid-deployment or mid-retraction. Variants 0x0 and 0x2 made
707 and 536 reversals, respectively. which implies variant 0x2 used its time moving more

efficiently than variant 0x0.

4.6.3 Examining the relationship between mean windspeed, energy available

during quiet hours, and NetNorm

Figure 19 shows that as mean windspeeds increase, NetNorm scores earned by Static variant
0x0 version 1.1 for OLA 1 decrease, roughly. The reason seems to be that the fraction of
energy available during quiet hours over the total energy available increases, in general, as
mean windspeeds increase (Figure 20).

Notice the almost perfectly linear inverse relationship between the fraction of total energy

available during quiet hours vs. the NetNorm scores earned by Static 0x0 v1.1 for OLA 1
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shown in Figure 21. As the fraction of total energy available during quiet hours increases,
the NetNorm scores decrease. That relationship suggests that a useful metric could be one
where NetEnergy is normalized to the energy available when noise is permitted. A name for
that new metric could be “NetNorm when Noise Allowed” (NetNormNA). When we divide
NetNorm earned by Static 0x0 v1.1 for OLA 1 by the fraction of total energy available
during non-quiet hours per station (which is 1 minus the energy available during quiet hours
(Table 7)), then the result indicates that Static 0x0 v1.1 harvests an average of 92% of the
energy available during non-quiet hours for OLA 1. Static 0x0 v1.1 harvests an average of
62% of the energy available during non-quiet hours for OLA 3. Also for OLA 3, an average
of 70% of the energy available during non-quiet hours is harvested by Fuzzy 0x2 v1.4.

4.6.4 A sensitivity analysis of the Retraction-Threshold-Difference setting for
Aging (variant 0x0) (Rev. 1.1) for OLAs 3 and 4

For OLAs 3 and 4, Aging (variant 0x0) performed best on average (Table 4), where Aging
used the OLA-allowed retraction-threshold-difference (RTD) of 1 knot. Let us examine how
Aging (variant 0x0) performs when the RTD is 0, 2, and 3 knots: Aging’s average NetNorm
and MQNetNorm scores are shown in Table 8 and Figure 22. The results indicate that
NetNorm decreases as we increase the RTD, but the MQNetNorm fluctuates. (Table 8 also
shows the sizes of the running average window sizes, which tend to increase as expected,

except for when RTD = 3. When RTD = 3, the sizes decrease unexpectedly.)

4.6.5 Sensitivity analyses on A\

4.6.5.1 Aging As said in Section 3.1.2.1, we chose A to be 0.9 because lower values did
not perform well in initial tests (during relatively early development). Let us test A\ using
version 1.1 of Aging variant 0x0 on KPIT’s data for OLA 3. Recall that version 1.1 is
the version of Aging we compare to Static and Fuzzy-Crisp in Tables 4. And let us test
A using a branch of version 1.1 that uses a denser search space during training than what
version 1.1 uses. Recall that Version 1.1’s training routine steps through the search space

for a y-intercept (where y-intercept is introduced in Section 3.4.2 in the context of the Aging
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algorithms) using a step size of 30 knots (Section 3.7). The branch uses a step size of 1 knot
because the 30-knot step size trained relatively poorly when \ equals 0.7 and 0.8, as shown
in the results of the two tests (Figure 23). Since the branch produces in unexpected dip
at 0.5, let us create yet another branch, where we increase the density and the size of the
training routine’s search space of the window size of the running average windspeed from
the sequence [1, (step 5),121] to the sequence [1, (step 1), 361].

As expected, very low values for A result in lower NetNorm scores than the higher values
of A. As X increases, the lowest windspeed deemed to be windy decreases (Appendix A.2.4).
Thus, higher values of A result in lower windspeeds that are deemed to be windy. Because
lower windspeeds deemed to be windy can cause Aging to exhaust its visibility time while
capturing low-power winds and because higher windspeeds deemed to be windy can cause
Aging to forgo harnessing relatively high-power winds, it makes sense that the NetNorm()

score rises and then falls as \ increases.

4.6.5.2 Fuzzy-Crisp, OLA 3, transitions unlimited Exploration 4 examines the
effect of lambda on Fuzzy-Crisp (variant 0x0) (Rev. 1.4) running KATL’s data in the context
of OLA 3. Figure 24 shows that as lambda increases, KATL’s NetNorm score tends to
increase until it peaks when lambda equals 0.7. The curve shows an unexpected dip when
lambda equals 0.5 and an unexpected slight rise when lambda equals 0.9. Figure 24 also
shows Fuzzy-Crisp’s MQNetNorm performance curve, which has the expected shape except
at 0.3 where the curve unexpectedly dips. Those unexpected movements could be the result
of the training data being different from the testing data. In other words, if we were to
plot Fuzzy-Crisp’s NetNorm and MQNetNorm performances on the training data, we would
probably see smoother curves than we see in Figure 24. A look at how Fuzzy-Crisp performs
on the training data when Fuzzy-Crisp’s settings are kept constant during each iteration of
lambda does in fact reveal a smoother curve (Figure 25), where NetNorm scores increase
somewhat logarithmically as lambda increases, relatively leveling off for lambdas equaling
0.8 and 0.9.

Why does the curve have the shape that it does, being relatively level at 0.8 and above?

Recall that Fuzzy-Crisp uses Crisp code to retract to ensure that the algorithm meets the
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OLA’s requirements, which are crisp. Fuzzy-Crisp uses fuzzy code to deploy. That deploy-
ment code, which is fuzzy, is not dependent on lambda because lambda is used to create a
crisp partition, a lambda-cut. Thus, changing lambda effects only the crisp code. Increasing
lambda does not change when Fuzzy-Crisp deploys the harvester, but only when Fuzzy-Crisp
retracts it. As lambda increases, the lowest windspeed deemed to be windy decreases. Since
OLA 3 requires the harvester to be stowed during calm weather, and increasing lambda de-
creases the highest windspeed deemed to be calm, increasing lambda allows Fuzzy-Crisp to
stay deployed during relatively lighter winds. That is, increasing lambda, lowers the “must-
stow” windspeed. We surmise that although Fuzzy-Crisp is consuming valuable visibility
time during relatively light winds, Fuzzy-Crisp’s keeping the harvester deployed allows the
harvester to be ready to capture higher energy winds, which mitigates the relatively invalu-
able visibility time. We further surmise that the relatively level portion of the curve can is
the result of the values of the following two variables probably approaching each other while

“must-stow” windspeed thresholds are low:

e the increase of energy gained by decreasing already low “must-stow” windspeed thresh-

olds, and

e the increase of energy forfeited to comply with the visibility time limit.

4.6.5.3 Fuzzy-Crisp, OLA 5, transitions limited For Explorations 5 and 6, we ex-
amined how changing lambda affected the scores of Fuzzy-Crisp (variant 0x3) (Rev. 1.4)
running KATL’s and KBOS’s data in the context of OLA 5. Changing lambda had no
effect because state-transition-limited variant 0x3 of Fuzzy-Crisp does not use the lowest
windspeed deemed to be windy since OLAs 5 and 6 allow the harvester to be visible when
the windspeed is 0 knots. Lambda defines the lowest windspeed deemed to be windy. That
windspeed threshold does not affect when the harvester must be stowed in the contexts of
OLAs 5 and 6. Recall that OLAs 5 and 6 limit the harvester to two state-transitions per
month and limit the harvester’s visibility time to approximately 20% of the month. OLAs 5
and 6 are concerned with windspeed only when windspeeds approach the mechanical limits

of the harvester.
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In addition to exploring the effect of lambda on Fuzzy-Crisp, Explorations 5 and 6
examined whether the training routine would chose a running average window size greater
than 121 minutes. Results indicate that the training routine often chose values above 121
minutes for OLAs 5 and 6. Thus, for those OLAs, we recommend that values above 121
minutes be explored for the other 28 stations in the contexts of OLAs 5 and 6.

Full results for Explorations 5 and 6, which are for KATL and KBOS, are in Table 86
on page 335 and Table 87 on page 336, respectively.

4.6.6 A sensitivity analysis on the forecasting time horizon

We used the scaled function y() divided by 13.8 (y()/13.8) to generate simulated windspeed
predictions for KATL’s training and testing data in columns entitled “f30”, “f60”, “f120”,
“£240”, “f480”, and “f720”, where each number after the ‘f” prefix indicates the time horizon
in minutes. To do a sensitivity analysis on the time horizon, we created a version of Static
variant 0x3 (Rev. 1.1) to use the desired ‘f’ column to process KATL’s augmented data in
the context of OLAs 5 and 6.

Static variant 0x3 decides to deploy if the weather is windy now and the weather is very
windy at the time horizon. Recall that minute-by-minute windspeed samples are averaged
via a moving window, the size of which is determined by the training routine.

Figure 26 shows that NetNorm scores are no further than 0.02 points from each other, as
are the MQNetNorm scores. The highest and second highest scoring NetNorm scores are at a
60-minute time horizon and a one-day time horizon, respectively. Similarly, the highest and
second highest scoring MQNetNorm scores are at a 120-minute time horizon and a one-day
time horizon, respectively.

Full results for Exploration 8 are in Appendix A.26.
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Figure 17: Surface plot showing how running-average-window size and deployment threshold
affect Static variant 0x0’s running of KATL-training to meet OLA3 (upper plot) and slice

when running-average-window size is 40 minutes (lower plot)
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Table 6: A comparison of performance of Fuzzy-Crisp variants 0x0 and 0x2 for OLA 3 for
station KATL

Fuzzy- Running-average-window size per month Net- Source
CrispVar. |1 (23|45 |6|7[8| 9 |10|11 |12 | Norm Table
0x0 1111311111211 91|91 | 0.37 | 53 on page 249
0x2 rjp1j1f(1{1j1j1)1] 1 1 | 1| 1] 044 | 59 on page 256
0x0 17111 1111 1|11 042 Not. Applic.

Fuzzy-Crisp Hybrid's Processing of KATL for5LA 3
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Figure 18: Processing of KATL’s data by variants 0x0 and 0x2 of Fuzzy-Crisp Hybrid
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Table 7: Fraction of total energy available during quiet hours per station

Station | fEnergyQuiet* | Station | fEnergyQuiet*
KLAX 0.09 KSEA 0.31
KSMX 0.14 KDTW 0.35
KSAC 0.18 KORD 0.36
KPIT 0.21 KCLE 0.36
KIAH 0.23 KATL 0.38
KEUG 0.23 KDEN 0.40
KBWI 0.24 KSAT 0.43
KSFO 0.26 KSTL 0.44
KSAN 0.26 KDCA 0.46
KCLT 0.27 KDFW 0.49
KMCO 0.28 KLAS 0.50
KTPA 0.28 KLGA 0.52
KMCI 0.29 KPHX 0.58
KCVG 0.29 KBOS 0.58
KPHL 0.30 KMSP 0.59
continues above right

*fraction of total energy available during quiet hours
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Figure 19: Mean windspeed vs. NetNorm for Static 0x0 v1.1 OLA 1
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Figure 20: Mean windspeed vs. fraction of total energy available during quiet hours
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Table 8: Effect of changing the retraction threshold difference on Aging (variant 0x0) for
OLAs 3 and 4

RTD Net- | MQNet- | Running Avg. Window Size
(knots) || Norm | Norm OLA 3 OLA 4 Full Results
0 0.409 0.373 56.00 70.33 Table 82 on page 327
1 0.402 0.371 62.33 82.25 Table 41 on page 234
2 0.398 | 0.375 69.08 92.83 Table 83 on page 329
3 0.394 0.374 51.00 65.25 Table 84 on page 330
0.41 - | |-+ NETNORM
—a- MQNETNORM
04| 8
|&a
S 0.30| :
O
n
0.38 |- 8
0 1 2 3

RETRACTION THRESHOLD DIFFERENCE (KNOTS)

Figure 22: Effect of changing the retraction threshold difference on Aging (variant 0x0) for
OLAs 3 and 4
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Figure 23: Sensitivity analysis on A\ for Aging variant 0x0’s processing of KPIT’s data for

OLA 3
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Figure 24: Effect of changing A on Fuzzy-Crisp (variant 0x0) for OLAs 3 and 4 for KATL
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Figure 25: Effect of changing A on Fuzzy (variant 0x0) for OLAs 3 for KATL’s training data

where settings are constant during entire run
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Figure 26: Effect of changing time horizon on Static (variant 0x3) for OLAs 5 and 6 for
KATL
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4.6.8 A preliminary comparison of alternative OLA’s

Let us define a “visibility event” as the continuous block of time a harvester is visible. Suppose
that a community limits both visibility time and “visibility events” to 20% per month and e
events per month. How does e affect NetNorm? Preliminary results are shown in Figure 27.

We ran a special variant of Static called “VE” which accepts the maximum number
of visibility events as a parameter. Variant VE retracts the harvester when the average
windspeed drops below 0.5k,,s » where k,; 5 is the lowest windspeed deemed to be windy for

ws =KPIT and A = 0.7.
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Figure 27: Effect of increasing allowed “visibility events” on Static (variant VE) for OLA 3
for KPIT
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5.0 CONCLUSIONS

OLA 1 which does not limit total visibility time, but restricts operation and visibility to
“windy” periods outside of quiet hours, saw algorithms harvesting 62% of the available energy.
For OLA 3, where the visibility time of the harvester is limited to approximately 20% of the
month, Static 0x0 (Rev. 1.2) achieved 46%. For OLA 5, where the visibility time of the
harvester is limited to approximately 20% of the month and 2 state-transitions per month
(or 3 to stow during high winds), the highest scoring variant netted 27% of the available
energy. For each even-numbered OLA, the best MQNetNorm() scores are not more than 8
percentage points less than the best NetNorm() scores for each corresponding odd-numbered
OLA (Table 4 on page 84).

A very interesting conclusion relates to the fraction of energy available outside of quiet
hours. We noted in Section 4.6.3 that Fuzzy-Crisp netted an average of 70% of the energy
available outside of quiet hours for OLA 3. Because OLAs 1-4 limit operation and visibility
to non-quiet hours, we suggest that another metric “NetNorm when Noise Allowed” (Net-
NormNA) would give a truer picture of how well an algorithm uses its allowable time than
NetNorm does. However, NetNorm is useful in that it can motivate quiet wind-harnessing
technologies that would be permitted to operate during a percentage of quiet hours.

Our final conclusion is that improving the training of the algorithms seems to be a
promising way to increase the algorithms’ performance. For example, Table 5 on page 91
shows an average NetNorm improvement of 0.04 points (or 11%) by decreasing the step size

in the search space for running average window size from 30 minutes to 1 minute.
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6.0 FUTURE WORK

The results of running the workloads in this benchmark suite, measuring results using the
benchmark’s metrics, and analyzing the results led to some of these recommendations for

future versions of this benchmark suite:

e Revise OLAs 1-4 to allow the algorithms to begin to deploy before windy periods officially
begin. It seems reasonable that retractable-harvester hosting communities would agree
to allow harvesters to be visible x minutes before a windy period officially begins where
2 is the minimum time required for the harvester to deploy. Recall that the definition
of “When it’s not windy” given in Section 3.1.2.1 implies a windy period begins when
the running average windspeed reaches the lowest windspeed deemed to be windy at
the pertinent weather station. The running average windspeed depends on window size
in effect during the then-current month. If a community were to allow harvesters to
begin deploying x minutes before a windy period begins, then that community would
need to wait x minutes to determine whether the harvester has complied with the OLA’s

visibility allowance.

e Thus, because knowing the windspeed z minutes into the future would help a harvester
to be fully deployed when a windy period officially begins, it would make sense for future
versions of this benchmark suite to provide z-minute-ahead weather prediction. If x
equals 20 minutes, which is the deployment time (Section A.3.5) of the harvester hm we
used to test our algorithms herein, then we surmise that the 20-minute-ahead weather
predictions that would be provided in a future benchmark are more accurate than the

1440-minute-ahead predictions that we currently simulate.

e Require algorithms to log their deployment-and-retraction commands to a standard log-
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ging format so that the algorithms’ actions can be verified by a “watchdog” program
e Add bird migration data (Section 3.1.2.3).

e For OLAs 5 and 6, explore values for the window size of the windspeed running average
above 121 minutes for the remaining 28 stations for Fuzzy-Crisp (Results for two stations

are given in Section A.25) and all 30 stations for Static and Aging.

We recommend that MQMPEnergy (Section 4.1.6.2) be considered for addition to future
versions of the benchmark suite. We surmise that such a metric would motivate the creation
of retractable wind-harnessing technologies tailored for peak-electricity-usage periods.

For future versions of the algorithms, we recommend the following:

e Use the error distribution of weather prediction to better gauge the probability of making
a wrong conclusion. If the probability is less than a certain level, then the algorithm
would act upon that conclusion. For example, let Hy be the null hypothesis that to-
morrow’s running average windspeed will be below the lowest-windspeed-deemed-to-be-
windy (Section A.2.4) threshold 7 knots at a weather station ws. And let H; be the
alternative hypothesis that it will be at or above threshold 7. Given the standard devia-
tion for the day-ahead prediction error for ws (Section 4.2.0.3), what is the probability of
falsely accepting the null hypothesis (i.e., making a Type I or alpha error) or what is the
probability of falsely rejecting the null hypothesis (i.e., making a Type II or beta error)
[53, pp. 5-6]7 We calculate the probability of making a Type II error, i.e., concluding
that tomorrow will not be windy when in actuality tomorrow will be windy, for station

KBOS when the day-ahead-predicted windspeed is 7 + 1 knots in Appendix A.14.

e Take into account the overhead of deploying and retracting when using weather predic-
tion. The example immediately above does not take into account the length of the windy
period, but could be extended to determine the probability of a potential harvesting event

to net a positive amount of energy.

We posit areas for exploration:
Our researching 30 municipalities’ noise regulations revealed variations in the start and
stop times of quiet hours. For example, one municipality (St. Louis) starts quiet hours at

sunset. Another municipality (Pittsburgh) starts quiet hours at 10:00 pm every day. It might
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be worthwhile to find a simple definition of quiet hours that satisfies all 30 municipality’s
quiet hours to simplify the programming of the algorithms. Currently each algorithm looks
up the quiet hours with which it must comply. If the algorithm were to observe universal
quiet hours, then algorithm programming could be simplified in that the algorithm would not
access a look-up table keyed by weather station and when the weather station is St. Louis’s
KSTL, the algorithm would not need consult another table for sunset times. Instead, the
algorithm would simply start quiet hours before the earliest sunset time of the year, would
end quiet hours at the latest hour of all the ending hours of each municipality, and would
include weekends and federal holidays. (However, if the algorithm were to observe simple
universal quiet hours, then the algorithm would forfeit much allowable harvesting time in

some municipalities.)

Another area of possible simplification is to use the same windspeed threshold for all
stations to define windy weather instead of basing the definition on the local historical
windspeeds. For example, we could define 7 knots, which is the lowest speed of the Beaufort
Scale’s Gentle Breeze (7 - 10 knots), as the lowest “windy” windspeed for all municipalities.
Using 7 knots as the lowest windspeed deemed to be windy for all stations would simplify the
benchmark suite because the benchmark suite would supply only one membership function
for the fuzzy set “not windy” instead of thirty. It would also simplify the creation of a new
metric that measures how much wind energy is available when windspeeds are 7 knots or
greater. On the other hand, because 7 knots might seem low to some municipalities, those
municipalities might not agree that 7 knots is windy. Thus, exploring each municipality’s

perception of windiness is an area of future work.

Using its own windspeed sensor, each algorithm can use numerical methods on series
of windspeeds to predict weather in addition to accessing external weather forecasts. For
example, Kulkarni et al. claim, “It has been found that wind speed can be predicted with
a reasonable degree of accuracy using two methods, viz., extrapolation using periodic curve
fitting and [Artificial Neural Networks|” [46]. Adding internal weather-forecasting to each
algorithm might give each algorithm useful flexibility to choose its own forecasting time

horizon if statistically significant.

Others have researched how to tune algorithms; It might be worthwhile to use advanced
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techniques (e.g., a procedure called CALIBRA [2]) to tune them.

Data mining the 30 sets of historical data could provide insight into how to group the
sets (e.g., grouped by Weibull shape parameters) to recommend an OLA for a particular
group.

Because some survey respondents did not seem to understand wind power (e.g., “they all
still run on oil so what is the point”) or retractable harvesters (“i [sic] just don’t understand
their purpose”) and some survey companies allow a video to be shown or accessible as part
of the survey, the inclusion of instructional videos in future surveys might help to solve the
problem of some respondents’ lack of retractable-wind-harvester knowledge.

Consider adding an OLA or revising one or more of the existing standard OLAs to
address “shadow flicker,” which are “shadows on the ground and surrounding structures that

may emanate from the rotating blades of a wind turbine” [71].
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A.1 PSEUDO-CODE FOR THE ALGORITHMS

A.1.1 Most recent revision of each variant of each category

Algorithm 1 The Static algorithm (variant 0x0, i.e., current-weather only, transitions open)

Revision 1.2

1: procedure STATICOXO0(out, S, m, d, Q, hm, c)

2: > Output: out has either the value deploy which means “deploy or remain deployed”
or retract which means “retract or remain retracted” (out is a static; Its value at its first call
is retract)

3: > Input: S = set of minute-by-minute windspeed samples
4: > Input: m = window size (in samples) of moving average windspeed
5: > Input: d = deployment threshold (in knots)
6: > Input: @ = set of timestamps in quiet hours
T > Input: hm = harvester model
8: > Input: ¢ = allocated visibility minutes per month
9:

10: r«d—1 > Calc. retraction threshold (in knots)
11:

12: FRACTION VISIBLE TIME THRESHOLD <« 0.99

13: for all s € S do > For each raw windspeed sample
14: w.avg < updateMovingAverage(s.raw, m)

15: > m-sized window includes latest raw windspeed
16:

17: if (w.avg <r) or > Avg. windspeed is less than retraction threshold
18: (s.timestamp € Q) or > In quiet hours
19: ((s.timestamp + hm.retraction__time) € Q) or > Allow time to stow

20: ((hm.bInCutOutState(s.raw) € Q) or > Boolean: Harvester in cut-out

(
21: (hm.get FractionVisbile PlusTimeT oRetract Monthly(c) >
22: FRACTION VISIBLE TIME THRESHOLD) then

23: out < retract

24: else if w.avg > d then
25: out < deploy

26: end if

27: end for
28: end procedure
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Algorithm 2 The Static algorithm (variant 0x1, i.e., current-weather only, transitions lim-

ited) Revision 1.2

1: procedure STATICOX1(out, S, m, d, Q, hm, c)

2: > Output: out has either the value deploy which means “deploy or remain deployed”
or retract which means “retract or remain retracted” (out is a static; Its value at its first call
is retract)

3: > S = set of minute-by-minute windspeed samples
4: > m = window size (in samples) of moving average windspeed
5: > d = deployment threshold (in knots)
6: > @ = set of timestamps in quiet hours
7 > hm = harvester model
8: > ¢ = allocated visibility minutes per month
9: r«d-—1 > Calc. retraction threshold (in knots)
10:

11: FRACTION VISIBLE TIME THRESHOLD < 0.99

12: for all s € S do > For each raw windspeed sample
13: w.avg < updateMovingAverage(s.raw, m)

14: > m-sized window includes latest raw windspeed
15:

16: if (hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out

17: ((hm.getFractionVisbile PlusTimeT oRetractMonthly(c) >
18: FRACTION VISIBLE TIME THRESHOLD)

19: then

20: out < retract

21: else if (hm.get FractionVisbilePlusTimeT oRetractMonthly(c) < 1) and

22: (getMinutesInMonthRemaining(s.date) < ¢) or

23: > harvester has not yet been visible this month
24: ( (w.avg > d) > Note: > is permitted
25: ) then

26:

27: out < deploy

28: end if

29: end for
30: end procedure
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Algorithm 3 The Static algorithm (variant 0x2, i.e., weather prediction, transitions open)

Revision 1.2
1: procedure STATICOX2(out, S, m, d, Q, hm, c)
2: > Output: out has either the value deploy which means “deploy or remain deployed”
or retract which means “retract or remain retracted” (out is a static; Its value at its first call
is retract)

> S = set of minute-by-minute windspeed samples

> m = window size (in samples) of moving average windspeed

> d = deployment threshold (in knots)

> () = set of timestamps in quiet hours

> hm = harvester model

> ¢ = allocated visibility minutes per month

r«d—1 > Calc. retraction threshold (in knots)

10:

11: FRACTION VISIBLE TIME THRESHOLD < 0.99

12: MUCH_ WINDIER + 1.25

13: FRACTION VISIBLE TIME THRESHOLD SOMEWHAT EXHAUSTED = 0.64;

14: for all s € S do > For each raw windspeed sample
15: w.avg <+ updateMovingAverage(s.raw, m)

16: > m-sized window includes latest raw windspeed
17:

18: f.avg < updateMovingAverageFuture(s.f1440,m)

19: > m-sized window includes latest simulated predicted windspeed
20:

21: if (w.avg <) or > Avg. windspeed is less than retraction threshold
22: (s.timestamp € Q) or > In quiet hours
23: ((s.timestamp + hm.retraction_time) € Q) or > Allow time to stow
24: (hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out
25: ((hm.get FractionVisbile PlusTimeT oRetract M onthly(c) >

26: FRACTION VISIBLE TIME THRESHOLD) or

27: ( (hm.getFractionVisbile PlusTimeT oRetractMonthly(c) >

28: FRACTION VISIBLE TIME THRESHOLD SOMEWHAT EXHAUSTED) and
29: (f.avg > (w.avgxMUCH _WINDIER)) )

then
30: out < retract
31: else if w.avg > d then
32: out < deploy
33: end if

34: end for
35: end procedure
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Algorithm 4 The Static algorithm (variant 0x3, i.e., weather prediction, transitions limited)

Revision 1.2

1: procedure STATICOX3(out, S, m, d, Q, hm, ¢)

2:

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
: ((hm.getFractionVisbile PlusTimeT oRetract Monthly(c) >
. FRACTION VISIBLE TIME THRESHOLD)

then

20
21

22:
23:
24:

25

> Output: out has either the value deploy which means “deploy or remain deployed”

or retract which means “retract or remain retracted” (out is a static; Its value at its first call
is retract)

> S = set of minute-by-minute windspeed samples

> m = window size (in samples) of moving average windspeed

> d = deployment threshold (in knots)

> ) = set of timestamps in quiet hours

> hm = harvester model

> ¢ = allocated visibility minutes per month

rd—1 > Calc. retraction threshold (in knots)

FRACTION VISIBLE TIME THRESHOLD <« 0.99
for all s € S do > For each raw windspeed sample
w.avg < updateMovingAverage(s.raw, m)
> m-sized window includes latest raw windspeed

f.avg < updateMovingAverageFuture(s.f1440,m)
> m-sized window includes latest simulated predicted windspeed

if (hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out

out < retract
else if (hm.get FractionVisbilePlusTimeT oRetractMonthly(c) < 1) and

: (getMinutesInMonthRemaining(s.date) < ¢) or
26:

> harvester has not yet been visible this month

27: ( (w.avg > d) and

28:
: (((f.avg > (w.avgxMUCH _WINDIER)) > much windier tomorrow ) ) ) then
30:
31:
32:
33:

29

> Note: > is permitted

out < deploy
end if
end for

34: end procedure
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Algorithm 5 The Aging algorithm (variant 0x0, i.e., current-weather only, transitions open)

Revision 1.2

1:
2:

10:
11:
12:
13:
14:

15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:

procedure AcINGOXO(out, S, m, d, Q, hm, c)
> Output: out has either the value deploy which means “deploy or remain deployed”
or retract which means “retract or remain retracted” (out is a static; Its value at its first call
is retract)
> S = set of minute-by-minute windspeed samples
> m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed
> b[1 : 12] = array of monthly y-intercepts (in knots)
> ) = set of timestamps in quiet hours
> hm = harvester model
> | = lowest windspeed deemed to be windy
> ¢ = allocated visibility minutes per month

FRACTION VISIBLE TIME THRESHOLD <« 0.99

for all s € S do > For each raw windspeed sample
d < getDeploymentThreshold(s.timestamp, b[s.month], 1)
> d = —mx + b where m = (I — b[s.month])/(minutes in 31 days) and z is number of minutes

remaining in month
> Slope is negated since z decreases as month ages
rd-—1 > Calc. retraction threshold (in knots)

w.avg < updateMovingAverage(s.raw, m)
> m-sized window includes latest raw windspeed

if (w.avg <) or > Avg. windspeed is less than retraction threshold
(s.timestamp € Q) or > In quiet hours
((s.timestamp + hm.retraction_time) € Q) or > Allow time to stow
(hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out

((hm.getFractionVisbile PlusTimeT oRetractMonthly(c) >
FRACTION VISIBLE TIME THRESHOLD)
then
out < retract
else if w.avg > d then
out < deploy
end if
end for
end procedure
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Algorithm 6 The Aging algorithm (variant 0x1, i.e., current-weather only, transitions lim-

ited) Revision 1.2

1: procedure AcINGOX1(out, S, m, d, Q, hm, c)

2: > Output: out has either the value deploy which means “deploy or remain deployed”
or retract which means “retract or remain retracted” (out is a static; Its value at its first call
is retract)

3: > S = set of minute-by-minute windspeed samples
4: > m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed
5: > b[1 : 12] = array of monthly y-intercepts (in knots)
6: > () = set of timestamps in quiet hours
T > hm = harvester model
8: > | = lowest windspeed deemed to be windy
9: > ¢ = allocated visibility minutes per month
10:

11: FRACTION VISIBLE TIME THRESHOLD <« 0.99

12: for all s € S do > For each raw windspeed sample
13: d <+ getDeploymentThreshold(s.timestamp, b[s.month], )

14: > d= —mx + b where m = (I — b[s.month])/(minutes in 31 days) and x is number of minutes

remaining in month

15: > Slope is negated since x decreases as month ages
16: r+d-—1 > Calc. retraction threshold (in knots)
17:

18: w.avg <+ updateMovingAverage(s.raw, m)

19: > m-sized window includes latest raw windspeed

20:

21: if (hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out

22: ((hm.get FractionVisbile PlusTimeT oRetract Monthly(c) >
23: FRACTION VISIBLE TIME THRESHOLD)

24: then

25: out < retract

26: else if (hm.get FractionVisbilePlusTimeT oRetractMonthly(c) < 1) and

27: (getMinutesInMonthRemaining(s.date) < ¢) or

28: > harvester has not yet been visible this month
29: ( (w.avg > d) > Note: > is permitted
30: ) then

31:

32: out < deploy

33: end if

34: end for
35: end procedure
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Algorithm 7 The Aging algorithm (variant 0x2, i.e., weather prediction, transitions open)

Revision 1.2

1:
2:

10:
11:
12:
13:

14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:

34:
35:
36:
37:
38:
39:

procedure AGINGOX2(out, S, m, d, Q, hm, c)
> Output: out has either the value deploy which means “deploy or remain deployed”
or retract which means “retract or remain retracted” (out is a static; Its value at its first call
is retract)
> S = set of minute-by-minute windspeed samples
> m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed
> b[1 : 12] = array of monthly y-intercepts (in knots)
> () = set of timestamps in quiet hours
> hm = harvester model
> | = lowest windspeed deemed to be windy
> ¢ = allocated visibility minutes per month

for all s € S do > For each raw windspeed sample
d < getDeploymentThreshold(s.timestamp, b[s.month], 1)
> d = max + b where m = (I — b[s.month])/(minutes in 31 days) and z is number of minutes
remaining in month
> Bug in Revision 1.2: m’s sign is wrong
rd-—1 > Calc. retraction threshold (in knots)

w.avg < updateMovingAverage(s.raw, m)
> m-sized window includes latest raw windspeed

f.avg < updateMovingAverageFuture(s.f1440,m)
> m-sized window includes latest simulated predicted windspeed

MUCH _ WINDIER = 1.25;
FRACTION VISIBLE TIME THRESHOLD SOMEWHAT EXHAUSTED = 0.64;

if (w.avg <) or > Avg. windspeed is less than retraction threshold
(s.timestamp € Q) or > In quiet hours
((s.timestamp + hm.retraction_time) € Q) or > Allow time to stow
(hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out
((hm.getFractionVisbile PlusTimeT oRetractMonthly(c) >

FRACTION VISIBLE TIME THRESHOLD) or
( (hm.get FractionVisbile PlusTimeT oRetract Monthly(c) >
FRACTION VISIBLE TIME THRESHOLD SOMEWHAT EXHAUSTED) and
(f.avg > (w.avg=xMUCH_WINDIER)) )
then
out < retract
else if w.avg > d then
out < deploy
end if
end for
end procedure
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Algorithm 8 The Aging algorithm (variant 0x3, i.e., weather prediction, transitions limited)

Revision 1.2
1: procedure AGINGOX3(out, S, m, d, Q, hm, c)
2: > Output: out has either the value deploy which means “deploy or remain deployed”
or retract which means “retract or remain retracted” (out is a static; Its value at its first call
is retract)

3: > S = set of minute-by-minute windspeed samples
4: > m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed
5: > b[1 : 12] = array of monthly y-intercepts (in knots)
6: > () = set of timestamps in quiet hours
7 > hm = harvester model
8: > [ = lowest windspeed deemed to be windy
9: > ¢ = allocated visibility minutes per month
10:

11: FRACTION VISIBLE TIME THRESHOLD < 0.99
12: MUCH _WINDIER + 1.25

13: for all s € S do > For each raw windspeed sample

14: d < getDeploymentThreshold(s.timestamp, b[s.month], [)

15: > d = —mx + b where m = (I — b[s.month])/(minutes in 31 days) and x is number of minutes
remaining in month

16: > Slope is negated since = decreases as month ages

17: r+d-—1 > Calc. retraction threshold (in knots)

18:

19: w.avg < updateMovingAverage(s.raw, m)

20: > m-sized window includes latest raw windspeed

21:

22: f.avg < updateMovingAverageFuture(s.f1440,m)

23: > m-sized window includes latest simulated predicted windspeed

24:

25: if (hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out

26: ((hm.getFractionVisbile PlusTimeT oRetract Monthly(c) >
27: FRACTION VISIBLE TIME THRESHOLD)

28: then

29: out < retract

30: else if (hm.getFractionVisbile PlusTimeToRetractMonthly(c) < 1) and

31: (getMinutesInMonthRemaining(s.date) < ¢) or

32: > harvester has not yet been visible this month
33: ( (w.avg > d) and

34: > Note: > is permitted
35: (/((f.avg > (w.avgxMUCH_WINDIER)) > much windier tomorrow ) ) ) then
36:

37 out < deploy

38: end if

39: end for
40: end procedure
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Algorithm 9 The Fuzzy-Crisp algorithm (variant 0x0, i.e., current-weather only, transitions

open) Revision 1.5

1: procedure FuzzyCrispOX0(out, S, m, d, Q, hm, c)

2: > Output: out has either the value deploy which means “deploy or remain deployed”
or retract which means “retract or remain retracted” (out is a static; Its value at its first call
is retract)

3: > S = set of minute-by-minute windspeed samples
4: > m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed
5: > o[l : 12] = array of monthly membership values in combined fuzzy set
6: > () = set of timestamps in quiet hours
T > hm = harvester model
8: > [ = lowest windspeed deemed to be windy
9:

10: r1—1 > Calc. retraction threshold (in knots)
11:

12: for all s € S do > For each raw windspeed sample
13: w.avg <+ updateMovingAverage(s.raw, m)

14: > m-sized window includes latest raw windspeed
15:

16: if (w.avg <) or > Avg. windspeed is less than retraction threshold
17: (s.timestamp € Q) or > In quiet hours
18: ((s.timestamp + hm.retraction_time) € Q) or > Allow time to stow
19: hm.bInCutOutState(s.raw) > Boolean: Harvester in cut-out

20: then

21: out < retract

22: > Ensure that algorithm meets agreement, which is crisp

23:

24: else > Use fuzzy-code to deploy

25: if (windy and

26: (if not approaching quiet hours or
27: if fraction of time spent stowed is low))
28: > v[s.month| then

29: out < deploy
30: end if
31: end if

32: end for
33: end procedure
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Algorithm 10 The Fuzzy-Crisp algorithm (variant 0x1, i.e., current-weather only, transi-

tions limited) (Transition-Limited) Revision 1.5

1: procedure FuzzyCrispOx1(out, S, m, d, Q, hm, c)

2: > Output: out has either the value deploy which means “deploy or remain deployed”
or retract which means “retract or remain retracted” (out is a static; Its value at its first call
is retract)

3: > S = set of minute-by-minute windspeed samples
4: > m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed
5: > o[l : 12] = array of monthly membership values in combined fuzzy set
6: > @ = set of timestamps in quiet hours
7 > hm = harvester model
8: > [ = lowest windspeed deemed to be windy
9: > ¢ = allocated visibility minutes per month
10: r1—1 > Calc. retraction threshold (in knots)
11:

12: for all s € S do > For each raw windspeed sample
13: w.avg <+ updateMovingAverage(s.raw, m)

14: > m-sized window includes latest raw windspeed
15:

16: FRACTION VISIBLE TIME THRESHOLD <« 0.99

17:

18: if (hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out

19: (hm.getFractionVisbile PlusTimeT oRetractMonthly(c) >
20: FRACTION VISIBLE TIME THRESHOLD) or
21: (getMinutesInMonthRemaining(s.date) < hm. TIME TO_ RETRACT MINUTES)

22: > End the month retracted (not required)
23: then

24: out < retract

25:

26: else if (hm.get FractionVisbilePlusTimeT oRetractMonthly(c) < 1) then

27: > Use fuzzy-code to deploy
28: if (windy or

29: ApproachingUseltOrLoselt TimePoint) then

30: out < deploy

31: end if

32: end if

33: end for
34: end procedure
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Algorithm 11 The Fuzzy-Crisp algorithm (variant 0x2, i.e., weather prediction, transitions

open) (Weather-prediction-using) Revision 1.5

1: procedure FuzzyCrispOx2(out, S, m, d, Q, hm, c)
> Output: out has either the value deploy which means “deploy or remain deployed” or retract which means “retract or remain retracted”
(out is a static; Its value at its first call is retract)
> S = set of minute-by-minute windspeed samples
> m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed
> v[l : 12] = array of monthly membership values in combined fuzzy set
> Q = set of timestamps in quiet hours
> hm = harvester model
> | = lowest windspeed deemed to be windy

re1-1 > Calc. retraction threshold (in knots)
for all s € S do > For each raw windspeed sample
w.avg < updateMovingAverage(s.raw, m)

> m-sized window includes latest raw windspeed

f.avg + updateMovingAverageFuture(s.f1440, m)
> m-sized window includes latest day-ahead predicted windspeed

bt et e e o e e e = 0 S GO ST YO L

—

bFutureWindspeedUnavailable = (s.f1440 < 0) > Boolean
20: if (w.avg < r) or > Avg. windspeed is less than retraction threshold
21: (s.timestamp € Q) or > In quiet hours
22: ((s.timestamp + hm.retraction _time) € Q) or > Allow time to stow
23: hm.bInCutOutState(s.raw) > Boolean: Harvester in cut-out
24: then
25: out < retract
26: > Ensure that algorithm meets agreement, which is crisp
27:
28: else > Use fuzzy-code to deploy
29: if bFutureWindspeedUnavailable then
30: if (windy and

31: (if not approaching quiet hours or
32: if fraction of time spent stowed is low))

33: then

34: out « deploy
35: else
36: if ((very windy tomorrow and

37: running out of time) or

38: not very windy tomorrow or

39: not running out of time) and

40: (windy and

41: (if not approaching quiet hours or

42: if fraction of time spent stowed is low)) then
43: out < deploy

44: end if
45: end if
46: end if

47: end if

48: end for

49: end procedure
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Algorithm 12 The Fuzzy-Crisp algorithm (variant 0x3, i.e., weather prediction, transitions

limited) (Transition-limited, Weather-prediction-using) Revision 1.5

1: procedure FuzzyCrisp0x3(out, S, m, d, Q, hm, c)

2:

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
35:
36:
37:
38:
39:
40:
41:
42:
43:
44:

> Output: out has either the value deploy which means “deploy or remain deployed”

or retract which means “retract or remain retracted” (out is a static; Its value at its first call
is retract)

> S = set of minute-by-minute windspeed samples

> m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed

> o[l : 12] = array of monthly membership values in combined fuzzy set

> () = set of timestamps in quiet hours

> hm = harvester model

> | = lowest windspeed deemed to be windy

> ¢ = allocated visibility minutes per month

r«I{—1 > Calc. retraction threshold (in knots)

for all s € S do > For each raw windspeed sample
w.avg < updateMovingAverage(s.raw, m)
> m-sized window includes latest raw windspeed

f.avg < updateMovingAverageFuture(s.f1440,m)
> m-sized window includes latest simulated predicted windspeed

bFutureWindspeedUnavailable = (s.f1440 < 0) > Boolean
FRACTION VISIBLE TIME THRESHOLD < 0.99
if (hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out

(hm.getFractionVisbile PlusTimeT oRetractMonthly(c) >
FRACTION VISIBLE TIME THRESHOLD) or
(getMinutesInMonthRemaining(s.date) < hm. TIME _TO_ RETRACT_ MINUTES)

> End the month retracted (not required)

then

out < retract

else if (hm.get FractionVisbile PlusTimeT oRetractMonthly(c) < 1) then
> Use fuzzy-code to deploy
if bFutureWindspeedUnavailable then
if (windy or

ApproachingUseltOrLoselt TimePoint) then

out < deploy
end if
else
if ((windy today and tomorrow) or

ApproachingUseltOrLoselt TimePoint) then

out < deploy
end if
end if
end if
end for

end procedure
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A.1.2 Previous revision of each variant of each category

Algorithm 13 The Static algorithm (variant 0x0) Revision 1.1

1: procedure STATICOXO0(S, m, d, Q, hm, ¢)

2 > S = set of minute-by-minute windspeed samples
3 > m = window size (in samples) of moving average windspeed
4: > d = deployment threshold (in knots)
5: > () = set of timestamps in quiet hours
6 > hm = harvester model
7 > ¢ = allocated visibility minutes per month
8 rd-—1 > Calc. retraction threshold (in knots)
9:
10: FRACTION VISIBLE TIME THRESHOLD < 0.99
11: for all s € S do > For each raw windspeed sample
12: w.avg < updateMovingAverage(s.raw, m)
13: > m-sized window includes latest raw windspeed
14:
15: if (w.avg <) or > Avg. windspeed is less than retraction threshold

16: (s.timestamp € Q) or
17: ((s.timestamp + hm.retraction_time) € Q) or
18: (

(

19: (hm.getFractionVisbile PlusTimeT oRetractMonthly(c) >
20: FRACTION VISIBLE TIME THRESHOLD) then

21: RetractOrRemainRetracted

22: else if w.avg > d then

23: DeployOrRemainDeployed

24: end if

25: end for
26: end procedure

> In quiet hours
> Allow time to stow

(hm.bInCutOutState(s.raw) € Q) or > Boolean: Harvester in cut-out
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Algorithm 14 The Static algorithm (variant Ox1) (Transition-limited) Revision 1.1

1
2
3
4:
5:
6
7
8
9

10:
11:
12:
13:
14:
15:
16:

: procedure STATICOX1(S, m, d, Q, hm, ¢)

> S = set of minute-by-minute windspeed samples
> m = window size (in samples) of moving average windspeed

> d = deployment threshold (in knots)

> () = set of timestamps in quiet hours

> hm = harvester model

> ¢ = allocated visibility minutes per month

r—d-—1 > Calc. retraction threshold (in knots)

FRACTION VISIBLE TIME THRESHOLD <« 0.99
for all s € S do > For each raw windspeed sample
w.avg < updateMovingAverage(s.raw, m)
> m-sized window includes latest raw windspeed

updateMovingAverage(s.f1440, m)

> Bug in Revision 1.1: MovingAverage instead of MovingAverageFuture is being updated with
weather prediction

17:
18:

if (hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out

19: ((hm.getFractionVisbile PlusTimeT oRetractMonthly(c) >
20: FRACTION VISIBLE TIME THRESHOLD)

21: then

22: RetractOrRemainRetracted

23: else if (hm.get FractionVisbilePlusTimeT oRetractMonthly(c) < 1) and

24: (getMinutesInMonthRemaining(s.date) < ¢) or

25: > harvester has not yet been visible this month
26: ( (w.avg > d) > Note: > is permitted
27: ) then

28:

29: DeployOrRemainDeployed

30: end if

31: end for
32: end procedure
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Algorithm 15 The Static algorithm (variant 0x2) (Weather-prediction-using) Revision 1.1

1:
2
3
4:
5:
6:
7
8
9

10:
11:
12:
13:
14:
15:
16:
17:
18:

19:
20:
21:
22:
23:
24:
25:
26:
27:

28:
29:
30:
31:
32:
33:

procedure STATICOX2(S, m, d, Q, hm, ¢)
> S = set of minute-by-minute windspeed samples
> m = window size (in samples) of moving average windspeed
> d = deployment threshold (in knots)
> ) = set of timestamps in quiet hours
> hm = harvester model
> ¢ = allocated visibility minutes per month
rd-—1 > Calc. retraction threshold (in knots)

FRACTION VISIBLE TIME THRESHOLD < 0.99
MUCH_ WINDIER + 1.25
FRACTION VISIBLE TIME THRESHOLD SOMEWHAT EXHAUSTED = 0.64;
for all s € S do > For each raw windspeed sample
w.avg < updateMovingAverage(s.raw, m)
> m-sized window includes latest raw windspeed

f.avg < updateMovingAverage(s.f1440,m)
> Bug (or unintended feature) in Revision 1.1: MovingAverage instead of
MovingAverageFuture is being updated with weather prediction
if (w.avg <) or > Avg. windspeed is less than retraction threshold
(s.timestamp € Q) or > In quiet hours
((s.timestamp + hm.retraction_time) € Q) or > Allow time to stow
(hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out
((hm.get FractionVisbile PlusTimeT oRetract Monthly(c) >
FRACTION VISIBLE TIME THRESHOLD) or
( (hm.getFractionVisbile PlusTimeT oRetract Monthly(c) >
FRACTION VISIBLE TIME THRESHOLD SOMEWHAT EXHAUSTED) and
(f.avg > (w.avgxMUCH _WINDIER)) )
then
RetractOrRemainRetracted
else if w.avg > d then
DeployOrRemainDeployed
end if
end for
end procedure
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Algorithm 16 The Static algorithm (variant 0x3) (Transition-limited, Weather-prediction-

using) Revision 1.1

—

e e e el el

: procedure STATICOX3(S, m, d, Q, hm, ¢)

> S = set of minute-by-minute windspeed samples

> m = window size (in samples) of moving average windspeed

> d = deployment threshold (in knots)

> () = set of timestamps in quiet hours

> hm = harvester model

> ¢ = allocated visibility minutes per month

r—d-—1 > Calc. retraction threshold (in knots)

FRACTION VISIBLE TIME THRESHOLD <« 0.99
for all s € S do > For each raw windspeed sample
w.avg < updateMovingAverage(s.raw, m)
> m-sized window includes latest raw windspeed

f.avg < updateMovingAverage(s.f1440,m)
> Bug (or unintended feature) in Revision 1.1: MovingAverage instead of

MovingAverageFuture is being updated with weather prediction
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:

if (hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out

((hm.getFractionVisbile PlusTimeT oRetractMonthly(c) >
FRACTION VISIBLE TIME_THRESHOLD)
then

RetractOrRemainRetracted
else if (hm.get FractionVisbilePlusTimeT oRetractMonthly(c) < 1) and

(getMinutesInMonthRemaining(s.date) < ¢) or

> harvester has not yet been visible this month

( (w.avg > d) and

> Note: > is permitted

(I((f.avg > (w.avg*xMUCH_WINDIER)) > much windier tomorrow ) ) ) then

DeployOrRemainDeployed
end if
end for

end procedure
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Algorithm 17 The Aging algorithm (variant 0x0) Revision 1.1

1: procedure AGINGOXO(S, m[1:12], b1 : 12], @Q, hm, I, c)

2: > S = set of minute-by-minute windspeed samples
3 > m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed
4 > b[1 : 12] = array of monthly y-intercepts (in knots)
5: > () = set of timestamps in quiet hours
6 > hm = harvester model
7 > [ = lowest windspeed deemed to be windy
8 > ¢ = allocated visibility minutes per month
9

10: FRACTION VISIBLE TIME THRESHOLD < 0.99

11: for all s € S do > For each raw windspeed sample

12: d < getDeploymentThreshold(s.timestamp, b[s.month], 1)

13: > d = mz + b where m = (I — b[s.month])/(minutes in 31 days) and x is number of minutes
remaining in month

14: > Bug in Revision 1.1: m’s sign is wrong

15: r«d—1 > Calc. retraction threshold (in knots)

16:

17: w.avg < updateMovingAverage(s.raw, m)

18: > m-sized window includes latest raw windspeed

19:

20: if (w.avg <r) or > Avg. windspeed is less than retraction threshold

21: (s.timestamp € Q) or > In quiet hours

22: ((s.timestamp + hm.retraction_time) € Q) or > Allow time to stow

23: (hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out

24: ((hm.get FractionVisbile PlusTimeT oRetract Monthly(c) >
25: FRACTION VISIBLE TIME THRESHOLD)

26: then

27: RetractOrRemainRetracted
28: else if w.avg > d then

29: DeployOrRemainDeployed
30: end if

31: end for
32: end procedure
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Algorithm 18 The Aging algorithm (variant 0x1) (Transition-limited) Revision 1.1

14:
15:
16:
17:
18:
19:
20:
21:

22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
35:
36:
37:

1
2
3
4:
5:
6:
7
8
9

10:
11:
12:
13:

procedure AGINGOX1(S, m[l:12], b[1:12], Q, hm, [, c)

> S = set of minute-by-minute windspeed samples

> m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed
> b[1 : 12] = array of monthly y-intercepts (in knots)

> ) = set of timestamps in quiet hours

> hm = harvester model

> | = lowest windspeed deemed to be windy

> ¢ = allocated visibility minutes per month

FRACTION VISIBLE TIME THRESHOLD <« 0.99
for all s € S do > For each raw windspeed sample
d < getDeploymentThreshold(s.timestamp, b[s.month], 1)
> d = ma + b where m = (I — b[s.month])/(minutes in 31 days) and z is number of minutes
remaining in month
> Bug in Revision 1.1: m’s sign is wrong
r—d-—1 > Calc. retraction threshold (in knots)

w.avg < updateMovingAverage(s.raw, m)
> m-sized window includes latest raw windspeed

updateMovingAverage(s.f1440, m)
> Bug in Revision 1.1: MovingAverage instead of MovingAverageFuture is being updated with
weather prediction

if (hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out
((hm.get FractionVisbile PlusTimeToRetract Monthly(c) >
FRACTION VISIBLE TIME THRESHOLD)
then

RetractOrRemainRetracted

else if (hm.get FractionVisbilePlusTimeT oRetractMonthly(c) < 1) and

(getMinutesInMonthRemaining(s.date) < ¢) or
> harvester has not yet been visible this month

( (w.avg > d) > Note: > is permitted
) then

DeployOrRemainDeployed
end if
end for
end procedure
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Algorithm 19 The Aging algorithm (variant 0x2) (Weather-prediction-using) Revision 1.1
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procedure AGINGOX2(S, m[l :12], b[1: 12], Q, hm, I, ¢)

> S = set of minute-by-minute windspeed samples

> m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed
> b[1 : 12] = array of monthly y-intercepts (in knots)

> () = set of timestamps in quiet hours

> hm = harvester model

> | = lowest windspeed deemed to be windy

> ¢ = allocated visibility minutes per month

for all s € S do > For each raw windspeed sample
d < getDeploymentThreshold(s.timestamp, b[s.month], [)
> d = ma + b where m = (I — b[s.month])/(minutes in 31 days) and = is number of minutes
remaining in month
> Bug in Revision 1.1: m’s sign is wrong
rd-—1 > Calc. retraction threshold (in knots)

w.avg < updateMovingAverage(s.raw, m)
> m-sized window includes latest raw windspeed

f.avg < updateMovingAverage(s.f1440,m)
> Bug (or unintended feature) in Revision 1.1: MovingAverage instead of
MovingAverageFuture is being updated with weather prediction

MUCH WINDIER = 1.25;
FRACTION VISIBLE TIME THRESHOLD SOMEWHAT EXHAUSTED = 0.64;

if (w.avg <) or > Avg. windspeed is less than retraction threshold
(s.timestamp € Q) or > In quiet hours
((s.timestamp + hm.retraction_time) € Q) or > Allow time to stow
(hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out
((hm.getFractionVisbile PlusTimeT oRetractMonthly(c) >

FRACTION VISIBLE TIME THRESHOLD) or
( (hm.get FractionVisbile PlusTimeT oRetract Monthly(c) >
FRACTION VISIBLE TIME THRESHOLD SOMEWHAT EXHAUSTED) and
(f.avg > (w.avgxMUCH_WINDIER)) )
then
RetractOrRemainRetracted
else if w.avg > d then
DeployOrRemainDeployed
end if
end for
end procedure
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Algorithm 20 The Aging algorithm (variant 0x3) (Transition-limited, Weather-prediction-

using) Revision 1.1
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procedure AGINGOX3(S, m[l :12], b[1:12], Q, hm, I, ¢)
> S = set of minute-by-minute windspeed samples
> m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed
> b[l : 12] = array of monthly y-intercepts (in knots)
> () = set of timestamps in quiet hours
> hm = harvester model
> | = lowest windspeed deemed to be windy
> ¢ = allocated visibility minutes per month

FRACTION VISIBLE TIME THRESHOLD < 0.99

MUCH_ WINDIER « 1.25

for all s € S do > For each raw windspeed sample
d < getDeploymentThreshold(s.timestamp, b[s.month], 1)

> d = ma + b where m = (I — b[s.month])/(minutes in 31 days) and = is number of minutes

remaining in month
> Bug in Revision 1.1: m’s sign is wrong

r—d-—1 > Calc. retraction threshold (in knots)

w.avg < updateMovingAverage(s.raw, m)
> m-sized window includes latest raw windspeed

f.avg < updateMovingAverage(s.f1440,m)
> Bug (or unintended feature) in Revision 1.1: MovingAverage instead of
MovingAverageFuture is being updated with weather prediction

if (hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out
((hm.getFractionV'isbile PlusTimeT oRetractMonthly(c) >
FRACTION VISIBLE TIME THRESHOLD)
then
RetractOrRemainRetracted
else if (hm.getFractionVisbile PlusTimeToRetractMonthly(c) < 1) and
(getMinutesInMonthRemaining(s.date) < ¢) or
> harvester has not yet been visible this month
( (w.avg > d) and
> Note: > is permitted
(I((f.avg > (w.avgxMUCH_WINDIER)) > much windier tomorrow ) ) ) then

DeployOrRemainDeployed
end if
end for
end procedure
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Algorithm 21 The Fuzzy-Crisp algorithm (variant 0x0) Revision 1.4

: procedure FuzzyCrispOx0(S, m[1 : 12], v[1: 12], Q, hm, I)
: > S = set of minute-by-minute windspeed samples

1

2

3 > m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed
4: > o[l : 12] = array of monthly membership values in combined fuzzy set
5: > () = set of timestamps in quiet hours
6 > hm = harvester model
7 > | = lowest windspeed deemed to be windy
8
9

rI{—1 > Calc. retraction threshold (in knots)
10:
11: for all s € S do > For each raw windspeed sample
12: w.avg < updateMovingAverage(s.raw, m)
13: > m-sized window includes latest raw windspeed
14:
15: if (w.avg <) or > Avg. windspeed is less than retraction threshold
16: (s.timestamp € Q) or > In quiet hours
17: ((s.timestamp + hm.retraction_time) € Q) or > Allow time to stow
18: hm.bInCutOutState(s.raw) > Boolean: Harvester in cut-out
19: then
20: RetractOrRemainRetracted
21: > Ensure that algorithm meets agreement, which is crisp
22:
23: else > Use fuzzy-code to deploy
24: if (windy and

25: (if not approaching quiet hours or
26: if fraction of time spent stowed is low))
27: > v[s.month| then

28: DeployOrRemainDeployed
29: end if
30: end if

31: end for
32: end procedure
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Algorithm 22 The Fuzzy-Crisp algorithm (variant 0x1) (Transition-Limited) Revision 1.4
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procedure FuzzyCrispOX1(S, m[l : 12], v[1: 12], Q, hm, [, ¢)

> S = set of minute-by-minute windspeed samples

> m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed

> o[l : 12] = array of monthly membership values in combined fuzzy set

> ) = set of timestamps in quiet hours

> hm = harvester model

> | = lowest windspeed deemed to be windy

> ¢ = allocated visibility minutes per month

reI1i—1 > Calc. retraction threshold (in knots)

for all s € S do > For each raw windspeed sample
w.avg < updateMoving Average(s.raw, m)
> m-sized window includes latest raw windspeed

updateMovingAverage(s.f1440, m) > Bug in Revision 1.4: MovingAverage instead of
MovingAverageFuture is being updated with weather prediction
FRACTION VISIBLE TIME THRESHOLD < 0.99

if (hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out
(hm.getFractionVisbile PlusTimeToRetractMonthly(c) >
FRACTION VISIBLE TIME THRESHOLD) or
(getMinutesInMonthRemaining(s.date) < hm. TIME _TO_ RETRACT_ MINUTES)
> End the month retracted (not required)
then
RetractOrRemainRetracted

else if (hm.get FractionVisbilePlusTimeT oRetractMonthly(c) < 1) then
> Use fuzzy-code to deploy
if (windy or
ApproachingUseltOrLoselt TimePoint) then
Deploy
end if
end if
end for
end procedure
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Algorithm 23 The Fuzzy-Crisp algorithm (variant 0x2) (Weather-prediction-using) Revi-

sion 1.4

1: procedure FuzzyCrisp0x2(S, m[l : 12], v[1 : 12], Q, hm, I)

IND bt bt et et e et et
SOONIPTUR o ST FHIT I

> S = set of minute-by-minute windspeed samples

> m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed
> v[l: 12] = array of monthly membership values in combined fuzzy set

r1—-1
for all s € S do
w.avg < updateMovingAverage(s.raw, m)

f.avg + updateMovingAverageFuture(s.f1440, m)

bFutureWindspeedUnavailable = (s.f1440 < 0)
if (w.avg < r) or

. (s.timestamp € Q) or

21:

. hm.bInCutOutState(s.raw)

((s.timestamp + hm.retraction_time) € Q) or

then
RetractOrRemainRetracted

else
if bFutureWindspeedUnavailable then
if (windy and

. (if not approaching quiet hours or
. if fraction of time spent stowed is low))

then
DeployOrRemainDeployed
else
if ((very windy tomorrow and

! running out of time) or

. not very windy tomorrow or

. not running out of time) and

. (windy and

. (if not approaching quiet hours or

. if fraction of time spent stowed is low)) then

DeployOrRemainDeployed
end if
end if
end if
end if
end for

. end procedure

> Q = set of timestamps in quiet hours

> hm = harvester model

> | = lowest windspeed deemed to be windy
> Calc. retraction threshold (in knots)

> For each raw windspeed sample

> m-sized window includes latest raw windspeed

> m-sized window includes latest day-ahead predicted windspeed

> Boolean

> Avg. windspeed is less than retraction threshold
> In quiet hours

> Allow time to stow

> Boolean: Harvester in cut-out

> Ensure that algorithm meets agreement, which is crisp

> Use fuzzy-code to deploy
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Algorithm 24 The Fuzzy-Crisp algorithm (variant 0x3) (Transition-limited, Weather-

prediction-using) Revision 1.4
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procedure FuzzyCrispOx3(S, m[l : 12], v[1: 12], Q, hm, I, ¢)
> S = set of minute-by-minute windspeed samples
> m[l : 12] = array of monthly window sizes (in samples) of moving average windspeed
> o[l : 12] = array of monthly membership values in combined fuzzy set
> () = set of timestamps in quiet hours
> hm = harvester model
> [ = lowest windspeed deemed to be windy
> ¢ = allocated visibility minutes per month
r«1—1 > Calc. retraction threshold (in knots)

for all s € S do > For each raw windspeed sample
w.avg < updateMovingAverage(s.raw, m)
> m-sized window includes latest raw windspeed

f.avg < updateMovingAverage(s.f1440,m) > Bug (or unintended feature) in Revision
1.4: MovingAverage instead of MovingAverageFuture is being updated with weather prediction

bFutureWindspeedUnavailable = (s.f1440 < 0) > Boolean
FRACTION_VISIBLE TIME THRESHOLD <« 0.99
if (hm.bInCutOutState(s.raw) or > Boolean: Harvester in cut-out

(hm.getFractionVisbile PlusTimeT oRetractMonthly(c) >
FRACTION VISIBLE TIME THRESHOLD) or
(getMinutesInMonthRemaining(s.date) < hm. TIME TO_ RETRACT MINUTES)
> End the month retracted (not required)
then
RetractOrRemainRetracted

else if (hm.getFractionVisbile PlusTimeT oRetractMonthly(c) < 1) then
> Use fuzzy-code to deploy
if bFutureWindspeedUnavailable then
if (windy or
ApproachingUseltOrLoselt TimePoint) then
Deploy
end if
else
if ((windy today and tomorrow) or
ApproachingUseltOrLoselt TimePoint) then
Deploy
end if
end if
end if
end for
end procedure
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A.2 CREATING AND USING FUZZY-SET MEMBERSHIP FUNCTIONS

A.2.1 Example of how to make a membership function for the fuzzy set NOT
WINDY AT KBOS

We define the fuzzy term not windy enough or not windy to mean not powerful enough or
not powerful, which is another fuzzy term, but nonetheless our equating not windy with not

powerful is the reason why we used a power calculation in the following procedure:

1. Load the training data for the KBOS family of benchmarks into R. “R is a free software
environment for statistical computing and graphics” [78].

The following R command creates the data frame df:

The data frame df has five columns as shown here. As stated in Section 4.2.0.3, the
column name “f1440” indicates that the column’s values are simulated predicted wind-
speeds 1440 minutes in advance of the current time. The name suggests that additional
columns with predicted windspeeds at different time horizons may be added in future

benchmarks suite revisions.

names ( df)
| "timestamp"

] "wind_ knots"

| "actual.vs..interpolated"
] "f1440"

|

>
[
[
[
[
[ TOLAS"

SO W N~

1
2
3
4
S

2. From data frame df, extract the wind speed data, which is the wind_knots column:

3. Create a frequency distribution of all the windspeeds in the KBOS training data (which

includes interpolated windspeeds for the missing minutes, as mentioned in Section 4.2).

1 > # Generate sequence 0,1,2,...,125

2 > breaks = seq(0, 125, by=1)

3 > # Label each value in wind knots with the interval, e.g., [0,1)
4 > # to which it belongs

5 > wind knots.cut = cut(wind knots, breaks, right=FALSE)

6 > # Build a table of counts of each applied label, i.e., interval
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7 > wind_knots.freq = table(wind_knots.cut)

4. For each “bucket” of windspeeds, we calculate the power that that bucket generated via
the following the formula [30]:

P =nw

where w is the label, i.e., a windspeed, on the bucket and n is the number of instances
of that windspeed in that bucket.

5. Because we are defining not windy to mean not powerful, we convert the windspeed to a
wind power. Per the power equation above, as windspeed increases, wind power increases

cubically. Thus, we cube wind_knots:

1 > # Combine sequence 0,1,...,124 into vector

2 > bucket label wind knots = ¢(0:124)

3 > # Multiply each cell by cube of its windspeed

4 > wind power = wind knots.freq * (bucket label wind knots ~ 3)

5 > # Cumulatively sum the vector wind power

6 > wind_ power.cumsum = cumsum(wind power)

7 > # Divide by 125th cumulative sum

8 > wind_ power.relativecumsum = wind power.cumsum / wind power.
cumsum [125]

6. Now that we have created

1 > x <— cbind(wind_power.relativecumsum /.8)

7. Because dividing numbers greater than .8 results in quotients greater than 1, we cap the

quotients at 1 (and invert by subtracting from 1 because we want a membership function

for the set NOT WINDY):

1 > membership function windy not <— 1 — apply(x, 1, function(x) if
(x>1) 1 else x)

8. To create the plot of the membership function (Figure 28), use the following commands,

where x1ab and ylab define the x-axis and y-axis titles, respectively:

for plot = cbind(seq(0,124), membership function windy not)
png ()

plot (for plot|,1], for plot[,2], xlim=c(0,20), ylab=

"Degree of Membership in ’Not Windy at KBOS’", xlab="Windspeed
(knots) ’,

5 + main="Membership Function for Fuzzy Set ’'Not Windy at KBOS ")

I R
+ VvV VvV V
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Membership Function for Fuzzy Set 'Not Windy at KBOS"

Degree of Membership in ‘Mot Windy at KBOS'

o
. C0 000000
T T T T

0 5 10 15 20

0.0

Windspeed (knots)

Figure 28: Membership function for fuzzy set ‘Not Windy at KBOS’ where KBOS refers to
weather station KBOS

6 > dev.off()

The plot of the membership function (Figure 28) shows how the function maps each
windspeed (measured in knots) in its domain to degrees of membership in the set NOT
WINDY AT KBOS. The membership function can be used by fuzzy algorithms to de-

termine how windy the weather measured by a windspeed is.

A.2.1.1 Files describing fuzzy-set membership in the set NOT WINDY AT
<STATION> We integrated the R code essentially the same as that directly above
into an R script to create a NOT WINDY membership function for each training set
(i.e., we created a membership function for each of the 30 weather stations). We
are including each NOT WINDY membership function in the benchmark suite. FEach
NOT WINDY membership function is in its own file named “training<Station>2004-
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2012imembershipFunctionNotWindy.out” where <Station> is the weather station’s four-
character ICAO code (e.g, KPIT). An example of a version of “trainingKPIT2004-
2012imembershipFunctionNotWindy.out” is shown in Listing 1. The left-hand column is
a set of ranges of windspeeds (measured in knots). Each element of that set is mapped
to a membership value. For example, the range [0,1) knots is mapped to the membership
value of 1.000. Thus, the range [0,1) is fully a member of the set NOT WINDY AT KPIT.
For another example, the range [15,16) knots is mapped to the membership value of 0.167;
That range’s degree of membership in NOT WINDY AT KPIT is 0.167. Because the degree
of membership in the set NOT WINDY AT KPIT is 0.00 for all windspeeds 18 knots and

greater, rows in the range [23,123] knots have been omitted from Listing 1:

Listing 1: trainingKPIT2004-2012imembershipFunctionNot Windy.out

1 membership function windy not
2 [0,1) 1.000
3 [1,2) 1.000
4 12,3) 0.999
5 [3,4) 0.995
6 [4,5) 0.982
7 [5,6) 0.959
8 [6,7) 0.921
9 [7,8) 0.866
10 [8,9) 0.796
11 [9,10) 0.712
12 [10,11) 0.619
13 [11,12) 0.523
14 [12,13) 0.427
15 [13,14) 0.334
16 [14,15) 0.247
17 [15,16) 0.167
18 [16,17) 0.095
19 [17,18) 0.032
20 [18,19) 0.000
21 [19,20) 0.000
22 [20,21) 0.000
23 [21,22) 0.000
24 ...

25 [124,125) 0.000
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Figure 29: Example membership functions for the fuzzy sets representing morning, evening,

and nightly visibility bans

A.2.2 Example of how to make fuzzy-set membership function for set DAILY
VISIBILITY BAN [IN EFFECT)]

Let T be the set of all minutes in a day. Thus, the elements 0:00 and 23:59 are in set T'. Let

T have the following fuzzy subsets:

e MORNING BAN
e AFTERNOON BAN
e NIGHTLY BAN

Let us make the membership functions from a daily repeating triangular function where
the height of the triangle is dependent on the survey results. An example of such a daily

repeating triangular function is shown here:

daily Triangle(hour, scale, halfbase, midpoint) =
scale x max(0, (normalizer (halfbase)) x (2 x min(dailyPattern(hour, midpoint),

2 — dailyPattern(hour, midpoint — voffset(halfbase))); (1)
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where

dailyPattern(hour, midpoint) = mod (hour — (midpoint — 12),24)/12;
interimHeight (halfbase) = halfbase /6;
normalizer(halfbase) = 1/(interimHeight(halfbase));

)

voffset(halfbase) = 2 — interimHeight(halfbase);

Let us continue this example by deriving membership functions from our actual survey
data. The survey results indicate that 245 respondents “[s|upport retractable wind turbines

2

under certain conditions.” The following numbers of those 245 respondents chose to ban
harvester visibility in the morning, afternoon, and night: 13, 13, and 29 or 5%, 5%, and
12%, respectively. Let the morning, afternoon, and night hours be 07:00-12:00, 12:00-22:00,
and 22:00-07:00, respectively. Because the survey did not explicitly define the intervals, we
are using the common understanding that noon divides morning and afternoon, and for night
hours we are using the quiet hours in Pittsburgh (Table A.10 on page 214). The midpoints
and durations of each range (e.g. the midpoint and duration of 22:00-07:00 are 02:30 and 9
hours, respectively) used to derive the midpoint and width of each triangle, where the width

is one hour greater than the duration to allow the following membership functions to overlap

slightly (Figure 29) for this example:

mf vorninG Ban = dailyTriangle(hour, scale = 0.05, halfbase = 3, midpoint = 9.5); (6)
mf arrernoon Ban = dailyTriangle(hour, scale = 0.05, halfbase = 6, midpoint = 17); (7)

Mf NIGHTLY BAN = daily Triangle(hour, scale = 0.12, halfbase = 5.5, midpoint = 2.5);

(8)
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For example, suppose that the time of day is 19:00 (i.e., 7 p.m.). The degree of mem-
bership of 19:00 in the fuzzy set DAILY BAN is

mf parLy pan(z) = mf yornine pan(x) V mf arrerNooN BaN(T)V
mf NigaTLy BAN(T)
= mf mornina_pan(19:00) V- mf arrpryvoon pan(19:00)V
mf NigaTLy BAN(19:00)
= max(mf yorning Ban(19:00), mf arrErNoON BAN(19:00),
mf nicaTLy _Ban(19:00))
= max(0, 0.03,0)

=0.03

Let us continue this example in the following section by using mf parry visiBiLiry BAN

as part of a larger expresion.

A.2.3 Translating membership values to a retraction speed

Suppose that a harvester has a maximum retraction speed M. We are assuming that the
maximum retraction speed is the same as the deployment speed for the following example.
(Deployment speed is the inverse of deployment time, which is defined in Appendix A.3.5.)
And suppose that the harvester is able to be deployed at any speed in the range [M/2, M].
Then, we can create a function that maps membership values to a retraction speed in the

range [M /2, M]:

y = 0.5M((mfparcy visiroiry Ban(t)V mfyor winpy (z)V

mfroo winpy (%) NV mfusep _art_1rs_arrocarep_visiioiry (h)) 1) (9)

where z is the windspeed, t is the time of day, A is how much time the harvester has been
visible, the symbol V is the maximum operator, and y is the resulting deployment speed.
Let us continue the example from the previous section where mfparry visiproiry Ban

equals 0.03. Suppose that a wind speed xy has a degree of membership of 0.25 in the set
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NOT_ WINDY, a degree of membership of 0 in the set TOO_WINDY, and 0.75 in the fuzzy
set USED ALL _ITS ALLOCATED VISIBILITY. Then Equation 9 becomes

y = 0.5M((0.03V0.25V 0V 0.75) + 1) (10)
= 0.5M (max(0.03,0.25,0,0.75) + 1) (11)
= 0.5M(0.75+ 1) (12)
= 0.5M (1.75) (13)
= 0.875M (14)

which translates the membership values to 87.5% of the maximum retraction speed.
For Equation 9, as the highest membership value increases, the retraction speed increases,
which is by design, because each fuzzy set in Equation 9 is a reason to retract the harvester.
A problem with using fuzzy logic to retract the harvester is that the controlling authority
would need to agree that the harvester is complying with operational restrictions if the algo-
rithm is using an agreed-upon fuzzy equation, which might be more difficult to understand
than a crisp operational restriction. We avoided that problem by using crisp code to retract

in the Fuzzy-Crisp hybrid algorithm (Section 3.4.3 on page 35).

A.2.4 Windspeeds deemed “windy” for crisp applications

Let us describe how to create a lambda-cut set from the NOT WINDY membership function
(Appendix A.2.1) of each weather station ws. (Recall that a general definition of a lambda-
cut set can be found in Ross [80] and in this case, the lambda-cut set is the set of all
windspeeds in the fuzzy set NOT WINDY having membership values of A or higher.) Each
station’s NOT_WINDY membership function pvor winpyws)() maps a windspeed s to
a membership value jnor winpyws)(s) € M = {z € Rlz € [0,1]}. Choose a A € M.
The lambda-cut set of the fuzzy set NOT WINDY is made up of all windspeeds that
have membership values equal to or greater than A. That is, (NOT WINDY, ws), =
{wlnvor winpyws)(y) = A}

For each station ws, we deem windspeeds (that are in the domain of fyvor winDy,ws)())

to be “windy” if those windspeeds are not in (NOT_WINDY, ws),, where A = 0.9. For each
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station ws, the least windspeed that we deem to be “windy” in the set of natural numbers
is given in Table 11. Each “Lowest Windspeed Deemed to Be Windy” happens either be a
Light Breeze (4-6 knots) or a Gentle Breeze (7-10 knots) as defined by the Beaufort Wind
Scale (Table 10 on the next page [62]) when A = 0.9.
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Table 10: Beaufort Wind Scale

Wind (knots)

WMO Classification

Less than 1 Calm

1-3 Light Air
4-6 Light Breeze
7-10 Gentle Breeze
11-16 Moderate Breeze
17-21 Fresh Breeze
22-27 Strong Breeze
28-33 Near Gale
34-40 Gale
41-47 Strong Gale
48-55 Storm
56-63 Violent Storm
64+ Hurricane
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Before choosing 0.9, we also explored other values for A, which did not perform well in

our initial testing of an Aging algorithm.

Table 11: Lowest windspeed deemed to be “windy” for each station for six values of the

parameter \.

A 0.4 ‘ 0.5 ‘ 0.6 ‘ 0.7 ‘ 0.8 ‘ 0.9

Lowest Windspeed Deemed
station to Be Windy (knots)
KATL | 12 | 11 | 10| 9 | 8
KBOS | 15 | 14 | 13 | 12 | 10
KBWI | 13 |12 |10 | 9 | 8
KCLE | 14 | 13 | 12 | 11 | 10
KCLT 10| 9 | 8 | 8 | 7
KCVG | 14 | 13 | 12 | 10 | 9
KDCA | 13 |12 | 11 | 10 | 9
KDEN | 18 | 15 | 14 | 12 | 10
KDFW | 16 | 14 | 13 | 12 | 11
KDTW | 14 | 13 | 12 | 10 | 9
KEUG | 11 | 10 | 10 | 9 | 8
KIAH | 13 |12 | 11 | 10 | 9
9
8

KLAS | 14 | 13 | 12 | 11
KLAX [ 12 | 11 | 10 | 9
KLGA | 15 | 14 | 13 | 12 | 10
KMCI | 14 | 13 | 12 | 11 | 10
KMCO | 13 | 12 | 11 | 10
KMSP | 13 | 12 | 11 | 10
KORD | 13 | 12 | 11 | 10
KPHL | 14 | 13 | 12 | 11

o |0 |0 [T |00 | © ([ || IO |00 | |O© | N[~ |00 |[~N|© |~
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Table 11: (continued)

KPHX | 12 | 11 | 10 | 9
KPIT | 13 | 12 | 11 | 10
KSAC | 12 | 11 | 10 | 9
KSAN | 10 | 9 8 8
KSAT | 12 | 11 | 11 | 10
KSEA | 11 | 11 | 10 | 9
KSFO | 17 | 16 | 15 | 14 | 12 | 10
KSMX | 15 | 13 | 12 | 11 | 10 | 8
KSTL | 13 | 12 | 11 | 10 | 9 7
KTPA | 10 | 9 8 8 7 6

[ © [~ |~ |0 |

Max. 18 116 | 15 | 14 | 12 | 10

Min. 10 1 9 8 8 7 >

A.3 MODEL OF HARVESTER THAT IS TOWERED

This version of the benchmark suite has one (for simplicity) wind harvester model: a towered
harvester. We chose to derive the model of the towered retracted harvester from the Vestas
V90-3.0 MW.!

The wind harvester model comprises the following items, each explained in a subsection

below:

e a power curve (A.3.1), i.e., a power output function, which maps windspeed to power
output,

e a deployment energy (A.3.3) function, which maps windspeed to the energy required to
deploy the harvester,

IThe Vestas V90-3.0 MW has the median rotor diameter, 90m, of the five diameters of the five Vestas
turbines (V34, V80, V90, V112, and V164) listed in Staffell [88].
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e a retraction energy (A.3.4) function, which maps windspeed to the energy required to
retract the harvester, and

e deployment speed (A.3.5) and retraction speed parameters.

A.3.1 Power curve

The power outputs of the V90-3.0 MW are given in Table 12 [88] for a range of windspeeds.
The power output function uses the data shown in Table 12 to find the power that the
V90 outputs given a windspeed. We assume that the turbine is available 100% of the
time. A plot of Table 12 is shown in Figure 30 on page 163. That is, we assume that
scheduled or unscheduled events (e.g., maintenance) will not interfere with the harvester’s
energy harvesting. Note that Table 12 indicates that the cut-out speed is 49 knots, at and
above which the turbine outputs 0 kW. Cutting-out power output to 0 is an effort to protect
certain components. However, that effort might not be sufficient if the windspeeds become
extremely high. The actual V90’s design parameter is 82.6 knots or 42.5ms™~! for mazimum
average wind defined as “10 min., 50 years’ mean wind speed” [101, Section 4.2] if winds are
within other limits such as turbulence [101, Section 4.2|. (We assume that the envisioned

retractable version of the V90 turbine can survive winds up to at least 80 knots.)
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Table 12: Power output of the V90-3.0 MW vs. windspeed [88]

Windspeed (knots) | Power (kW) || Windspeed (knots) | Power (kW)
0 0 30 3000
1 0 31 3000
2 0 32 3000
3 0 33 3000
4 0 34 3000
5 0 35 3000
6 0 36 3000
7 38 37 3000
8 87 38 3000
9 141 39 3000
10 207 40 3000
11 286 41 3000
12 382 42 3000
13 496 43 3000
14 628 44 3000
15 781 45 3000
16 957 46 3000
17 1153 47 3000
18 1366 48 3000
19 1589 49 0
20 1814 50 0
21 2035 o1 0
22 2250 52 0
23 2452 53 0
24 2634 o4 0
25 2784 55 0
26 2888 56 0
27 2949 57 0
28 2980 58 0
29 2993 99 0

continues above right 60 |and more] 0
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Figure 30: Power curve of harvester model

A.3.2 Too windy

We are interpreting too windy to mean too windy to harvest. Being too windy to harvest
is defined by the following constants in a V90-3MW specification [101, p. 22|, where cut-out
speed is the speed at which and above the harvester outputs no power (because turbines are
designed to try to avoid damage from high winds by feathering the blades, i.e., increasing
the pitch angle of each blade to reduce the blade surface area facing the wind |70| [52, Page
5]) and recut-in speed is the speed to which the wind must decrease before the harvester

resumes outputting power after a cut-out:

e CUT_OUT_SPEED_ KNOTS = 49 (25m/s) and
e RECUT IN_SPEED_KNOTS = 39 (20m/s).

The V90’s cut-out speed of 49 knots can be clearly seen in Table 12. Note that Table 12
does not show the recut-in speed; Table 12 does not apply to situations where the harvester
is in cut-out mode and windspeeds are between 39 and 49, exclusive.?

The highest windspeed is the benchmark suite is 67 knots, which in the file

2Those “pre-recut-in” situations were ignored when we found the “ideal” deployment and retraction times
for OLA5, as noted in a footnote referenced from Appendix 4.3.
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training KM C02004-2012in.csv and less than the 80-knot survivability windspeed of the mod-
eled harvester, as stated in Appendix A.3.1. Recall that cutting the power output is an effort
to survive high winds, but extremely high winds could damage a wind turbine. The cut-out
speed of the V90 (49 knots) [88] is much less than the V90’s designed survivability windspeed
(82.6 knots) [101, Section 4.2].

A.3.3 Deployment energy

It takes a certain amount of energy to deploy a retractable harvester. Harvesters can con-
ceivably be helped to be lifted by airfoils. Thus, our model calculates deployment energy
as inversely proportional to windspeed. That is, as windspeeds increase, deployment energy

decreases.

Our envisioned retractable-harvester relies solely on airfoils to deploy when the windspeed
is 20 knots or higher. That is, when the windspeed is 20 knots or higher, all energy to lift the
harvester is provided by airfoils’ lifting force. We represent the 20-knot energy in Listing 2
on the next page by cubing the value 20 since wind power is cubically proportional to
windspeed [30]. If the windspeed is less than 20 knots, then the harvester in our model
consumes energy from the grid. In the code listing below, we refer to that required grid
energy as energy_required_to_lift_kwh_per_event where each event is a deployment.
The required grid energy is the maximum of 0 kWh and the product of a scaling factor
(explained in the next paragraph) times the difference of 20 cubed less the current windspeed
cubed. We normalize the event’s required grid energy by dividing it by the number of minutes
the harvester takes to go from being fully stowed to being fully deployed (i.e., the deployment
time (Section A.3.5)), which is assumed to be 20 minutes.

The scaling factor ensures that the required grid energy is equal to the energy that the
harvester captures per minute at a windspeed slightly above the harvester’s cut-in windspeed.
The cut-in windspeed of the V90 is 7 knots (Section A.3.1). At which, the V90 harnesses 38
kilowatts of power. If the 7-knot windspeed persists for an hour, the V90 harvests 38 kilowatt-
hours of energy (Section A.3.1). Thus, each minute at 7 knots the harvester captures 38

kilowatt-hours/60 minutes = 0.63 kilowatt-hours/minute. At 8 knots, the harvester captures
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1.45 kilowatt-hours/minute.

If the harvester is not fully deployed at 8 knots, then it is not converting wind en-
ergy to electricity. The required grid energy to [lift the harvester at 8 knots is 1.50
kilowatt-hours/minute, at 9 knots is 1.45 kilowatt-hours/minute, at 10 knots is 1.40 kilowatt-
hours/minute for 20 minutes, and continues to decrease (Table 13). The required energy is
decreasing as windspeeds are increasing because the envisioned retractable harvester is using
airfoils to help lift itself. Thus, although the harvester is not transforming wind power into
electrical power as the harvester is deploying, the harvester may be directly transforming
wind power into mechanical lifting power. If the aerodynamic lift provided by the airfoils is
not sufficient, the harvester obtains the balance of lifting energy from the grid. The balance
of lifting energy is coming from the grid, instead of from another source, in order to be con-
sistent with the context of the MQMP metric (Section 4.1.5.2). The required grid energy of
1.5 kilowatt-hours /minute to lift the harvester is approximately equal to the 1.45 kilowatt-
hours/minute that the harvester would have captured if it were fully deployed at 8 knots,
which is approximately where the per-minute power curve crosses the plot of required lifting
energy from the grid in Figure 31. Energy harvested if the harvester were fully deployed
and the required lifting energy from the grid if the harvester is being deployed is listed in
Table 13.

Listing 2: Code calculating how much energy is required to lift harvester

1 public int getDeploymentEnergyUsedPerMinuteKwh (int
time to deploy minutes, int windspeed knots) {
2
3 // Assuming all energy to lift harvester can be provided by

airfoils

4 // when wind speed is 20 knots or higher

5 final int DEPLOYMENT ENERGY CONSUMPTION THRESHOLD KWH = (int) Math.
pow (20, 3);

6 final double DEPLOYMENT ENERCY SCALING FACTOR = .004;

8 double energy required to lift kwh per event = (
DEPLOYMENT ENERGY CONSUMPTION THRESHOLD KWH
9 — Math.pow(windspeed knots, 3)) x
DEPLOYMENT ENERGY SCALING FACTOR;
10
11 if (energy required to_ lift kwh per event < 0)
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12 energy required to lift kwh per event = 0;

13

14  return ((int) energy required to lift kwh per event /
time to_ deploy minutes);

15

16 }

Lifting energy compared to energy harvested

Ln [=3] et |

anergy (kKWwh)

ra L

[ =

0 1 2 3 4 5 6 7 8 9 10 11 12
windspeed (knots)
energy harvested per minute (kWh) required grid energy per minute (KWh)

Figure 31: Comparing energy harvested when fully deployed to portion of lifting energy

required from grid

A.3.4 Retraction energy

Retracting a retractable harvester could consume energy in some cases. However, our model
assumes that gravity will retract the harvester without using any energy.

A.3.5 Deployment time

The deployment time is the inverse of deployment speed. A retractable harvester moves from
its stowed state to its fully deployed state at a certain speed. That speed can be specified
in terms of deployment time. For example, a deployment time of 20 minutes means that the

speed at which the harvester moves from being fully stowed to being fully deployed is such
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Table 13: Comparing energy harvested when fully deployed to portion of lifting energy

required from grid

windspeed (knots) power harvested (kW) energy harvested per minute (kWh) required grid energy per minute (kWh)
0 0 0.00 1.60
1 0 0.00 1.60
2 0 0.00 1.60
3 0 0.00 1.59
4 0 0.00 1.59
5 0 0.00 1.58
6 0 0.00 1.56
7 38 0.63 1.53
8 87 1.45 1.50
9 141 2.35 1.45
10 207 3.45 1.40
11 286 4.77 1.33
12 382 6.37 1.25
13 496 8.27 1.16
14 628 10.47 1.05
15 781 13.02 0.93
16 957 15.95 0.78
17 1153 19.22 0.62
18 1366 22.77 0.43
19 1589 26.48 0.23
20 1814 30.23 0.00
21 2035 33.92 0.00
22 2250 37.50 0.00
23 2452 40.87 0.00
24 2634 43.90 0.00
25 2784 46.40 0.00
26 2888 48.13 0.00
27 2949 49.15 0.00
28 2980 49.67 0.00
29 2993 49.88 0.00
30 3000 50.00 0.00
31 3000 50.00 0.00
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that it takes 20 minutes for the harvester to make that rising transition. (A rising transition
is defined as going from being fully stowed to being fully deployed.) Thus, the harvester’s
deployment speed in that case is 1 rising transition per 20 minutes.

For the harvester model specified by the OLAs of this revision of the benchmarks, we are
assuming that the deployment speed is equal to the retraction speed. Such an assumption
simplifies the modeling.

For this revision of the model, we chose the deployment and retraction time to each be
20 minutes, which falls into the 15-to-30-minute range of how much time it typically takes to
erect a self-erecting crane [10]. ” ‘Self-erectors’ approximate working ranges include jib radii
(which defines ‘reach’) from 80 to 160 feet [24 to 49 meters|, hook heights from 55 to 120 feet
|17 to 37 meters|” [10]. Adding the approximate reach and hook height of 49 and 37 meters,
respectively, results in 86 meters, which is more than the 80-meter tower of the V90-3MW
wind turbine, the harvester on which our model is based; The V90-3MW has tower heights
of 65 and 80 meters [101, Section 7.17].

A.4 WINDSPEED AND HOURLY ELECTRICITY PRICE DATA
SOURCES

A.4.1 Windspeed data from qualifying weather stations in text

The benchmarks were partly derived from the Automated Surface Observing System (ASOS)
data set DSI 6405 windspeed data® for the years 2004-2014 for 30 weather stations meet-
ing the following criteria to facilitate future work involving energy usage and solar energy

harvesting, each station has the following:

e A low energy usage file z and a high energy usage file y, where the files x and y are each

a dataset file of hourly energy usage data® apparently (since the data is in a directory

3ASOS data set DSI 6405 does not include energy usage data.

4Qutdoor weather affects how much energy many buildings use. The hourly energy usage data the
cited directory [13] were derived from typical meteorological year version 3 (TMY3) data sets. “A typical
meteorological year (TMY) data set. . . holds hourly meteorological values that typify conditions at a specific
location over a longer period of time, such as 30 years. TMY data sets are widely used...for modeling
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USA_AZ_Phoenix-Sky.Harbor.Intl.AP.722780_TMY3
64050KPHX201401.dat
722780_1991_solar.csv
USA_CA_Los.Angeles.Intl.AP.722950_TMY3
64050KLAX201401.dat
722950_1991_solar.csv 
USA_CA_Sacramento.Exec.AP.724830_TMY3
64050KSAC201401.dat
724830_1991_solar.csv
USA_CA_San.Diego-Lindbergh.Field.722900_TMY3
64050KSAN201401.dat
722900_1991_solar.csv
USA_CA_San.Francisco.Intl.AP.724940_TMY3
64050KSFO201401.dat
724940_1991_solar.csv
USA_CA_Santa.Maria.Public.AP.723940_TMY3
64050KSMX201401.dat
723940_1991_solar.csv
USA_CO_Denver.Intl.AP.725650_TMY3
64050KDEN201401.dat
725650_1991_solar.csv
USA_FL_Orlando.Intl.AP.722050_TMY3
64050KMCO201401.dat
722050_1991_solar.csv
USA_FL_Tampa.Intl.AP.722110_TMY3
64050KTPA201401.dat
722110_1991_solar.csv
USA_GA_Atlanta-Hartsfield-Jackson.Intl.AP.722190_TMY3
USA_GA_Atlanta-Hartsfield-Jackson.Intl.AP.722190_TMY3
64050KATL201401.dat
722190_1991_solar.csv
USA_IL_Chicago-OHare.Intl.AP.725300_TMY3
64050KORD201401.dat
725300_1991_solar.csv
USA_KY_Cincinnati-Northern.Kentucky.AP.724210_TMY3
64050KCVG201401.dat
724210_1991_solar.csv
USA_MA_Boston-Logan.Intl.AP.725090_TMY3
64050KBOS201401.dat
725090_1991_solar.csv
USA_MD_Baltimore-Washington.Intl.AP.724060_TMY3
64050KBWI201401.dat
724060_1991_solar.csv
USA_MI_Detroit.Metro.AP.725370_TMY3
64050KDTW201401.dat
725370_1991_solar.csv
USA_MN_Minneapolis-St.Paul.Intl.AP.726580_TMY3
64050KMSP201401.dat
726580_1991_solar.csv
USA_MO_Kansas.City.Intl.AP.724460_TMY3
64050KMCI201401.dat
724460_1991_solar.csv
USA_MO_St.Louis-Lambert.Intl.AP.724340_TMY3
64050KSTL201401.dat
724340_1991_solar.csv
USA_NC_Charlotte-Douglas.Intl.AP.723140_TMY3
64050KCLT201401.dat
723140_1991_solar.csv
USA_NV_Las.Vegas-McCarran.Intl.AP.723860_TMY3
64050KLAS201401.dat
723860_1991_solar.csv
USA_NY_New.York-LaGuardia.AP.725030_TMY3
64050KLGA201401.dat
725030_1991_solar.csv
USA_OH_Cleveland-Hopkins.Intl.AP.725240_TMY3
64050KCLE201401.dat
725240_1991_solar.csv
USA_OR_Eugene-Mahlon.Sweet.AP.726930_TMY3
64050KEUG201401.dat
726930_1991_solar.csv
USA_PA_Philadelphia.Intl.AP.724080_TMY3
64050KPHL201401.dat
724080_1991_solar.csv
USA_PA_Pittsburgh.Intl.AP.725200_TMY3
64050KPIT201401.dat
725200_1991_solar.csv
USA_TX_Dallas-Fort.Worth.Intl.AP.722590_TMY3
64050KDFW201401.dat
722590_1991_solar.csv
USA_TX_Houston-Bush.Intercontinental.AP.722430_TMY3
64050KIAH201401.dat
722430_1991_solar.csv
USA_TX_San.Antonio.Intl.AP.722530_TMY3
64050KSAT201401.dat
722530_1991_solar.csv
USA_VA_Arlington-Ronald.Reagan.Washington.Natl.AP.724050_TMY3
USA_VA_Arlington-Ronald.Reagan.Washington.Natl.AP.724050_TMY3
64050KDCA201401.dat
724050_1991_solar.csv
USA_WA_Seattle-Tacoma.Intl.AP.727930_TMY3
64050KSEA201401.dat
727930_1991_solar.csv

named “RESIDENTIAL LOAD DATA E PLUS OUTPUT” [13]) generated by the
EnergyPlus building energy-consumption simulator [20] over one year in the cited Open
Energy Information directory [13] and

e Solar energy data z from the years 1991-2010 where the solar data z is the station’s hourly
solar data from the updated 1991-2010 National Solar Radiation Database (NSRDB) [66].

Filename information of source data-files for this work (using wind data) and for future work
(using energy usage and solar data) is shown in Table 14.

Nearly every minute, the ASOS data set DSI 6405 provides an average of windspeeds of
the previous two minutes [58, p. 3|. We call each provided two-minute average a sample to
help differentiate the two-minute average from the running average we calculate.

Because some records are missing or mis-formatted in the original ASOS data, we first
filtered the original data to produce consistently formatted datasets. Details of that filtering
are described in Appendix A.7.1.

The consistently formatted datasets have some missing minutes. Minutes are missing
either because we filtered-out mis-formatted records or because some samples were not in
the original data. From those formatted datasets with missing minutes, we produced a set
of datasets having no missing minutes by interpolating windspeeds.

Each training record has five fields, which are comma delimited:

1. timestamp (e.g., 2009010100000600) The timestamp field has the following subdivisions:

e The first twelve characters are the local standard time in the format YYYYMMD-
DHHMM. The local standard time does not adjust for daylight saving time.

e The next four characters are the Universal Coordinated Time (UTC) in the the

format HHMM. The UTC time can be used to verify that the local timestamp is

standard time and not daylight saving time.

2. wind_knots (e.g., 7) is the average windspeed over the previous two minutes measured

in knots.

renewable energy conversion systems. Although not designed to provide meteorological extremes, TMY data
have natural diurnal and seasonal variations and represent a year of typical climatic conditions for a location.
The TMY should not be used to predict weather for a particular period of time, nor is it an appropriate basis
for evaluating real-time energy production or efficiencies for building design applications or solar conversion
systems” [103, emphasis in original].
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3. actual vs. interpolated (e.g., a) is always a single letter: an ‘a’ indicates actual and an ‘1’
indicates interpolated windspeed, where the actual windspeed is the actual value found
in the corresponding ASOS record.

4. 1440 is a column of simulated forecasted® day-ahead (which is 1440-minutes-ahead)
windspeeds in knots. A negative one (—1) in this field of a specific row means that the
forecast is not available for that row. We are not able to forecast beyond the final day of
the windspeed data because we simulate day-ahead forecasts by looking at tomorrow’s
windspeeds and adjusting them using a Gaussian probability distribution, as described
in Section 4.2.0.3. Thus, each record in the final day of each station’s testing data has a
—1 in it’s f1440 column.

5. OLA5 is the column of “ideal” algorithm outputs to meet or exceed the requirements
of OLA5 and OLA6. A ‘d’ and an ‘r’ indicate the harvester should deploy (or remain
deployed) and should retract (or remain retracted), respectively. Column OLAS5 serves
as approximate “ground truth.” The data in OLAS5 is not necessarily optimal when the
harvester experiences a cut-out because column OLA5 was generated via a weighted
directed graph that does not model recut-in speeds that are less than the cut-out speed.
Note: The OLAS5 column is provided only in the training files because the OLA5 column

is for algorithm training only and not for algorithm testing.

Example records of a training file are shown here:

timestamp ,wind knots,actual vs. interpolated ,f1440 ,OLA5
2004010122110311,3,a,7,r
2004010122120312,4,a,7,1
2004010122130313 ,4,a,5,r
2004010122140314,4,a,6,r
2004010122150315,4,a,6,r
2004010122160316,3,a,6 ,r
2004010122170317.,3,a,5,r
2004010122180318,3,a,8 ,r
2004010122190319.,3,a,3 ,r
2004010122200320,3,a,4 ,r

—
—_— O O 0 O Uk WwN -

—

Example records of a testing file follow:

1 timestamp ,wind knots,actual vs. interpolated ,f1440

5We explain how we simulated the forecasts in Sec 4.2.0.3 on page 76.
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2013010100000500,4,1
2013010100010501,4,1
2013010100020502,4,1
2013010100030503,4,1
2013010100040504,4,1
2013010100050505,4,1
2013010100060506,4,1
2013010100070507,4,1
2013010100080508,4,1

L W WWwWwo N O DN

O O 00~ O U= Wi

—_

Each final windspeed file has the following naming convention. The prefix indicates
whether the file is testing or training data via the full word testing or training. The next
four characters indicate the weather station that measured the original data (e.g. KATL).
The next nine characters indicate the date range of the file’s contents (e.g., 2009-2014). (The
benchmark suite might not have windspeed data for January 1, 2004, 00:00 and immediately
subsequent minutes for some stations or for December 31, 2014, 23:59 and immediately pre-
ceding minutes because that data was not in the original ASOS data.) All local timestamps
are not in daylight saving time, but standard time. The extension .csv identifies that the

each record is comma separated. Two example filenames are given here:

trainingKCLE2004-2012in.csv
testingKATL2013-20141in.csv

A.4.2 Hourly electricity price data

We supply an electricity price for each hour in the years 2004 to 2014, inclusive. The prices
are in the file named “HOEP (Hourly Ontario Energy Price) 2004-2014(CADperKWH).csv”.
The price of electricity (in kWh) is in Canadian dollars because we derived the file
from data available from Ontario’s Independent Electricity System Operator (IESO) [37].
The IESO website making the data available via http://www.ieso.ca/en/Power-Data/
Data-Directory has terms of use requiring that the following notice be included with any
information we use or reproduce from the TESO site: “Copyright (©)2017 Independent Elec-
tricity System Operator, all rights reserved. This information is subject to the general terms
of use set out in the IESO’s website (www.ieso.ca).” Thus, the hourly electricity price data

file that we derived from the IESO data has a two-line header followed by the data, for
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example:

1 "Copyright © 2017 Independent Electricity System Operator ,...."
2 Date,Hour (0—23) HOEP (C$/kWh)

3 1-Jan—04,0,0.0309

4 1-Jan—04,1,0.02713

5 1-Jan—04,2,0.02523

6 1-Jan—04,3,0.02429

7 1-Jan—04,4,0.02442

8 1-Jan—04,5,0.02623

9 1-Jan—04,6,0.02644
10 1-Jan—04,7,0.0207

The price data can be used by algorithms that measure their performance using the
electricity-price dependent metrics, e.g., MQNetNorm (Equation 4.8) and SCMQNetNorm
(Equation 4.6).

A.5 COMMUNITY-SPECIFIED OPERATING BOUNDARIES

Specific values for the operating limits described in this section are in some of the OLAs
(Section 3.1.3). For example, OLA 1 has noise and view policies, but does not restrict the
maximum time visible; OLA 5 does not have noise and view policies, but does specify a

maximum time visible.

A.5.1 Community-specified noise and view policies

Some communities might specify that harvesters be stowed during certain times (e.g., tourist
seasons, sunrises, sunsets, sleeping hours). We call those specifications noise and view poli-

cles.

A.5.2 Community-specified maximum time visible

Similar to noise and view polices, some communities might specify that harvesters be stowed
after the harvesters are visible a certain percentage of a period of time. For example, if

a community specifies that a harvester must be stowed at least 40% of each month, then
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the community is permitting the harvester to be visible up to 60% of the month. In other
words, the community is specifying that the harvester’s maximum time visible is 60% of each

month.

A.5.3 Community-specified maximum deployment speed

A community-specified maximum deployment speed is a speed limit on the rate at which a
harvester can move from being fully stowed to being fully deployed. For example, a commu-
nity might specify that a harvester move from being fully stowed to being fully deployed in
no less than 20 minutes, which is the minimum deployment time. Deployment speed is the

inverse of deployment time (defined in Section A.3.5).

Communities might specify a speed limit to do the following:

e Share space and reduce risk

— Pilots of aircraft might appreciate the extra time to vacate the airspace near a

retractable harvester

— A retractable harvester might have pinch points where a maintenance worker might
become pinched if a harvester moves too quickly. For example, if a maintenance
worker is near a large open hinge and the hinge begins to close quickly, the rapidly

closing hinge might clamp the worker.

e Maintain tranquility of a landscape: Quickly deploying retractable harvesters might
disturb the visual serenity of a view. They might also make more noise than slowly
moving retractable harvesters. (We assume that noise would be governed by each hosting

community’s noise regulations.)

We are assuming that a community would not specify the opposite (a minimum de-
ployment speed or maximum deployment time) because faster deployment speeds reduce

unproductive visibility time.
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A.6 RETRACTION-SUITABLE WIND ENERGY HARVESTING
TECHNOLOGIES

Although development of retractable harvesters is outside the scope of this work, we include

examples of envisioned and actual harvesters in this section.

A.6.1 Retractable land/sea-supported wind energy systems

Retractable land /sea-supported wind energy systems include wind energy systems that are

mechanically supported by the land or sea.

A.6.1.1 Wind-power-harvesting fabric (envisioned) A micro-wind turbine has
been developed that has a 1.8 mm rotor diameter [18]. It is conceivable that thousands
of the micro turbines could be embedded into a fabric. The resulting wind-power-harvesting
fabric could be supported by two parallel wires suspended between two vertical poles as
shown in Figure 32. Also shown in that figure is a wire that a motor reels onto a spool to
pull the fabric from the fabric’s storage location. When the algorithm determines it is time
to deploy the wind harvesting fabric, the motor pulls the fabric so that the fabric fills the
rectangular plane formed by the two parallel supporting wires and the two vertical poles
(Figure 33 (not drawn to scale)). Two separate perpendicular planes can be used to help
ensure that the wind is not parallel to at least one plane (Figure 34) since wind parallel to a
plane causes all the plane’s micro-turbines except those at the windward edge of the fabric
to be in the wakes® of the other turbines.

Fabric configured as a folding fan: Instead of using a pair of vertical poles and wires, the
fabric could be formed into a folding fan. The folded /closed fan could be stored in a single
vertical pole. An envisioned wind harvester having a folding fan is shown in the deployed
and stowed states in Figure 35. The fan is kept facing the wind by a tail fin, which is not
shown in the figure. Moveable ribs supporting the folding fan are supported by a retractable

tower, which is retracted as needed.

6“Wind turbines extract energy from the wind and downstream there is a wake from the wind turbine,
where wind speed is reduced” [104].
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Stowed _Supporting wires

_ wind-harvesting  /
fabric / _ Pulling wire
/ Motor-driven spool
Vertical pole-
-

House

Figure 32: Rolled fabric stowed in a vertical pole (image is not drawn to scale)

Deployed wind-harvesting fabric

House

Figure 33: Fabric deployed between supporting wires (image is not drawn to scale)

‘ (Top view)

- Two pairs to ensure that wind

| | is not parallel to fabric
\
\

@ -©

Figure 34: Top view of fabric planes perpendicularly arranged to each other ensuring that

wind direction is not parallel to at least one fabric plane (image is not drawn to scale)
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Fabric unfolded.
Fin (not shown) keeps
fabric facing wind

j Telescopic tower

Fully deployed Fully stowed

Figure 35: Folding-fan-style wind harvester using fabric shown in deployed and stowed states

A.6.1.2 Harvesters having telescopic supports Two categories follow:

Non-expandable blades (patent granted, expired): For example, a granted patent
claims a wind machine having a “telescopic means adapted to permit said airfoil support
means to be lowered into a storage mode in which at least some of the airfoils are stored in
a zone protected from some of the effects of a windstorm” [75].

Expandable blades (envisioned): Figure 36 shows an envisioned wind turbine having
a telescopic tower and inflatable blades. The envisioned inflatable blades are modeled after
the inflatable wings with which NASA and others have experimented [95] [8].

Instead of inflatable wind turbine blades, foldable wind turbine blades |74] (Figure 37)
could potentially be used to stow and deploy wind turbines. The design shown in Figure 37
could be potentially be modified such that when the blades are folded, the nacelle could be
rotated toward the sky such that the folded blades point vertically to avoid interference with

trees and to better blend into the scenery or then retract with a telescopic tower (Figure 38).

A.6.1.3 Oscillating-wing windmill (concept published, embodiment envisioned)
An oscillating-wing windmill to which Mckinney and DeLaurier [50] refer has only one wing.
The wing is arranged horizontally. It flutters (e.g., pitches and plunges as shown in states

“c” and “d” of Figure 39 on page 180) to harvest wind energy. The wing seems to have the
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- Inflatable blades

-Telescopic tower

Tree'"I'Tree
Fully stowed

Fully deployed

Figure 36: Deployed and stowed turbine having a telescopic tower and inflatable blades

— 23
Flé. 28

Fl6. 34

Figure 37: Patent drawing showing blades folded |74|
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Folded blades -

Nacelle rotated
toward sky

Telescopic tower -

Figure 38: Stowed turbine; folded blades pointing upward

potential to be relatively easily blended into the surrounding architecture, e.g., a roof as

shown in state “a” of Figure 39, when not in use.

A.6.2 Airborne wind energy systems (actual)

Airborne wind energy systems use airborne harvesters to convert wind to usable energy and
comprises both lighter-than-air and heavier-than-air systems [16] [12].

The category of airborne, lighter-than-air wind energy systems includes harvesters in-
tegrated with tethered aerostats (e.g., Altaeros Energies’ “autonomous tethered airborne
platforms” [4]).

Heavier-than-air wind energy systems include kite systems such as the Makani energy
kite [48]. The Makani system uses on-board propellers to lift the kite into the wind and to
keep it flying when windspeeds dip.
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) Wing blended as roof ) Wing deployed

/ WD
‘\m

) Wing pitched ) Wing plunged

Figure 39: Oscillating-wing windmill shown in four states

A.7 PREPARING THE WINDSPEED DATA

A.7.1 Filtering

We are using files in the Automated Surface Observing System (ASOS) data set DSI 6405
[59]. Some lines in those files contain non-windspeed-data where we expect windspeeds. To
ignore those lines, we filtered out each line that

1. Does not have a number in its windspeed field,

2. Has a number or other character that is not a space in the column that immediately

follows its windspeed field,
3. Has an identical local timestamp to its previous line,
4. Does not have a number in the least significant place of its wind heading field, or

5. Does not have a space that precedes its windspeed field.
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The results of our filtering are shown in Table 16. The table shows that in all cases less

than 3% of lines were removed by our filters.

A.7.2 Shifting fields

We found that the windspeed and wind heading fields changed locations between years
2004 and 2014 for most weather stations. These are the field locations we encountered for

windspeed and for wind heading respectively:

Speedl: Windspeed in columns 74, 75, and 76.
Speed2: Windspeed in columns 76, 77, and 78.

Headingl: Wind heading in columns 68, 69, and 70.
Heading?2: Wind heading in columns 71, 72, and 73.
Heading3: Wind heading in columns 67, 68, and 69.

We extracted the windspeeds from the shifting field locations in ASOS data to create
comma separated files that would eventually become this benchmark’s wind-data .csv files.
The shifting field locations in the ASOS data are shown in Table 15 as a function of timestamp
ranges. For example, station KPHX’s data has windspeed values in the location we call
“Speed2” above for all records having timestamps in the range [PHX2013053007231423, end|,
which is from 2013-05-30 07:23, 14:23 UTC, to the end of KPHX’s 2014 data, inclusive. All
of KPHXs records outside that range (i.e., the balance of the records) have windspeed values

in the location we call “Speed1” above.

A.7.3 Removing anachronistic records

We omitted anachronistic records (i.e., in the sequence of the ASOS data, records hav-
ing timestamps earlier than the timestamps of records occurring earlier in the sequence).
Anachronistic records were found in only six of the thirty weather stations, KBWI, KEUG,
KIAH, KLGA, KORD, and KPIT, and comprised a minuscule percentage (approximately
0.0007%, which equals the approximately 1000 anachronistic records shown in Table 17 di-
vided by the approximately 150,000,000 samples, which comprise the eleven years of minute-
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by-minute data for 30 stations) of the ASOS data after we had filtered it according to the
method described immediately above. As shown in Table 17, of six stations having anachro-

nistic records, KIAH had the highest percentage of anachronistic records, which was 0.006%.

A.7.4 Handling identically timestamped records

We discarded all records where timestamps were repeated in the ASOS data. The percentage

of runs of identically timestamped samples compared to the number of uniquely timestamped

Table 16: Percentage of lines in ASOS data that the filters listed in Section A.7.1 discarded)

ordered descendingly

icao  lines discarded (%) icao  lines discarded (%) icao  lines discarded (%)
KORD 2.45% KIAH 0.37% KMCI 0.23%
KTPA 1.17% KMCO 0.36% KSEA 0.22%
KSMX 0.93% KLAX 0.33% KSFO 0.2%
KDEN 0.69% KPHL 0.33% KBWI 0.17%
KPIT 0.58% KSAC 0.31% KCLT 0.14%
KDCA 0.52% KPHOX 0.3% KCVG 0.13%
KEUG 0.48% KSAT 0.28% KBOS 0.11%
KCLE 0.43% KATL 0.26% KSAN 0.11%
KSTL 0.41% KDFW 0.26% KLAS 0.08%
KLGA 0.4% KDTW 0.23% KMSP 0.07%
continues above right continues above right

Table 17: Statistics on anachronistic records

Anachronistic
No. of ana- Max. No. of | records as percentage
station | chronistic records | run size | samples of no. of samples
KBWI 190 190 5419390 0.004%
KEUG 199 110 5205945 0.004%
KIAH 337 337 5198385 0.006%
KLGA 21 21 5185102 0.000%
KORD 246 218 5147727 0.005%
KPIT 23 23 5306440 0.000%
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samples is less than one tenth of a percent (i.e., 0.09%) and, on a station-by-station basis, a

maximum of less than three tenths of a percent (0.29% for KORD,).

Table 18: Statistics about windspeeds between uniquely timestamped records and between

uniquely timestamped records and the first records of each run of identically timestamped

records

see std. | kur- | skew- mean(B)/
station | legend* mean dev. | tosis | ness n mean(A)
*Legend:

A = statistics about normalized difference of windspeeds** in samples having unique
timestamps.

B = statistics about normalized difference of windspeeds™* between first sample of run
of samples sharing timestamps and the most recent sample having a unique timestamp
B/A = quotient of group B’s mean divided group’s A mean

**The normalized difference of windspeeds dixnotsperninute €quals the difference of wind-
speeds dxnots Over the difference between timestamps dyinute (t0 account for timestamps

that differ by more than one minute); i.e., dknotsPerMinute = Oknots/Ominute-

KATL A 1.37E-04 | 0.87 | 3.95 0.17 | 5436757
B 7.27E-01 | 3.66 | 1.45 | -0.39 11
B/A 5.29E+03 5.29E+03
KBOS A 2.92E-05 | 0.90 | 2.45 0.09 | 5.46E+06
B 5.00E-01 | 3.87 | 4.57 1.62 10
B/A 1.71E+04 1.71E+404
KBWI A -2.55E-05 | 0.86 | 4.57 0.17 | 5394105
B 2.89E-01 | 3.49 | 9.10 2.40 38
B/A | -1.14E+04 -1.14E+04
KCLE A -1.16E-05 | 0.88 | 3.62 0.15 | 5393670
B 3.04E-01 | 1.58 | 8.56 1.94 121
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Table 18: (continued)

B/A | -2.62E+04 -2.62E-+04
KCLT A | -416E-06 | 0.79 | 2.64 | 0.14 | 5487847

B | -8.33E-02 | 1.38 | -1.00 | 0.18 12

B/A | 2.00E+04 2.00E+04
KCVG | A 4.06E-06 | 0.84 | 14.43 | 0.13 | 5347487

B 2.50B-01 | 1.99 | 18.96 | 3.50 43

B/A | 6.16E404 6.16E+-04
KDCA | A 3.87E-05 | 0.87 | 9.86 | 0.15 | 4736355

B 1.18E-01 | 4.38 | 267.99 | 14.65 | 397

B/A | 3.06E+03 3.06E+03
KDEN | A | -212E-04 | 0.88 | 10.86 | 0.24 | 5338217

B | -2.25E-02 | 1.75 | 16.98 | -2.74 89

B/A | 1.06E+02 1.06E-+02
KDFW | A | -3.74E-04 | 0.90 | 2.28 | 0.17 | 5300401

B | -1.52E-01 | 2.71 | 17.76 | -2.98 79

B/A | 4.06E+02 4.06E+02
KDTW | A 9.32B-05 | 0.85 | 2.90 | 0.15 | 5424015

B | 1.54E+00 | 3.13 | 4.01 | 1.92 13

B/A | 1.65E404 1.65E-+04
KEUG | A | -4.56E-05 | 0.70 | 12.06 | 0.19 | 5195953

B | -5.00E-02 | 1.39 | 8.43 | -2.36 20

B/A | 1.10E+03 1.10E+403
KIAH A | -1.06E-05 | 0.83 | 249 | 0.20 | 5193286

B 6.09E-02 | 1.10 | 9.69 | -0.56 115

B/A | -5.76E+03 -5.76E+03
KLAS A | -2.33E-04 | 0.90 | 2.88 | 0.16 | 5433173

B | -2.50E-01 | 0.71 | -0.23 | 0.40 8
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Table 18: (continued)

B/A | 1.07E-+03 1.07E+03
KLAX | A 489E-05 | 0.71 | 6.46 | 0.08 | 5332533
B | -3.41E-01 | 3.08 | 35.96 | -5.82 41
B/A | -6.99E+03 -6.99E+03
KLGA | A 1.28E-04 | 0.95| 1.91 | 0.11 | 5174896
B | -5.56E-02 | 0.86 | 0.21 | 0.13 30
B/A | -4.33E+02 -4.33E402
KMCI | A | -2.92E-05 | 0.85 | 3.15 | 0.15 | 5494553
B | -4.73E-01 | 1.85 | 12.01 | -2.97 55
B/A | 1.62E404 1.62E+04
KMCO | A | -1.11E-04 | 0.80 | 216.34 | 1.62 | 5383438
B 1.39E-01 | 1.55 | 11.66 | 1.99 36
B/A | -1.25E+03 -1.25E+03
KMSP | A | -8.57E-05 | 0.88 | 3.84 | 0.11 | 5497700
B | -1.80E+00 | 4.29 | 1.21 | -1.33 10
B/A | 2.10E+404 2.10E-+04
KORD | A 1.99E-05 | 0.91 | 2.16 | 0.13 | 5117591
B 7.93E-02 | 147 | 1235 | -2.16 74
B/A | 3.98E+03 3.98E-+03
KPHL | A 7.14E-05 | 0.86 | 248 | 0.16 | 5223332
B | -5.56E-01 | 1.81 | 5.46 | -2.16 9
B/A | -7.78E+03 -7.78E+03
KPHX | A | -9.70BE-04 | 0.84 | 4.68 | 0.22 | 5275447
B 2.73E-01 | 1.79 | 2.93 | -1.13 11
B/A | -2.81E+02 -2.81E+02
KPIT A | -1.50E-04 | 0.84 | 3.22 | 0.19 | 5298517
B | -1.79E-01 | 1.95| 3.16 | -0.65 13
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Table 18: (continued)

B/A 1.19E+-03 1.19E+4-03
KSAC A 1.63E-04 | 0.81 | 40.27 | 0.07 | 5402902
B -1.10E+00 | 2.85 | 3.93 | -2.05 371
B/A | -6.72E+03 -6.72E+03
KSAN A -4.12E-05 | 0.69 | 10.00 | -0.04 | 5389450
B -8.16E-02 | 0.81 | 0.30 | -0.09 98
B/A 1.98E-+03 1.98E+-03
KSAT A -2.34E-04 | 0.93 | 3.13 0.20 | 5444969
B 1.61E-02 | 0.91 1.12 0.05 620
B/A | -6.90E+01 -6.90E+01
KSEA A 9.68E-05 | 0.75 | 9.46 | 0.18 | 5375319
B 4.88E-01 | 3.47 | 16.76 | 3.36 41
B/A 5.04E+03 5.04E+03
KSFO A 4.77E-05 | 0.79 | 240 | 0.09 | 5344491
B 2.52E-02 | 1.25 | 12.16 | 0.51 278
B/A 5.28E+02 5.28E+02
KSMX A 5.15E-04 | 0.75 | 26.05 | 0.09 | 5371896
B 1.51E-01 | 2.13 | 33.83 | 4.56 93
B/A 2.92E+02 2.92E+02
KSTL A 1.96E-05 | 0.87 | 2.54 | 0.16 | 5524684
B 1.17E-01 | 1.54 | 27.07 | 3.45 94
B/A 5.96E+03 5.96E+03
KTPA A 2.76E-05 | 0.79 | 7.61 0.14 | 5148249
B 0.00E+00 | 0.80 | 0.30 | -0.22 57
B/A 0.00E+00 0.00E+00
Average: 3.85E+03
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A.7.5 Processed outliers

After the data cleaning described above, we identified outliers using two methods. The first
method is to use the adjacent windspeed difference per minute defined as the quotient of
the difference in windspeeds of two consecutive records divided by the number of minutes

separating those two windspeeds:

speed speed
5 _ Sw — Sta
tb,ta — t ta

where

e ta and tb are the timestamps of two consecutive samples,
o 57! ig the windspeed in knots of sample s having timestamp ta,
e tb — ta is the difference of timestamps tb and ta in minutes, and

speed

e th > ta (i.e., timestamp tb is later than ta) so that dy4, < 0 only when s;}° < gspeed

ta

For each weather station ws in our list of 30 stations, we examined the distribution of non-
Zero Op1q’s by first finding the standard deviation of 04,4, (to which we refer as 0;,,5) listed in
Table 19. Second, we created a frequency distribution table of the product (0)(os.s) for each
weather station ws, as listed in Table 20. For each range of the 30 frequency distributions in
Table 20, we summed the count to produce the combined frequency distribution table shown
as Table 21, which is plotted as a histogram in Figure 40 on page 196.

Figure 40 shows that an extreme-value test [3] may be appropriately applied to find
outlying windspeeds. The figure shows that approximately 99% of the non-negative 0’s are
less than 3 standard deviations from 0. However, we deemed extreme-values of § to be those
values that are greater than 20 times o0j,,. Thus, let’s refer to 20 times o0j,s. as thresh,
hereafter.

When a 0,4, exceeded thresh, we discarded the sample sy, which is the sample having
timestamp tb, and all samples s; following sy, until delta, , < thresh. All samples that passed
that filter were subject to another outlier filter: the strong-gale filter.

The strong-gale filter uses the fact that winds faster than strong-gales (i.e., winds above
47 knots) rarely occur on land [62]. We compared any winds faster than strong gales to

Weather Underground’s archive, which includes ASOS data in addition to over 250,000
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personal weather stations and over 26,000 Meteorological-Assimilation-Data-Ingest-System
stations [102]. If our above-strong-gale windspeed for a certain day d exceeded the maxi-
mum windspeed for day d archived at Weather Underground, we discarded our windspeed;
otherwise, we kept the windspeed in all cases except for one case. Weather Underground
mistakenly records 1,000 mph as the maximum windspeed for 2010-10-19 at station KMCO.
Since 1,000 mph is obviously false, we turned to another another source [91], which showed

less than 5 mph for that date.
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Table 19: Descriptive statistics of d for each station

standard
station | mean | deviation | kurtosis | skewness
KATL | 0.00 0.87 3.95 0.17
KBOS | 0.00 0.90 2.45 0.09
KBWI | 0.00 0.86 4.57 0.17
KCLE | 0.00 0.88 3.62 0.15
KCLT | 0.00 0.79 2.64 0.14
KCVG | 0.00 0.84 14.43 0.13
KDCA | 0.00 0.87 9.86 0.15
KDEN | 0.00 0.88 10.86 0.24
KDFW | 0.00 0.90 2.28 0.17
KDTW | 0.00 0.85 2.90 0.15
KEUG | 0.00 0.70 12.06 0.19
KIAH 0.00 0.83 2.49 0.20
KLAS 0.00 0.90 2.88 0.16
KLAX | 0.00 0.71 6.46 0.08
KLGA | 0.00 0.95 1.91 0.11
KMCI | 0.00 0.85 3.15 0.15
KMCO | 0.00 0.80 216.34 1.62
KMSP | 0.00 0.88 3.84 0.11
KORD | 0.00 0.91 2.16 0.13
KPHL | 0.00 0.86 2.48 0.16
KPHX | 0.00 0.84 4.68 0.22
KPIT 0.00 0.84 3.22 0.19
KSAC | 0.00 0.81 40.27 0.07
KSAN | 0.00 0.69 10.06 -0.04
KSAT | 0.00 0.93 3.13 0.20
KSEA | 0.00 0.75 9.46 0.18
KSFO | 0.00 0.79 2.40 0.09
KSMX | 0.00 0.75 26.06 0.09
KSTL 0.00 0.87 2.54 0.16
KTPA | 0.00 0.79 7.61 0.14

190



1 0 10N
VDI

1 1 0 XV I

SV

HVI

1 0 0 0 0 0 1 0 0 0 0 0 DNAM

MIAM

MIT

1 0 0 1 0 0 1 1 0 0 0 0 4 0 1 1 0 NAAM

1 0 1 1 0 0 0 1 0 0 4 0 4 vOad

1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 DADM
II0M

1 0 0 J10M

1 1 0 0 1 1 IM I

sogd

1 0 0 0 0 1LV

(ov‘6€] | (6e‘sel | (se‘sel | (e'0¢] | (9e‘ge] | (cepel | (ve‘eel | (ee'zel | (ze‘te]l | (1e‘og] | (og'6gl | (6c°8e] | (8c‘se] | (Lz‘9e] | (9z'ce] | (gg'vel | (ve‘ee] | (ez‘cel | (ze‘ie]l | (1gfog] | uorrers
T 0 T 14 € 14 14 14 T T 154 8¢ 99 L€ Ly 6€1 67ET €8TV 1 TIL911 | 8C1688¢ | Vd.LM
4 1 5 L o1 12 s 191 7% 8001 cves | 09818 | L299LT | ¥629€0F | TLSM

0 g 4 5 VI 1 5 4 01 ST 19 0g Ly 21c £0¢ 01¢ 018¢ | T06€T | 928G0T | ¥£992ay | XINSM
4 3 91 8T 8¢ LET 88¢E | 92081 | 106931 | ¢¥g080% | OASM

0 0 0 0 0 0 0 0 0 1 g € 8 1€ LT [ C9%% | TPSET | $9LS0T | 09699TF | VASM
0 0 0 0 0 0 0 4 £ 6 £1 Lz, 3 78 £9¢ 8681 v¥8. | 129a¥ | ¢9z01c | £a8e¥8e | LVSM
1 0 0 1 0 4 0 1 0 1 g 1 0 g £C L 1219 | 6v%9L | 199€LEV | NVSM

1 8 g 4 3 v v g1 9 6 0 6T 61 L8 8¢ 128 ¥8.% | 6121% | 290¥¥FI | 196860% | DVSM
4 4 v v €1 9¢ 67 157 1€GT 0609 | 6950¢ | 999121 | 9586268 | LIdM

1 1 0 0 4 g 01 6 0z oy 8S¥ 0291 0z.. | 889€€ | SETEVT | 9612268 | XHIM

v 1 4 6 3 8T 16 TLT 0201 08FS | £988¢ | £LT¥ST | 8609€8¢ | THAM

4 1 1 3 L1 €1 8¢ 18 Sve €111 €709 | 9L1%€ | PT0S8T | 992898 | AUOM

0 0 0 0 0 1 0 4 1 2 2 ] 18 £9 161 266 818¢ | g6zee | ¢eeI8T | ¥81¢86€ | IS
0 0 0 0 0 2 1 1 9 g 9 9 £8 oy 201 vve v9ey | L02€a | 16TIFET | 6F8981F | ODINM
0 0 T 0 0 0 T 14 0T €T [43 154 8C c0¢ C10T avve 6SVIE | LI8L9T | 080201V | IDINM
1 0 0 0 1 0 4 1 4 v 9 €1 ve LL 108 L2E1 86S. | 89¢0¥ | L,980T | 66£6L.28 | VDI
1 0 0 0 0 0 1 1 0 0 0 0 0 4 4 Vi 181 cc0L | 98l | ¥E6TLIV | XVIM
1 g [44 0z 18 08¢ 1681 12,26 | 898V | 680SLT | G6G186E | SVIM

1 0 3 v 6 1% 8¢ LT 062 8¥ch | 992..% | 001€ST | 02£048¢ | HVIM

0 0 0 1 0 0 1 1 0 4 1 4 8 9 8 66 gT¢ | 9,91 | 96£88 | 91.691% | DNAM
1 0 0 1 9 8 V1 9z, £C 67 233 £26 ze0S | €0a6z | $98@91 | ©60¥00¥% | MIAM

1 1 4 0 2 Vi 9z £8 98 1£3 20Tl £€89 | L198¢ | 08¥€6T [ 804L18€ | MAAM

1 1 0 3 0 v v v 9 v £1 0g 181 (44 889 c18% zl,68 | 6£89¢ | c06¥SI | $992C6E | NHAM
0 0 1 0 4 0 0 v v 9 L 91 6T 9c1 vov z8¢S1 1549 | <1€6C | 0TLVSI | 18093SE | VOUM
0 0 0 0 0 0 0 1 4 6 9 91 ez L8 89¢ Z0T1 8¥ve | 00V6% | €LE8EST | $90600% | DADM
1 3 L 12 1€ 06 Ly68 | LV0%T | TOTLET | 02%961% | IIDOM

4 0 0 4 4 1 1 1 g 3 v 61 LL V11 9¢g L121 C0T9 | 22878 | L8TTLI | 3164%6€ | ATOM
0 0 0 0 0 0 0 5 0 4 4 9 9 8TT 16€ 2671 660. | 00.7€ | 6¥SF9T | 008760V | 1M A
1 0 0 1 g 1T 1T ¢ cve 9911 8¢c9 | veeve | 218081 | 08eL86€ | SOLM

0 4 1 0 4 0 3 v 1 v 01 8 43 SV1 LT 6L0T 926¢ | T80€E | £9869T | L£SL66E | TLVI
(oz'61] | (61'8T] | (8121l | (21'91] | (9r'gt] | (gr'pul | (wr'erl | (er'er] | (er'rrl | (vt1orl | (or‘el | (6°s] (8°2] (2491 (9°¢] (7] (el (e'el (z‘1] (1°0] | worjess

(5™¢0) (0 < ¢) Jo suoTINqLIYSIP Ad>uanbaiy oy ‘sm

UoIje)S I9TjeOM DR 10 :0F 2[qRL

191



IV |

[Cos‘6Ll | (62 82l | (82f2a] [ (u2i9r] [ (92cal | (erwal [ (pefes] [ (g2%c2l | (za12] | (1204] [ (02%69] | (69°89] | (89°29] [ (29%99] [ (99°co] | (co°vol | (¥9°e9] [ (£9°c9] [ (c9'19] [ (19°09]

uoryess |

VALY

TLSM

XINSM

OdSM

VHsSH

IVSH

NVSH

DVSHA

LIdM

XHdX

THdM

adyox

dSINM

ODINM

IDINM

VOIA

XVIX

SVTIM

HVIM

DAHM

MILAM

MAAM

NHAM

voad

DADM

LIDM

H1DM

IMIX

SOdM

TIVY

(09‘6¢]

(69‘8¢]

(8¢L¢]

(Le'9¢]

(9¢‘gg]

(ce‘ve]

(pe‘eg]

(ge‘eg]

(ce‘1g]

(1¢‘0¢]

(0¢‘67]

(6%‘87]

(87°L¥]

[

(9v°cy]

(¢v'p¥]

(prev]

(ev‘ey]

(ev‘17]

(17‘o¥]

uorye)s

T

0

0

0

0

0

0

0

0

0

0

0

T

0

VALY

TLSM

XINSM

OdSM

VHSHT

LVSH

NVSH

DVESHA

LIdM

XHdX

THdM

ayox

dSINM

ODINM

(penurnuon) :0g o[qeL

192



dSINM

ODINM

IDINM

VOIA

XVIX

SVTIM

HVIM

DAY

MILAM

MAAM

NHAM

voad

DADM

LIDM

d1DM

IMEM

sSodM

TIVY

(28°98]

(98°cs]

(¢8‘p8]

(e8]

(e8‘cs]

(¢8‘18]

(18‘08]

uoryeys

VALY

TLSM

XINSM

OdSM

VHSH

LVSH

NVSH

DVEA

JLIdM

XHdX

THdM

adyoM

dSINM

ODINM

IDINM

VOTIA

XVIM

SVTIM

HVIM

DNHM

MILAM

MAAM

NHAM

voax

DADM

LIDM

HIDM

IMGM

SOdM

(penurnuon) :0g o[qeL

193



VdIX

TLSM

XINSHM

OdsSH

VHSHT

LVSH

NVSM

OVSH

JLIdM

XHdM

THJAM

adaoX

(penurnuon) :0g o[qeL

194



A.7.6 Interpolating

Gaps in the training and testing files were linearly interpolated. A gap is one or more
missing minute-by-minute records. For example, the following sequence of windspeed records
(where each record has a windspeed field preceded by a timestamp field having the format
YYYYMMDDHHmmhhmm where YYYY is the year, MM is the month, DD is the day, HH is the local
standard-time hour, mm is the minute, and hh is the UTC hour) has two gaps (a one-record
or two-minute gap between UTC 05:02 and UTC 05:04 and a three-record or four-minute
gap between UTC 05:05 and UTC 05:09):

2004010100010501,5
2004010100020502,5
2004010100040504,5
2004010100050505,5
2004010100090509,6

U~ W N~

After interpolation, the sequence is

timestamp ,wind knots,actual vs. interpolated
2004010100010501,5,a
2004010100020502,5,a
2004010100030503,5,1
2004010100040504.,5,a
2004010100050505,5,a
2004010100060506,5, 1
2004010100070507,5,1
2004010100080508.,5,1
2004010100090509,6 ,a

O O 00~ O ULk W N =

—

The interpolation routine (a portion of which is shown immediately below in Java code)

truncates fractional values instead of rounding to the nearest integer:

1 double dWindSpeedKnotsInterval = (iWindSpeedKnotsNext —
iWindSpeedKnots)/ (double) diffInMinutes;

2  double dWindSpeedInterpolated = (double) iWindSpeedKnots;

3 for (int j=1; j<diffInMinutes; j++) {

4 calLocal .add(Calendar . MINUTE, 1);

5 calUtc.add(Calendar .MINUTE, 1);

6

7 dWindSpeedInterpolated += dWindSpeedKnotslnterval;

8

9 // build field

10 String formattedLocalTimestamp = sdf.format(calLocal.getTime());

195



T T T T T T T T T
10° | 100%
10° |
104 , —&- Frequeycy 99%
£ — Cumulative %
Z 103} E
S| 198%
102 g g
10" 197%
100
:\ | Lo Lo E
10° 101 102

Non-negative adjacent windspeeds difference per minute normalized to standard deviations

Figure 40: Histogram of Table 21 sans frequencies of 0: Frequency distribution table sum-

marizing the 30 stations’ frequency distributions of o4, for all 6 > 0

11 String formattedUtcHourAndMinutes = sdfUtc.format(calUtc.getTime
()

12 String interpolatedLine = formattedLocalTimestamp +

13 formattedUtcHourAndMinutes +

14 """ 4 (int) dWindSpeedInterpolated;

15 writeLine (interpolatedLine + ", i\n", writer);

16 }

A.8 AVERAGE WINDSPEEDS FOR EACH STATION

The average windspeed in knots is given in ascending order in Table 22 for each station’s 11
years of minute-by-minute windspeed data in the wind_knots fields of the station’s training
and testing benchmark files. As stated elsewhere, to derive that windspeed data, we cleaned

and interpolated ASOS data.
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Table 21: Frequency distribution table summarizing the 30 stations’ frequency distributions

of 05, for all 6 > 0

5wsV0 > 0 Frequency || 06,70 >0 Frequency | 05,570 >0 Frequency
[0,1) 4503491 [29,30) 6 [58,59) 0
[1,2) 828842 [30,31) 3 [59,60) 0
[2,3) 152669 [31,32) 1 [60,61) 0
[3,4) 27134 [32,33) 4 [61,62) 0
[4,5) 7092 [33,34) 2 [62,63) 0
[5,6) 2209 [34,35) 1 [63,64) 0
[6,7) 892 [35,36) 1 [64,65) 0
[7,8) 447 [36,37) 1 [65,66) 0
[8,9) 293 [37,38) 0 [66,67) 0
[9,10) 139 [38,39) 1 [67,68) 1
[10,11) 75 [39,40) 0 [68,69) 0
[11,12) 67 [40,41) 0 [69,70) 0
[12,13) 32 [41,42) 0 [70,71) 0
[13,14) 19 [42,43) 0 [71,72) 1
[14,15) 30 [43,44) 0 [72,73) 1
[15,16) 13 [44,45) 0 [73,74) 0
[16,17) 11 [45,46) 0 [74,75) 1
[17,18) 17 [46,47) 0 [75,76) 0
[18,19) 7 [47,48) 0 [76,77) 0
[19,20) 9 [48,49) 0 [77,78) 0
[20,21) 12 [49,50) 0 [78,79) 0
[21,22) 7 [50,51) 0 [79,80) 0
[22,23) 2 [51,52) 0 [80,81) 0
[23,24) 8 [52,53) 0 [81,82) 0
[24,25) 7 [53,54) 0 [82,83) 0
[25,26) 1 [54,55) 0 [83,84) 0
[26,27) 2 [55,56) 0 [84,85) 0
[27,28) 1 [56,57) 0 [85,86) 0
[28,29) 4 [57,58) 0 [86,87) 1
cont. above right cont. above right [87,00] 0

197



A.9 SURVEY DATA

Please see Tables 23 on the next page, 24 on page 205, and 25 on page 206.

Table 22: For each station, the average windspeed in knots over the 11 years of the bench-

mark’s minute-by-minute windspeeds (after cleaning and interpolating ASOS data)

station knots | station knots
KSAN  5.12 KLAS 7.02
KSAC 520 | KDCA 7.27
KCLT 535 | KDTW 7.49
KPHX 5.64 KSTL 7.52
KBWI  5.68 KSAT  7.52
KTPA 575 | KMSP 7.82
KEUG 5.80 | KPHL 7.90
KSMX 581 | KORD 8.15
KLAX 629 | KCLE 821
KPIT 6.31 | KDEN 8.67
KMCO 6.52 | KMCI 883
KSEA  6.56 KSFO  8.88
KIAH 6.65 | KLGA 9.23
KCVG 6.98 | KDFW  9.26
KATL 6.98 | KBOS 9.40

198



2b6pd 3z2U UO paNULIUO))

2o smopuim ¥G 03 81 3 DUNINOSIHUYVH VA sn 0°1g:S€:0¢ ST-T1-L10% | ©88JSA8CLYOL-FS®S-0UEV-C618-CRERE6TY 6%
Laejes sodew ¥z 0% 8T w ALLOTUVHD ON sn 0°02:¢€:0% ST-TT-L10% 00L€®F0LJACR-FTT6-CAOF-FLPO-€99£q 08¢ 8
auoITO smopuim ¥¥ 03 g w LLVNNIDNID HO sn 0'9%:%€:0% ST-TT-LT0% BaqTBPLI9EOG-8F26-OFEF-FFBS-BE6E6COP Ly
a0 smopuim ¥g 0% 8T w oaaTOL HO sn 0'TF:€€:0% ST-TT-L10% 8968PZSRPF9-JE0q-FTRF-80LE-GIOT6900 o
awoIyd sooew ¥e 0% 8T w IMVHMTA-ANJd HLNOS NI sn 0°.8:€€:0% ST-T1-L10% 121J820¢80qe-gd€®-,9q1-2J€6-PROATEOT 27
X031y smopuim vy 03 ¢g w OVITIAVO-ALIO ASHAAVHL IN sn 0'77:9€:0¢ ST-T1-L10% ©O00J9R Iq7OE-090-ELEF-AT T L-90EI9I9P 4%
2ot sooet ¥E 0% ¢z w VIHdTAAVTIIHd vd sn 0°ze:€e:0a ST-TT1-L10% CERPREE9L0CO-TL68-0T2F-F970-05020344 3%
awoITO smopum ¥9 0% g¢ 3 (VIOSVHYVS) ALdd "LSVANV.L 14 sn 0°6£:€€:0% ST-TT-LT0% 9V T€J199872q-CF28-00TF-0198-280FqECP 47
suou proipue ¥z 01 8T 3 X1 sn 0°€:1€:0% ST-TT-L10% 0®TZTO06PPAP-2988-69F7-POSP-POTE6IL 147
2wy proapue ¥€ 0% ¢g k; LiodLad IN sn 0°6$:66:0% ST-TT-L10% ©S899811030G-¢PPe-9L L1 -96S9-7B8ESI0T oy
2o smopuim vE 03 ¢z 3 (NOLNVD) NOUMV-ANVITATTO HO sn 0°¢1:0€:0% ST-TT-L10% VE63LTCHRIR-9706-L0LF-16R-908qT VAT 6¢
suou proapue vE 0% S w 10Vd "IS-SITOdVANNIN NIN sn 0°6%:62:0% ST-TT-2T0% | 8S9LE6POPEES-9706-PE6T-0E20-T9BOTITE 8¢
aUoITO smopuim ¥¥ 03 ¢ 3 NOLWNVHDNIE AN sn gT-TT-L10% BJ6THTOTBA02-9E08-6€97-GOLT-00959P29 L8
201D smopuim ¥E 0% ¢ L NHETAN-HOT VNOLAVA-OANVTHO ettt sn ST-TT-LT0C 849q@2T0ATFS-qoLS-FeFF-PEEY-92TOLETD 9g
2wy smopuim ¥9 01 ¢g 3 NOLONILNNH-NOLSATIVHD AM sn QI-T1-L10G 18J98§89697S-2C64-EV L7-9858-9J9C6009 eg
2o proapue ve 03 ¢g 3 NUITIN-HOg VNOLAVA-OANVTHO 14 sn STI-TI-L10G VEVEeoLRATIE-F136-VP67-809€-TPSIZETY ve
2UWoITO sooew ¥G 0% 8T w NVAHI-ATdNIL-OOVM XL sn gT-TT-LT08 JOCILYPERR0S-POIR-80F-OPST-2999L9SP 33
20T smopuim ¥E 0% ¢¢ w DNIAAAU-ODTHD VO sn ST-TT-LT0G 02 TP8Je88T20-q7qq-82GY-8CLL-OV TFPEE] 43
auroIYd smopurm ve 03 6T L vd sn QT-TT-L10C | SV998.920£¥9-A€98-61FF-0B0F-TEA9LTLO 1€
19130 smopurm ¥9 03 ¢g 3 ANV-TIAZHSV-IMVdS-TIANTIHD oIS sn STI-TI-L10¢ OTTLYETTPISSFJOVA-A0FP-qP6E-2J0L9Ra. og
x0301y smopuim ¥E 0% ¢z 3 SHOA MAN AN sn QT-TT-L10G RRCAIPACTT -G TOR-LOCH-97IC-GOFTEOVE 62
auroIyd smopuim | Iea0 puE g9 3 NHETIW-HOE VNOLAVA-OANVTIO 14 sn gT-TI-LT08 80PgIORORPSP-JOEq-ET67-BIC8-F8TO9E80 8%
20O 19130 vE 0% ¢g 3 AN ‘HAILSHHDOOH AN sn gT-TT-LT0% ¥310980PB20-2FF8-7q87-22q0-SPETBT09 12
19130 smopurm vs 01 ¢y J @HN0Yd NOLVH V1 sn GI-T1-L10¢ 8877018JC09P-2246-2697-B9I0-8ESV P63 9
a0 smopuim vE 03 ¢g w MUOA MEAN AN sn QT-TT-L10G 881987 LPOPEELI®-2q2-8L8G-LOJRAPIC ez
2ot proapue ve 03 ¢g w VINODOVI-ATLLVEAS VM sn QT-TT-L10G J99900£2090£-GS0RJIRV-6TAF-FF6TIRLE Ve
19130 smopurm ve 03 oF 3 NI ‘HLLAAVAVT NI sn QT-TT-LT0% | 90J6BOLPGLOL-6ET6-GS8T-BPSL-99FPSTIq £
a0 smopuim vE 0% ¢¢ w SINOT "LS O sn ST-TT-LT08 ZIE9RRTIRAIY- 180909972665 -E6£F88°F (44
awoIyd sooew ¥e 0% 81 w SVDHAA SV'I AN sn SI-T1-L108 098€€J2£®IAq-FRERJSOV-60L8-Gq9L0C® 1%
x0jo1y smopuim ve 03 ¢p 3 ALIDO @MVT IIVS In sn QT-TT-L10G JPEIV00LATOY-CLOR-ELTBLEL FRPIVTOE 0z
2ot smopuim ¥G 03 81 w HOUNISLLVId-NOLONITING IA sn QT-TT-L10G 290£8968°q8T-8260-9967-L0CF-CLRLOLEA 61
auoITd smopum ¥g 0% 81 3 SITOdVNVIANI NT sn ST-TT-LT0% | GFIA4T22dELE-ASHe-L40F-P8T6-0VLF0EE® 8T
auroIyd smoputm | IoAo pu® g9 3 VOLLO AN sn ST-TT-LT0C 25007 PIPO600-6248-9ELF-9PFF—BLOJLLOL L1
awoIyd proapue vG 03 81 w NHAVH MEIN 7% QHOALIVH 10 sn QI-T1-L10G P8PY29eILqE-T1708-88S-CCRY-PE6GAPPF 91
2o 19730 ¥9 03 ¢g 3 SINOT LS O sn GTI-TI-L10% | LO®SV6LOTSTCE-EPIS-8ULY-ORE6T-RLLIOLGY 34
U0 19130 ¥G 0% 8T 3 FGONTNVS-HVINNVS-VHIUVEVINVS | VD sn gT-TT-LT08 T0LTPEIETOGL-99P6-CORY LT BY-L67LEBOP i
awoIyd sooew vE 03 9T w (ILL.ODSHYUd) XINHOHJ VAY sn ST-TT-LT08 29799JE ST POJ-BREE-EIPF-JOPY-UOJOTGCE €T
a0 smopuim ve 03 o¥ 3 DUNTHONAT-AMONVOH VA sn eT-T1-L102 18qT080Z98®R-82€R-98C)-0089F86PLIS® 41
2wy smopuim ve 01 ¢p 3 LLVNNIONIO HO sn QI-T1-L10G 08®6qPFEE06-2009 -2 LT -8P02-9PISIES0 11
suou proapue ve 03 ¢z 3 ALID SVSNVM O sn QT-TT-L10G C09EEEILEIR6-REY 6070~ TRI-2(0RE09T 01
19130 smopurm ¥9 0% g¢ 3 SVDAA SVT AN sn gT-TI-LT08 06P6987SF76S-9716-6697-77GE-8qq9GOLP 6
a1 smopuim ¥¥ 03 ¢ w MHOXA-GAT-HILSONT-DUNISTHHVH vd sn ST-TI-LT08 099q L89G 9918-L9F8-AT -9 LOP-8¥ISRAPT 8
2101 smopuim ¥E 0% ¢ 3 AHOWILLTVE an sn eT-T1-L102 86992999¢298-P02A-4LTH-LOGR-0qFVL68] L
awoayd smopurm ¥E 0% g w "0 ‘ANVTIMOd "o sn QTI-T1-L10G 8052652920P-6296-8987-6200-T7RIC0SS 9
auou proapue ¥G 03 81 w NUITIN-HOT VNOLAVA-OANVTHO 14 sn QT-TT-L10G PIE6POEIPLSO-690C - TR8H-25AZ-6250F9P e
auoITO smopuim ¥G 0% 8T 3 ALID @MVT ITVS AN sn gT-TT-L10% 48TEL6680CF9-T8Rq-L26T-B0G6-2CF TPTPO v
a0 smopuim vE 0% ¢¢ w SHOA MEAN AN sn gT-TT-LT0% 1£99€J997209-6J88-PRLY-2699-FqECEPE €
a1 smopuim 79 0% ¢ w vd sn 0°92:01:0¢ ST-T1-L10% | 910E89P2LP88-9996-9J87-0SEE-CSSEVoL] C
a1 smopuim vy 01 ¢g 3 LLVNNIONIO HO sn 0°6S:80:0% SI-T1-L10% PP8.®qLqqPP-2PP6-FJPF-LI0V-TFRITLS] T
Jasmoag ‘S "0 a8vy Japusn) 'oay Oa3dIN *318 . eite) (_Da1n) =2rea I M®IAJ93jU] BIRAINS "ON

UOT}eULIOJUT JUapPUOdSol pueR MOIAISIU] €7 d[qRL,

199



ab6pd 3T2U UO PaINULIUO))

QUIOIYD
auIoIYD
auIoIYD
Y30
auroayd
10130
auIoIyD
awoayd
al
auIoIyd
X0Jo1y
auIoIyD
auoayd
auIoayd
reyes
2UIOIYD
1rejes
Y30
19730
QUIOIYD
UIOIYD
auIoIYD
auroayd
19730
QUIOIYD
auIoIYD
auIoIYD
unO.ww.H@
auroayd
1reyes
19730
unO.wwhmw
auIoayd
reyes
X0Jo1y
auIoIyd
reyes
reyes
auroayd
UIOIYD
auIoIyd
Y30
reyes
X0Jo1y
X0Jo1y
auIoIYd
al
auroayd
19130
19730

smopuim
smopuim
smopuim
smopurm
smopurm
smopuim
smopuim
proapue
smopurm
smopurm
smopuim
smopuim
smopurm
proipue
sooew
proapue
sooeur
smopurm
smopurm
smopuim
proapue
sooeur
smopurm
sor
smopuim
proapue
proipue
smopurm
smopurm
sor
smopuim
smopurm
sooew
sor
smopuim
smopuim
sodew
sor
smopurm
smopuim
proipue
sor
sor
smopuim
smopuim
smopuim
smopurm
smopurm
smopuim
smopuim

Ve
I9A0
Ve
79
79
ve
9
1910
vs
79
e
9
9
e
e
ve
144
1474
1474
1900
e
1474
ve
1474
e
44
ve
1970
¥s
44
9
9
e
e
9
9
Ve
ve
1474
ve
ve
ve
ve
e
9
ve
e
79
79
I9A0

03 ¢¥
pue ¢g9
03 ¢¥
03 g¢
01 g¢
03 ¢¥
03 ¢¢
pue ¢g9
03 gf
01 g¢
03 ¢¢
03 ¢¢
03 ¢¢
03 ¢¢
03 ¢t
03 ¢¢
03 8T
03 ¢¢
03 ¢¢
pue g9
03 ¢¢
03 ¢¢
03 ¢t
03 ¢¢
03 ¢¢
03 8T
03 ¢¢
pue g9
03 gf
03 8T
03 ¢¢
03 ¢¢
03 81
03 8T
03 ¢¢
03 ¢¢
03 ¢t
03} ¢¢
03 ¢¢
03 ¢¢
03 ¢¢
03 ¢¢
03 8T
03 ¢¢
03 ¢¢
03 ¢¢
03 ¢t
03 g¢
03 ¢¢
pue ¢g9

R = B B = R = I R I = B R I = T I = B = R I = R = R = I |

NHAVH MAN 7% AHOALIVH
ALAVH dHYAL
AONTHOTA-HOVHAT ATIHAN
MUD d-00ZINTVI-SAIdVY ANVHD
NLZH-NOLNVYOS-dddvd SAMTIM
ALID MVT IIVS
NI ‘NOSMDVI
OLSHAON-NOLMLS-OLNINVEOVS
VIHdTdAVTIHd
DONIAATH-ODIHD
AOHUL-AAVILOANTAHOS-ANVETY
(VIOSVHEVS) dLdd "LS-VANV.L
agodadd MAN-EONHAIAOYd
VD ANVEIV
MUOA MAN
ATTIASINOT
(NOINVD) NOUMV-ANVIAATTO
NEAYD DNITMOd
AANTISLLODS-ANNAATHO
SUDY-TADNUIS-AVA-HLINS "Ld
(DSNIL ANV NNV) WYVHODNINHIE
LILVNNIDNID
ANV-TIAGHSV-LHVdS-TIANTAHD
0ODAId NVS
SMHUD E-00ZINTVI-SAIdVYE ANVHD
NOILONIXHT
HAILVOAA-ATIDNUISENDIVAINVHD
SNTd NOSNIHOLNH-V.LIHOIM
OINOLNV NVS
VITVSIA-ONSAY A
ago4Aadd MAN-ZONTAIAOHI
NHAVH MUN % AHOJLIVH
L10Y.LAd
(OSNL ANV NNV) WVHODNINYIG
AHN0Y NOLVE
SATAVN-SHAAN "L
NLONHSVM-NUHL N-dTIIANTEYD
NILSOV
HIANTA
HOUNESLLId

(4O1d) ¥NLVOEA-ATIIASLNNH
HO ‘SNENNTOD

ASOr NVS-3VO-ODSIONVHA NVS

SATAVN-SHAAN "Ld
VIHATAAVTIHd
HYOWILIVE
SMUD -00ZIN'TVI-SAIdVY ANVYD
o1vaand
oavdod Tad-dOUNON

(penurjuoo)

IO SN
1 Sn
os SN
IN sn
vd SN
LN Sn
NL SN
VO SN
vd SN
VO SN
AN Sn
T4 Sn
i sn
VD SN
AN sn
AM SN
HO SN
AM sn
AM sn
uv Sn
v Sn
HO SN
os sn
VO SN
IN SN
AM SN
1 SN
S sn
XL sn
vo SN
™ Sn
LD sn
IN sn
v sn
V1 SN
T4 Sn
ON sn
XL sn
0D sn
vd SN
os SN
v sn
HO sn
vo SN
T4 SN
vd SN
an sn
IN sn
AN SN
V1 SN
REAEIELAN

0°'8T:¢0'TC
0'PT:10'TC
0°6S:T10'TC
¥4:00°1¢
17 10:1¢
ge: 10 1¢C
¢gic0r1¢e
L0:¢0:1¢
00:65:0¢
90:00°1¢
Cvi69:0¢C
¢gi8¢:0¢C
8G:LG:0¢C
¥¢:Le:0T
80:9¢:0¢
0€:L4:0¢
69:65:0C
16:%S6:0¢C
I97:%4:0C
04:94:0¢
TT:%9:0C
CcT:€e:0¢e
8¢:€S:0¢C
G0:€G:0T
14:¢9:0C
LG:0S:0C
9€:04°0¢
17:€¢:0¢C
GT:8G:0¢C
0€:67:0¢
gT:¢e:0e
¢0:8¥:0¢
8%:9%:0¢
91:9%:0¢
¢e:9¥:0¢
LCG7:0T
1€:9%:0¢C
0g:€7:0C
07:€¥%:0T
0¢:€v:0C
1¢:¢v:0C
9G:1¥:0¢
¥1:¢v:0T
9¢ TV:0¢
cgi0v:0¢e
0°60:L¢€:0C
0°€0:L¢:0c
0°¥1:L€:0T
0°'70:L€:0C
0°€S:¥¥:0C

O C OO0 0000000000000 O0O0O0CO0OO000COO000COO0OO0O0OO0COO0OO0OOOCOO

ST-TT-LT10¢
GT-TT-LT10T
GT-TT-LT10C
GTI-T1-L10¢
GTI-TT-L10¢
ST-TT-LT10¢
GT-TT-LT10¢
GI-T1-L10¢
GTI-TT-L10¢
GTI-TT-LT102
ST-TT-LT10¢
GT-TT-LT10C
GI-T1-L10¢
GTI-TT-L10¢
GTI-TT-L102
QT-TT-LT10¢
GT-TT-LT10¢
GI-T1-L10¢
GTI-TT-L10¢
ST-TT-LT10¢
GT-TT-LT10¢
GT-TT-LT10C
GTI-T1-L10¢
GTI-TT-L10¢
ST-TT-LT10¢
GT-TT-LT10C
GT-TT-L10C
GTI-T1-L10¢
GTI-TT-L10¢
ST-TT-LT10¢
GT-TT-LT10¢
GI-T1-L10¢
GTI-TT-L10¢
GTI-TT-L102
GT-TT-LT10¢
GT-TT-LT10¢
GI-T1-L10¢
GTI-TT-L10¢
GTI-TT-L10%
ST-TT-L10¢
GT-TT-LT10¢
GTI-T1-L10¢
GT-TT-L10¢
ST-TT-LT0¢
GT-TT-LT10¢
GT-TT-LT10C
GTI-TT-L10¢
GTI-TT-L102
ST-TT-LT10¢
GT-TT-LT10¢

G96.L899TT0L6-€9E8-TPTIP-qqGL-8E0C2429
9.9qqLCLeTITe-¢J9®-6007-€94¢8-00C€S0PT
GCPPPIS9GECS-00L6-66ST7-9€90-8E6°99S°
APTECPE8C0BCOPYE-00L7-BLBY-BREVB6TL
D90988J02J€G-LT99-PICT-®AVC-FILBIPCT
TAPE69€qERST-PTICq-PIOVIVEL-TLTE0286
LTBE0EPERG6T-€9PB-LBLY-€LT6-FASI9V]
IOV LELOVOVI-6CC-ALYY-€0BP-6P196®90
90® LIV T0®E99-6E€6-CLPV-JBRE-PTIPTISY
POzEREA68TF6-2006-2¢BF -8 LB-95qF (200
€4LL99VCLVIO-LPI6-PEVY-99PP-T20ITPLP
J€©®8qCJeCREI-C6°8-2JqY-80CB-9LLESTOC
69€5979CJRIO-7988-€481Y-688E-6998®Eq>
JOVSPT96®6PCJ988-8JqF-PLBI-67SJC LG
PI6PYBGA30F-72¢4-0c47-®C93-2IPTI0H
6.9%0J62qC9P-8J98-9GLV-92TC-PFEEELER
02€EPYIP9869%€-TBRE-GagT-£2]9-20pPaq6SL
€9600®2781IL-1€38-F067-0P60-0U8VCV S
LOVROVV18G6S-EPT6-F0LY-667F-0LCIAILP
99T®q960L€CqFRER-LIST 04V (-CTIELO6F
¢PT0TT1999%7°-J60%-£qCV-J899-2I8PLS0E
CYTITSPES80926-V126-6187-FP2€-2J0E0SLY
9PT99qCLE6R6-E€CRIq-198Y -V -CTL8aRR]
7eLe8Y0®TIPLO-JS2q3T¥¥-J0OP2-L22q0EPq
BOGOERI0TVEL-68E8-9E0V221L-JORL09E0
€®LIOL69FAPL-9CT6-0SLY-CI0T-qGey9e8?
6BPOSTIR6VPA-LGSER-€ELRBY-AqEE-CPPS0SIT
€99®9991CL0T-PF5q-22C)-TSGLP-PRL1999¢
SPAVAPTOTLAJ-GFR6-ACPT-TOPI-TBRIPLLS
629694€8CIPE-PERR-TPCY-SPY2-0E8IC29¢
T9qE€eP80eae02-6CE6-9LCF-L26T-€C00°TV 1L
694E€EYSI6B1ER-0BPR-0BIF-828A-9YTPL69
89GE67qPo8P2-€5Jq-cq¥¥-0080-152999.L3
92Ga9984¢9RG-LPI-S007-9L8.L-97qq®00°
6E£99CPYPOLRT-9C0%-€B8Y-9JCq-949F8E9q
8699qOPEPTE6L-69PC-V06V-LELITAEGIGO0
©I69€88G02G°-LV88-CPYV-65L9-CA98LTIEL
9€¢94q¥7$2qqeo-JpLe-0897-Pc8I-10C8LI9®?
9799.L93°8YP8-P26-PA8Y-F8T1L-0749]52P
980908 ECP20-BqL6-TLEYBVH-q8E98POP
LEREIIOTVITYIT6Cq-20IV-TPR2-PABLEYCo2
26£€°619°27qL-G298-7007-q¢64-P9Jq6.L99
GqT0°GLT9CI6-69€6-87 Y -6CRy-6F0RI®q
89G2JTE€IVI9E-0€C8-T48FFRBCI-LOPOLOPY
9,6988€C0PIP-9B8T16-0PYV-G98€-799980°8
©OGROIG8Y667-CFAqFSqY 9PV -PPCCTI89
99PEaYLIOPOe-qqTe-0¢6]-8852-9898J 1P
6'qBLO6S0T6J-F189-02¢7-29L8-6660CALT
LP269€070°8E-P6€¥-0C27-PV02-FTOPTERE
8L0EVASGY8LOG-B0JC-6LCY-T8BE-TOTOTSPY

66
86
L6
96
g6
6
€6
6
16
06
68
88
L8
98
a8
8
€8
z8
18
08
6L
8L
LL
9L
QL
22
€L

TL
0L
69
89
L9
99
<9
9
€9
9
19
09
69
8¢
LG
9¢
Qg
Ve
€g
(4
T4
0¢

200



ab6pd 3T2U UO PaINULIUO))

auroIyd smopurm ¥y 03 g€ w 0aaToL HO sn 0°SOITT:TG ST-TT-2T0% | ¥eAPS00£626-88C6-PI6T-9GoT-8296.L0C 671
1aeyes sor ve 03 ¢g w HIMOM "LJA-SVTIVA XL sn 0'VP0T:1E ST-TT-LT0% qg8IELTE TS CLYS 2607 T09E-99099.L]L SVT
auroIyd smopurm ¥9 03 g 3 (NMISHDVH) O ‘NOILONIHSVM AM sn O'FTITT:1E ST-TT-LT0% Y602 LOVEATI0-8L96J9TH-0679-£2066268 VT
awoayd smopurm 79 0% ¢ w SINOT LS O sn 0'8€:11:1g SI-T1-410% o9 1£291PY0J-0§09-2677-9782-8L5075°9 1A
Laeyes sooew 19A0 pue ¢g 3 SINOT "LS O sn 0T T1:1Z SI-T1-LT0% PLIPIPO09TE6-LR6A-TCIF-7LeP-293E8Eq6 opT
auroIyd smopurm ¥y 03 g€ 3 MNHIMV LHOd-INONWAVHL XL sn 0°2€:0T:1% ST-TT-LT0% VE68CI89RY0S-e8q8-8VIF-9970-96VIP T2 22
19730 smopmim | I9a0 puE g9 3 (VIOSVHYVS) ALAd "LSVANV.L 14 sn 0L TT:1G ST-TT-2T0% TJ60SE9ETOTO-6T26-8C8HJCS0-CFOSHELY evT
auroayd smopurm | A0 pu® g9 3 MUOA MEN AN sn 0'82:60:1% S1-T11-410% LyP90RGOTLLR-8898-9097-00CE-8A8RETTS 42
191730 smopurm 79 0% ¢ 3 HO ‘SNgNNT0D HO sn 0°48:60:1% S1-T1-L10% 199¢6EPLEDSI-08E8-2F67-0898-600PRESD Wi
1IeyRs sor ¥e 03 ¥ 3 VINOOVL-TTLIVAS VM sn 0'PPTT1:1T SI-T1-LT0T q049€28296qd-262-99FF -8 [J2-C00ERRES ovT
auroIyd smopuim | Iea0 puE g9 3 (NMISUDVH) O ‘NOLONIHSVM AM sn 0°07:CT:1g ST-TT-LT0% | SPETAT68°9VP-2624-BELV-9265-4FSTA6YP 68T
auroId smopurm ¥g 03 ¥ 3 VIHATAAVIIHd N sn 0°€0:0T:1% ST-TT-2T0% 69968 T1069J-0G6-LGYJOTI~L6999SC® SeT
x0j0uy smopurm 79 0% ¢ 3 AUOAMD0H 1 sn 0°L7:0T:1g ST-TT-410% | SGLYLIPRqog9-cP£d-q9q7-F180-60LGc0TE | LET
1reyes sor ve 03 ¢z w ATVAYAANVT "LA-TNVIN 14 sn 0°2y:60:12 SI-T1-L10% 8P2q9e8OJZP-PEAA-2C8T-6609-2RPILSTT oeT
auroIyd smopurm ¥9 03 ¢g w ATTIAHSVN NL sn 0°2y:60:12 SI-T1-LT0Z 193LePIeqeq0-£986-7e8y-8P LI-8FePHE® ce1
auroId proipue ¥y 03 ¢g 3 (NOINVD) NOUMV-ANVIAATTO HO sn 0°6C:TT:1g ST-TT-2T0% 1Ge0REPLYOPP-L998-GREY 08 LFAq0LS6T vet
auroIyd smopurm vEe 03 9T 3 ALLOTHVHD ON sn 0'T¥'80:1¢ ST-TT-LT0% 0926J88CoEE6-TER-8JPF-80C0-PegsIqee geT
auroayd smopurm ve 03 ¢z w SHTADNYV SO'T VO sn 0'7£:80:1% SI-T1-410% PSC0GEIFRTEE-890q-00B)-C699-TP6FESE6 zel
19730 smopurm ¥9 03 ¢g w VSIAL SO sn 0°8€:80:12 STI-T1-L10% 029®CPZ IZ0§e-££T8-0E 1H-89T 1-F2995ped €1
ouroIyd smopurm ¥9 03 g w SMUOX MEAN AN sn 0°6G:L0:1G ST-TT-LT0G qgre6998YE Te-FFFe-T6PY-880T-034HI08 0eT
auroId soorur 190 pUE g9 3 VOOONVLLIVHD NL sn 0°GT:L0: TG ST-TT-LT0G 899€6PCLEALEOCCRLEY-0L9J-CECITARS 6CT
19730 smopurm ¥9 03 g 3 LLSIMHD SNd¥0D X1 sn 0°62:L0:1¢ ST-TT-LT0% £81J9J205 L8 6646 J8CY-£9To-82LLEECT 8TT
19130 smopurm 79 0% ¢ k; ALID SVSNVM O sn 0°€€:L0:1T STI-T1-L10% 13CS0TELLI0S-9EL8-COVF-0TOP-0qPRgLES Le1
auou prospue ¥y 03 ¢g w ALID @MV ITVS AM sn 0°91:L0:1% STI-TT1-LT0% £9998209PIZ9-E£A8-6LRF-00PI-TJ60F08 9zT
oot smopuiM | I9A0 puUE g9 w NILZH-NOLNVHOS-AHUVE SAMTIM vd sn 0°€9:L0: TG ST-TT-LT0G 690912997 T1I-6996-80GT F6TIGEELELS® 148
awoIyd smopurm ¥y 03 gg w (NLSTM)NSNIDA-MDUNSI-LONIIN an sn 0°90:L0: 1% ST-TT-LT0% | GOVS9L8GLBAR-987]-CT6F-qOPE-B0LAP6.L9 Vel
19730 smopurm ve 03 ¥ 3 NOSIaVIN M sn 0°00:L0:1% ST-TT-LT0% 2699690PY29%-€626-0S6F-PP20-LFZT284F eet
191730 smopurm ve 03 ¢z 3 HTTIAXONM NL sn 0°6S:70:1% ST-TT-L10% 968 LE969506-C688-ER8F-80§C-EBIALT [T zal
ar smopurm pg 01 gp 3 Vo sn 0°1:40:1% ST-TT-L10% 6@60EP8OOLRE-LJ6R-20PT-89ET-600J6TLE et
19730 smopuim | Isa0 puUE g9 3 VNATIH LN sn 0°€0:0T:1% ST-TT-LT0% £00€9GT9RI6L-CTF8-9767-0L41-2069960% 0eT
auou proipue ve 01 6T 3 DNIAAAH-ODIHD VO sn 0°8T:C0: 1% ST-TT-LT0% ©0qTCETIYITo-2088-8297-¢0L0-APqLIVe® 61T
auroayd smopurm | 1eA0 pu® g9 3 VIHdTAAVIIHd vd sn 0'71:€0: 1% SI-T1-410% 99§292P9qeOJ-0LCR-LOG 0SSV -VRPIREIP ST1
auroayd proipue ¥e 03 81 3 HIANEA 00 sn 0°60:€T:1% ST-TT-LT0% VIPFRJ0T0F0B-CT96-L997-20LL-73C0L5Aq LT
auroIyd smopurm ve 03 ¢z 3 110¥1Ad IN sn 0'82:€0:12 STI-T1-LT0% 89.96980P98P-7206-8907-P20q-CRIqARICH 91T
auroIyd smopurm ¥y 03 g€ w ANV-TIATHSV-THVdS-TIANTAHD oS sn 0°TS'€0: TG ST-TT-LT0G TeJ8.3L5CAE8-CFPe-0GOY-L0PP-6637 VPOV eTT
Laeyes sor ¥y 03 gg w HATTIAHSYN NL sn 0°8€:20: 1% ST-T1-2T0% €JZER099qPR0-8FES-9907-8E68-0THE8e06 VIt
auroayd smopurm ¥9 03 g 3 SINOT "LS ON sn 0'8€:€0:1¢ ST-T1-L10% 20S9€L0Bo18E-L8Pe-POS)-LIV0-66LPIPE0 eIl
1reyes sor 79 0% ¢ 3 (4ELSTHONVIN) NOLSOH VIN sn 0°T1:€0:1% STI-T1-L10% 00§29 L99€97§-82L8-0J07-89C8-TLAPILYT 481
Laejes sooew ¥9 03 ¢¢ w VINOOVL-ATLLVEAS VM sn 0°9€:€0:1Z STI-TI-LT0Z 5GOZF98FCAPA-8GA6-EIET-0£9P-CLEPECOT It
auroId smopurm ¥G 03 8T w oNdY AN sn 0'80:€0: 1% ST-TT-LT0% 8LT6LO8EEPSE-C0qe-8JEF-9E0P-08C0LAE6 01T
a1 smopurm ve 03 ¥ 3 LILVNNIDNID HO sn 0°61:20: 1% ST-TT-LT0% PLVBTITE997-073q-2F0F-620 T-49¥9EPOF 60T
auroayd smopurm | A0 pu® g9 3 VINVILY VO sn 0°¢1:€0: 1% SI-T1-L10% ®.J99016£6GE-TELB-927-BJOP-00GPSYSE 801
19730 smopurm ¥z 03 81 w NINTONOH IH sn 0'77:€0: 1% ST-TT-L10% RECRCETRE6 [-CILE-P99F-FTAq-ORILIITH 201
oot smopuim | I1oa0 puE g9 3 o1vddand AN sn 0'%0:€0:1% ST-TT-LT0% PG6668TPEEIo-Freq-08ir-SPPP-89ToFoRT 90T
auroId smopurm ¥9 03 g 3 VINOOVL-ATLIVAS VM sn 0°60:€0: 1% ST-TT-LT0% 99P09FT99020-¢(28-0087-98P0-660L63LT coT
auroIyd smopurm ¥9 03 g 3 1109.1LAd N sn 0°6T:20:T¢ ST-TT-2T0% | PORLPSPEPITL-0C68-CTPY-8LFR-F6699PeO | TOT
suou proipue vE 01 ¢g w asiod "o sn 0'71:10:1% ST-TT-L10% BGG1LO9LCRES-09C8-CE 17-08I)-LIATRIS® €01
x0301y smopurm ¥e 03 ¢f w 1NVd "LS-SITOdVANNIN NIN sn 0°6%:¢0:1g ST-TT-LT0% | T884P®ICPqLP-TT1A4-q8LF-dFT®-TS0LFAF0 | &OT
auroIyd smopurm ¥¥ 03 g€ w NOLATddV-AVd NITUD m sn 0°€PT0: TG ST-TT-LT0G 0PS TPPFeTLOGJO68-T9EF-640S-L09G(€o9 10T
auroId smopurm ¥9 03 g 3 VA-NL ‘SHILIDTHL NL sn 0°0€:T0:1% ST-TT-2T0% 619980TL996]-PJ0B-CGACH-€L0E-S699C6P6 00T

(penunjuon) :¢g o[qe],

201




ab6pd 3T2U UO PaINULIUO))

x0J1y smopurm ve 0% oF 3 LLSTMHD SNdY0D XL sn 1 QT-TT-LT08 T200LTJ0SJOP-€898-0767-q4Ge-PEAT6V 79 66T
x0Jo1y smopurm ¥g 03 ¥ 3 (NOINVD) NOUMV-ANVIAATTO HO sn Tg ST-TT-LT0% BP6AV8OR022-8926-2FCF-0T6P-GeRE 0 86T
auroIyd proipue ¥9 03 g ur (VIOSVHUVS) ALAd LS VAWV.L 14 sn 12 QT-TT-L10C | €6J€8TPPTG06-Aq98-CAET-689Z-6989.Fq® | L6T
auroayd smopurm ve 03 ¢p 3 NHAVH MEAN 77 QHOAIMVH hve} sn 12 QT-11-L10¢ JAIP6R6.L00LV-2868-E0ET-FE-PLROISTL 961
Laejes sooew ¥y 03 g w asiod ar sn 1 €T-TT-L10¢ | PeRLATAPOR0SE-FPAS-J6PY-F165-2PoPEPPP e61
19730 smopuiM | IsA0 puUE g9 3 VINOOVL-TTLIVAS VM sn 1 QT-TT-LT08 79292 19£0SF7-0§L8-CA0Y-E09-28TG6000 v6T
auroId soowur ¥e 03 8T w SNVATHO MAN V1 sn 1 eT-TT-LT0¢ 9800,,Pqqe20g-g0E8-T€oVFT61-1999EFEY €61
1930 smopurM | 1940 pu® g9 w NLZH-NOLNVHOS-HYHVH SaMTIM vd sn 1 QI-11-410¢ £0°077652I42-2658-F197-2RIG-PSEVCEVS z61
auroayd smopurm 79 0% ¢ 3 (LLODSHYd) XINHOHA VA sn 1% STI-T1-L10G PTCOC6VPSLRS-F0VR-COSY-JERL-8ECLECPLT 161
auroIyd smopurm | 19A0 pu® g9 w NOLETddV-AVd NIAUD M sn 02112 1Z SI-T1-410% 0909€ 4237 CES-L904-E8TF-PR6E6-CPEET699 061
auroIyD smoputm | I19a0 pue gg w VIHATAAVIIHd vd sn 0°6T:0G: 1% ST-TT-2T0% 992eR0COZIP -0V T8-O8PY76Le-6L90T69L 681
auou proipue ¥9 01 ¢ w ANaROMI-OTHLM-SAIdVH 4VAdD VI sn 0°SP€C: 1T ST-T1-2T0% 0£99%999P2q8-L088-J897 ¢ TPe-T18680°9 88T
1930 smopurm Ve 01 g2 w AN ‘HHLSHHOOYH AN sn 0°€S:61:1% ST-TT-4T0% | ¥9®OVGELSELP-24Sd-TJTV-E9S-2PCI6RED 181
19730 smopurm 79 0% ¢ 3 ALID @MV LTVS in sn 0'72:12:1g SI-T1-L10% qA3OZ0LI TVE 1-RLBS-A9PY-0578-0723qA906 081
auroIyd smopurm | I19A0 pu® g9 3 SITOdVNVIANI NI sn 0°4€:12:12 SI-T1-LT0% ZRAACR6000€§-67 T8~ LCTF-8R69-LEPPOPAT e81
auroIyd smopurm ¥y 03 ¢g 3 HATTIAXONM NL sn 0'VP6T:1G ST-TT-LT0G q6CCICGELERA-CVT6-68CY-A8BA-GPOZ665] ¥8T
xo0Jo1y 19130 1980 pue g9 3 (VISIA VHHAIS) NOSONL VAY sn 0'8T:0C:1% ST-TT-LT0% C0PYRVLRCTe-BPO6-F8CY-PSIC-TIEVETLTL €81
1930 smopurm | 100 pue gg 3 OLVMNVIN NIN sn 0°62:0¢:1% S1-T1-410% 166799282187 -08q8-q9EF-0TSO-E84GRLEP z8T
auroIyd prospue ¥9 0% ¢ w (VLOSVYVS) dLdd "LS-VAINVL 14 sn 12 QT-T1-L10¢ £P®L0C698I0S-2LA6-CTIF-0TRE-9LPPISRd 81
ouroIyd smopurm ¥¥ 03 g€ 3 HO ‘SngmnNI1on HO sn 0°SP8T: TG ST-TT-LT0G £C299PoREDL-8JO8-68 09V F-SE9AE T TO 08T
auroId smopurm ¥S 03 ¢F 3 NOLSNOH XL sn 0°G¥08: 1% ST-TT-2T0% L6GR67R6SCO9-B0F-JOET-EPCS-TF0J0FOL 6.1
a1 smopurm ve 03 6T 3 vSINL S0 sn 0'VE'8T:1E ST-TT-LT0% | JALESLITL6EA-82L6-AV6F-69€2-PEI69T SLT
19130 smopurm ¥9 03 g 3 NOLSNOH XL sn 0°0T:6T:1g ST-TT-LT0% | dPG6TRALRIIR-B906-L90F-8TTP-996€8PIE | LAT
auroIyd smopurm | 10A0 pu® g9 3 (AALSEHONVIN) NOLSOH HN sn 0°0:61:12 STI-T1-LT0% €¢3eIRACOROP-97 LR-FARY-A8LC-€JARIEET 9.1
auroIyd smopuim | Ioa0 puE g9 3 NATVS M-LNIOd H-OHOISNATHUD ON sn 0'86T:1G ST-TT-LT0G 1,831.L0820%80-6908-7 To7-8PS9-9P0ESEO0L eLT
auroId smopurm ¥9 03 g w ADOVHOHONYV MV sn 0°€GILT:TG ST-TT-LT0G 9129£64PLO09-LEISFOIV-95E-89PF T892 VLT
19730 smopurm ¥9 03 g 3 SATADNY SOT VO sn 0'9€:L1:1g ST-TT-210% 2664892 PY0P-0308-499F-TEF2-T1q9897¥F €Lt
awoayd smopurm ¥9 03 g w MUOA MEN AN sn 0'70:L1:1% ST-TT-L10% J7Po9Z§88914-0006-900)-F8LR-CI686999 zL1
auroIyd smopurm ¥p 0% g 3 SMUOX MEAN AN sn 0°L€:L1:1g ST-TT-L10% 9PIVTAJAPGELE-FIOR-PPTH-AVLR-J6 TOO8T6 L1
auroIyd sooew ¥G 03 8T w MNLVOAA-ATIDNHISBNDIVAINVHD I sn 0°90:9T:1g ST-TT-2T0% 9T9®682009PE-PFEe-2087-476.L-T90059F 0LT
auroId smopurm ¥S 03 ¥ w ALID VINOHVTIO SO sn 0°TE:LT:1E ST-TT-LT0% 66PGCORIqER-GP LS JREV-qOTT-0T6EEI0® 69T
auroayd smopurm v¥ 0% g w MUO d-00ZIN'IVI-SUIdVH ANVHD IN sn 0°4:91:1% SI-T11-410% JEE8LAP64CI 1-01€6-16-698C-9VEJOVI® 891
auroayd smopurm ve 03 ¢z w LLVNNIDNID HO sn 0°2g:C1:1T SI-T1-L10% 182¢009qPE6E-£404-6997-P9F-6934 TG00 191
auroIyd prospue ¥z 0% 8T w NN sn 0°TQ:CT:1Z STI-TTI-LT0T PAERIPY6RI}-LILA-6GPY-AC08-HALRLID 991
19730 sor 1980 pue g9 w NUETIN-HOEI VNOLAVA-OANVTHO 14 sn 0'VEVT:1G ST-TT-LT0G T064£0S8PPES-0JT6-€9CF-0CE T-268STOVO c9T1
auroId smopurm ¥e 03 8T L (NOINVD) NOUMV-ANVTIAATTO HO sn 0'TE WIS ST-TT-LT0% S103999998qq-90Te-9ChFJ6LJ-CLALOCET 5]
auroayd smopurm ¥e 0% oF 3 VLNVILV VO sn 0°€E 11T SI-T1-410% 2§q4929E9V9V-EP6-9L R -E0VB-CECIREIT €91
191730 sor ¥z 03 81 w NHAVH MEAN 72 QHOAIMVH 10 sn 0°L0°71:1% STI-T1-L10% PE192d196808-0CE8-0807-0C )7 -6820RCI6 z91
Laejes sooew 1940 pue g 3 VIHdTAAVTIHd vd sn 0'67€1:12 ST-T1-LT0T £qqECLRATCLT-LRLA-D IOV LLO-PRLIRTC® 91
auroId smopurm ve 03 9T w VIHdTAAVIIHd CN sn 0°00:7T:1% ST-TT-LT0% J80q0865I0Fe-SC68-C0FF-92qR-9L0PE992 091
auroIyd smoputm | Ieao pue g9 3 SMHUD G-00ZINTYVI-SAIdVH ANVHD IN sn 0°G0:CT:1E ST-TT-LT0% 2GH09®LEEITE-6PLe-BAJF-9S0T-F0L405q® 6eT
19430 smopurm ¥€ 0% ¢g h; NLZH-NOLNVHOS-HYHVH SHMTIM vd sn 0°L2'€1:1% SI-T1-L10% | PP90E1q8eIE9-80®e-OPLy-019-FePT6adl 8q1
x0j01y smopurm ve 03 ¢F 3 A4NT9 ANId-MOOY ATLLIT v sn 0°9p:€1:1Z STI-T1-L10% ©qL9RICO8298-8608-LFOV-ALIF-L8 T6PIEL 181
ouroIyd smopurm ve 0% 9F 3 HOYNISLLId vd sn 0°TS:CT: TG ST-TT-LT0G 0GeyOPPRILE8-0284-PYUT-9¢89-87CO6°90] 9¢eT
auroId smopurm ve 03 ¥ 3 (ATTATTAVA) WVHHNA-HOIATVYH ON sn 0°0¥:CT:1g ST-TT-LT0G 1800JPEPTee-LJ68-C IV 86 TJ-8T0F 1909 ce1
auroIyd smopurm ¥y 03 ¢g ur HO ‘SNgmNTOD HO sn 0°G0:CT:1g ST-T1-LT0% L0P90986220%-€ Tq®-J6©F-9902-€90656Pq vet
auroayd smopurm ¥e 0% 8T 3 NOSIAVIN IM sn 0'PFIT:1g ST-TT-L10% 8L3£CTR0°80Z-801A-918F-1090-9829%08O ger
auroIyd smopurm | I19A0 pu® g9 3 VOOONVLLVHD NL sn 0°€0:€T:1g ST-TT-LT0% | €FPGIIPLO0US-8GOA-2CCH-EFTI-800767L0 zet
suou proipue ¥¥ 03 g€ w DS ‘VIGIWNNTOD oS sn 0°0%:TT:1% ST-TT-LT0% £90PLIC68IPP-0986-205FJGOV-TT6CCTLE TeT
auou sor ¥e 03 8T w 10Vd "LS-SITOdVANNIN NIN sn 02 TT:1g ST-TT-LT0% 96PEPAPLLLOVFIP6-8IET-8ACT JROTSOCT 0gt

(penunjuon) :¢g o[qe],

202




ab6pd 3T2U UO PaINULIUO))

QUIOIYD
auIoIYD
auou
Y30
reyes
X0Jo1y
19730
1eYyj0
19Yj0
reyes
19730
suou
auoayd
auIoayd
*Owwhm
2UIOIYD
auIoIYd
auroayd
auIoayd
9730
1rejes
19730
Y30
auIoayd
QUIOIYD
9730
auIoIYd
reyes
auroayd
19730
auIoIYD
auoayd
reyes
19730
auou
X0Jo1y
auoayd
auIoayd
auIoIyd
auou
19730
Y30
auIoayd
19730
X0Jo1y
X0Jo1y
Y30
auou
QUIOIYD
auIoIYD

smopuim
19730
proipue
smopurm
sor
smopuim
smopuim
smopurm
smopurm
sor
smopuim
proipue
smopurm
smopurm
smopurm
proapue
smopuim
smopurm
smopurm
smopuim
sor
smopuim
smopurm
smopurm
smopuim
smopuim
smopuim
sor
smopurm
smopuim
smopuim
smopurm
sooew
smopurm
proapue
smopuim
smopurm
smopurm
smopurm
proapue
smopuim
smopurm
smopurm
smopuim
smopuim
sooeur
smopurm
proipue
proapue
smopuim

ve
ve
ve
79
1970
9
I9A0
1270
79
1474
Ve
9
2
1970
I9A0
e
IaA0
ve
e
1900
I9n0
9
79

I9A0
Ve
Ve
ve
¥s
9
ve
1474
ve
79
44
ve
9
79
¥s
ve
9

9
1970

1900
9
ve
9
e
1474
9

03 ¢¥
03 ¢¢
03 ¢¢
03 g¢
pue ¢9
03 ¢¢
pue g9
pue g9
03 ¢
03 ¢¢
03 ¢¥
03 ¢¢
03 ¢f
pue g9
pue ¢9
03 ¢¢
pue g9
03 ¢¢
03 ¢t
pue g9
pue g9
03 ¢¢
03 ¢¢
03 8T
pue g9
03 ¢¥
03 ¢¥
03 ¢¢
03 gf
03 ¢¢
03 ¢¢
03 ¢¢
03 ¢¢
01 g¢
03 8T
03 ¢¥
03 g¢
03 g¢
03} ¢f
03 ¢¥
03 ¢¢
03 ¢¢
pue ¢9
pue g9
03 ¢¢
03 ¢¢
03 g¢
03} ¢t
03 ¢¢
03 ¢¢

Ew+-wHBEHww EvwEBEwEE- EEw+-w HEHE

HOE W H e B B B Eww Ew g E

VIHdTAAVTIHd
HAANTA
riourada
ILLSIYHD SNdY0D
MUOA MEAN
NMOIHALVM
NOILSNOH
DS ‘NOLSHTIVHD
Lioyrad
VIHdTAAVTIHd
NYITAN-HOE VNOLAVA-OANVTHO
HIMOM "LJA-SVTTIVAd
LLVNNIDNID
ALLVT1d HIYON
NYITAN-HOE VNOLAVA-OANVTHO
(HELSEHONVIN) NOLSOd
NATHD DNITMOd
HYIVID AVA-ISSOUD V1
VIHdTAAVTIHd
(NLSTM)NSNIDA-MDUNSH-LONIN
VIHdTAAVTIHd
(VIOSVHEVS) ALAd "LS-VANV.L
arad
DUNEINOSIHUVH
ADHAId "LA-HOVAL WIVd LSAM
NOLAVA
LILVNNIDNID
VIHdTAdAVTIHd
LLVNNIDNID
HOUNGSLLId
ANITOW-ANVTOI"H-THOINTAVA
ODVOIHD
NLZH-NOLNVYDS-AHUVY SHAMTIM
VA-NI ‘SHILID-TYL
HAANVITANIHY-OVSOVM
ODVOIHD
quodadd MAN-EONIAIAOYd
HOUNESLLId
HAANVITANIHY-OVSNVM
SINOT LS
ALID AVE-MVNIDVS-LNITA
NLZH-NOLNVYDS-AHYVY SEAMTIM
rioyrad
HO ‘ANVTIIHOd
(LLODSTYd) XINTOHI
VINODVI-ATLILVAS
ALID SVSNV

SHTHONYV SOT

(penurjuoo)

vd Sn
oD SN
TN Sn
XL SN
AN SN
AN Sn
XL SN
Os SN
IN SN
vd SN
T4 Sn
XL Sn
HO SN
UN SN
Td SN
VIN Sn
AM SN
IM SN
vd SN
aN SN
vd SN
T4 SN
vd SN
VA SN
T4 SN
HO SN
HO SN
vd SN
HO SN
vd Sn
VI Sn
11 SN
vd SN
VA SN
M SN
1 SN
JRcS SN
vd SN
IM SN
O Sn
N SN
vd SN
IN SN
VM Sn
v SN
VM SN
O SN
MO SN
XL SN
VO Sn
REAEIELAN

0°'Tg:€¢g 1T
0°9¢:7¢:1¢C
0'6T:%¢€'1C
0°LC7€ 1T
0°00:%€:1c
0°'8¢'€¢:1C
0'vvigei1ic
0°8¢:€¢:1¢
0°LT7€ 1T
0°Ly:ce 1T
0°9T:¢ce 1cC
0°'T1g'€e 1T
0°1G:1€'1C
0°€0:€¢: 1
0°L¥:ce1a
0°0T:T€:TC
‘ger1erIe
LTCe 1T
6G:0€°1¢C
LGEEITT
v€:0€:1¢
v2:0e:1¢
GT:0€:1¢C
VS:8C 1T
¢0:0€:1¢
VS9'62°1¢
9C'6C°1¢C
9G:8C 1¢C
LG'8T 1T
CQi8CHIC
€9'8C°1¢
GG6C 1T
G0:1€ 1T
176 1¢
8€VT 1T
GQi8C 1T
9€:8C 1¢
8G LT 1T
€6:92°1¢
€9'9¢°1¢
Ggi9¢C 1¢e
01:6C 1¢
10°9¢:1¢
1€:9G'1¢
90:9¢°1¢
GeVe 1T
[4 5 44akd
Qe ve 1T
c0:9¢i 1T
0'v1:9¢'1¢C

o

C OO0 O0CO0OO0O0O0CO0OO0O0O00COO0OO0O00COO0OO0O0OOCOOOOCOCOO

ST-TT-LT10¢
GT-TT-L10¢
GT-TT-LT10C
GTI-T1-L10¢
GTI-TT-L10¢
ST-TT-LT10¢
GT-TT-LT10¢
GI-T1-L10¢
GTI-T1-L10¢
GTI-TT-L10¢
ST-TT-LT10¢
GT-TT-LT10¢
GI-T1-L10¢
GTI-TT-L10¢
GTI-TT-L10%
ST-TT-LT10¢
GT-TT-LT10¢
GI-T1-L10¢
GT-TT-L10¢
ST-TT-LT10¢
GT-TT-LT10¢
GT-TT-L10¢
GTI-T1-L10¢
GTI-TT-L10¢
ST-TT-LT10¢
GT-TT-LT10¢
GT-TT-LT10C
GTI-TT-L10¢
GTI-TT-L102
ST-TT-LT10¢
GT-TT-LT10C
GI-T1-L10¢
GTI-TT-L10¢
GTI-TT-L102
ST-TT-L10¢
GT-TT-LT10C
GI-T1-L10¢
GTI-TT-L10¢
GTI-TT-L10%
ST-TT-L10¢
GT-TT-LT10¢
GTI-T1-L10¢
GTI-TT-L10¢
ST-TT-LT10¢
GT-TT-LT10¢
GT-TT-LT10¢
GTI-T1-L10¢
GTI-TT-L10¢
GT-TT-LT10¢
GT-TT-LT10C

T0282€796Leq-q098-GLe-99]17-608220.L2
J0J6BOCI99PS-PY98-PC6V-LBRER-FSGL6PEPL
T€CETA€I9€99-9¢9C-8Pgy-SJ18-¥¥¥L9€J0
0€L807€I1B36-€97B-19¢F-20Jq-F¥E€R209°
9V L8FL9L099Y-CLS6-9TOF-2qTS¢-RG6]8CEE
99PLIBOVGPCe-CJSB-CO0V-LLLG-98®ICOGD
LEIPEPYYICLG-0GGR-T90)-8RTO-6PI8IER6
TVq11970BER0-0P38-2E67 -7 188-29L6JPIP
G0vc08Y918€9-160B-qTT¥-9L0P-LIBOCPIE
AEBYRTICTe88I-85Aq-EPIV-LCPT-P6969T€T
BOTBGR6E69°-T€C9-GLGP-qTIG2299T26¢C
dYPCEITLIOVI-GVPRB-8PPY-€99L-LBEETLID
€C99189.P9)-816%-6C17-P008-L9€AVL0E
6P42JgO7TP2P-0268-J217-3C0G-€29696C8
ABEPRR(LLPEC-GOEA-PRIV-0PUL-PPTI8SLL
9092€J¢60€2€9-98PR-CTSYIETI8-C6®20CIT
£99999299969-6PP6-VV IV J6.L32T4VqL6T
PG200°TLA€9L-86Pq-BP8Y-LVIP-29E°CC6L
9LLGq8GLO0Je-€®Dq-LBIF-F00S-€C9LIER9
62J0GLTEqERE-O898-GL6V-0CRC-PRO®REICO
SPEqAqTOISETV-qT9B-LCTV-CB0E2CPV 1IR6
T98LTE8I60PP-6028-cV9V-qVIS-PPE3SVIP
¢06L6L69%FR0-73AR-1887-q9LT-L09L9°¢CT
7999950P9¥82-8906-0¢¢F-2921-6J9L5S¢°0
189q¢®I29€q0-00¢e-qLqY-266€FCC0P6EY
909909°296¢9¢-92L6-T027FC8L-92TIq T2
BEQPT6ES8TIV-LT8-BRLY-920q 82T PLCPP
CyS180%q€E®IL-908q-TT0V-TLEYV-99€972CS
LGGGAGTR0OJOE-CCER-PRYT-BCRT-BYPEV 16
Po79907889LC-CO88-F14V-90°0-BR(G686TP
VE6LTIEVITI0-9I8%-8COV-q8€E-€2P82T98
BJCCERTTICIG-8C6-299F-G99¢-qcqseyy
6J8ICO68RETI-€2CY-PLEY-PPRE-CO683LP]
9JOBTLAME0TI-LP96-C2¢F-GL96-7020LE00
66P6J2P929ECFO98-€6VF-CLIE-6PII6EEI
9LGeyqE0°TT1C-CIq8-998Y-68CL-TP]SERY
VIvqPo98P9LRI-FBRY-JGCY-TV6E-2L882 1Y
©GLG629P]TFq-FOR6-6JTF-T022-PTLLTAR
P®ICP6aTLECL-0€66-F97-€27(-2PREIEIY
PPOG2LGO8YCT-6L86-98V-PPP2-C2P29PP8
2BV qqC8PTEL-89¢VRBLYBIOP6-029CC ]2
OCPE8P9V0T9P-GC8B-CST-1JCE-99JTP6ET
¥6€0965291509-2399-9507-©964-2BGO689L
QESPICeRYOPI9-PRIG-TTOV-199¢-£C820C9¢®
0€J96C69°63C-99P8-T187-9990-F8986.LLL
0€®69BCER6RT-0VPe-TITH-°22JL-829T180%¢
6PEBIEIG60°8-16§8-2767-6CP6-09CLEIVTY
79860PBY8ICL-CTER-2097JEEP-LBI689TE
VO8LRILTICOYI-qVL6-P2CY-8E26-0200P28T
£9898P99¢0€6-0999-98¢7-3069-¢PL]S8®E

6V¢C
8V¢C
LVC
9ve
gve
1444
€ve
(444
e
044
6€C
8¢€T
LE€C
9€C
ge€e
1234
€€T
(4544
1€¢C
0€¢c
6CC
8¢CT
L2
9¢c
144
1444
€3¢t
(444
1444
0¢e
61¢C
81¢
LTG
91¢
g¢1c
vic
€1c
cic
11¢a
01¢
60¢C
80¢C
L0¢g
90¢
¢0c
v0¢
€0¢
[4il4
T0¢
00¢

203



ab6pd 3T2U UO PaINULIUO))

QUIOIYD
1rejes
uIoIYD
eyes
auIoayd
QUIOIYD
auIoIYD
1eYyj0
auIoayd
auroayd
QUIOIYD
auIoIyd
a1l
auIoayd
19730
UIOITD
19730
19Yj0
reyes
QUIOIYD
auou
al
auroayd
auIoayd
QUIOIYD
auIoIyD
auIoIYd
auroayd
auroayd
QUIOIYD
suou
awoayd
auroayd
auroayd
19130
suou
auoayd
auIoayd
auIoIyd
ol
auIoIYd
auroayd
auIoayd
auou
uIOIYD
19730
auroayd
uno.wmh@
QUIOIYD
auIoIYD

proapue
sor
proipue
sor
smopurm
smopuim
proipue
sor
proapue
smopurm
smopuim
19730
smopurm
proapue
smopurm
smopuim
smopuim
smopurm
sor
smopuim
proipue
smopuim
smopurm
smopurm
smopuim
smopuim
smopuim
smopurm
smopurm
smopuim
proipue
smopurm
19730
smopurm
sor
proipue
smopurm
smopurm
smopurm
smopuim
smopuim
smopurm
smopurm
proapue
smopuim
smopuim
smopurm
smopurm
smopuim
smopuim

44
ve
Ve
ve
e
e
44
Ve

¥s
e
44
Ve
e
1970
e
1474
I19A0
e
1900
9
ve
79
¥s
9
ve
9
ve
79
e
ve
9
ve
e
9
ve
1970
e
1970
1474
1270
e
¥s
44
ve
Ve
I1aA0

03 8T
03 ¢¢
03 ¢¥
03 ¢t
03 ¢¢
03 ¢¢
03 8T
03 ¢t
03 81
03 gf
03 ¢¢
03 8T
03 ¢t
03 8T
pue ¢9
03 ¢¢
03 ¢¢
pue g9
03 ¢t
pue g9
03 ¢¢
03 ¢¢
03 ¢¢
03} ¢f
03 ¢¢
03 ¢¢
03 g¢
03 ¢¢
01 g¢
03 8T
03 ¢¢
03 g¢
03 ¢¢
03 8T
03 ¢¢
03 ¢¢
pue g9
03 ¢t
pue ¢9
03 ¢¢
pue g9
03 ¢¢
03} ¢f
03 8T
03 ¢¢
03 ¢¥
pue g9
03 ¢t
03 ¢¢
03 ¢¢

Ew HEEEECEwH Evww B B Eww B EEw EBEEw B B B wm B B E % 8% B

ANVIAIN-VSSAdO
(ITVM L) VIOOVSNAd-ATIION
(VIOSVHVS) ALAd "LS-VANV.L
ATIIAXONM
LLVNNIONID
MUOA-gdT-4LSONT-DUNISITHHVH
vSINL
o1vddnd
Hd VINVS-HNDUaNdna1v
DONISNV'T
(ATTIALIAVA) WYHHYNA-HOIATVY
OYINAD TA-VINNA

(4OT1d) ¥NLVOAA-ATIIASLNNH
ALID SVSNV3
VIHdTAAVTIHd
(MALSTHONVIN) NOLSOd
SHTAONV SO'T
(UELSTHONVIN) NOLSOd
ANYM-SONILLSVH 7% NTODNI'T
MHUOXA MIAN
ALID NOSHAAAAL-VIANNTOD
MUOA MUN
(4OTd) ¥NLVOAA-ATIIASLNNH
QYLD "LA-HOVAL WIVd LSAM
(VILOSVHEVS) dLdd "LS-VANV.L
HODNVE
(NMILSYDVH) DA ‘NOLONIHSVM
ALID SVSNV
10Vd "LS-SITOdVANNIN
(LLODSTUd) XINAOHI
NOLHIddV-AvVd NIAHD
ODVOIHD
NLONHSVM-NUIAL N-ATTIANTAUD
(ATTALIAVA) WVHHNA-HOIATVY
AT NVMTIN
SI'TOdVNVIANI
ON ‘A TAIIDNIYdS
ALID AVE-MVNIDVS-LNITI
VIHdTAAVTIHd
ATTIASNVAHT
OLSEAONW-NOLMLS-OLNINVYOVS
HO ‘SNdNNTOD
HO ‘ANVTIHOd
VIHdTAAVTIHd
LLVNNIDNID
SINOT "LS
VIHdTAAVTIHd
ODHAIA NVS
vVS1NL

(penurjuoo)

XL SN
v SN
T4 SN
AM SN
HO SN
vd SN
MO SN
AN SN
NN SN
IN SN
ON Sn
vO SN
VO SN
v sn
S3 SN
N SN
HN Sn
VO SN
HN SN
N Sn
N SN
O SN
LD SN
v sn
T4 Sn
T4 Sn
HIN SN
Da SN
O SN
NIN Sn
VA% SN
IM SN
I SN
ON SN
ON SN
M SN
NI SN
v sn
IN SN
vd Sn
NI SN
VO SN
HO SN
a0 Sn
vd SN
HO SN
11 SN
vd SN
vo Sn
MO SN
REAEIELAN

0'80:%¥
0°9T:Ccv
0°L0'€¥
0°cscv
0°'8T:C¥
0°99: TV
0'Tg:Cch
0°'8¢: TV
0°'v0:cy
0LV 7V
0'cecv
0°LC' TV
0°0¢: 1%
0°L0'cy
0°¢ecy
0°9e: TV
097 T¥
0°€cev
0°6C: T
0°0¢:cv
0°9¢:cv
0'6T:0%
0°ce:0v
0°80:0%
0°9¢: TV
ovrievy
0°L2:0%
0°6G:8¢
0°61:8¢
0°60:6¢
0°L2'8¢
0°60:6¢
0'70:8¢
0°1C:8¢
0°9c:0%
0'¢e:0v
0°00:8¢
0'71:8¢
0°86:L¢
0've:9¢
0°L0'6¢
0°96:¢¢
0°0T1:¢¢
0'veige
0'6c:¢¢
0°'v0:9¢
0°LE7E
0°ce:¢e
0°¢e:¢¢
0°6¢:7¢

‘1C
‘1¢
‘1T
‘1e
‘1T
‘1¢
‘1¢
‘1e
‘1e
‘1e
‘1¢
‘1¢
‘1C
‘1e
‘1a
‘1¢
‘1¢
‘1¢e
‘1T
‘1C
‘1¢
‘1¢
‘1¢e
‘1T
‘1C
‘1¢
‘1¢
‘1e
‘1T
‘1¢
‘1¢
‘1¢e
‘1e
‘1a
‘1¢
‘1¢
‘1¢
‘1e
‘1a
‘1¢
‘1¢
‘1¢e
‘1T
‘1C
‘1¢
‘1¢
‘1¢e
‘1e
‘1e
‘1¢

QT-TT-LT10¢
GT-TT-LT10¢
GT-TT-LT10C
GTI-TT-L10¢
GTI-TT-L10¢
QT-TT-LT10¢
GT-TT-LT10T
GI-T1-L10¢
GTI-TT-L10¢
GTI-TT-L102
GT-TT-L10¢
GT-TT-LT10¢
GI-T1-L10¢
GTI-TT-L10¢
GTI-TT-L102
QT-TT-LT10¢
GT-TT-LT10C
GI-T1-L10¢
GTI-TT-L10¢
QT-TT-LT10¢
ST-TT-L10¢
GT-TT-LT10¢
GTI-T1-L10¢
GTI-TT-L10¢
ST-TT-LT10¢
GT-TT-LT10C
GT-TT-LT102
GTI-TT-L10¢
GTI-TT-L102
ST-TT-LT10¢
GT-TT-LT10T
GI-T1-L10¢
GTI-TT-L10¢
GTI-TT-L102
GT-TT-L10¢
GT-TT-LT10¢
GI-T1-L10¢
GTI-TT-L10¢
GTI-TT-L102
ST-TT-LT10¢
GT-TT-L10¢
GTI-T1-L10¢
GTI-TT-L10¢
ST-TT-LT10¢
ST-TT-LT10¢
GT-TT-LT10C
GTI-T1-L10¢
GT-TT-L10¢
ST-TT-LT10¢
GT-TT-LT10¢

qE696CVCVPIP-V8PIIEPY -4V 0-7I96CS0¢
£99qeBT297EI9-9J8(-"B06Y9BIG-99864CP]
¢J6PeR092078-LCP6-9I9VJOEP2P6PPERS
6EPAP0P86.L]-BLY6-P8IV-6046-7P49¢S66
1J2€9°007PG-88PA-AV Sy -LPIS-FFT9GLO9
CETTERRPBPYOL-CRIY-€2CT 2146729089289
OPaYT08C09LE-FE08-GEIV-LIEOJLBVIVLY
8BJIER0VPOPCJ808-P8IV-698¢-7649°3 1
39999¢.L8eq0P-2qge-ec0y-26PE-g2goe.Lq]
€£6%LG6I83EIRB-09R6-BPTF-698-APPPTA9€E
CR6EIIVPE0C-2Y8e-EEPYJ6RO-PTLT09I]
LP6CR®I9II969-V008-LIPY-PTP8-LT®OPIAT
99CC1SCcR0EPE-TPeS-LLBY-GP0L-CS1CR69L
1J€°8C8J0qL6-JBR8-6JPV-6718-9TT18°29
62TCAV9ST6LE-JCTI6-C0TT-FTICG-28S6PITA
YP8LP66EU8IT-GBI8IECY-TPC6-6BLPIVOY
2J082qP6EPPTRTS8-LTPY-q0LS-2€6359F9
©GLIGIqE0LBY-B698-80LY-BOqR-PTLEERO]
JCTL6000L8LB-G6P8-8697-q87F-PE€IGLID
07 SRT00€qERR-qP6-2TLY-q2FT-6P2SVIST
CT2€Eq6.L88I8-99T1q-LBIV-6€C6-TIPI260°P
q2TB0TITES8L-9296-988V-6TP2-20£S€S26
79,907 SSIvqL-¢0°9-PPGY-L89S-q82SPIT
JEIVTV/IQTA/P-92€6-G827-APP-¥2q81899
€T9E6€6TPLEIP986-969T-LGLE-PETOP6YL
67€0899L9€qC-T®S6FVFP2LLP-0V0E9TS6
O8C0°PCYYRST-8ePL8-q2eCT-€JE8-TLIP8YTO
9PErEEGI0PI2-6PSq-1267-9SV 1-93PT6SE9
9¢¢€q6706890-2999-09F7-¢2¢P-84P8S0ET
BOBGEVL6692FTP6622TV-€9C6-CA0PLY ST
€989989Jqego-¢828-€¢84V-8VLT-08TA6TL9
SPLYI2LA83Y-V1I6-26SF-1€9L-29J06€69
L090®®Lq22979-9658-q B -PI8R-C LGB TLI
CPOPQLGRPITL-REER-FEAT-TFPS-TOPPOIVE
8888Y6°06434-0096-T€CYJ492-698T8Tqq
TP2169899069-Fq8-PLOV-8G2I-0°66EI0P
V1GBCoTRIEL]-VPE8-8qIF-6866-08¢6PPII8
£€90202®cIS97-Bqy8-09S7-918€-289310€
TL89639°7342-396®-0TLV-0°79-€T1SGOCLTP
B60°THEI298-9C09-LTOV-48PV-90IB66% S
€9€LVSICe98T1-6088J09Y-L8CI-TPEVLOIP
887F89°6JLCE-8F99-TPIV-LPP8-88jejceq
6L LRGIETIG-9LA8-90GY-GOTT-PO9TPER®
PRGOVESSTPPYU-GTL9-0C67-0929-2488%Y 2
€GEC002°PPT-PB09-0687-29GL-C699206P
8PBAI9LB0JEI-OPRA-PYST-JL8RB-GI8PSCCP
QE0PEIVRCTIE-TE8B-ALOV-BREI-0J7S9C6]
99J7q1eqZEE-0BP6-BPLY-S6US-PEPTTICIT
299geqe0883e-q3e8-0Lqv-8ELq-6TL9}¢e96
698IV089GL6L-AVPe-C0EV-9650-€LIIPLOE

66¢C
86¢C
L6T
96¢
g6C
v6¢
€6¢C
(4514
16¢C
06¢
68¢C
88¢C
L8¢
98¢
%14
8¢
€8¢
8¢
I8¢
08¢
6LC
8LC
LLT
9.¢
QLG
VLT
€LT
Gl
1.
0L¢
69¢C
89¢C
L9¢
99¢
g9¢
v9¢
€9¢
c9c
19¢
09¢
69C
8¢¢C
LGC
94¢C
ggc
vec
€9¢
[4°14
14¢
0¢c

204



(;Aym ‘seurqiny purm a[qejdeijal Surpnoul seurqiny puim jo sed£y (e asoddo noAk j1 ‘Aq[eroedss) -e1ey wrat} aieys aseo[d ‘sjuswrurod Aue sary Nok JT

[{e)

,USPPIY q 9UIQIN] 9} P[NOYS B[]ISIA WA SBY UIQING PUIM 93 JBY} [uoUW a7} jo aSejusdted jeym I3y

7O

[enrea] 030

B0

yjuow oy} uorjrodoad urelasd ® S[qISIA USSQ SBY 31 I8}y
puaseam Aiaas Sunng

SuryerSrwr a1e SpIrq ULYAA

qy8ru K1eas Suning

uoourajye Areas Surin(g

Suturowr K1eas Suuing

YOIRIN 10U SI YIUOW S} UIYAA

Apurm 10U § 91 UdYAA

‘A1dde yeyy [[e Yooy UIPPIY PUR Pa3JOLI}DI 9 SIUIQING PUIM 9[(EIOBIIBI 3} P[NOYS UBYA

[enrea] gootoyD ¢®
(6901040 D) 60
(geo10yp-€d) 80¢€
(Loo10UyD D) LDE
(9eo10uypn-€d) 90€
(gootoyp ed) ¢0¢
(yeo10yD ed) ¥OE
(goor0yp-ed) €0¢
(gooroyp-ed) zdE
(100104 €D) TOE
€0

seurqany puim a[qejorijer ssoddQ
SUOI}IPUOD UIR]ID IIPUN S9UIQING pulm a[qelorial jzoddng
‘uIped weym joeIjal pue Apuim usym KLordep ¢85y ‘payioads uweym pajoerler pue pakordep aq 03 o[qe

(zootoyDzd) O
(1901040 2D) S

aI® SPUIINY) PUIM J[(RIDRIIDY ,SIUIQIN) PUIM d]qeIdeI}ar A[Uo SIasn Jey) ALl NOL aI1doym wogy afqemara 39a8foad surqany puim e asoddo 10 jxoddns nok pnopp <o)
JOAI] NOA 8I9YM WOJJ SAUIqIN} Pa[[BISUL 83} 33s sAem[e P[nod nok j1 309foad aurqany puim & ssoddo 1o jroddns nok pinopy iXe)
=°mn—mwzg *ARIqqQVY
GZ 9[qR], JO Iopesy Ul Pasn SUOIRIASI(Je JO A9 7 ORI,

SUIOITD smoputm ¥y 031 ¢¢ 3 LLVNNIDNID HO SN 0'peiey 1 ST-T1-L10C 8CBGTTL099¢°J814-92€V-7009-IPPIVI8Y AU
uroayd proipur ¥c 03 81 3 ANV-TIAHHSV-LUVdS-TIANHIYD ON sn 0°60:9%°1¢ S1-11-L10C 1€9193°3P80J-POP8-PRIV-T1S8-JBPERBOC €0¢
AUIOIYD proipue ¥c 03 81 ] VINIT HO sn 0°€0:¢y 1 GT-T1-L10C Jre9qaQqaegeR-8CIR-GTPY-£LRI-0998CL98 (403
Yo smoputm 19A0 pue g9 ] SHTdVN-SHHANW LA T4 Sn 0°LT:GP 1T ST-TT-L10C J¥P0€RCOC808-€IC6-LEET- I8PV -EG9PCII® 10¢€
QUIOITD smoputm ¥y 03 ¢¢ w HTTIAXONM NL SN 0°6S: %V 1¢ ST-TT1-L10C L8BO69BLOGEO-€C69FE9V-€V0R-299q8ESH 00¢€

(penunjuon) :¢g o[qe],

205



a26pd 3T2U UO paNUUO))

uerd pooS Loy, ot 0 0 0 0 0 0 0 1 S yroddng 8¢
199
aul) SIy) Je dUON 08 -jew j,usdoq 1 0 0 0 0 0 0 0 0 S jroddng LE
way} SARY 0} 3S0D JO BSMEBIA] oy 0 0 0 0 0 1 0 0 S jroddng 9¢
©IPI JBAID g 1 0 0 0 0 0 0 0 S jioddng ge
asoddo j3,uop | 14 0 0 0 0 0 0 0 T S jroddng 23
‘A810ua 10J 98esn [eOO pue
{enj [ISSOJ JIUII[ 0} JUSUWIUOIIAUS
Ino ur juswadueApe juejlrodul
ue aIe saurqan) purm Surpnid
-Uur $90IN0s A8I9UD DAIIRUIINY 66 0 0 0 0 0 0 0 T S jioddng €e
JO S[UIy} ued 1 dBuOU 11 0 0 1 0 0 0 0 1 S jaoddng 143
auoN 0 I9ADN 1 0 0 0 0 0 0 0 0 S jroddng 1€
©ap1 jeaad © aae Loyy uiyy | 06 0 0 0 0 0 0 0 1 S jroddng 0g
A8aoue purm oad 06 0 0 1 0 0 0 0 0 S yroddng 6%
JUBWUIOD OU 0 0 1 1 0 0 0 0 0 S asoddo 8¢
S}ULWIUIOD OU 06 0 0 1 0 0 0 0 T S j1oddng LT
juaWIwIod ou g 0 0 0 T 0 0 0 0 S jroddng 9g
ST WD AU®R 9ARY 3 ,UOP 06 0 0 T 0 0 0 0 0 S jioddng 14
asoddo jou op 1 | 001 0 0 1 0 0 0 0 0 S jroddng 24
Juop | g 0 0 1 0 0 0 0 0 S jroddng €3
‘sourq
-any puim jo asn ayj jroddns | 0t 0 0 1 0 0 0 0 1 S jr0ddng 44
JULWWOD 0OU le) jroddng 12
ou L 0 0 0 0 0 0 0 1 S jroddng 0%
ON 1 0 0 1 0 0 0 0 1 S jroddng 61
adou 0% 0 0 0 0 0 0 0 T S jroddng ST
‘adeospue] [njigneaq ino jo jred
' Suteq wayy oI ) uop 3snf | (o] asoddQ LT
auou g 0 0 0 T 0 T 1 T S jroddng 91
auou le) asoddQ 3
ON 0 0 0 1 0 0 0 0 0 S jroddng ja
ou 0 1 0 0 0 0 0 0 0 S jioddng €1
USJUAIUIOD Ou 08 0 0 0 0 0 0 0 1 S jroddng 41
juLIUIOD Ou o1 0 0 0 0 0 0 0 1 S jroddng 11
SWJa09s
S}UEWUI0d ON 0% sdep  Apurpy 1 0 0 1 0 0 0 0 0 S yroddng o1
(e 3e asoddo jou op ot 0 0 0 0 0 0 0 1 S jroddng 6
QUON 0% 0 0 1 0 0 0 0 T S jroddng 8
ON 0¢ 0 0 1 0 0 0 0 0 S jroddng 2
'Spaiq oy} [[e [ 03
Poau A\ "SPIIQ Tomaj (I ITIm
Aayy ‘srqejoraiaa aae L8yl jI le) jaoddng 9
JudWWOd ON 09 0 0 1 0 0 0 0 0 S jioddng g
juop 1 8L 1 1 0 T 0 0 1 T S jroddng 2
auou 0¢ 1 0 1 0 0 T 0 T S jroddng €
SjULWIUIOD OU o1 0 0 1 0 0 0 0 0 S jioddng z
[enyea]
sd | vO 622104D'ed | 60 | 8D | 4D | 90 | SO | ¥O | €0 | 2D | 1D | TO 10 ‘ON

sosuodsor MAIAIU] :Cg d[qe],

206



abpd 3T2U UO panUIUO))

adoN 80 0 0 1 0 0 0 0 T S jroddng 2
QUON o) 0 0 0 0 0 T 0 0 S yroddng €
uotdo ou 0% 0 0 0 T 0 0 0 0 S esoddQ TL
uoryisoddo ou 1 0 0 1 0 0 0 0 T S yroddng 1L
JUBWWOD OU dARY | ov 1 0 0 0 0 0 0 0 S asoddo 0L
jurod 8y st
1eyM 0§ [I0 U0 uni s e Loyl le) asoddp 69
esoddo juog | 00T 0 0 1 0 0 0 0 0 S jroddng 89
auou ov 0 1 0 0 0 0 0 0 S jroddng L9
-90anos A8is
-ue a[qesnal jesi18 e S 1 MUYl
1 -uonysoddo ou aaey Aqeas | Sl 0 0 1 0 0 0 0 1 S jroddng 99
saurqany ayj} wody
PaI[B Suteq spaiq 3noqe L1rom | 0g 0 0 1 0 0 0 0 T S proddng g9
udyj Suisn aq p[noys am 0 0 0 0 0 0 0 0 1 S jroddng 79
‘spurm
Suo1)s 83 JO asNeIAQ ISBJ SAOW
wrey} Sureas AIeds aq p[nom Elet:hlsd
31 ‘eueorrany e Sunmp A[uQ 0z -my e Suro( T 0 0 0 0 0 0 0 0 S 110ddng €9
wa} 9A07 | 4 0 0 0 T 0 0 0 0 S jroddng 29
Aep a7y jo jred Aue Suunp auiq
-inj e SuIMelA purWw j0u p[nom 1 | 001 0 1 0 T 1 T 0 0 S jroddng 19
puUIM pu® Iatjesm p[op §4 0 0 1 1 0 0 0 0 S yroddng 09
PUON 0% 0 0 0 0 0 0 0 T S jroddng 69
jroddng LT 0 0 0 0 1 0 0 0 S jaoddng 8¢
Agm gg 0 0 0 0 1 0 0 0 S asoddo LS
LNHNNOD ON oy 0 0 0 0 0 0 0 1 S jroddng 9g
180D Suruang ueyj 19339q oy 0 0 1 0 0 0 0 1 S jioddng gg
ou o) 110ddng 24
juop 1 o jroddng €g
JURWUWOD oU 1 0 0 0 0 0 0 0 T S yroddng 44
LI 404 ot 0 0 0 0 1 0 0 0 S jroddng 1¢
auou | 00T 0 0 0 1 0 1 0 0 S jioddng 0g
ou 0% 1 0 0 0 0 0 0 0 S jroddng 6%
duUON 14 0 0 1 0 0 0 0 1 S jroddng 8¥
‘uorgisoddo oN ot 0 0 0 1 0 0 0 0 S jioddng Ly
ou o) 110ddng [*}72
auou 0 0 0 0 0 0 0 0 T S jroddng 54
sure[d ‘sure}
-unour ‘eIOYSHO :seaIe [RIJULPI
-sea woay Aeme pasn aq Ajurew
p[noys saurqiny purm urygl | 0z 0 0 1 0 0 0 0 0 S asoddQ 44
sauiqany o8 ot 0 0 1 0 0 0 0 1 S jioddng 54
auou 0g 0 0 0 0 0 0 0 1 S jioddng 47
9UON 0% 0 0 0 1 0 0 0 0 S asoddQ 54
QUON 0¢ 0 0 0 0 0 0 0 T S jroddng 0¥
Asuow UO 9AES P[NOM 31 [e) asoddQ 6€
[enyea]
sd | vO 622104D'ed | 60 | 8D | 4D | 90 | SO | ¥O | €0 | 2D | 1D | TO 10 ‘ON

(penuryuod) :Gg AqR],

207



abvod ToU UO panURUO)

adoN O jroddng €071
jroddng 0 0 0 0 0 0 0 0 T S yroddng (4]}
AUON 08 0 0 T 0 0 0 0 T S yroddng 10T
[000 we | ‘ou St 0 0 T 0 0 0 0 T S jroddng 001
‘Teur1aY 3098
‘[ep13 ‘Ie[Oos ‘purm  ‘*'S90INO0S
A81dua o[qemoeuar jroddns | 66 0 0 1 0 0 0 0 T S jroddng 66
judwwod ou 09 0 0 0 T 0 0 0 0 S jroddng 86
ou T 0 0 0 0 0 0 T 0 S jroddng L6
SjudaWwod ou 0 0 0 0 0 0 0 0 T S jsoddng 96
‘UIaY} WOIJ Payes] aARY Jeyl
[I0 ON paues[d d2ARY [ Pu® Py
[RIUSWIUOIIATUS B} UI poyiom | le) asoddp g6
wai0ls
jusWUIod ou 0 e Suumng 1 0 0 1 0 0 0 0 T S jroddng 76
3 I0F W T S[Iq
D11309[d U0 dAws pnom £d8y3 jp € 0 0 0 0 0 0 0 T S jroddng €6
“A[puaty
JUSWIUOIIAUD PUR  DAI}ORIF)E
21, Aoy NuIyl | ‘weyl oI I S 0 0 1 0 0 0 0 T S jroddng 26
ou le) asoddQ 16
-198 ued am zomod
PAIjRUISY[R oYj [[B Pedu dM | 00T 0 0 1 0 0 0 0 1 S jroddng 06
iolqeioery
-o1 JI 1I0pje 2z Aduow owI}
oyl puads dn ursy} aaey Aym o) 11oddng 68
QUON 0% 0 0 1 0 0 0 0 T S jroddng 88
auou 1 0 0 0 0 0 0 0 T S jroddng L8
98poajmouwy 1adoad
notm Suryjou o3 sa18e 3 UOpP
I pue SI 31 JeUYM JO BiBME
ur we [ osnedeq asodo | o) asoddp 98
ou o] 8 0 0 0 T 0 0 0 0 S asoddQ g8
31 10§ [Te urJ ‘sseooxd A8i1sus
ATpuaniy A[RjULWUOIIAUS /3USID
-1ye a1owr ‘Iajes e jnoqe sfuriq
31 J1 91q ‘S9UIQINg PUIM UO S}0€J
Ui Terrurey Iadns jou urg <8 1 0 1 0 0 0 0 T S jroddng ¥8
Po03 wayy 240 | 0 0 0 0 0 0 0 1 0 S jroddng €8
auou 0¢ 0 0 0 0 1 0 0 0 S jroddng 4]
j,uop [ ssen$ le) jroddng I8
judwwiod ou 68 T 0 T 0 0 0 T 0 S yroddng 08
mouy 3. uop I le) ssoddQ 6L
auou o) jaoddng 8L
‘ouou aaey | 0¢g 0 0 0 0 0 0 0 T S jroddng LL
PUON g 0 0 0 0 0 0 0 T S jroddng 9.
nok 08 0¢ 0 0 0 0 0 0 0 T S jroddng gL
[enyea]
sd | vO 622104D'ed | 60 | 8D | 4D | 90 | SO | ¥O | €0 | 2D | 1D | TO 10 ‘ON

(penuryuod) :Gg AqR],

208



abpd 3T2U UO panNUIUO))

UL TIUIOD OU T 0 0 0 0 0 0 0 1 S jroddng 1€1
ou 0 0 0 1 0 0 0 0 0 S yroddng | 0g€1
I19330q SI I[0S (0] esoddQ 6¢T
SjuswwIod ou 0 0 0 T 0 0 0 0 T S yroddng 8z1
auou 0 0 0 T 0 0 0 0 0 S yroddng L2l
Sourqany dA0[ I ST 0 0 0 0 0 0 0 T S jroddng 9¢1
‘juswwiod ou ot 0 0 1 0 0 0 0 1 S jsoddng gcl
‘peLoiys
-op 2q 03 dn saa[esano Suryies
are am ‘gayseq auo ur s88s ino
e nd em j1  -eoinos temod
Aue 03 dn¥oeq e paau sAemle am
suryy op 1 “1eyjoue Surforjsep
Liysnpur euo jroddns juop I (e} asoddQ j£41
woy} asoddo j,uop | [1]4 0 0 0 0 0 0 0 1 S jsoddng €cl
ou o 3roddng (44!
*10U I0 }I 99S P[NOd asn ur aq 03}
I JU Iejjewr 3 Up[nom ‘400 MO[ pesu } useop
e je A8Isus 93eaId saulqany jI surqany 8y}
*18730 91} 10 ABM BUO [90] }, U0 0z IoARUOYM T 0 0 0 0 0 0 0 0 S jroddng 121
JUAWIUWIOD OU (<% aans jou T 0 0 0 0 0 0 0 0 S jroddng 021
j3eaa3 spunog 0L 0 0 0 0 0 0 0 1 S jroddng 611
seurqiny puim jroddns 1 0¢ 0 0 0 0 0 0 0 T S yroddng STT
ULUWIUIOD ON 0c 0 0 0 T 0 0 0 0 S asoddo LT11
‘ewr 103 o[qissod A[[ear 3 usl
SIY} OS ®aI® URQIN UR UI OAI[ ] cr 0 0 1 0 0 0 0 T S jroddng 911
£S1eue aqesnel 10§ ur,] o1 0 0 0 0 0 0 0 1 S jroddng Q1T
SoNs PUIA 0] asoddQ ja1)
uepply
9q Jeadu PpInoys 4£Asy} ‘seurq
-any oYy asn sdemye p[noys am 0 Iaa0U 1 0 0 0 0 0 0 0 0 S jroddng €11
saulq
-} jnoqe yonw Mmouy 3,uo(] or eopr ON T 0 0 0 0 0 0 0 0 S jaoddng (49}
auoN 0t 0 0 0 0 0 0 0 T S 3roddng 111
seurqiny putm ssoddo jou op | 0¢ 0 0 1 0 0 0 0 T S yroddng 01T
a1eys 03 Suryjou 0] esoddQ 60T
JULUWIUIOD OU O asoddQ 80T
“Kep L/¥e seurqany
AI9AD 9SSBW U WY} 9ST PINOYS pUImM poalu am
9A\ "Seulqing puim jo 3Ios Aue ‘ura1) goeIlel
jsureSe uorpisoddo ou eary | 001 0} pesu ON T 0 0 0 0 0 0 0 0 S jaoddng L0T
esoddo jou op | 1 0 0 T 0 0 0 1 0 S yroddng 90T
osoddo jou op | 0 0 0 0 0 0 0 0 T S yroddng S0T
nod ueyy oWy SIY} j€ dUOU 1 0 0 0 0 0 0 0 1 S yroddng $0T
[enyea]
SO | vO | 622104D'sD | 6D | 8D | 4D | 90 | SO | ¥O | €D | D | 1D | 2O 10 ‘ON

(penuryuod) :Gg AqR],

209



a2bpd 3z2U UO panUIUO))

ON or 0 0 1 0 0 0 0 0 S jroddng 0L1
suou 0T 0 0 1 0 0 0 0 0 S yroddng 691
ou g8 0 0 0 0 0 0 0 1 S yroddng 891
JUeWIUIO0D Ou [e) jroddng 291
ON 08 0 1 0 0 0 0 0 0 S jroddng 991
oN o jroddng g9T
dUON 0t 0 0 0 0 0 0 0 1 S jroddng $91
ANON HAVH 4 0 0 0 0 0 0 0 1 S asoddQ €91
way} purw j,uoq SL 0 0 1 0 0 0 0 1 S jroddng z91
uraYy} NI 3, UOP 0] asoddo 191
auou S 0 0 1 0 0 0 0 T S jroddng 091
esoddo 3,uop 0L 0 0 1 0 0 0 0 T S yroddng 68T
Astou 003 Y4 0 0 T 0 0 0 0 0 S asodd( 8¢T
auou 09 0 0 1 1 0 0 0 1 S jroddng L91
*OUON le) jroddng 9c1
auou 0t 0 0 0 0 0 0 0 1 S jroddng GST
ye0ad st o[qemauLd [[B | 001 0 0 0 0 0 0 0 1 S jroddng [
poo8
oa®  saurqaniy
adou | (01 | ‘seaed  oym 1 0 0 0 0 0 0 0 0 S yroddng €g1
SjuLWOD Oou € 0 0 0 1 0 0 0 1 S yroddng (4]
yeu €8 0 0 0 1 0 0 0 0 S jroddng 1¢1
Mmouy 3,U0p T 0g 0 0 1 0 0 0 0 0 S yroddng 0¢T
JuLIWIOD Ou 0 0 0 0 0 0 0 0 1 S jroddng 671
ON L 0 0 0 0 0 0 1 0 S asoddQ SV
auou 1 0 0 1 0 0 0 0 0 S jroddng Ly
SjUAWII0D OU € 0 0 1 0 0 0 0 0 S jroddng 9% 1
auQu ot 0 0 1 0 0 0 0 0 S jroddng S¥1
spudwwo) ON 0a 0 0 0 0 0 0 0 1 S jroddng jaa)
SjuaWWOd ou 0g 0 0 1 0 0 0 0 0 S jeoddng 2
ou [e) jroddng [4al
uIe0ou0d ALw ou [e) esoddQ 154}
QUON 0¢ 1 0 0 0 0 0 0 0 S jroddng oV
s1omsue Aur yirm paygsiyes 1 0 0 1 0 0 0 0 1 S jroddng 6€1
SjuAWIUIOD Ou 0g 0 0 1 1 0 0 0 0 S yroddng 8€T
2u0 BABY j0U OP 1 R 1 0 0 0 0 0 0 0 0 S jroddng LET
ON 0g 0 0 1 0 0 1 0 0 S jroddng 9¢1
JULUITIOD ON 0g 0 0 1 0 0 0 0 1 S yroddng gel1
‘Tero
-gyouaq aie A8y} 9snedaq aioym
A1oas aq prnoys 4Layl (99 | 001 0 0 0 0 0 0 0 1 S yroddng VET
uoijnjjod 19MO[ SOUIIN} PUIM oy 0 0 1 0 0 0 0 1 S jroddng ge1
‘K810
-use s[qemeusax jo jusuodoad e
wI, ] 90UIS ‘SAUIQIN) B[CISIA ITM
worqoid & aaey Aq[eas j,uop | 09 0 0 1 0 0 0 0 T S jroddng (433
[enyea]
gd | ¥O 622104D'gd | 6D | 8D | 2D | 9D | €0 | O | €D | €D | 1D | 2D 0 ‘ON

(penuryuod) :Gg AqR],

210



a2bpd 3z2U UO panUIUO))

SjuaWOd ou 1 0 0 0 0 0 0 0 1 S jroddng 60%
SUON O asoddQ 80T
JUBUWIUIOD [BUOIPPE OU 0¢ 0 0 1 0 0 0 0 T S asoddQ .02
UL WUIOD OU 0 0 0 0 0 0 0 0 T S jroddng 902
SPULWUIOD OU 4 0 0 0 0 0 0 0 T S asodd( <0g
A81oud usa18 103 [TR W] iY4 0 0 1 1 0 0 0 1 S jroddng $02
ou 6 0 0 0 0 0 0 0 1 S jroddng €02
‘K819
-us jo sad£} 19730 YIM PIRMIO]
oaowr 03 peau oA\ esoddo juog [hs 0 0 1 0 0 0 0 T S yroddng 20g
SUON | 00T 0 0 0 0 0 0 0 1 S jroddng 10%
suou 01 0 0 1 0 0 0 0 1 S jroddng 002
PUON 14 0 0 1 0 0 0 0 1 S jroddng 661
*SIUSWUIWIOD OU DARY | 0 0 0 0 0 0 0 0 1 S jroddng 861
SUON 0 0 0 0 0 0 0 0 T S yroddng 161
auou g 0 0 0 0 0 0 0 1 S jroddng 961
JUUIUIOD ON QL 0 0 1 0 0 0 0 1 S yroddng S61
1U91U WO 0OU ce 0 0 0 0 T T 0 T S asodd 761
auou g6 1 0 0 0 0 0 0 0 S jroddng €61
suou 0¢ 0 0 1 0 0 0 0 1 S asoddQ Z61
peq YO0O[ ®eie ayj axrw AU3 [e) asoddQ 161
A13ySisun [e) esoddQ 061
suou o jroddng 681
Aqreaa jou g8 0 0 1 0 0 0 0 0 S jroddng 88T
(eoae Aw ur) A[o1oass
aiipiim  joedurr Asy3 asnedsgq o] esoddQ 48T
2108
oAo ' axe Aoyy ey} Nuryp gsnl 0g 0 0 0 0 0 0 0 1 S jroddng 981
K819A0 901] A[eOISE] I10]
891 ® pue wae ue sfaeyd juop
Auedurod o911309[2 23 sk Suo[ se
Siyjdue jsureSe 10 10y j0u wir 0 0 0 0 0 0 0 0 1 S jroddng G681
ou 43 0 0 0 0 0 0 0 1 S jroddng P81
asoddo LON Od I [e) yroddng €81
JuLIWIOd ou 68 0 0 1 0 0 0 0 0 S jroddng 281
9UI 0} I9})BUI J0U SSOP 3] QL 0 0 T 0 0 0 0 T S yroddng 181
auou | 00T 0 0 0 0 0 0 0 1 S jroddng 081
auou 0% 0 0 0 0 0 0 0 1 S yroddng 6L1
adou €T 0 0 1 0 0 0 0 0 S jroddng 8.1
JUOWIWOd ON 0 0 0 0 0 0 0 0 1 S jroddng LL1T
jusWOD Ou cl 0 0 0 0 0 0 0 T S jroddng 9.1
HNON S 0 0 1 0 0 0 0 0 S jroddng SLT
ERGEEY.EY O asoddQ VLT
auou 0¢ 0 0 1 0 0 0 0 0 S yroddng €L1
ou 06 0 0 0 0 0 0 0 1 S yroddng TLI
ou 0¢ 0 0 0 0 0 0 0 1 S jroddng TLT
[enyea]
gd | ¥O 622104D'gd | 6D | 8D | 2D | 9D | €0 | O | €D | €D | 1D | 2D 0 ‘ON

(penuryuod) :Gg AqR],

211



abpd 3T2U UO panNUIUO))

auou | 00T 0 0 1 0 0 0 0 0 S jroddng 0ge
suou 0] asoddQ 67
[000000 nq
SIY} IN0Qe YOonul mouy 3,uop [ gL 0 0 1 0 0 0 0 0 S jroddng 8¥eT
%thﬁw w—ﬂdgwﬁwh MO aur —UEMEWH
Aoyy -rseulqing purw 3,uop | 08 0 0 0 0 0 0 0 T S yroddng L¥e
'S9UICINY PUIM Paol A\ | 00T 0 0 1 0 0 0 0 1 S yroddng 9¥T
ON 0¥ 0 0 1 0 0 0 0 0 S jroddng k4
JUBWUIOD 00U [0) asodd( vve
auou 0T 1 0 0 0 0 0 0 0 S asoddo %4
suou ¢} asoddo [444
“S[[IWpUIM JO 30O[ dy3 1| | 1 0 0 0 0 0 0 0 1 S jroddng 1vg
a1ed j,uop | SL 0 0 0 0 0 1 0 0 S asoddQ 0ve
JULUIUIOD OU O asoddQ 6€¢C
pwosme 0o[ Loy uIy} | 0 0 0 0 0 0 0 0 1 S yroddng 8€T
suorydo I19330¢g O asoddQ LET
Mouy juop 0T 0 0 0 0 1 0 0 0 S jroddng 9T
‘seurqany
putm o3 uoryisoddo ou aAey g 0 0 1 0 0 0 0 1 S jroddng SEeT
ON o) asoddo V€T
suou ¢} asoddo €63
suou 0 0 0 0 0 0 0 0 1 S jroddng [4:4
ou 09 0 0 1 0 0 0 0 0 S jroddng 1€2
ou gg 1 1 1 0 0 0 0 0 S jroddng 0€T
ON o yroddng 62¢
gou 9 0 0 0 0 0 0 1 0 S proddng 833
suou 0¥ 0 0 0 1 0 0 0 0 S jroddng P44
ou Ve 0 0 1 0 0 0 0 0 S jroddng 92¢
adou 0g 0 1 1 0 0 0 0 0 S jroddng jt44
stowaey dioy gL 0 0 0 0 0 1 0 0 S jroddng %44
auou 1C 0 0 0 0 0 0 0 T S jroddng 344
sparg oD 1 0 0 0 0 0 T 0 0 S jroddng (44
suou 1 0 0 0 0 0 0 0 T S jroddng 844
auou 0¢ 0 0 0 T 0 0 0 0 S yroddng 03¢
JUSWWOD Ou 4 0 0 0 1 0 0 0 0 S jroddng 61¢
suou Y 0 0 0 1 0 0 0 0 S jroddng 81¢
uorpisoddo ou aaey 1 0 0 0 0 0 0 0 0 1 S jroddng L1T
jusuruiod bu 0T 0 0 1 0 0 0 0 0 S yroddng 912
‘aq pInoys A9Y3 se 9AIl
-D9y® S® J0U 84 SOUIQIN} PUIA le) asoddQ [ ¥4
spoau A815Ud 03 Ioms
-ue oy} jou Inq ‘Aeo ax Loyg ST 0 0 1 0 0 0 0 1 S jroddng jatd
suou 1 0 0 1 0 0 0 0 0 S jroddng €1¢
ou 0¢ 1 0 0 0 0 0 0 0 S yroddng (414
suou Gl mouy 3,uop 1 0 0 0 0 0 0 0 0 S yroddng 112
|seurqany 10 66 0 0 1 0 0 0 0 T S jroddng 01%
[enyea]
gd | ¥O 622104D'gd | 6D | 8D | 2D | 9D | €0 | O | €D | €D | 1D | 2D 0 ‘ON

(penuryuod) :Gg AqR],

212



abpd 3T2U UO paNUIUO))

Asuow asnedaq le) asoddQ 88C
auou le) asoddQ 18C
QUON 06 0 0 0 0 0 0 0 T S jroddng 98¢
adou 1 0 0 0 0 0 0 0 1 S jroddng 14
31 ypm wejqoad ou
aary [ udy)} ‘Aououwr soA®S 91 J] 0 0 0 1 0 0 0 0 1 S jroddng ¥8%
Aue aary j,uoQq ot 0 0 1 0 0 0 0 0 S jroddng €8¢
HNON 0 0 0 0 0 0 0 0 1 S jroddng 78T
sauiqany puim assoddo jou op | g 0 0 0 0 0 0 0 1 S jroddng 18¢
suou | 00T 0 0 0 0 0 0 0 1 S jroddng 08¢
SJUBWIO0D ON 0¢ 0 1 0 0 0 0 0 1 S jroddng 6.2
ou 4 0 0 1 0 0 0 0 1 S yroddng 8.T
sjoeload
PumM  NHQ peyiom oaey | 0g 0 0 0 0 0 0 0 1 S asoddQ LLT
op 3snl 1 o asoddQ 9.2
S9UIQINT, PUIA\ dAOT | 0 0 0 0 0 0 0 0 1 S jroddng [9%4
Aem 197310
2( 03 sey oumx I9730q
31 Ueangny 9y st A819us uesd | 00T 3 usaop il 1 0 0 0 0 0 0 0 0 S jroddng ¥,
‘seurqany puim ssoddo jou op | 0g 0 1 1 0 1 0 0 0 S jroddng €LT
auou 4] 0 0 0 0 1 0 0 0 S jroddng TLT
90UBIJI}UL le) jroddng 1.2
‘sourqany pumm asoddo jou op | 0 0 0 1 0 0 0 0 0 S jroddng 0.2
dUON 14 0 0 1 0 0 0 0 1 S jroddng 69¢
Buiyy pood
® 9q PINOD S[[IWPUIM 03 IR[IWIS € 0 0 T 0 0 0 0 T S jroddng ]9C
*JULWIWIOD OU 9A®RY ] le) asoddQ 192
9UON | 00T 0 0 0 0 0 0 0 T S jroddng 992
JUBWIUIOD ON o) 0 0 0 0 0 0 0 1 S jroddng S92
WOy 0% 9SO[2 O, le) jroddng $92
auou 007 0 0 0 T 0 0 0 0 S yroddng £9C
ou 24 0 0 1 0 0 0 0 0 S jroddng %9%
‘ouou €T 0 0 0 1 0 0 0 1 S jroddng 19¢
ou 14 0 0 0 1 0 0 0 0 S jroddng 092
+ asodand
eyl pueisrepun j.uop isnl 1 o) asoddp 68T
JudWWod ou 2 1 0 0 0 0 0 0 0 S jroddng 8¢¢
901y juIop 4 0 1 0 0 0 0 0 0 S asoddQ P4
qeN 0T 0 0 0 0 0 0 0 1 S asoddQ 9¢¢
jseurqiny [[ejsut ‘poos st puipy | 001 0 0 1 0 0 0 0 1 S yroddng ST
ANON o esoddQ ¥9¢
HANON [e) jroddng £9¢
syorad
noA JUPWUOIIAUS  9Y} oARS g 0 0 1 1 0 0 0 0 S esoddQ 7S¢
KS19us 188
03 Aem pooS e ore Aoyjy [98] | ST 0 0 0 0 0 0 0 1 S jroddng 162
[enyea]
gd | ¥O 622104D'gd | 6D | 8D | 2D | 9D | €0 | O | €D | €D | 1D | 2D 0 ‘ON

(penuryuod) :Gg AqR],

213



9SO [, “JYSIu e SurisoArey ASIoUd-puIM JIqIYoId R} URISY PIALIDP SYT() PIRpuR)S oY) SUIAJSI)RS SWILIOS[R [0I)U0D AQ pasn
9q 03 ATeddIUNUI Yoed 10§ SINOY 191ND POALIOp om ‘SUOTIIqIYoId 9501} WOL] “SINOT UTR}I9D SULIND SOIIIAIIOR FULRUI-OSION UTR)I9D

mqryoad yey) sopod [e8o] aary sentedrunu 9s0y) Jo yoey “ANpedorunur ® pajeIdosse oM ‘SUOI)e)s Ioyream A1Iry) oyl Jo yoes [IIp\

ALITVAIDINNIN HOVHA 404 SHNOH ILUIND AAAIYHd 0TV

ou 1 0 0 0 0 0 0 0 1 S asoddQ $0€
*S90IN0SaT I10J
1001 [njispuom e tyons asoddo
pnom ardoad Aym mous 3,uop | S 0 0 1 0 0 0 0 1 S jroddng £0g
*eap1 PooS e a1 saurquny ay,J, cl, 0 0 1 0 0 0 0 T S jaoddng z0¢
UL WIUIOD OU 0T 0 0 0 0 0 0 0 T S 11oddng 10€
a18n le) asoddQ 00¢
QUON 4 0 0 0 T 1 T 0 T S yroddng 662
ou e} esoddQ 86C
JULWIUIOD ON le) asoddp 163
I8y pUIM YONW dARY
3, uop am yS8noysy usas ‘ramod jo
@sn pooS e oq p[nom 31 YuIyy | 09 0 0 1 0 1 0 0 0 S yroddng 96¢
juswuiod ou 0c 0 0 0 0 0 0 0 T S jroddng G6T
auou 08 0 0 0 T T T 0 0 S asoddQ 76¢
ou 0¢ 0 T 0 T T 0 0 0 S ssoddQ €6¢
1 oa 0] jroddng 63T
ON A 0 1 0 0 0 0 0 1 S asoddQ 162
saurq 199
-anj jo swaoy Lue asoddo 3 ,uop | 00T -jewr 3 useop T 0 0 0 0 0 0 0 0 S jroddng 062
‘porrad 108u0] € 1970
pesodxs axe Aayj ji pessaxdep
ordoad soxew jRY} PUNOS dARM
Aouenbeij-mor eonpoad Keyg, le) asoddQ 68C
[enyea]
SO | vO | 622104D'sD | 6D | 8D | 4D | 90 | SO | ¥O | €D | D | 1D | 2O 10 ‘ON

(penuryuod) :Gg AqR],

214



0T '§09™ar=ouegyo”pueTeseo: Tedewe=pTag0 " £$uIY
-gInegep=uz¢segerduey=3;£3TaT400puUEonpuosLTI0pI0S TP -GO9 IO 3deyD
/sesusggoTeieus3TeT414/6pPOOSOT4TATIORSSOUTSNqPUESOSUS FFoxTsgTRd

/Uo~pueTeAseTo/0TyQ/TTP  Aeneged/qxu/woo ' TeSeTwe - £1eaqrT//:d3ay

01°¢09§ @pop redru
LN 'HO  ‘Pu®[eAd[)

‘wre ), 03 urd g

Jure 003, pue
‘wrrd Qi JO SINOY oyj Usemjiaq A3IAI30® UOII[OWLP IO UOIFONIISUOD
Aue y3m uorjdosuuod ul pesn snyeredde pejerado A1933eq 10 paiemod
AqreorneapAy ‘Ajeoryewnaud ‘[ed11309]8 ‘[BOIUBYDAW AU® JO UOI}RID
-do ayj 10 A31A110® UOTI[OWAP I0 UOIONIISU0D Aue jo sduvwiojrad
a3 10/pue ‘adIyaA 10 AdousSe ‘adrAsp ‘quawinijsul Aue jo uoryerado
Ia1 10 sty £q I0 uostad e £q ostou Aresseosuun Aue jo Suryew oyJ,,

HJT1DM

Fpd " U3TROHOTY, - 02%000T}41Y /S0P /208 £3Toez0UTTRq 00/ / 1 d33U

80¢-6§ @POD pastaay
431D (amw) eroumyreq

,'s&eprjoy [eI1opaj
pue mxﬁ:wxwmg ‘ure QT
pue sAepsyeam ‘ure
L :spus awnIySiN
p.m%mﬁ:oz [eIepaj pue
spueeem uo wd QT
pue sAepyeam eeglel
6 1spre)s  owIIYSIN

«'s&eprioy [eSa[

pue spues@em uo -wrd Q] pue ‘wre Q] JO SINOY o9y} usemiaq (g),
pue (sAepysam uo ‘wr'd g pue "wre ) jo sInoy ayj3 usamiaq (1),
:pomofre are juswdinbs uopire8 remod pue ‘sjooy remod

‘sdoysyiom aswoy JO 9sn ayj pue siredal IL[NOIYSA [RIDISWIUWIODIUON],
‘sjo0y 1emod (siredar a[oryes— sar}1AIlOR SWIOH (q),

IMGM

97 -9~ ar=ouUe$eW UO3SOq: TeSeTWe=PTA$0  £$WIY
‘3Ineyep=usgseserdues=7;sTwredpueseriTeuedsuorsrqryoxdraxaesdeys
/uoasoq/sagesnysessel|/TTp ' Lensged/qxu/wos ' TeSeTwe Arexqrr//:dasy

7'92-91§ opop red
-ouny ‘YN ‘uolsog

Aepung pue Aepinjeg
pue ‘ure ) o1 ‘urd g

(OSUSJJO MAU ® 9INJIISUOD [[RYS
Aep yoey "Ig 'S ‘OF "2 "D ul parefnuwoad seanpadoad uorrisodsip
reurwLIduou 2y Aq PaisAodal aq Aewr UOIIIAS SIY) I9PUN PANSSI SaUL
IV "asuago yoea 10y (00°00€$) SIR[[OC PAIPUNF ddIYJ, jO auy ® Aq
poystund aq [[BYS JOaIay UOI30es sIy} Surje[oia uosied Auy ‘yoes
yoom ouo SUIPaadXd j0uU Jo sporiad 810U I0 SUWO 10j pomauar aq Aeur
yorgm ‘quawjaede(] $901AI8g [RUOI}DAdSU] ‘ISUOISSTWUIIO) O} WOIJ
juIsd SINOH YO ur 0} juensand puer jo souenssi 8Yy3} uodn ‘arejom 1o
Age3es orpqnd jo 3selejul oYy3 ul 3deoxe 10 sAepseem uo ‘urd gQ:9 pue
‘ur'e Qi JO sInoy ayj usemiaq 3dedxa ‘0301913 pIeSal Ul UOI}eABIXD
pue Surpiing Aue jo iredsr 1o ‘uoljeIal[e ‘UOIIOUISP ‘UOI1D3Id ON,,

sodaM

S8OURUTPIO™ JOT6POD/S6pod /equeT e /ed /mos *eposTunu’ £1eIqTT//: s34y

vET-vL§ opop red
SDIUNN ‘YD ‘ejue(iy

,Aeprioy
[eiepaj 10 Aep puayeam
® uo ‘ure g pue ‘wd
), Teem3aq 10 Aepiyoem
e uo Aep Suimo[[oj a1}
‘ur'e ), pue surd L

' 9SIOU UOI}ONIJSUOD
03 Ajdde jou [reys a[orae siyj jo suorjiqryoad ayjy ‘wd Qi) pue
(Aeprjoy [e8a[ 10 Aep pusyesm ® uO ‘W'e (0Q:6 I0) ‘W Qi) JO SINOY
a3 usamjaq 3ey) papraoxd fsejruURWIS SSIOU A} YoIym wory A3radoxd
ay3 jo Arepunoq Ayredoid syj puokeq 409] QQT URY} SI0UW 3DLIFSIP
Suruoz [erjusprisar Aue uryim a[qrpne Apurerd aq jou J[eys ‘yuewdimba
aejrwis Aue 1o ‘aejdels 10 a9[reu dIjRWOINE ‘IsT0Yy ‘rdwiwey direwnaud
‘[oaoys ureals ‘raarip ofid ‘[[uIp ‘mes ‘eueid ‘quawdinbe Surrour-ylires
Aue jo uoryerado ayy se [[am se ‘Surpring Aue jo rredar 10 ‘uUorjRIA)R
‘uorjrjowrap ‘(uorjeArdXe SUIPN[OUI) UOID9I0 Y} A Pasned asiou ‘0}
pejtuil] jou gnq Surpnjour adA3 Aue jo asIou WOIONIISUOD ‘ARpI[oy
1e8s] 10 Aep puseeam ® uo ‘w'e Q6 puer ‘w'd QQ:) usaMlaq IO
Aepsaam & uo Aep Surmoloy ay3 ‘w-e gQ:, pue ‘urd gQ:L JO SInoy ay3
uoem}aq :Surmor[oy oy y3rm A[dwoo [[eYS gEI-FL Ul PojSI] SUOISN[OXD
a1} Jo Aue 1apun Ayirenb 9SIMISYJ0 J0U SI0OP JBYY SSIOU UOTIIONIISUO)),,

*9STOU UOI}ONIISUO)) - "FET-fL UOI}I3G,,

TIVM

TdN

20UaIg)ey

SINOH 19INy) PoAlIa(]

1X9J, opoy [edioruny

uonels

SINOJ] 19IN{) PAALId(] 97 ORI,

‘97 9[qRI, UT UMOY[S 9I€ SINOY oInb paAlIap

215


https://library.municode.com/ga/atlanta/codes/code_of_ordinances
http://library.amlegal.com/nxt/gateway.dll/Massachusetts/boston/chapterxviprohibitionspenaltiesandpermit?f=templates$fn=default.htm$3.0$vid=amlegal:boston_ma$anc=JD_16-26
http://library.amlegal.com/nxt/gateway.dll/Massachusetts/boston/chapterxviprohibitionspenaltiesandpermit?f=templates$fn=default.htm$3.0$vid=amlegal:boston_ma$anc=JD_16-26
http://library.amlegal.com/nxt/gateway.dll/Massachusetts/boston/chapterxviprohibitionspenaltiesandpermit?f=templates$fn=default.htm$3.0$vid=amlegal:boston_ma$anc=JD_16-26
http://ca.baltimorecity.gov/codes/Art%2000%20-%20Health.pdf
http://library.amlegal.com/nxt/gateway.dll/Ohio/cleveland_oh/partsixoffensesandbusinessactivitiescode/titleigeneraloffenses/chapter605-disorderlyconductandactivity?f=templates$fn=default.htm$3.0$vid=amlegal:cleveland_oh$anc=JD_605.10
http://library.amlegal.com/nxt/gateway.dll/Ohio/cleveland_oh/partsixoffensesandbusinessactivitiescode/titleigeneraloffenses/chapter605-disorderlyconductandactivity?f=templates$fn=default.htm$3.0$vid=amlegal:cleveland_oh$anc=JD_605.10
http://library.amlegal.com/nxt/gateway.dll/Ohio/cleveland_oh/partsixoffensesandbusinessactivitiescode/titleigeneraloffenses/chapter605-disorderlyconductandactivity?f=templates$fn=default.htm$3.0$vid=amlegal:cleveland_oh$anc=JD_605.10
http://library.amlegal.com/nxt/gateway.dll/Ohio/cleveland_oh/partsixoffensesandbusinessactivitiescode/titleigeneraloffenses/chapter605-disorderlyconductandactivity?f=templates$fn=default.htm$3.0$vid=amlegal:cleveland_oh$anc=JD_605.10

DSYAYLOHAYY -T-9€S™ ONOEHO 0DIDIIILd=PIepou
£SeOURUTPIO™ FJOTOPOD/SOP0D /4 T0I40p/TW/WOD *epooTunu - £IeIqTT//: sd3ay

¥-1-9€§ PoD
[edpruny ‘1N ‘310130Qq

‘sAep 19710 ‘w'e ) 0}
‘urd g "Aepung Lep [y

Lep 1130 Aue uo ‘wre 0p:, pue ‘wrrd 006 JO SINOY Y} USIMID]
10 ‘Aepung uo pejeiado 10 uado aq 30U [[RYS S[OOYIS SUIALIP NONIT,,

MILAM

¢-0€2es70ey> $969¢gpTsdde 1000 /0poo/sn-smee-x3-serrep//:da3y

2-0€§ 2POD
redouny ‘X1, ‘se[req

‘sAep 19730
uo we ) spus pue
,sAeplioY [eIOpe) pue
Wl%d—uvuﬂ—#.mm uo ‘ure g
spus swiydiN wrd
L swrels  awiySIN

« (g2
Iaquade(]) AB(] Seurisuyy) pue ‘(sjep paaissqo) Ae( SurarSsyueyy,
‘(e3ep poaasqo) Le(y 10qeT ‘(p Anr) A[nr jo yanoy ‘(sarep paaissqo)
Ae rerrows]y ‘(1 Arenuer) Ae( s aesx maN apn[oul sAepijoy [esay,
‘gydea8ered siy3 jo sesodand 104 ‘-axejjem 1o ‘Ajayes ‘yjpesy orqnd
91} 10j AIesseoeu aq 03 syiom orqnd Jo 10300IIp oY} £q paUTTIIL}AP
suosear Iayjo 10j 10 Ajojyes oijqnd Jo 3seIajul 9y} Ul A}ISSe0U Ul
-In Jo 9seD Y} UI SINOY 9S3Y} Paadxa 03 jurred uajjuim e anssr Aeur
sxyaom orqnd jo 1030811p ay3 jey3 3deoxs ‘sAeprjoy [e8s] pue sLepin
-1egq uo ‘wr'd Q) pue "wre 0Q:g JO SINOY 9y} UseMIaq pue ‘Aepriq
y8noayy Lepuoy ‘"w-d Qi pur "wre gQ:L JO SINOY 2} Usam}dq Ue]
19730 ‘opoy) juswdo[aas(] SB[[R(] 97} Ul PIUYIP SE ‘9SN [RIJUIPISAI '
03 jusdelpe 10 uo Jurpymq ALue jo aredas 10 ‘uoljeisl[e ‘uorjrjowap
‘uorjeAROXS ‘UOI}D8I8 93} 03 Paje[al A}IAI}0R UOIONIISU0D Auy (8),

MAAM

3pd " [ox3u0) - 05 TON -9€ -703deq) /HHAH/ IHd/S3ueunoop
/1LL/sTesIod/r081enuep /uep/quejuod /310 roS1enuep -uun//:sdygy

L-9€§ 2poD red
-y ‘Q)  ‘I1eAus(q

‘wre § Spus
-yeem spua swiYSIN
‘ure ), isAepioeem spuo
ournyySIN urd ¢
ISPULN29M S]IBIS QUIIY
-8y cwrd g isAep
-3eam §11e)s awIIYSIN

«V
a[qe], Jo sjrw] aanssaid Punos oY} SPI’d’Xad JeYJ IdUURW ®© Ul "WI'R
00:g pue ‘wd (Q:g JO sINOY oY} Usemlaq spusdeem uo ‘sdn-yoid o3is
-qol pue ‘serrealfep 931s-qol ‘A31a110e uorjeredsad ‘worjRIIWI] INOYITIM
‘Gurpnpour ‘sarjrAroe uOIONIISU0d Aue jonpuod rou juswdinbs uory
-oniajsuod Aue ‘pajrerado aq 01 asned io ‘ererado [[eys uosied ON °q,,
"V o[qe], jo sjrw] aanssaxd Punos ayj Spasdxa JeY) ISUURW B UL "WI'®
00:2 pue ‘wd 0Q:6 JO sINOY 93} Usemia( sAepxeem uo ‘sdn-yoid o93is
qol pue ‘serraal[ep 231s qol ‘sarjrarjoe uorgeredsid ‘uorjelruil noyrm
‘Surpnpour ‘sarjrar}oe uor}dNIIsSuod Aue 1onpuod tou juswdinbe uory
-onijsuod Aue ‘pajerado aq 03 asned 10 ‘srerado [eys uosiad ON ‘e,

‘sa131A130® pue juswdinba uorjoniysuo) (g),

NHAM

103 op-s3exop//:sdasy

¢'€08¢§ opop [edpru
-nN ‘D ‘uojSurysesn

cure ) 0y curd ) :shep
Y30, Aeproy  [e1e
-poJ 10 Aepung Aep [y

Kepyoam Aue uo ‘wre gQ: 210j9q
pue -wd Qi) I93ye 10 ‘Aeprjoy [ess[ 10 Aepung Aue uo dUOZ JUOIJ
-I1ejem 10 ‘ssodind yeroeds ‘[erjueplsel ' UIyjim pejjrwrad aq [[BYS
‘saredax suroy rourur SUIPNOXd ‘UOIIONIJSTOD WIOIJ ISIOU ON G E€08Ts

voad

0NOTE-606S~ ONODE06HD  IWNXILIL=PIePOU
.S80URUTPIO” FOT8P0D /Sepod /THRUUTOUTD /Y0 /wod *epodTunu - £1exqTT//: sd3ay

L-606§ 2pop [edmru
NN 'HO _ ‘mjeunurp

‘wie ), 01 urd g

«'@pop Buiping otseg oyQ - 1eu
-umnury 8yl \mﬂ ﬁmaﬁﬁﬂmwu EOmaﬁhmﬁmo A19Ad opniourl [[BYS UOI}ONI}SU0D
‘uor3oas siyy jo sesodand 10 "UOI}ONIISUOD dWIIYSIU YoNS 103 199uld
-us £310 9y} 10 suorydadsur pue sSUIP[ING JO 1010d1IP By} woaf jruriad
Teroads e Sururejqo 3siy JNOYIIM ‘SUOIJNIISUI [BIJUIPISAI I9Y}0 IO
stejidsoy ‘eouaprisar jo sade[d jo 399] QQ¢ UIYIM pooyroquSiau oy}
Jo jemmb puw sdead 8y} squanisip yoiym punos pnoj seonpoad yorym
snjeredde pajerado-£1933eq 10 [BOLI3D9[ ‘[ROIURYDSW AUR JO UOI}RID
-do 8y} 10 A}IATI0® UOII[OWSP IO UOIIONIYSUOD AUR JLIISPUN IO UL
a8e8ue ‘Aep Surmoyoy ay3 ‘ure gQ:L o3 ‘wd Qi WOIJ SINOY Y}
ueemiaq ‘[eys ‘AousSiewra jo jusas oY} Ul uey} Iayjo uosiad ON,

DADM

Fpd* @OURUTPI)~ S TOl|/SOOURUTPI] /S JUsUNO0q/AdWD /A0S - OUS3 0T IRYD

£9-61§ opop edr
-omunN ‘DN ‘@33011ey)

‘wie ), 03 urd g

Jure 00:L pue rurd 006
JO sInoy oY} usamiaq AISUIYIRUI UO0I}ONISU0D jo uorpeiado oY, (7).

:£310 83 Jo suo0z Aue ur aanjoniys pardnodo Aqrery
-uapIisel Au® JO }99J 0O UIYIIM 10 310 97} JO BdIR POUOZ A[[RI}USPISAI
Aue ur se13rarjoe Surmo[oj 9y} uo L1Ied 03 [Njmerun aq [reys 3 (),

ITIDM

(penuryuod) :9g a[qe],

216
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A.11 RESULTS OF THE ALGORITHMS STATIC

A.11.1 Using current weather only

A.11.1.1 OLAs 1 & 2 Please see Tables 27 below and 28 on the next page.

Table 27: Results of the processing of OLAs 1 and 2 by Static (variant 0x0, i.e., current

weather only, transitions unlimited) Rev. 1.1

— 0 —_ 0
O 2| £
g 2 2 E
S < | B
N Y
= | 4 R
g ° e o
5| g - £ | .
g | ¢ 5 £ g
g 0 E o % g @ E o %
gl 4 z s 2 g | s S Z
il E S o o 2 | g G <]
OLA station o E Z = = station < z 4 = =
1 KATL 7 31 0.57 0.91 0.51 KMCI 8 1 0.66 0.89 0.59
2 KATL 7 61 0.56 0.92 0.52 KMCI 8 31 0.66 0.93 0.62
1 KBOS 9 31 0.38 0.92 0.35 KMCO 7 1 0.66 0.82 0.55
2 KBOS 9 61 0.38 0.93 0.35 KMCO 7 61 0.65 0.92 0.60
1 KBWI 7 31 0.69 0.89 0.62 KMSP 8 31 0.38 0.92 0.35
2 KBWI 7 61 0.69 0.91 0.63 KMSP 8 91 0.37 0.93 0.35
1 KCLE 8 31 0.59 0.92 0.54 KORD 8 31 0.59 0.92 0.54
2 KCLE 8 61 0.59 0.93 0.54 KORD 8 91 0.58 0.94 0.55
1 KCLT 5 1 0.70 0.76 0.53 KPHL 8 31 0.65 0.92 0.60
2 KCLT 5 91 0.69 0.91 0.63 KPHL 8 61 0.65 0.93 0.60
1 KCVG 7 31 0.66 0.91 0.60 KPHX 6 31 0.36 0.80 0.29
2 KCVG 7 61 0.66 0.92 0.60 KPHX 6 121 0.35 0.87 0.30
1 KDCA 7 1 0.50 0.86 0.43 KPIT 7 1 0.74 0.81 0.60
2 KDCA 7 61 0.50 0.93 0.46 KPIT 7 61 0.73 0.92 0.67
1 KDEN 8 1 0.54 0.78 0.42 KSAC 6 1 0.78 0.78 0.61
2 KDEN 8 121 0.51 0.92 0.47 KSAC 6 91 0.77 0.93 0.72
1 KDFW 9 31 0.47 0.93 0.43 KSAN 5 1 0.72 0.87 0.63
2 KDFW 9 31 0.47 0.93 0.43 KSAN 5 61 0.71 0.92 0.66
1 KDTW 8 31 0.60 0.92 0.55 KSAT 7 1 0.53 0.83 0.44
2 KDTW 8 91 0.59 0.94 0.55 KSAT 7 121 0.52 0.94 0.49
1 KEUG 6 1 0.73 0.83 0.61 KSEA 6 1 0.66 0.81 0.53
2 KEUG 6 91 0.71 0.92 0.66 KSEA 6 121 0.65 0.93 0.60
1 KIAH 7 1 0.72 0.83 0.60 KSFO 10 1 0.68 0.90 0.61
2 KIAH 7 61 0.71 0.93 0.66 KSFO 10 61 0.66 0.94 0.63
1 KLAS 8 1 0.44 0.77 0.34 KSMX 8 1 0.80 0.86 0.69
2 KLAS 8 31 0.44 0.89 0.39 KSMX 8 61 0.78 0.92 0.71
1 KLAX 7 1 0.88 0.90 0.79 KSTL 7 1 0.53 0.84 0.44
2 KLAX 7 61 0.85 0.94 0.80 KSTL 7 91 0.52 0.93 0.48
1 KLGA 9 31 0.42 0.90 0.38 KTPA 6 1 0.66 0.77 0.51
2 KLGA 9 61 0.42 0.92 0.38 KTPA 6 91 0.64 0.91 0.58
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Table 28: Average performance of the processing of OLAs 1 and 2 over all 30 weather stations

by Static (variant 0x0, i.e., current weather only, transitions unlimited) Rev. 1.1

OLA | Average Metric
OLA 1| 0.610 NetNorm
OLA 2 | 0.555 | MQNetNorm
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A.11.1.2 OLAs 3 & 4 Please see Table 29 below and Table 30 on the next page.

Table 29: Results of the processing of OLAs 3 and 4 by Static (variant 0x0, i.e., current

weather only, transitions unlimited) Rev. 1.1

— w — 0
2 ] 2 g
g El 2 El
SO < |8
T % T s
= s o = s o
- @ B - g E
g Bl g z £ & g z
= 5 = k] 5 S S & k]
gl E | 2| 2| z gldl 2] 2| z
2 g S c <4 2 = 7 < <
OLA station el 2 4 = = station o 4 Z = =
3 KATL 7 121 0.39 0.93 0.36 KMCI 8 61 0.32 0.94 0.30
4 KATL 7 121 0.39 0.93 0.36 KMCI 8 61 0.32 0.94 0.30
3 KBOS 9 91 0.34 0.94 0.32 KMCO 7 91 0.45 0.92 0.42
4 KBOS 9 91 0.34 0.94 0.32 KMCO 7 91 0.45 0.92 0.42
3 KBWI 7 91 0.50 0.92 0.45 KMSP 8 61 0.35 0.93 0.33
4 KBWI 7 61 0.49 0.91 0.45 KMSP 8 91 0.35 0.93 0.33
3 KCLE 8 121 0.34 0.92 0.32 KORD 8 121 0.32 0.93 0.30
4 KCLE 8 121 0.34 0.92 0.32 KORD 8 121 0.32 0.93 0.30
3 KCLT 5 121 0.38 0.91 0.35 KPHL 8 121 0.40 0.93 0.37
4 KCLT 5 121 0.38 0.91 0.35 KPHL 8 121 0.40 0.93 0.37
3 KCVG 7 121 0.34 0.92 0.31 KPHX 6 31 0.34 0.80 0.27
4 KCVG 7 | 121 | 0.34 | 0.92 | 0.31 KPHX 6 121 | 0.33 | 0.87 | 0.29
3 KDCA 7 | 121 | 0.37 | 0.94 | 0.35 KPIT 7 91 | 0.39 | 0.91 | 0.36
4 KDCA 7 121 0.37 0.94 0.35 KPIT 7 91 0.39 0.91 0.36
3 KDEN 8 61 0.34 0.90 0.31 KSAC 6 121 0.51 0.93 0.48
4 KDEN 8 121 0.34 0.91 0.31 KSAC 6 121 0.51 0.93 0.48
3 KDFW 9 61 0.32 0.93 0.30 KSAN 5 121 0.43 0.92 0.40
4 KDFW 9 91 0.32 0.93 0.30 KSAN 5 91 0.43 0.92 0.40
3 KDTW 8 91 0.41 0.93 0.38 KSAT 7 121 0.32 0.94 0.30
4 KDTW 8 91 0.41 0.93 0.38 KSAT 7 121 0.32 0.94 0.30
3 KEUG 6 121 0.49 0.92 0.45 KSEA 6 121 0.38 0.93 0.35
4 KEUG 6 121 0.49 0.92 0.45 KSEA 6 121 0.38 0.93 0.35
3 KIAH 7 121 0.41 0.93 0.38 KSFO 10 121 0.40 0.94 0.38
4 KIAH 7 121 0.41 0.93 0.38 KSFO 10 121 0.40 0.94 0.38
3 KLAS 8 31 0.40 0.89 0.35 KSMX 8 61 0.62 0.91 0.57
4 KLAS 8 91 0.40 0.92 0.37 KSMX 8 121 0.64 0.92 0.59
3 KLAX 7 121 0.45 0.93 0.42 KSTL 7 121 0.36 0.92 0.33
4 KLAX 7 121 0.45 0.93 0.42 KSTL 7 121 0.36 0.92 0.33
3 KLGA 9 91 0.35 0.92 0.33 KTPA 6 121 0.47 0.90 0.42
4 KLGA 9 121 0.36 0.92 0.33 KTPA 6 121 0.47 0.90 0.42
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Table 30: Average performance of the processing of OLLAs 3 and 4 over all 30 weather stations

by Static (variant 0x0, i.e., current weather only, transitions unlimited) Rev. 1.1

OLA | Average Metric
OLA 3| 0.397 NetNorm
OLA 4| 0.367 | MQNetNorm
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A.11.1.3 OLAs 5 & 6 Please see Table 31 below and Table 32 below.

Table 31: Results of the processing of OLAs 5 and 6 by Static (variant 0x1, i.e., current

weather only, transitions limited) Rev. 1.1
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g Z g Z
g & 3 o e g & Z o “
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2 g Z 2 Z S | 2 z 2 Z
a g 5 c c o g 5 c c
OLA station T o Z = = station T = 4 = =
5 KATL 17 31 0.27 0.95 0.25 KMCI 18 61 0.24 0.93 0.22
6 KATL 17 31 0.27 0.95 0.25 KMCI 18 61 0.24 0.93 0.22
5 KBOS 19 121 0.28 0.95 0.27 KMCO 17 31 0.26 0.98 0.26
6 KBOS 19 121 0.28 0.95 0.27 KMCO 17 31 0.26 0.98 0.26
5 KBWI 17 31 0.23 0.97 0.23 KMSP 18 31 0.25 0.90 0.23
6 KBWI 17 31 0.22 0.98 0.21 KMSP 18 31 0.25 0.90 0.23
5 KCLE 18 31 0.26 0.86 0.22 KORD 18 31 0.29 0.90 0.26
6 KCLE 18 31 0.26 0.86 0.22 KORD 18 31 0.27 0.90 0.24
5 KCLT 15 31 0.20 0.97 0.20 KPHL 18 31 0.28 0.95 0.27
6 KCLT 15 31 0.20 0.97 0.20 KPHL 18 31 0.28 0.95 0.27
5 KCVG 17 31 0.24 0.93 0.22 KPHX 16 31 0.27 0.96 0.26
6 KCVG 17 31 0.24 0.93 0.22 KPHX 16 31 0.27 0.96 0.26
5 KDCA 17 31 0.28 0.95 0.27 KPIT 17 31 0.22 0.95 0.21
6 KDCA 17 31 0.28 0.95 0.27 KPIT 17 31 0.20 0.96 0.19
5 KDEN 18 61 0.24 0.94 0.23 KSAC 16 31 0.30 0.96 0.29
6 KDEN 18 61 0.24 0.94 0.23 KSAC 16 31 0.30 0.96 0.28
5 KDFW 19 61 0.27 0.93 0.25 KSAN 15 1 0.27 0.97 0.26
6 KDFW 19 61 0.27 0.93 0.25 KSAN 15 1 0.27 0.97 0.26
5 KDTW 18 31 0.30 0.89 0.27 KSAT 17 91 0.26 0.95 0.24
6 KDTW 18 31 0.28 0.89 0.25 KSAT 17 91 0.26 0.95 0.24
5 KEUG 16 31 0.26 0.95 0.25 KSEA 16 31 0.36 0.95 0.34
6 KEUG 16 31 0.26 0.95 0.25 KSEA 16 31 0.36 0.95 0.34
5 KIAH 17 31 0.26 0.98 0.25 KSFO 20 91 0.24 0.93 0.22
6 KIAH 17 31 0.25 0.98 0.24 KSFO 20 91 0.23 0.93 0.21
5 KLAS 18 31 0.31 0.92 0.28 KSMX 18 61 0.30 0.98 0.30
6 KLAS 18 31 0.31 0.92 0.28 KSMX 18 61 0.30 0.98 0.29
5 KLAX 17 61 0.26 0.97 0.25 KSTL 17 31 0.27 0.93 0.25
6 KLAX 17 61 0.24 0.97 0.24 KSTL 17 31 0.27 0.93 0.25
5 KLGA 19 61 0.28 0.95 0.27 KTPA 16 31 0.24 0.98 0.24
6 KLGA 19 61 0.28 0.95 0.27 KTPA 16 31 0.24 0.98 0.24

Table 32: Average performance of the processing of OLAs 5 and 6 over all 30 weather stations

by Static (variant 0x1, i.e., current weather only, transitions limited) Rev. 1.1

OLA | Average Metric
OLA 5| 0.267 NetNorm
OLA 6 | 0.247 | MQNetNorm
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A.11.2 Using weather prediction

A.11.2.1 OLAs 1 & 2 Please see Table 33 below and Table 34 on the next page.

Table 33: Results of the processing of OLAs 1 and 2 by Static (variant 0x2, i.e., weather

prediction, transitions unlimited) Rev. 1.1
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OLA station < z Z > = station < 5 Z, = =

1 KATL 7 1 0.57 0.80 0.45 KMCI 8 1 0.66 0.89 0.59
2 KATL 7 121 0.54 0.92 0.50 KMCI 8 1 0.66 0.89 0.59
1 KBOS 9 1 0.38 0.86 0.32 KMCO 7 1 0.66 0.82 0.55
2 KBOS 9 91 0.36 0.93 0.34 KMCO 7 61 0.63 0.91 0.57
1 KBWI 7 1 0.69 0.74 0.52 KMSP 8 1 0.38 0.84 0.32
2 KBWI 7 121 0.64 0.92 0.59 KMSP 8 121 0.35 0.93 0.33
1 KCLE 8 1 0.59 0.86 0.51 KORD 8 1 0.59 0.86 0.50
2 KCLE 8 121 0.57 0.93 0.53 KORD 8 121 0.57 0.93 0.54
1 KCLT 5 1 0.70 0.76 0.53 KPHL 8 1 0.65 0.85 0.55
2 KCLT 5 121 0.68 0.91 0.62 KPHL 8 121 0.62 0.93 0.57
1 KCVG 7 1 0.66 0.81 0.54 KPHX 6 1 0.36 0.54 0.20
2 KCVG 7 121 0.63 0.92 0.58 KPHX 6 121 0.34 0.86 0.29
1 KDCA 7 1 0.50 0.86 0.43 KPIT 7 1 0.74 0.81 0.60
2 KDCA 7 121 0.48 0.93 0.45 KPIT 7 121 0.69 0.92 0.64
1 KDEN 8 1 0.54 0.78 0.42 KSAC 6 1 0.78 0.78 0.61
2 KDEN 8 91 0.51 0.89 0.45 KSAC 6 121 0.74 0.93 0.69
1 KDFW 9 1 0.46 0.86 0.40 KSAN 5 1 0.72 0.87 0.63
2 KDFW 9 1 0.46 0.86 0.40 KSAN 5 121 0.70 0.93 0.65
1 KDTW 8 1 0.59 0.83 0.50 KSAT 7 1 0.53 0.83 0.44
2 KDTW 8 121 0.57 0.94 0.53 KSAT 7 121 0.51 0.94 0.48
1 KEUG 6 1 0.73 0.83 0.61 KSEA 6 1 0.66 0.81 0.53
2 KEUG 6 121 0.70 0.92 0.64 KSEA 6 121 0.63 0.92 0.58
1 KIAH 7 1 0.72 0.83 0.60 KSFO 10 1 0.68 0.90 0.61
2 KIAH 7 121 0.68 0.93 0.63 KSFO 10 91 0.63 0.95 0.60
1 KLAS 8 1 0.44 0.77 0.34 KSMX 8 1 0.80 0.86 0.69
2 KLAS 8 1 0.44 0.77 0.34 KSMX 8 91 0.76 0.92 0.70
1 KLAX 7 1 0.88 0.90 0.79 KSTL 7 1 0.53 0.84 0.44
2 KLAX 7 61 0.85 0.93 0.79 KSTL 7 61 0.51 0.91 0.47
1 KLGA 9 1 0.42 0.80 0.34 KTPA 6 1 0.66 0.77 0.51
2 KLGA 9 121 0.40 0.92 0.37 KTPA 6 121 0.63 0.90 0.57
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Table 34: Average performance of the processing of OLAs 1 and 2 over all 30 weather stations

by Static (variant 0x2, i.e., weather prediction, transitions unlimited) Rev. 1.1

OLA | Average Metric
OLA 1| 0.609 NetNorm
OLA 2 | 0.534 | MQNetNorm
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A.11.2.2 OLAs 3 & 4 Please see Table 35 below and Table 36 below.

Table 35: Results of the processing of OLAs 3 and 4 by Static (variant 0x2, i.e., weather

prediction, transitions unlimited) Rev. 1.1
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o E b c c a El s c c
OLA station T = 4 = = station o = 4 = =
3 KATL 7 121 0.35 0.91 0.32 KMCI 8 1 0.30 0.83 0.25
4 KATL 7 121 0.35 0.91 0.32 KMCI 8 121 0.27 0.93 0.25
3 KBOS 9 1 0.33 0.83 0.27 KMCO 7 121 0.43 0.92 0.39
4 KBOS 9 121 0.31 0.93 0.29 KMCO 7 121 0.43 0.92 0.39
3 KBWI 7 1 0.45 0.69 0.31 KMSP 8 1 0.33 0.80 0.27
4 KBWI 7 121 0.45 0.91 0.41 KMSP 8 121 0.31 0.93 0.29
3 KCLE 8 1 0.32 0.80 0.25 KORD 8 1 0.30 0.80 0.24
4 KCLE 8 121 0.30 0.92 0.28 KORD 8 121 0.29 0.92 0.26
3 KCLT 5 1 0.36 0.69 0.25 KPHL 8 1 0.38 0.80 0.31
4 KCLT 5 121 0.35 0.90 0.31 KPHL 8 121 0.37 0.92 0.34
3 KCVG 7 1 0.32 0.75 0.24 KPHX 6 91 0.32 0.84 0.26
4 KCVG 7 121 0.30 0.90 0.27 KPHX 6 121 0.31 0.85 0.27
3 KDCA 7 1 0.35 0.81 0.29 KPIT 7 1 0.37 0.76 0.28
4 KDCA 7 121 0.34 0.93 0.32 KPIT 7 121 0.35 0.91 0.32
3 KDEN 8 1 0.32 0.74 0.24 KSAC 6 1 0.49 0.75 0.36
4 KDEN 8 121 0.31 0.90 0.27 KSAC 6 121 0.47 0.92 0.44
3 KDFW 9 1 0.29 0.82 0.24 KSAN 5 121 0.43 0.92 0.40
4 KDFW 9 121 0.29 0.93 0.27 KSAN 5 121 0.43 0.92 0.40
3 KDTW 8 1 0.38 0.77 0.29 KSAT 7 121 0.32 0.93 0.30
4 KDTW 8 121 0.38 0.93 0.35 KSAT 7 121 0.32 0.93 0.30
3 KEUG 6 1 0.45 0.79 0.36 KSEA 6 1 0.36 0.77 0.28
4 KEUG 6 121 0.44 0.91 0.40 KSEA 6 121 0.35 0.91 0.32
3 KIAH 7 121 0.38 0.91 0.35 KSFO 10 1 0.38 0.86 0.32
4 KIAH 7 121 0.38 0.91 0.35 KSFO 10 121 0.38 0.94 0.35
3 KLAS 8 1 0.37 0.75 0.28 KSMX 8 1 0.57 0.82 0.47
4 KLAS 8 121 0.35 0.91 0.32 KSMX 8 121 0.59 0.91 0.54
3 KLAX 7 91 0.44 0.92 0.41 KSTL 7 1 0.33 0.79 0.26
4 KLAX 7 91 0.44 0.92 0.41 KSTL 7 121 0.33 0.91 0.30
3 KLGA 9 1 0.32 0.76 0.24 KTPA 6 121 0.43 0.89 0.39
4 KLGA 9 121 0.32 0.92 0.30 KTPA 6 121 0.43 0.89 0.39

Table 36: Average performance of the processing of OLAs 3 and 4 over all 30 weather stations

by Static (variant 0x2, i.e., weather prediction, transitions unlimited) Rev. 1.1

OLA | Average Metric
OLA 3| 0.373 NetNorm
OLA 4| 0.334 | MQNetNorm
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A.11.2.3 OLAs 5 & 6 Please see Table 37 below and Table 38 below.

Table 37: Results of the processing of OLAs 5 and 6 by Static (variant 0x3, i.e., weather

prediction, transitions limited) Rev. 1.1
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2 g Z 2 Z S | 2 z 2 Z
a g 5 c c o g 5 c c
OLA station T o Z = = station T = 4 = =
5 KATL 17 31 0.27 0.95 0.25 KMCI 18 61 0.24 0.93 0.22
6 KATL 17 31 0.27 0.95 0.25 KMCI 18 61 0.24 0.93 0.22
5 KBOS 19 121 0.28 0.95 0.27 KMCO 17 31 0.26 0.98 0.26
6 KBOS 19 121 0.28 0.95 0.27 KMCO 17 31 0.26 0.98 0.26
5 KBWI 17 31 0.23 0.97 0.23 KMSP 18 31 0.25 0.90 0.23
6 KBWI 17 31 0.22 0.98 0.21 KMSP 18 31 0.25 0.90 0.23
5 KCLE 18 31 0.26 0.86 0.22 KORD 18 31 0.29 0.90 0.26
6 KCLE 18 31 0.26 0.86 0.22 KORD 18 31 0.27 0.90 0.24
5 KCLT 15 31 0.20 0.97 0.20 KPHL 18 31 0.28 0.95 0.27
6 KCLT 15 31 0.20 0.97 0.20 KPHL 18 31 0.28 0.95 0.27
5 KCVG 17 31 0.24 0.93 0.22 KPHX 16 31 0.27 0.96 0.26
6 KCVG 17 31 0.24 0.93 0.22 KPHX 16 31 0.27 0.96 0.26
5 KDCA 17 31 0.28 0.95 0.27 KPIT 17 31 0.22 0.95 0.21
6 KDCA 17 31 0.28 0.95 0.27 KPIT 17 31 0.20 0.96 0.19
5 KDEN 18 61 0.24 0.94 0.23 KSAC 16 31 0.30 0.96 0.29
6 KDEN 18 61 0.24 0.94 0.23 KSAC 16 31 0.30 0.96 0.28
5 KDFW 19 61 0.27 0.93 0.25 KSAN 15 1 0.27 0.97 0.26
6 KDFW 19 61 0.27 0.93 0.25 KSAN 15 1 0.27 0.97 0.26
5 KDTW 18 31 0.30 0.89 0.27 KSAT 17 91 0.26 0.95 0.24
6 KDTW 18 31 0.28 0.89 0.25 KSAT 17 91 0.26 0.95 0.24
5 KEUG 16 31 0.26 0.95 0.25 KSEA 16 31 0.36 0.95 0.34
6 KEUG 16 31 0.26 0.95 0.25 KSEA 16 31 0.36 0.95 0.34
5 KIAH 17 31 0.26 0.98 0.25 KSFO 20 91 0.24 0.93 0.22
6 KIAH 17 31 0.25 0.98 0.24 KSFO 20 91 0.23 0.93 0.21
5 KLAS 18 31 0.31 0.92 0.28 KSMX 18 61 0.30 0.98 0.30
6 KLAS 18 31 0.31 0.92 0.28 KSMX 18 61 0.30 0.98 0.29
5 KLAX 17 61 0.26 0.97 0.25 KSTL 17 31 0.27 0.93 0.25
6 KLAX 17 61 0.24 0.97 0.24 KSTL 17 31 0.27 0.93 0.25
5 KLGA 19 61 0.28 0.95 0.27 KTPA 16 31 0.24 0.98 0.24
6 KLGA 19 61 0.28 0.95 0.27 KTPA 16 31 0.24 0.98 0.24

Table 38: Average performance of the processing of OLAs 5 and 6 over all 30 weather stations

by Static (variant 0x3, i.e., weather prediction, transitions limited) Rev. 1.1

OLA | Average Metric
OLA 5| 0.267 NetNorm
OLA 6 | 0.247 | MQNetNorm
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