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Abstract 

Adaptive Control and Cooperative Learning of Symbiotic Behavior of Human- Machine-

Interaction 

 

Ker-Jiun Wang, PhD 

 

University of Pittsburgh, 2019 

 

 

 

 

Building a Human-Robot Symbiotic environment that robots could live side-by-side with 

humans, perform joint actions to achieve common goals, and further augment human’s existing 

capabilities is always our dream. Besides numerous benefits, it poses many challenges as well. 

Most importantly, the robot should have learning and adaptability to coordinate its actions with 

the human. It should take Human-in-the-Loop co-learning, co-adaptation, and the prediction of 

mutual consensus behaviors into account to foster a stable closed-loop interaction, such that the 

robot can have more flexibility to perform a broader range of sensorimotor skills in diverse 

interaction contexts. Moreover, human and robot need to have a seamless communication 

interface, with which it can identify a wide spectrum of interaction features, from kinematic 

trajectories and dynamics profiles, to eye gazes, facial expressions and emotion states, etc., to 

effectively convey multi-modal intentions.  

In this dissertation, we tried to address these challenges by developing a biomimic 

learning and adaptive control framework, which allows wearable robots to cooperate with 

humans seamlessly. We used Co-Adaptive Optimal Control and Nonzero-Sum Differential 

Game to describe the human-machine neuromuscular coordination skills, and utilized iterative 

Inverse Optimal Control and Inverse Differential Game theory to model the cerebellum 

cooperative learning procedures. The mathematical derivations of theorems as well as the real 

human subject research on simulated double-inverted pendulum for human-exoskeleton 
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cooperative balancing task were conducted, where we demonstrated promising results that our 

decentralized cooperative learning and control model is comparable to the centralized optimal 

control strategy. In the meanwhile, we have developed a compact, non-obtrusive and ergonomic 

wearable Human-Machine Interface, which observes the physiological gestures (i.e., eye/facial 

expressions, hand/body movements, somatosensory stimulations, etc.) with over 95% accuracy, 

based on our developed Deep Multi-Spectrogram Convolutional Neural Network decoder, to 

interpret and communicate multi-modal human intentions with the machines. It allows the end-

users to interact with the machines seamlessly using nature and intuitive commands with 

engaging and immersive experiences. Hopefully our developments can lead to the next 

generation intelligent symbiotic machines that enable us to go beyond existing cognitive and 

physical limitations, achieving superior performance in motor generation and perceptual 

capabilities in the near future. 
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1.0 Introduction 

In the evolution of human civilization, humans are constantly developing tools to 

empower themselves. Starting from the Stone Age, our ancestors knew how to use materials to 

build various tools as extensions of our body powered by muscles. During the Industrial 

Revolution in the 18th century, we invented steam engines and used the external power to 

fabricate useful machines under human control. Later in the 19th century, we understood how to 

use electricity. It paved the ways for the transformative invention of computer-controlled 

automation processes in the last century, with which it created a new frontier for the humans to 

interact with the smart machines. Until now in our daily life, think about how many times we use 

our smartphones to “Google” a piece of information everyday. When we do this, we are 

extending our brain’s memory and knowledge by using a prosthetic device without giving it a 

second thought. In the next decade or so, even the robots will enter into our homes and 

workplaces, complementing human abilities and skills in many application domains. A good 

example is the development of exoskeleton robots as rehabilitation tools and human power 

augmentation devices. In such scenario, the traditional one-way unilateral interaction will 

gradually transit to the bilateral interaction architecture, and therefore the humans and machines 

will constantly monitor and adapt each other’s behaviors in all aspects. In the near future, with 

the advancement of Brain-Computer Interface (BCI), it further outlines the possibility of the 

unification of human and machines in a single entity by mind. As a result, we are slowly entering 

into Human 2.0 and we are doing this through a symbiotic relation with our surrounding 

intelligent environment. 



 2 

 

 

Figure 1.1. Infograph of Symbiotic Autonomous System (adapted from IEEE). The Symbiotic Autonomous 

Systems (SAS) initiative fosters studies and applications focused on the convergence of human augmentation 

with the increasing intelligence and awareness of artifacts, leading towards a symbiosis of humans and 

machines. This will have significant implications for human society as a whole, affecting culture and the 

economy and prompting new questions about our place on Earth. 

 

There are several grand challenges associated with the dawning of this new era: (1) Since 

the humans and machines are living together closely, we will be responding to the behaviors of 

machines and the machines will react to our behaviors in a continuous adaptation fashion. (2) 

Based on our mother nature, the symbiosis behaviors are deeply inherited in all biological 
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creatures, from the miniature-scale multicellular organisms to the large-scale human society. 

How to find the fundamental principles governing the human-human collaboration behavior, 

with a distributed, bottom-up approach, and transfer such rules and knowledge onto the 

intelligent machines, so as to enable seamless human-machine physical interactions. (3) How to 

design a human-centered interaction interface, which is extremely compact, portable, and can 

easily capture human intentions to communicate with the surrounding smart environment 

effectively. 

The objective of this human-machine symbiosis project is to investigate the possible 

solutions to address these grand challenges by designing an adaptive system that can optimize 

the collaboration between human and machine based on modeling and learning of human motor 

behaviors in human-machine interaction. To achieve this goal, the researches we conducted in 

this dissertation have the following three contributions: 

Contribution 1 - Theoretical development of the human-machine co-learning and 

adaptive control framework: We propose that the next generation physical Human-Robot 

Interaction (pHRI) control technique should be like two persons cooperatively living together, 

constantly finding each other’s intentions, and adapting/conforming to each other’s behaviors. 

To model this way of interaction, our objective is to develop a learning and control framework 

that describes the physical-level human-robot interaction using biomimic cerebellum learning 

and the neuromuscular control approach, which is similar to our motor cortex and spinal cord 

(central nervous system (CNS)) neural control. The co-learning and adaptive cooperation model 

will be synthesized in the cerebellum and then used to generate “predictive” feed-forward 

controls to work with the reactive neuromuscular feedback gains to stabilize the dynamical 
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system. The Co-Adaptive Optimal Control and Inverse Differential Game Theory will be used to 

formulate this cerebellum co-learning and adaptive control architecture. 

Contribution 2 - Verify the proposed method in a simulated exoskeleton platform 

with human subjects testing to prove its feasibility: To validate our proposed algorithm, we 

have picked one of the most promising human-robot interaction scenario as our evaluation 

testbed – the cooperative balancing task between human and robot. The simplified exoskeleton 

model (double-inverted pendulum) was utilized to implement the hip-ankle balancing strategies 

among human and robot. Remarkably, the tasks described here are conducted in a parallel 

distributed control architecture between human, robot and the controlled dynamical system. 

Contribution 3 – Explore the possibility of using human-centered wearable 

platform, user experience design, and Deep Machine Learning technology to build a simple 

and intuitive Human-Machine Interface (HMI): In the future, human-smart tech interaction 

will not confine only on the 2D surface of our personal computers, or cellphone touch screens. 

The traditional stand-alone computation devices will gradually disappear. Instead, with the 

power of IoTs and Cloud Computing, more and more AI services are hidden in the background 

of the environment and process our daily information without being noticed. It outlines a 

futuristic multi-modal interaction strategies for the human to communicate with the ubiquitous 

AI, partially already being deployed in our living environment, such as AMAZON Alexa and 

Goggle Assistant, with which you can use voice command to retrieve relevant information or 

generate control. We envision that the wearable technologies that constantly monitor body 

physiological signals can become the next wave of universal human-machine control interface. 

As we can collect the signals from the wearable devices and transmit the data to the remote 

computers or cloud servers to do more advanced processing, so human can do more implicit 
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control using their daily activities, current body physiological signals, even mind and emotions 

to change the environment, and the environment will understand what the people want and 

further adapt to satisfy their needs. It requires more futuristic interaction experience (UX) design 

to let people feel natural, useful and powerful when using these devices, to interact with the 

surrounding smart technologies. To facilitate the human-machine interaction and better 

communicate each other’s intent, we will develop an ergonomic, compact, earbud-like wearable 

platform that classifies brainwaves, eye movements, facial expressions and body gestures to 

generate intuitive commands and interact with the smart machines. 

 

 

Figure 1.2. Nominal sensory-motor control loop for human locomotion, and the hierarchical organization of 

motor function in the brain. 
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1.1 Research Significance 

1.1.1  Biomimic Human Learning and Control of Movement Strategy, which Provides a 

Seamless and Safe Physical Human-Robot Interaction 

Since the robots closely work with the human partners, it is beneficial to build 

biomimick, human-like physical interaction skills on the robots. As such, the human can easily 

discover and predict the robots’ behaviors, and consequently collaborate with them seamlessly 

and safely. The related approaches using Optimal Control and Cerebellum Feeforward and 

feedback control (Fig. 3.5 (a)) as theories of human motor coordination have been studied for 

many years [1]-[7]. However, the current theories [8] are still just unilateral control of a single 

dynamical system, they do not consider the interactions between two entities, which take the 

mutual learning and co-adaptive behaviors into account to exploit the benefit of cooperative 

stabilization. This research project is going to investigate the fundamental principles governing 

the human-human interactions using Co-Adaptive Optimal Control and Cooperative Differential 

Game theory. And by combining the cerebellum feedforward and feedback control, we will 

establish a biomimick cooperation and predictive control strategy, and transfer the related skills 

onto the robot in order to enable seamless human-robot interactions. The benefit of this bio-

inspired approach is evident in the situation when two people cooperatively perform one 

common task, the overall performance will be better than just a single person [9]. 
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1.1.2  Bilateral Control Structure with Mutual Learning, Prediction and Optimal Behavior 

Coordination Ability, which Allows Arbitrary Master-Slave Role Switching Between 

Human and Robot 

As we have mentioned before, current robots are still one-way control (i.e., hierarchical 

supervised control). This type of control structure only has one top-level intelligent decision 

maker (i.e., either human or robot). For instance, like human-power-augmentation exoskeletons, 

the able-bodied users give intelligent commands to the robots so that the robots can passively 

compensate human’s movements [10]. Another example is the rehabilitation robot, where a 

disabled user has to passively follow the predefined robot trajectories in order to exploit 

neuroplasticity of the brain [11]. In all these situations, human and robot’s functionalities are 

fixed. They cannot arbitrarily switch roles between master (active role) and slave (passive role). 

This type of controller would not be useful when a patient wants to maximize the rehabilitation 

outcome, where he/she has to gradually increase the active participation of the entire neuro- 

rehabilitation procedure (i.e., from passively following the trajectories to actively initiating 

motion commands [12]). 

Based on our bilateral co-learning and adaptive control structure, human and robot are 

both intelligent decision makers. They can constantly learn each other’s intention/behavior, 

predict future consensus movement, and make optimal motor coordination (See Chapter 3) (Fig. 

3.3). By properly modulating the interaction stiffness through changing the parameter values of 

the cost/reward functions, we can arbitrarily switch the roles between master and slave. (Here, 

we assume human and robot control behaviors are implicitly defined in the structure of 

cost/reward functions, and performed as feedback control gains – stiffness). Sometimes, when 

the robot generates improper movements, the human can become “stiffer” and take the lead to 
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guide the “softer” robot. Also, when the human is tired and makes a wrong decision, the robot 

can also change its cost value and become a stiffer master to dominate the entire control 

procedure. Moreover, since the human controller can share workload with the robot controller, 

both human and robot will spend much less energy on controlling the device. Therefore, we will 

have a power efficient design with small batteries, light-weight actuators and maximal entire 

performance. 

1.1.3  A Novel Wearable Intention Detection Device and Co-Adaptive HMI Decoder 

Provide an Easy-to-Use Human-Machine Interface to Help People with Motor 

Impairments 

Current assistive technologies to help people with disabilities interact with the 

environment are complicated, cumbersome, and expensive, e.g., head tracking control [13], sip-

and-puff system [14], camera-based eye tracker, and wheel-mounted joystick, etc., where users 

still need to apply a lot of body/lung strength and/or extensive fine motor control to operate the 

device, which is not user-friendly, not portable, and usually confines the time when the users are 

sitting in the wheelchair. In the meanwhile, Brain-Computer Interfaces (BCIs) have been 

developed for a long time, which provide an alternative approach to solve the above problems. 

Ideally, if we have a perfect BCI, we can directly translate brainwave signals into feasible 

commands and operate external devices simply by thinking. However, many issues face the 

development of BCIs, such as the low classification accuracy of brain signals and the tedious 

human-learning procedures [15], which usually cause the BCI illiteracy problem. Also, current 

non-invasive BCIs use Electroencephalogram (EEG) caps where many electrodes must be 
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attached on the user’s head to identify imaginary motor commands. It brings a lot of 

inconvenience too. 

As a part of this human-machine symbiosis project, we have developed a wearable device 

that is extremely compact, non-obtrusive, and comfortable to be worn for long hours to help 

disabled people easily generate actionable commands. Here, we look at the word – “Symbiosis” 

in a different perspective: if the machine is worn on human’s body, not only the ways of physical 

interactions should be similar to human beings, but the mechanical structures also have to be 

ergonomically compatible with the human body. For this demand, we used only two non-

invasive electrodes attached on top of the user’s ears (temple positions) to collect physiological 

signals related to brainwaves, eye movements and facial expressions. And through proper UI/UX 

design, we will give the user a very intuitive and engaging experience by the combination of 

these physiological gestures while interacting with the smart environment (Here again, the 

“Symbiosis” means the cognitively smooth interaction, i.e., the ways of interactions must be 

compatible with human nature interactions in daily activities). At the same time, we used our 

developed human-machine co-learning, co-adaptive decoder, to address the BCI illiteracy 

problem due to the unstable collected signal quality. Overall, we hope the research we conducted 

can provide a seamless wearable HMI interface that brings a lot of convenience for not only the 

people with disabilities, but also for the general public to improve the quality of life. 

1.2 Innovation 

The innovative works conducted in this dissertation are focusing on the mission of 

solving the Human-Machine Symbiosis challenges. Based on our vision, all the devices and 
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automation processes, as long as they are interacting with the human, should follow the principle 

of human-centered design. As a result, all the technologies we developed in this research have 

considered human-in-the-loop in every section, such as biomimic learning and control of pHRI, 

human-like communication interfaces, ergonomic wearable devices, and smooth cognitive-level 

human-machine interaction designs, etc. We believe that by following this principle, human 

could live with the developed intelligent technologies seamlessly and meaningfully. More 

precisely, our main contributions of this project can be illustrated in the following innovations: 

(1) Our proposed biomimic co-learning and adaptive control framework can address the 

unsolved fundamental problems of physical human-robot interaction. Based on our 

control framework, human- robot interactions are just like the scenarios of human-

human interactions. It endows the robot with a human-like behavior to constantly 

learn, adapt, predict future movement and optimally coordinate with the human 

partner. This strategy can make the exoskeleton become a completely intelligent 

entity that works symbiotically with the human being. Whenever one is weak, the 

stronger one can take the lead and change its role. 

(2) Another key innovation that makes our framework superior is the prediction of future 

consensus movement (See. Chapter 3 - Section 3.5). As we know, there are other 

types of adaptive-optimal control algorithms [16]-[18] that can learn and make 

optimal decisions of the system with unknown dynamics, and therefore are used as 

cooperative controllers to work with the human. However, these types of controllers 

just treat human as disturbances with changing dynamics. And the only thing they do 

is to iteratively estimate the instantaneous controlled system dynamics and adapt their 

feedback gains to stabilize the system at the same time. The drawback of these 
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approaches is that they do not have the learning capabilities to understand the long-

term behavior of how the human will change his/her feedback gains as a reaction to 

the changing dynamics of the robot adaptive controller. It turns out that the entire 

stabilization procedure takes a long time, and they cannot guarantee whether the robot 

and the human will eventually reach to a consensus behavior. On the contrary, our 

predictive control strategy can learn the human adaptive behavior as a response to the 

robot adaptive controller, and anticipate the mutual agreement after the iterative 

human-robot co-adaptive gain adjustment. As a result, the robot can directly send out 

the future consensus control protocol to cooperate with the human. This method can 

dramatically reduce the task execution time and ensure the system stability. 

(3) To enable a human-machine symbiosis environment, we will develop a novel, 

human-centered, wearable HMI interface that is extremely compact, non-obtrusive 

and comfortable to be worn for long hours, so as to generates intuitive command to 

communicate with the smart environment. Particularly, our development can facilitate 

the accessibilities of those surrounding assistive technologies for the people who have 

motor disabilities. Our innovation uses simple earbud design with only two 

electrodes, which makes the device compact, ergonomic and sleek. And by our co-

adaptive machine learning algorithm, human and machine can cooperatively adjust 

his/her collected signal waveforms and the machine decoder structures respectively, 

to minimize the uncertainties of the collected data with always drifting signal 

qualities, so as to get higher classification accuracies. And through Design Thinking 

approach, we have designed engaging, immersive and intuitive human-machine 

interaction strategies that allow people to interact with the smart home, play video 
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games, or operate telepresence robots by natural eye movements and facial 

expressions, totally “Hands-Free”. 

1.3 Organization of the Dissertation 

This dissertation will be arranged in the following organization: In Chapter 2, we will 

have an overview of the relevant backgrounds and the previous works conducted in Human-

Machine Symbiosis areas, such as the emerging fields of physical human-robot collaborations, 

the use of Optimal Control to model the human motor control functions and its application on 

exoskeleton devices, and the use of Cooperative Differential Game to model human-robot 

cooperative co-adaptation behavior, followed by the state-of-the-art HMI interface technology of 

neurophysiological signal sensing and its promising applications on human–smart environment 

interaction and emotion measurement.  

In Chapter 3, we will have a thorough study on our investigation of biomimic 

cooperative learning and adaptive control framework by using Co-Adaptive Optimal Control 

and Differential Game Theory, including the justifications and reasoning on how we arrived at 

our framework from observing the Human-Human collaboration tasks. The mathematical 

derivations of Co-Adaptive Optimal Control and Nonzero-Sum Differential Game to formulate 

the human-robot co-adaptation behavior, and the use of Inverse Optimal Control and Inverse 

Differential Game to model the cerebellum predictive learning mechanisms will be provided. It 

is accompanied by the real human subject experimental evaluations on human-robot cooperative 

balancing task on a simulated exoskeleton testbed of double-inverted pendulum. The results have 

shown and demonstrated the feasibility of our distributed cooperative control approach.  
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In Chapter 4, a novel human-centered HMI system for seamless Human-Machine 

Interaction will be introduced. The hardware design, bio-signal processing and Machine 

Learning, with its cell phone App development and Cloud Computing being provided. We will 

also illustrate how we use our identifies physiological gestures (i.e., eye movement, facial 

expressions, body movements) from our wearable platform in various real interactive scenarios, 

such as smart home control, telepresence robot operation, VR/AR gaming control, and the help 

for people with disabilities control the wheelchairs in order to recover their daily basic operation 

functions, etc. The detailed Machine Learning algorithm, using Deep Multi-Spectrogram 

Convolutional Neural Network (Deep MS-CNN), to identify high-accuracy physiological 

gestures can be found in the Appendix. In addition, the Appendix also illustrates a preliminary 

study on using EEG to classify emotion mental states under affective touch stimuli. The potential 

application can be the use of wearable haptic interface to provide users touch simulations and 

regulate their emotions, especially for the people with mental stress or under serious depressions.  
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2.0 Backgrounds and Related Works 

2.1 Human-Robot Cooperation in Optimal Control Framework on Exoskeleton Devices 

Annually, about 795,000 people experience new or recurrent strokes in the United States 

[19]. These patients and others with neurological disabilities, e.g., spinal cord injury (SCI) and 

traumatic brain injury (TBI), or elderly people who gradually lose brain and muscle functions, 

may suffer from ataxia or lack of coordination of volitional movement. All this may significantly 

deteriorate life quality. Fortunately, with the advancement of robotics technology, scientists and 

engineers have actively sought the development of exoskeletons and orthotic devices to 

complement, substitute, or enhance human motor functionalities [20] (Fig. 2.1). 

 

Figure 2.1. Illustration of current state of the art exoskeletons. (a) ReWalk [25] from ReWalk Robotics. (b) 

EKSO [23][24] from EKSO-bionics (a spin-off company from Berkeley’s BLEEX project). (c) SARCOS [26] 

from Raytheon. (d) HAL [29] from Cyberdyne. 

 

Although great progress has been made in recent years [20], there are still lots of 

challenges associated with the current design [20], [21]. First of all, a lightweight, portable and 

energy efficient exoskeleton with minimum battery power consumption and maximum torque 

(a) (b) (c) (d) 
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output is expected. An intelligent controller is highly desirable to solve this problem. In addition, 

since exoskeletons are worn on and move synchronously with human body, designing and 

controlling these devices should consider physical Human-Robot Interaction (pHRI) and deal 

with unknown coupled dynamics between the wearer and robot. Exoskeletons need to have 

capabilities to learn different end-user’s body dynamics. Most importantly, due to intrinsic 

coupling , pHRI is a human-in-the-loop control system. Human and robot are no longer two 

separate controllers that make their own decisions. In contrast, they are jointly reacting to the 

world according to their mutual behaviors and control strategies. Instead of unilateral control, 

intelligent decision making of each controller has to consider the other one’s changing dynamics 

as part of its feedback loop, which is a two-way bilateral control structure. To our best 

knowledge, no existing exoskeleton uses this bilateral control strategy [c4-22]. Finally, current 

exoskeletons that can assist stroke or hemiplegia patients to walk again, like BLEEX [23], [24] 

or ReWalk [25], lack the ability to maintain balance. Patients wearing these devices have to use 

crutches as auxiliary supports to move their legs forward, which make exoskeletons bulky and 

clumsy. The design of balance controller for exoskeleton devices is the first priority and future 

trend if we really want to endow dexterous movement capabilities onto the patients or elderly 

people. 

In this research, we propose a human-robot symbiosis control framework to address the 

above issues. The proposed framework is achieved by pursuing the following three specific 

research procedures: 

Firstly, we model the human-human physical interaction behavior and transfer the 

interaction skills onto the robot. This way can help build a biomimic human-robot mutual 

learning, prediction and coordination control structure. The benefit of this bio-inspired approach 



 16 

 

is manifested by that when two people cooperatively perform a common task, the overall 

performance will be improved [28]. Meanwhile, the cooperation is achieved in a dual optimal 

control paradigm, which is similar to the cooperative differential game [29], where each person 

is trying to minimize his or her own and counterpart’s cost functions [30]. As a consequence, we 

develop a human-robot co-adaptive control strategy to realize this interactive behavior. It 

composes two parallel adaptive controllers constantly learning and interacting with each other 

(Fig. 3.3). Under this control structure, pHRI is just like two persons symbiotically living 

together, constantly finding each other’s intention, and adapting, conforming to each other’s 

behavior (Fig. 2.2). In addition, this strategy can ensure arbitrary role-switching between the 

master (active role) and slave (passive role). When one (i.e., either human or robot) is weak, the 

stronger one can take the lead and guide the weaker one’s movement. Moreover, since the 

human controller can share workload with the robot, both human and robot will spend less 

energy on controlling the device. Therefore, we will have an energy efficient design with small 

battery, light-duty actuator to maximize the performance. 

 

Figure 2.2. Physical human-robot symbiosis where human and robot are constantly learning each other’s 

behavior and making predictive adjustment. 
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Secondly, recalling that when two people perform interactive activities, like dancing or 

playing Chinese Tai Chi Chuan [31], humans can easily find each other’s intention and behavior 

simply by force and proprioceptive sensing. They can use this information to predict their 

partner’s future movements. We call this ability as “listen to the force” according to Chinese Tai-

Chi Chuan’s interpretation [31]. We will also let the robot biomimic this behavior. It constitutes 

the major learning mechanism of our human-robot co-adaptive control. To realize this behavior, 

we use inverse optimal control method [32] to estimate human optimal cost function and 

intended goal states. The cost function implies human control strategy and the intended goal 

states represent the human intention. This approach can also solve the low S/N ratio problem of 

current bioelectrical signal detector to find the human’s motion intention while using the 

exoskeleton devices. 

Finally, to validate the feasibility of our proposed framework, a simplified double-

inverted pendulum model will be used to simulate the human-robot cooperative balancing task 

without crutches. The upper-link represents the body torso while the lower-link represents the leg 

wearing exoskeleton. Through human and robot controlling the hip and ankle joints respectively, 

we can examine the feasibility of our approach by maintaining the double-inverted pendulum at 

upright position. We hope this research can establish a fundamental theoretical framework to 

support future pHRI studies. 

2.2 Human-Robot Cooperation as Cooperative Differential Game  

Physical human–robot interaction is an emerging research field due to the urgent need of 

robotics in unstructured environments and ad hoc human inaccessible tasks [33], [34]. In general, 
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humans and robots have complementary advantages: the former excel in reasoning and problem 

solving, while the latter are good in execution with a guaranteed performance [35], [36]. The 

combination of these advantages in a common task is found to be useful and in many 

applications necessary, such as teleoperation [37], co-assembly [38], and co-transportation [39]. 

To develop a natural and efficient human–robot interface is nontrivial. On the one hand, 

analysis of interactive behaviors of two agents is difficult, which can be very complex in 

different tasks and in different phases within a task. Abundant research effort has been made to 

address this issue, in the fields of multiagent systems and distributed intelligence [40]. Most of 

the works in this direction focus on robots themselves, instead of considering both humans and 

robots. On the other hand, human-in-the-loop robotic applications introduce inevitable problems 

of uncertainties and unobservable states, not to mention the consideration of ergonomics and 

human factors [41]. Many solutions have also been proposed to cope with these problems in the 

literature, including intention recognition based on different cues, e.g., haptic and visual cues 

[35], [42]. While how to address these two issues individually is still an open problem, a general 

framework is required to take both of them into account simultaneously. Therefore, adaptive 

frameworks/models for human–robot interaction have been proposed in recent studies [39], [43], 

[44], beyond a simple yet robust passive leader–follower model [45]. These studies point out that 

the robot should play an adaptive role to lead a task or to follow based on the human’s intention 

or a specific circumstance, where the role is usually relevant to the balance of contributions of 

the human and the robot in a task [46]. 

Despite the aforementioned research effort, there have been few works done on rigorous 

analysis of interactive behaviors under an adaptive framework/model. In this research, we aim to 

achieve it by integrating game theory [47] and policy iteration [48]. Game theory has been 
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shown to be suitable for analyzing the performance of multiagent systems [49], in which human– 

robot interaction is deemed as a two-agent game. In game theory, a variety of interactive 

behaviors can be described by different combinations of individual objective/cost functions and 

different optimization criteria. Given a game with known objective/cost functions for linear 

systems, a conventional method that solves a coupled Riccati equation can be used to obtain the 

optimal control [50]. However, the human’s objective is generally unknown to the robot in a 

typical human–robot interaction scenario. Therefore, in this research we proposed using inverse 

differential game theory to learn human-robot cooperative objective functions, which, in our 

understanding, no one has tried to formulate such problem before. 

2.3 Wearable Electrophysiological Sensing for Human–Smart Environment Interaction 

Wearable technology will revolutionize our lives in the years to come. Wearable 

electronic devices that can be comfortably and conformably attached to human body have 

attracted great research and industrial interests in recent years [51]–[55]. The wearable electronic 

devices possess a crucial promote in the recent development of the “Internet of Things,” taking 

advantages of Internet infrastructures to build a connection for the users with electronic devices 

and surrounding machines for wellness and personalized healthcare [56]–[60]. With the fast 

development of electronic technologies, the population using smart sensors were dramatically 

increased, which involve smart electronics, smart watches, and smartphones for the application 

in monitoring personal health conditions and environmental changes everywhere in real time 

with the wireless communication [51], [61]. 
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The current trend is to augment ordinary body-worn objects—e.g., watches, glasses, 

bracelets, and clothing—with advanced information and communication technologies (ICT) such 

as sensors, electronics, software, connectivity and power sources. These wearable devices can 

monitor and assist the user in the management of his/her daily life with applications that may 

range from activity tracking, sport and wellness, mobile games, environmental monitoring, up to 

eHealth. 

Electrophysiological sensors, which are able to continuously monitor human 

physiological signals, have significant effect on diagnosing, managing, preventing and 

postoperatively treating cardiovascular diseases, such as electrocardiogram (ECG), 

electromyography (EMG), as well as electroencephalography (EEG) [62]. Enormous interest in 

homecare has arisen because hospital-centered care costs too much and long-term recording is 

helpful, which can be achieved by developing wear-able devices and wireless communications. 

In order to meet the need for wearable devices with long-period monitoring, much attention has 

been focused on nano materials which serve as components of flexible/stretchable conductors 

and are hence considered as desirable materials for wearable electrophysiological sensing [63]. 

Imani et al. recently introduced a wearable equipment with which the chemical and 

electrophysiological form factor of one same epidermal patch can be measured at the same time 

[64]. Through the wearable sensor that monitors the epidermal on human body in a real-life 

fitness environment, it can be demonstrated that the electrocardiogram sensing is in accordance 

with current wearable devices and measuring lactate through constant-potential amperometry at 

the same time has no adverse effect on it.  
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Kuzum et al. have reported a neural electrode technology with great transparency and 

sensitivity on the basis of graphene, which is able to make the electrophysiological recording and 

the optical imaging occurring on flexible polyimide (Kapton) substrates at the same time. 

2.4 Emotion Sensing using Physiological Signals 

Long time ago, psychologist Paul Ekman, a pioneer in the study of emotions, defined six 

basic emotions: anger, disgust, fear, joy, sadness and surprise [65]. In the meantime, several 

other researchers adopted lists of basic emotions more or less similar to Ekman's list. Emotion 

regulation is an important component of the affective computing. This topic was introduced by 

Rosalind Picard [66]. With J. Healey, she constructed the term “Affective Wearable” describing 

a wearable system equipped with sensors and tools, that enable recognition of wearer’s affective 

patterns [67]. Affective patterns include expressions of emotion such as a glad smile, an irate 

gesture, a strained voice or a change in autonomic nervous system (ANS) activity such as heart 

rate or increasing skin conductivity. 

In recent years, research in the field of automated recognition of emotional states has 

intensified. Most of researchers are trying to recognize emotion using physiological signals. 

Some of them are using only GSR [68], while others are combining more signals: GSR, BVP, 

EMG, skin temperature and respiration in [69], BVP, EMG, GSR, skin temperature in [70], and 

ECG and GSR in [71]. 

Different researches use measured signals to get different information: emotions were 

detected in [68, 71, 72, 73], the state of health in [74], activity level in [75], and different 

information for the analysis of biking performance in [76]. 
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In [72] researchers focused on emotions, and used signals to recognize emotions such as 

happiness, surprise, disgust, grief, anger and fear. They used video for eliciting emotional state: 6 

video segments for 6 emotions. Each video segment lasted about 5 minutes, after which there 

was video (also about 5 minutes long) for calm recovery. To acquire signal for emotion detection 

they used only GSR. 

In [70] researchers tried recognizing emotional states like sad, dislike, joy, stress, normal, 

no-idea. Based on this they classified emotional states as positive or negative. They used the 

international affective picture system (IAPS) images for eliciting emotions. Each image was 

displayed for 5 seconds. After participants have seen all images, they used a questionnaire to 

choose the exact emotional state. To detect the emotional state of the participant, researchers 

used eHealth platform connected to a Raspberry Pi computer. 

Researchers in [69] have focused on recognizing 6 emotional states: amusement, 

contentment, fear, neutral, disgust and sadness. For each emotion, ten images were presented 

during 50 seconds. IAPS was used as an image source. We used similar method to elicit emotion 

in our work. 

In [77] researchers used EMG and GSR signals as the source of information. Emotion 

detection was used to address affective gaming by adding real time emotion detection to a game 

scenario. They used arousal and valence scales. Arousal scale was divided into three groups: 

normal, high and very high. Valence scale was divided into two groups: positive and negative. In 

our research, we used similar division. Bayesian network was used for user's emotional state 

detection. Five emotional states could be detected: fear, frustrated, relaxed, joyful, and excited. 

In [78] researchers used EEG, GSR, EMG, BVP, electrooculogram EOG and skin 

temperature as signals. In this very interesting paper, the most important thing was that 
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researchers created affective databases for the emotion recognition. Their databases included 

speech, visual, or audio- visual data. Emotional labels included neutral, anxiety, amusement, 

sadness, joy, disgust, anger, surprise and fear. In our work, we also use database, that includes 

pictures used to elicit participant's emotion, which are randomly picked and presented. 

Furthermore, we use database to synchronize the data from participants and from sensor system, 

by giving timestamps of every phase of data acquisition. 

Another research that is related to our work is [79]. It is based on measuring EEG, ECG, 

GSR and facial activity Since emotions were elicited using multiple means (audio, video) and 

expressed by humans in number of ways (facial expressions, speech and physiological 

responses), database was needed to acquire, organize and synchronize all data. Researchers used 

a multimodal database for implicit personality and affect recognition (ASCERTAIN database) 

for easier and better understanding of the relation between emotional attributes and personality 

traits. Multimodality is important part of this paper, thus for us it was a very important work. 
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3.0 Biomimic Cooperative Learning and Adaptive Control Framework by Using Co-

Adaptive Optimal Control and Differential Game Theory 

Human–Robot Interaction is an important research field due to the urgent need of 

robotics in unstructured environments and ad hoc human inaccessible tasks. In general, humans 

and robots have complementary advantages: the former excel in reasoning and problem solving, 

while the latter are good in execution with a guaranteed performance. The combination of these 

advantages in a common task is found to be useful and is necessary in many applications, such as 

teleoperation [37], co-assembly [38], and co-transportation [39]. To develop a natural and 

efficient human–robot interaction strategy is nontrivial. On the one hand, analysis of interactive 

behaviors of two agents is difficult, which can be very complex in different tasks and in different 

phases within a task. Abundant research effort has been made to address this issue, in the fields 

of multiagent systems and distributed intelligence [40]. Most of the works in this direction focus 

on robots themselves, instead of considering both humans and robots. On the other hand, human-

in-the-loop robotic applications introduce inevitable problems of uncertainties and unobservable 

states, not to mention the consideration of ergonomics and human factors [41]. Many solutions 

have also been proposed to cope with these problems in the literature, including intention 

recognition based on different cues, e.g., haptic and visual cues [35], [42]. While how to address 

these two issues individually is still an open problem, a general framework is required to take 

both of them into account simultaneously. Therefore, adaptive frameworks/models for human–

robot interaction have been proposed in recent studies [39], [43], [44], beyond a simple yet 

robust passive leader–follower model [45]. These studies point out that the robot should play an 

adaptive role to lead a task or to follow based on the human’s intention or a specific 
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circumstance, where the role is usually relevant to the balance of contributions of the human and 

the robot in a task [46].  

Therefore, our goal is to develop a general framework (model) to describe the interactive 

motion behavior for a robot in physical contact with a human user, with which these two agents 

can optimally react to each other by learning each other’s control. To address the issues of 

simultaneous co-adaptation, learning and control, we model the robot’s and human’s task 

objectives through respective cost functions in a Co-Adaptive Optimal Control and Nonzero-

Sum Differential Game framework, which enables us to specify the desired control strategy, 

and predict the mutual joint behavior.  In Co-adaptive Optimal Control, the human and the robot 

are treated as two separated optimal controllers, coordinatively controlling a dynamical system in 

a parallel structure. The feedback gain of each controller can be computed iteratively by solving 

its respective Riccati equation, and taking its counterpart’s feedback gain and the dynamical 

system as a whole new system to be controlled in every computation cycle.  In contrast, in 

Nonzero-Sum Differential Game, the human and robot is deemed as a cooperative two-agent 

game, where a variety of interactive behaviors can be described by different combinations of 

individual objective/cost functions and different optimization criteria. Given a game with known 

objective/ cost functions for linear systems, we can retrieve the consensus feedback gain of each 

controller by solving the coupled Riccati equation, similar to the solution obtained in the optimal 

control [50]. 

In this chapter, we will detailly describe the backgrounds and the reasoning of our 

proposed Human-Robot cooperative interaction model. Also, we will introduce how we can learn 

the human’s and the robot’s control behaviors by using Inverse Optimal Control and Inverse 

Differential Game in each of our proposed model. The elaborated theoretical derivations will be 
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given, and the experimental evaluation will be performed to demonstrate the feasibility of our 

distributed cooperative control strategy, which is comparable to the centralized optimal control 

with the best optimal control policy. 

3.1 Physical Interaction Improves the Motor Performance in Human 

Joint action is a fundamental aspect of human life, as we collaborate or interact with 

peers in most actions. Many common tasks rely on the motor interaction of two humans, such as 

sawing, dancing, physical rehabilitation, fighting, mating, carrying a table, etc. (see some 

examples in Fig. 3.1). In addition, knowing how humans control motor interaction with a partner 

may aid in the design of efficient human–robot interaction (HRI) strategies. Furthermore, a robot 

adapting its role and action the same way a human partner does may be more intuitive to a 

human operator, thus requiring less effort during use.  

 

Figure 3.1. Different tasks requiring interaction between two agents (here represented with Lego parts and 

characters). From left to right: sawing, lifting a heavy load together, agonistic arm wrestling task and 

interactive dancing task. 
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Figure 3.2. Physical interactions improve motor performance in humans (Adapted from [9]). (a) Setup: The 

figure shows a cartoon of the setup used for the experiment. Subjects worked in dyads, each holding a handle 

of the robot interface. They tracked a moving red target on their respective monitor with a cursor (white dot) 

representing their hand position. They had no visual information of their arm which was covered by the 

table. The target movement was the same for both subjects in the dyad. In the dual trials, their hands were 

connected by a virtual elastic band (represented in brown) such that each subject was pulled towards the 

hand position of the partner. The subjects could see their partner but could not see the partner’s hand or 

monitor. (b) Improvement during interaction: The improvement in task performance in each subject for each 

dual trial was plotted against the relative performance of their partner. The dual trial improvement was 

measured by the change in tracking error by a subject during a single trial compared to his individual 

tracking error in the immmediatly preceding dual trial. It is observed that when connected to a better 

performing partner (+ abcissa), an individual’s performance improved. Interestingly, the individual 

(a) 

(b) (c) 
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performance improved even when connected to a partner with inferior performance in the task (- abcissa). (c) 

Learning during interaction: The improvement in task performace (relative to the first trial) across the single 

trials of the interacting subjects (green trace) in the visuomotor learning sessions was compared to 

improvement of task performance by solo subjects (red trace) who never interacted with a partner. Note that 

the trace combines single trials across subjects such that each data point and error bar represents single trials 

made by ten of the (total of 20) subjects. Intermittent interaction enabled significatly higher motor learning in 

individuals. 

It is very inspiring to observe on how human-human interaction can improve each other’s 

performance. And therefore, it can motivate us in designing comparable interactive robot 

systems to help human achieve a common goal. The research study by Ganesh et al. (2014) [9] 

investigated the motor responses and the consequent adaptations that govern physical 

interactions between humans. They used a dual-robot system in which pairs of individuals are 

physically connected during a motor coordination task without conscious knowledge of the 

connection (Fig. 3.2). Interestingly, they observed that physical interactions are consistently 

beneficial to the interacting individuals and enable them to improve their motor performance 

both during and after interactive practice. They also showed that these benefits are present only 

in physical interaction with an active partner and cannot be explained by multisensory 

integration of the visual and haptic sensory information in an individual [80].  

3.2 Taxonomy of Human-Robot Interaction Types in Game Theory 

The observation from natural Human-Human interaction motivates us to design 

comparative robotic systems to help human perform interactive tasks.  It is critically important to 

understand how humans interact with each other in tasks requiring motor coordination, so it can 
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help us create robots that react as humans do during interactions, as well as enable efficient 

human-robot dyads that provide the best of the human and the robot joint performance. As a 

result, having a taxonomy of interaction types and strategies would be extremely helpful.  

It has been shown in neuroscience studies that humans interact with the environment by 

minimizing error, e, and effort, u, [81], [82], which can be modelled as the minimization of the 

cost function: 

(3.1) 

Furthermore, when interacting with novel dynamics, humans adapt force, mechanical 

impedance and trajectory to minimize such a cost function [83]–[85]. Similar cost functions will 

be used to model the interaction of two agents. 

Game theory [86], which describes and analyzes situations where interactive decisions 

take place, appears as a natural framework to consider the motor interaction in a human-human, 

human-robot or robot-robot dyad. Game theory comprises a set of analytical tools to predict the 

outcome of complex interactions among decision makers, obeying to a strategy based on 

perceived or measured results. “Two-player games”, such as the motor interactions considered in 

this dissertation, play a fundamental role in analysis. 

Models that address the interaction among individual decision makers are called 

“Games” and the rational decision makers are referred to as “Agents”. Interaction between the 

agents is represented by the influence that each agent has on the resulting outcome through a cost 

function representing its objectives. Steady-state conditions in which each player is assumed to 

know the equilibrium strategies of the other players, and no player has anything to gain by 

changing only his own strategy unilaterally, known as Nash equilibria, can be identified [87], 

[88]. The interaction tasks being analyzed in this dissertation can be seen as “Differential 

2 2( ) ( ) ( ),    1, 2.i i i i iV t Q e t R u t i= + =
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Games” [29], also called utility-based games, where the evolution of the partners’ state variables 

is governed by differential equations. The problem of finding an optimal strategy in a differential 

game is closely related to optimal control. Each interaction behavior will arise from the 

combination of the minimization of the individual cost functions: 

(3.2) 

The behaviors adopted to perform interactive tasks can be classified in three main 

categories: Cooperation, Collaboration and Competition. Competition will be mainly 

observed during the antagonistic tasks as a non-cooperative game, whereas various kinds of 

cooperation and collaboration will mainly occur during agonistic tasks and will be treated as a 

cooperative game (the partners are able to form binding commitments). These categories and the 

associated cost functions are described below. Note that the associated cost functions suggest a 

utility-based game theoretic approach, in which the behavior of the agents depends on the 

utilities being chosen.  

Competition vs. collaboration: In a competition, both agents focus on their own action 

and effort, and if necessary impede the other’s performance in this purpose: 

(3.3) 

In this scheme the two agents may have different goals, such as reaching different targets 

at the same time with the same object, or the same goal, such as when two children attempt to 

grasp the same cookie. In contrast, in a collaboration both agents jointly try to develop a 

consensual solution to solve a problem [89], and, as in cooperative games, no agent has incentive 

to leave the coalition formed and receive a smaller utility. A collaboration is also modelled as a 

( , , , , , , , ),    ,   1,2.i ii ji i j ii ji i jV Q Q e e R R u u i j i =

( )2 2 2 2( ) ( ) ( ) ( ) ( ) ,    ,    1, 2.i ii i ii i ji j ji jV t Q e t R u t Q e t R u t i j i= + − +  =
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symmetric behavior (i.e., the cost function’s structure does not change under the permutation 

1↔2), but this time with positive influence on the partner. 

(3.4) 

Each agent minimizes its and the partner’s error and metabolic cost (i.e., energy, force, etc.). 

 

Cooperation vs. collaboration: In a collaboration, there is no a priori roles distribution, 

but a spontaneous roles distribution depending on the interaction history. Any physical 

interaction with negotiations and discussions to accommodate others while considering their 

perspective, belong to this category. In this case, activity is synchronized and coordinated in 

order to build and maintain a shared conception of a problem [90]. 

In contrast, a cooperation occurs when different roles are ascribed to the agents prior to 

the beginning of a task and this distribution is not questioned until its completion. While in 

collaboration the agents work on an even basis, cooperation has an uneven distribution of 

subtasks or roles during the task [89]. Cooperating agents work towards the same end and need 

each other to complete the task, but are not equal. In fact, cooperation is characterized by an 

asymmetric behavior, in the sense of asymmetry in the cost functions as tested from the 

permutation 1↔2. 

Master-slave vs. education: The most typical asymmetric relationship of a cooperation 

is the master-slave scheme. This behavior is characterized by the following cost functions: 

 (3.5) 
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The master is only considering himself, while the slave considers only (his perception of) the 

master needs. The above cost functions illustrate the danger of this relation, where the slave does 

not consider its own effort expense and may eventually lose all its energy. 

We want now to examine the teacher-student relationship. This relation is critical to 

human society and education, and also to developing service robots, virtual reality-based training 

systems, and robot-assisted physical rehabilitation, etc. One may a-priori think that the master-

slave scheme applies here as well, with the teacher as master and the student as slave. However, 

efficient learning schemes suppose that the student is building his own capacities while the 

teacher is assisting this process. Therefore, the master-slave interaction behavior is not 

appropriate for education. However, an altered version of an assistance can be considered for the 

relationship between a teacher and his student. A good teacher will try to maximize the student’s 

independence. Therefore, the teacher can minimize his own effort in order to challenge the 

student, let him perform according to his capabilities and eventually increase them. In the 

education behavior, the cost functions V1 of the teacher and V2 of the student are thus defined 

as: 

 (3.6) 

This definition describes the main quality of a good teacher as the capability to maximize 

student involvement and action. Even if the teacher is an expert in the task (good at minimizing 

goal error) or wants to help the student, he should not care too much about the task achievement 

(i.e., adopt the slave role), but let the student try and improve his or her performance.  

Mutual assistance: Finally, the anecdotical mutual assistance or reciprocal altruism [91] 

can also be represented in our taxonomy, using cost function: 

(3.7) 

2 2
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This ideal interaction behavior occurs in particular contexts such as the iterative prisoner 

dilemma and associated strategies such as tit-for-tat [92], where the interaction strategy is 

selected by considering long term benefits. 

3.3 Co-Adaptive Optimal Control 

Here, we are going to introduce our first prosed hypothesis that the human-robot 

cooperation is achieved in a dual optimal control paradigm, similar to the cooperative differential 

game [93], where each controller is trying to minimize its own and the counterpart’s cost 

functions [94]. To evaluate these hypothesises, we developed a human-robot Co-Adaptive 

Optimal Control and Cooperative Differential Game strategy to realize this interactive behavior. 

It composes two optimal controllers constantly learning and interacting with each other (Fig. 3.3 

and Fig. 2.2). Under this control structure, pHRI is just like two persons symbiotically living 

together, finding each other’s intention, and adapting, conforming to each other’s behaviour all 

the times. The difference between Co-Adaptive Optimal Control and Cooperative Differential 

Game is in their cost function structures. The previous one only considers its own cost, 

minimizing its own state trajectory and its own control input. And the counterpart controller will 

be treated as part of the controlled system with changing dynamics to be learned. On the other 

hand, the cooperative differential game approach considers both controllers’ control input as part 

of each other’s cost function, and jointly minimize them all together. In this Subtask, we will 

mathematically formulate each control framework, and evaluate and discuss their feasibilities in 

the subsequent subtasks. 
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Figure 3.3. Co-Adaptive Control framework for pHRI. : system output state; : human perceived 

state; 
hu : human actual motor output; 

hiu : human intended motor output; 
ru : robot motor output. 

 

Since exoskeletons closely work with human operators, it is beneficial for the robot to 

build an intuitive human-friendly physical interaction strategy, similar to our human being. As a 

consequence, the wearer can easily discover and predict the exoskeleton’s behavior, and 

adequately collaborate with it seamlessly and safely. In this section, we introduce how we model 

the physical human-robot interaction (pHRI) behavior like human and human performing 

interactive tasks. 

( )x t ( )x t −
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3.3.1  Optimal Physical Human-Robot Interaction (pHRI) Behavior 

Optimal feedback control as a theory of human motor coordination has been studied for 

over thirty years [1]-[5]. We can actually transfer this human-like skill onto the robot and 

mathematically formulate its co-adaptive behavior. We model either the human or robot having 

optimal control strategy with quadratic cost function as: 

 

   (3.8) 

 

where  is the controlled plant with changing dynamics under the feedback gain 

 from its counterpart controller (i.e., human’s counterpart is robot, and vice versa). Notably, 

the weight matrices, {Q, R}, in the cost of each optimal controller can be interpreted as the 

human or the robot’s control strategies. They reflect how human or robot controls the system. 

The term denotes each controller’s intended goal position. 

During the interactive activities, we only consider the cooperative case, i.e., human and 

robot have the same goal. And after learning human’s intention  and control strategy {Q, 

R}, the robot will use its own control strategy to cooperate with the human. Here, the way how 

robot cooperates with the human is to treat the human as part of its controlled plant and try to 

stabilize the entire system. In the meanwhile, the human is doing the same thing, trying to adapt 

his/her own control strategy to stabilize the new system controlled by the robot. This mutual 

stabilization behavior results in iterative adaptations of the feedback gain . Under the 

assumption that the human movement is Piecewise Linear [95], we can actually divide the entire 

pHRI process into many short segments and approximate the cooperation as linear control 
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systems in each computation interval. And with the Equilibrium Point hypothesis [96], human 

and robot are jointly stabilizing the linearized system on their intended common goal. Therefore, 

we can simplify and approximate both human and robot as two Linear Quadratic Regulator 

(LQR) controllers interacting with an LTI system. 

Consider a coupled discrete-time LTI system: 

   (3.9) 

where htu and rtu are the control input from human and robot respectively at the time instance t. 

By solving the discrete time Algebraic Riccati Equation (ARE), we can find each control input as 

 (3.10) 

 (3.11) 

where ( )hK k  and ( )rK k  are the optimal state feedback gains of human and robot respectively, 

and k = 1, 2, 3, ... is the gain update iteration number. 

Substituting (3.10) and (3.11) into the original LTI system (3.9), we can get two updated 

feedback control systems: 

(a) w.r.t. human, the controlled plant is 

 (3.12) 

(b) w.r.t. robot, the controlled plant is 

 (3.13) 

From (3.12), we can generate new ( 1) ( 1)ht h tu k K k x+ = − +  by solving ARE again, and so 

does (3.13). Based on the same idea, we can substitute above new ( 1)htu k +  and ( 1)rtu k +  into 

1t t h ht r r tx Ax B u B u+ = + +

( ) ( )ht h tu k K k x= −

( ) ( )rt r tu k K k x= −

( )1( 1) ( ) ( 1)t r r t h htx k A B K k x B u k+ + = − + +

( )1( 1) ( ) ( 1)t h h t r r tx k A B K k x B u k+ + = − + +
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(3.9) one more time to get new updated version of feedback control systems (3.12) and (3.13), 

where 1k k→ + . 

As the iterations goes on, from the numerical solution of the above equations, we found 

that the mutual update of the feedback gain hK  and rK  will eventually reach to a stable 

consensus behavior, i.e., as k → , the entire LTI system will become: 

 (3.14) 

where { , }h rK K  is the consensus feedback gain of human and robot. The eigenvalues of the entire 

system will converge to a constant negative value. Fig. 3.4 illustrates the trace of eigenvalues of 

the overall human-robot co-adaptation behavior. 

This result gives us a very important information that mutual coordination between 

human and robot will reach to a consensus stable behavior, just like human-human interaction. 

We will use this characteristic to build our co-adaptive controller in Section 3.3.2, and the 

prediction of human-robot consensus behavior in Section 3.5. 

3.3.2  Co-Adaptive Optimal Stabilization Simulation 

In order to model the human-robot interaction behaviors described in Section 3.3.1, we 

build up the Human- Robot Co-adaptive Control framework, which consists of two adaptive 

controllers in parallel with the system plant, i.e., coupled human-robot dynamics. Fig. 3.3 

illustrates our control structure. Human, robot controller, along with exoskeleton mechanism, 

form two interacting feedback control loops (i.e., human- exoskeleton feedback control loop and 

robot-exoskeleton feedback control loop), and each controller will take the other feedback 

control loop as a part of its controlled plant. The objective of two controllers is to cooperatively 

( )1t h h r r tx A B K B K x+ = − − , 
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stabilize the system. Any unilateral change of one feedback gain will result in a corresponding 

gain adjustment of its counterpart controller. 

Note that in this structure, since human is already an existing controller there, we are not 

actually building the human controller. However, we do have a virtual human controller model 

built in the robot “brain.” We let the robot learn this model. And based on the interaction 

between the virtual human controller and robot controller, we can predict the future consensus 

behaviors and generate optimal cooperative command from the robot. 

To build the simulation platform introduced later in Section 3.6 to verify our idea, we 

assume all the kinematic information can be acquired by robot. For example, robot has joint 

encoders, which can measure all the joint angles and angular velocities (denoted by system state 

tx ). It also has torque and force sensors to measure joint torque 
rtu and contact forces exerted 

from the human (transferred into joint space as htu ). Robot can use this information to learn the 

coupled human-robot dynamics (by system identification), along with the human intention 
goalx

and control strategy {Q, R} (by inverse optimal control method, introduced in Section 3.3.3). All 

these learning results can be utilized to reconstruct the virtual human controller model and 

predict the consensus cooperative behavior. Thereafter, robot will use its own optimal control 

strategy {Q, R} to generate optimal cooperative gain 
rK  to stabilize the system. Recall that 

human is doing the similar to learn, predict and stabilize the system at the same time. Therefore, 

we will have two controllers constantly adapting to each other’s behavior. 
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Figure 3.4. Stability examination of simulated human-robot cooperative balance of double-inverted 

pendulum. The real parts of all the eigenvalues go to negative and are very close to the centralized optimal 

control strategy, i.e., robot is responsible for controlling both joints. 

3.3.3  Inverse Optimal Control to Estimate Human Control Strategy 

The key component of the proposed adaptive learning algorithm is to let robot learn 

human’s control strategy, {Q, R}, and intention, . Human is an intrinsic optimal controller 

[97] and can learn robot’s intention and control strategy. In order to let robot estimate human 
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intention and control strategy, we use inverse optimal control method by giving actual 

measurement, ( ),t tu x , and use optimization methods to find out: 

 (3.15) 

where 0, 0Q R  . 

There are different ways to solve this optimization problem. One is the gradient descent 

method. Gradient descent has the advantage of simplicity. However, it suffers from the slow 

convergence and local minimum. For real-time implementation to estimate large amount of 

parameters, it is not suitable. Here, since we assume the system is linear and the optimal 

controller has convex quadratic cost functions, we can formulate the problem as a convex 

optimization problem subject to linear matrix inequality (LMI) constraints [98], [99]. 

Assuming we can identify all the system state matrices, for human to control the robot-

plant-coupled system, we can write the discrete time LTI robot-controlled plant as: 

     (3.16) 

where t t ge x x= − , gx  is the human goal state. 

The objective here is: Given the estimation of 
hK , we need to determine the cost 

parameters ,h hQ R  and gx , such that 0, 0h hQ R  , and hK  satisfies: 

 (3.17) 

where P is the unique positive semi-definite solution to the discrete time Algebraic Riccati 

Equation (ARE): 

 (3.18) 
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To solve the above problem, we further formulate it as a convex optimization problem 

subject to LMI: 

 (3.19) 

 (3.20) 

  (3.21) 

 (3.22) 

 (3.23) 

where   is the condition number to ensure the numerical stability [100], [101] and also help us 

obtain the unique solution to this problem [101]. 

3.4 Nonzero-Sum Cooperative Differential Game 

3.4.1  Differential Game Physical Human-Robot Interaction (pHRI) Behavior 

Consider we have a LTI system with 2 players: 

 (3.24) 

where                       is the coupled system states, and                are the control vectors of each 

player. Assume that the entire system is under the closed-loop optimal control with infinite 

horizon and free-final states. 
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Each player has cost function                                            , defined as: 

 (3.25) 

 (3.26) 

where                                 ,                and 

Based on Pontryagin’s minimum principle [102], we define the Hamiltonian of Player 1 

and Player 2,                                              as: 

 (3.27) 

 (3.28) 

To obtain the optimal solution, let’s start with Player 1. 

Costate Equation of Player 1: 

 (3.29) 

Stationary Condition of Player 1: 

 (3.30) 

Substitute (3.30) into (3.28), and take the costate dynamics (3.29) as an additional 

constraint, the Player 2’s Hamiltonian (3.28) becomes: 

                          

(3.31) 

Similarly, the optimal solution of Player 2 can be derived as follows: 

Costate Equation of Player 2: 

 (3.32) 
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 (3.33) 

Stationary Condition of Player 2: 

 (3.34) 

Using sweep method (Bryson and Ho 1975) [103], we assume that                        

  satisfies the following linear relation for all                . 

 

 (3.35) 

 

where                                       are positive definite matrices. 

Then, we can differentiate (3.35) and obtain: 
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Since the above equations hold true for all state trajectories given any        , we can cancel 

all x . Rearrange them as: 

 (3.38)               

 (3.39) 

 (3.40) 

Assume Player 1 and Player 2 will eventually achieve a consensus behavior, i.e., 

feedback gains converge to a constant value. 
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If we can solve all the AREs at the same time, we can obtain the following consensus 

feedback gain: 

 (3.45) 

3.4.2  Learning Multi-Objective Cost Function 

The key component of the Inverse Differential Game is to let robot learn human’s 

cooperative strategy                 and use its own strategy                  to generate optimal 

cooperative control              to work with the human. 

To more easily formulate the problem, we set human as Player 1 and robot as Player 2. 

Here, the objective is: Given the estimation of human control gain      , we need to determine the 

cost parameters                     , which satisfies 
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Since the simplified system is linear and the optimal controller has convex quadratic cost 

function, we can formulate the problem as a Convex Optimization problem subject to Linear 

Matrix Inequality (LMI) [98], [99] constraints: 
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 (3.51)                       

 (3.52)                                                           

 

 (3.53) 

 

3.5 Biomimic Cerebellum Learning and Neuromuscular Control Model as Human-like 

Cooperation Control Strategy 

For human beings, fast, smooth, and coordinated movements cannot be achieved by basic 

feedback control alone because delays associated with feedback loops are long (about 200 ms for 

visual feedback and 100 ms for somatosensory feedback) and feedback gains are low. In 

addition, feedback controllers such as the commonly used PID (proportional, integral, and 

derivative) controllers do not incorporate predictive dynamic or kinematic knowledge of 

controlled objects or environments. From observing the fact that humans can manipulate a vast 

number of tools smoothly, and exhibit an almost infinite number of behaviors in different 

environments. We can conclude that the internal models in the brain must exist, and it is acquired 

through motor learning in order to accommodate the changes that occur with the growth of 

controlled objects such as hands, legs, and torso, as well as the unpredictable variability of the 

external world. 

Fig. 3.5 (a) shows the concept of cerebellar feedback-error-learning model (CBFELM) 

(Kawato, 1999 [6]). When a nonzero difference is present between the desired trajectory and the 
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realized trajectory of the movement, the difference signal is transmitted to Purkinje cells in the 

cerebellum and controls both motion output and initiation time. The cerebellum structures 

feedforward control and learning of inverse model for voluntary movement. We call this the 

learning of internal dynamic models which can predict the future behavior. However, this 

structure only describes the unilateral motor control of body movement, it does not considered 

the bilateral interactions between the human and his/her counterpart and figure out how to 

generate coordinated movement in the brain. 

We hypothesize that there must be a mechanism in the cerebellum that can learn and 

predict the coordinated human-human cooperative behavior, similar to the Kawato model, and 

generate feedforward control to work with the spinal-muscular reflex feedbacks to have a smooth 

interaction. As a consequence, we propose that our developed two learning and control 

frameworks – Co-adaptive Optimal Control and Cooperative Differential Game can exactly fit 

into this category, and be utilized to realize the biomimic cerebellum learning and neuromuscular 

control model as a human-like cooperative control strategy. Fig. 3.5 (b) & (c) shows how we can 

incorporate our co-learning and adaptive control model into the feedforward and feedback 

control structure. We will evaluate the feasibility of this hypothesis and conduct a series of 

experiments. 

 

 

 

 

 

 



 48 

 

 

 

Figure 3.5. The biomimic cerebellum-like cooperative learning, and feedforward and feedback control model. 

(a) The cerebellar feedback-error-learning model (CBFELM) (Kawato, 1999) [6]. The “controlled object” is a 

physical entity that needs to be controlled by the CNS, such as the eyes, hands, legs, or torso. The feedback-

error learning learns the inverse dynamics of the controlled object and send the predictive feedforward motor 

command. (b) The similar thing happens in human-robot cooperation, the robot brain (cerebellum) will 

figure out how to work with the human and send predictive consensus motor command. (c) The hypothesis of 

the Co-Adaptive Optimal Control as the co-learning and predictive feedforward control paradigm. (d) The 

hypothesis of the Nonzero-Sum Differential Game theory as the co-learning and predictive feedforward 

paradigm. Both (c) and (d) are simulating the cerebellum function of learning the cooperation task dynamics. 

 

(a) (b) 

(d) (c) 
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3.6 Exoskeleton Simulation to Verify the Theoretical Framework with Human Subject 

Experiment 

To verify the feasibility of our Human-Robot Co-Adaptive Optimal Control and 

Cooperative Differential Game, we will use MATLAB Simulink to establish a virtual reality 

environment to simulate human-robot cooperative balancing task (Fig. 3.6). Human, as an 

intrinsic adaptive optimal controller, will use force feedback joystick as input to control the 

robot. Meanwhile, the robot, as another adaptive optimal controller, will response to the human 

input. The goal of the experiment of cooperative balancing task is to build a virtual double-

inverted pendulum, which represents a simplified exoskeleton platform, and human and robot are 

cooperatively maintaining the virtual double-inverted pendulum at the upright balance position. 

In this simplified platform, human can use force and on-screen visual (i.e., position) 

feedback to learn the robot control behavior. Also, the embedded torque sensors and encoders in 

joystick can let robot learn human’s control behavior. 

 

Figure 3.6. Matlab Simulink platform of double-inverted pendulum. Human can cooperate with the robot by 

using joystick to control the hip joint, while robot will be responsible for controlling the ankle joint. 
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The nonlinear dynamics of the double-inverted pendulum has been linearized at the 

upright balance position. The model of double-inverted pendulum is an underactuated system, 

meaning that even though each controller is responsible for different joints, they can still 

influence the other joint, since the entire system is controllable. 

During the first experiment, we temporarily do not include human behavioral learning 

component inside. In doing so, we want to verify the performance of human and robot controller 

individually, and compare them with the centralized controller (i.e., robot controls both hip and 

ankle joints at the same time). This way can give us a general idea on how well we can improve 

the performance if we add the human-robot cooperative control strategies later. Here, the robot 

optimal control cost parameters are 
4 4xQ I= , 

1 1xR I= , and the centralized control strategy is 

4 4xQ I= , 
2 2xR I= . Human just control the hip joint with joystick using his or her own control 

strategy. The correspondent trajectories are plotted in Fig. 3.8. From Fig. 3.8, we can observe the 

worse performance at all joints by the human hip controller (green line). Human spends longer 

time for the states to converge to zero (Fig. 3.8 (a) and 3.8 (b)), and applies a lot of control effort 

(Fig. 3.8 (c)), compared to the other control methods (robot ankle controller (red line) and 

centralized controller (blue line)). 
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Figure 3.7. Human-Robot cooperation tasks with the linearized model. (a) Human and robot are 

cooperatively maintaining the double-inverted pendulum at the upright position. Human is controlling the 

hip joint, while the robot is responsible for the ankle joint (Hip-Ankle balancing strategy) to simulate that 

humana and robot are cooperaive balancing on an exoskeleton device. (b) Human-Robot cooperative driving 

scenario with linearized model. This model is often simplified by projecting the front and the rear wheels on 

two virtual wheels located at the middle of the car. It is called the bicycle model. Human and robot will 

consider their mutual cost function to figure out the optimal cooperation strategies to merge in a single lane. 

 

 

 

(a) (b) 
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Figure 3.8. Performance comparison between each individual controller (i.e., human control the hip joint and 

robot control the ankle joint separately) and the centralized control strategy (i.e., robot control both joints at 

the same time). (a) Ankle joint trajectory. (b) Waist joint trajectory. (c) Overall torque output from both 

joints. 

        

In the second experiment, we verified the performance of our proposed human-robot co-

adaptive optimal control framework. Since both human and robot are going to maintain the 

double-inverted pendulum at upright position, we already know that their intended goals are the 

zero joint angles, so we do not need to estimate human intentions during our experiment. Before 

we implement our cooperative control strategy, we let the human practice several times to try to 

cooperate with the robot. It is for the purpose to ensure that human can use his or her 

subconscious reflective response to cooperate with the robot. This can also make sure that human 

will use the same control strategy, {Q, R}, to cooperate with the robot in the later experiment. 

Therefore, our predictive control algorithm can be correctly applied. 
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To solve the convex optimization problem stated in (12)-(16), we used CVX, a package 

for specifying and solving convex programs [104], [105]. Thereafter, we can use the learned 

human control strategy {Q, R}, to reconstruct a virtual human control model in the robots’ brain. 

Robot will figure out how to cooperate with the human and accordingly generate consensus 

control gain to balance the pendulum with the human. Fig. 3.9 illustrates the system trajectory 

under our cooperative control framework. 

Here, we use least square method to estimate the human feedback gain hK  from the 

recorded joystick torques and the on-screen system states (double-inverted pendulum joint 

angles): 

                     (3.54) 

The learned human control strategy after convex optimization is: 

 

(3.55) 

 

Fig. 3.9 shows that the cooperative control strategy under our proposed framework is 

very similar to the centralized control. Fig. 3.9 (a) seems to have a large discrepancy, but it has a 

small unit scale on the y-axis. The overall performance has been improved compared to the 

previously mentioned methods, where we used each single controller to control all the joints. 
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Figure 3.9. Performance comparison between the cooperative controller (i.e., human and robot control hip 

and ankle joints cooperatively) and the centralized control strategy (i.e., robot control both joints at the same 

time). (a) Ankle joint trajectory. (b) Waist joint trajectory. (c) Overall torque output from both joints. 
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4.0 Development of Human-Centered HMI System for Seamless Human-Machine 

Interaction 

In the future, Human-Machine Interaction (HMI) should be enabled by a compact, 

human-centered and ergonomic wearable device that can merge human and machine altogether 

seamlessly by constantly identifying each other’s intentions. To meet this end, we have 

developed an ergonomic and light-weight wearable device that can identify human’s  facial/eye, 

body gestures with deep physiological signal learning technology. Since human’s intentions are 

usually coupled with eye movements and facial expressions, through proper design of 

interactions using these gestures, we can allow people interact with the robots or smart IoT 

devices naturally and intuitively. With the help of computer vision and Human-Robot 

cooperative AI, we can let people use very simple and straightforward interaction strategies to 

send high-level commands to operate telepresence robot and control smart IoT objects remotely, 

totally “Hands-Free”. People can wear a VR head-mounted display and see through the robot’s 

eyes (the remote camera attached on the robot) and interact with the surrounding smart devices 

by simple facial gestures or eye movements. It is tremendous beneficial for the astronaut to do 

multiple tasks at the same time. For example, they can use facial/eye gestures to control a third 

robotic arm to help manipulating the objects while their hands are busy at working on something 

else or operating other hand-held devices. They can also control a telepresence robot to navigate 

around the environment by intuitive facial/eye movements and let their hands to remote-control 

the other two robotic arms to do bimanual tasks simultaneously. It not only provides extra 

controllability in hyper-dimensional space for the normal people, for the people with motor 
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impairment, they can also use our device as an assistive tool to control their surroundings 

without using their hands at all. 

4.1 Brain-Computer Interface Combining Eye Saccade Two-Electrode EEG Signals and 

Voice Cues to Help People with Motor Disabilities 

Recent advancement of AI (Artificial Intelligence), Big Data, IoTs (Internet of Things), 

Robotics, and AR/VR (Augmented Reality/Virtual Reality) technologies outline a promising 

near- future of our societies. The news about such rapidly growing technologies can be seen from 

almost everywhere, such as TV programs, reports/magazines, internet search results and/or other 

everyday public medias. While people highly praise the development of these technologies, 

however, we should not forget that such technologies have to center around the human beings, to 

serve the necessary human’s needs. Without human at the center of the intelligence, these 

promising technologies will lose their meanings, and will not be as impactful as they are 

supposed to be. To address this issue, a human-centered interaction interface that seamlessly 

connects human with those beneficial technologies and therefore deliver intuitive messages to 

the surrounding smart environment is imperatively needed. 

However, such developments often neglect the needs for the immense population of the 

communities with people who have movement or motor disabilities, such as the lost/damage-of-

limbs, spinal cord injury, cerebral palsy, multiple sclerosis (or ALS) disease [106]. Because of 

the lacking of feasible control interface for these people (Current assistive devices usually use 

head tracking control, sip-and-puff system, camera-based eye tracker, and wheel-mounted 

joysticks, etc., where users still need to apply a lot of body/lung strength and/or extensive fine 
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motor control to operate the device. In the meanwhile, these technologies are usually attached to 

a wheelchair, which is not portable and confines the use to times when the users are seated. The 

people with speech problems are also not able to use voice assistant), the disabled communities 

are often segregated from the potential application of such Smart Home technologies to benefit 

their daily life. 

To address this issue, an easy and simple control interface is imperatively needed. For 

this demand, Brain-Computer Interfaces (BCIs) have been developed for a long time, which 

provide an alternative approach to solve the above problems. 

Electroencephalography (EEG) is a non-invasive technique for measuring the electrical 

potentials produced by the brain, and has been used in various Brain-Computer Interfaces 

(BCIs). BCIs offer a direct communication pathway between wired brain signals and an external 

device, such as a prosthetic arm or a robotic manipulator, which allows them to be incredibly 

useful in the field of assistive technology [107] - [109]. Fig. 4.1 illustrates some state-of-the art 

technologies of EEG-based BCIs and their applications. Despite the advantages of BCIs, many 

critical issues face the development of a BCI. First of all, EEG signal classification methods have 

low accuracy, because brain waves consist of signals that originate from various parts of the 

body, so the imagined movement is often lost in this mixture of various signals [110]. 

Furthermore, the training process for the user to operate a BCI is often tedious, since most brain 

wave classifiers are non-adaptive. Therefore, human users must learn to adapt his/her brain 

waves to match the classification method of the machine, a process that is both challenging and 

time-consuming [111], [112]. Finally, the numbers of identified mental states while operating a 

BCI is currently very limited. For instance, the current off-the-shelf BCIs, such as Neurosky 

Mindwave [113] and Emotiv EPOC [114], can only identify two mental states – “focus” and 
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“relaxation”, and are not suitable to generate multiple commands to control complicated 

maneuvers. Designing a seamless human-machine interface that is easy to use, portable, has high 

fidelity, and can generate as many commands as possible to communicate various devices would 

definitely be beneficial.  

      

Figure 4.1. Non-invasive EEG and its state-of–the-art applications. (a) 2014 World Cup kick off by a 

paraplegic man with the help of a full body robotic EEG-signal-controlled exoskeleton (Developed by Duke 

university) [115]. (b) BCI-based humanoid robot control system [116]. (c) Graz-BCI Game Controller 

controlling World of Warcraft (Blizzard Inc.) just using EEG [117]. (d) Puzzlebox Orbit, a brain-controlled 

helicopter with the help of NeuroSky MindWave EEG headset [118]. 

 

There have been many research efforts attempting to address the aforementioned 

problems. Subha et al. [119] detailed the effect of environmental and physical factors on EEG 

(a) (b) 

(c) (d) 



 61 

 

signals. As a result, more sophisticated methods of variability analysis are required to 

differentiate between physiological signals and signals caused by environmental disturbances. 

Co-adaptive learning algorithms can alleviate the tedious human-learning problem, since the 

machine can adaptively optimize its learning structure to conform to the human-learning 

performance in order to maximize the classification efficiency/accuracy of the BCI [120]. 

However, this co-learning behavior often encounters conflicts. Although the human user can 

naturally adapt to the demands of the machine, it is difficult for the machine to predict how the 

human user will change his/her brain waveform, since human brain waves are affected by many 

different physiological activities, and are not very stable. Another method to reduce the human-

learning effort is to extract existing EEG signals that correlate to specific body movements. 

Since these control signals are innately developed, capturing these signals to operate an external 

device eliminates the human-learning effort. In this research, we focused on neurophysiological 

signals associated with eye saccade movement, which can provide an ideal source of EEG data to 

generate useful commands. 

4.1.1  Approaches 

Presently, signals from eye saccades are largely viewed as artifacts in EEG data [121], 

however recently, Meyberg et al. [122] discovered that eye saccades are actually followed by 

“cognitively-modulated brain potentials” that can be used to communicate with and to control a 

BCI. However, few researchers have explored the possibility of using eye saccade EEG data for 

such purposes. Therefore, we hypothesized that EEG signals associated with saccade movement 

can be used as a trigger to communicate with a BCI. We design a machine-learning algorithm 

that can identify neural activities and separate EEG signals associated with eye movement, and 
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use these signals to operate a human-machine interface. Because raw EEG data contains a 

mixture of signals that originate from different physiological and environmental movements, 

specifically extracting saccade signals presented a challenge. In order to solve this problem, we 

proposed to use Independent Component Analysis (ICA) [123] to separate the different kinds of 

signals. Furthermore, we used K-Nearest Neighbors (KNN) [124], [125] and Support Vector 

Machine (SVM) [124], [126] algorithms in order to classify EEG signals associated with saccade 

movement as different categories. Once these meaningful signals were extracted from the raw 

data and classified, we used them for control purposes. The developed strategy can be further 

implemented on any external platform, such as a robotic wheelchairs (in our experiment) or 

wearable devices. 

Since one of our research aims is to create a portable, universal human-machine interface 

to control any possible external device, we want generate as many commands as possible. For 

this reason, we propose to combine additional earbuds to provide periodical or voice-mailbox-

typed voice cues to inform the user on when to make adequate eye saccadic movements. 

Thereafter, we can select the correspondent functions from the voice menus and consequently 

trigger the commands. Under this approach, even if we have limited number of identified mental 

(saccadic) states, through properly designing the contents, as well as unlimitedly expanding the 

options of voice menu, we can easily generate lots of commands to operate the external devices. 

We will verify this idea by generating commands to drive a robotic wheelchair to navigate 

around the environment. 

Also, based on our placement of the two electrodes on top of the left and the right ears, it 

is very sensitive to the eye related movements. We can get a very high-quality eye saccade-

related EEG signals. The selection of only two electrodes can guarantee a simple design, and 
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they can be seamlessly integrated into the existing off-the-shelf sporttyped earbuds. As a result, 

we can have a very compact and portable design that can be easily hooked up on any user’s ear 

and be carried around. We expect that this technology will have a tremendous impact on human-

machine interaction and can be a universal controller to control lots of different appliances in the 

future. Fig. 4.2 shows the general design concept and the strategy of our approaches. 

 

Figure 4.2. Experimental platform and the general architecture of the proposed eye-tracking enhanced BCI 

to control wheelchair and internet of things. 

4.1.2  Methods 

4.1.2.1 Experimental Procedure 

Thirteen participants (3 females, 10 males) with a mean age of 28 (standard deviation 

(SD): 8.9) were seated in a chair and instructed to watch a computer screen located at eye level. 

All subjects reported normal or corrected vision, however we asked all participants to remove 
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eyeglasses to eliminate foreign contact with EEG electrodes. Subjects participated in a real-time 

simulation, followed by a wheelchair navigation experiment. We designed the real-time 

simulation to record EEG saccade data for learning and classification purposes (as shown in Fig. 

4.2). In this study, the classification accuracy was calculated based on the categorization of the 

real-time data by our learning algorithm, while the control performance was evaluated based on 

the performance of the wheelchair experiment. The computer simulation consisted of a large red 

ball that is moved by a joystick. In our experiment, thirteen participants were asked to complete 

two tasks. The first task was to follow a red ball moving left and right on the computer screen 

controlled by the joystick with solely eye movement. The joystick was used for the purpose of 

labeling the correct eye movement as the ground truth. Here, we move the joystick roughly every 

one second. The second task required the participant to blink every time the red ball reached the 

top of the screen, which occurred every two seconds. All tasks lasted for 90 seconds. 

EEG signals were acquired during the real-time simulation using an OpenBCI 32-bit, 8-

channel board [127] at a sampling frequency of 250 hertz (samples/s). It provided a simple 

method for data collection, along with USB noise elimination when wireless communicated 

between the recording computer and the testing electrodes. Two EEG electrodes were attached to 

the upper area behind the left and right ears, close to the eyes. This position allowed us to capture 

EEG signal without the obstruction of hair. Also, because we used only two electrodes, the 

participant felt minimal discomfort. A third electrode was attached to the right earlobe as a 

reference signal. Assigning electrodes to such locations allowed us to detect groups of neuronal 

activity that is associated with eye saccade movement. Based on our testing results, we 

confirmed that this location can guarantee the best quality of the eye-activity-related EEG 

signals. 
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4.1.2.2 Classification Algorithms 

After recording the EEG signals from the right and left ears, we applied a band-pass-filter 

(BPF) from 1 to 45 Hertz, as EEG signals are limited to that range and anything higher would be 

electric power line or other environmental noise. Additional cleaning was required to remove the 

DC offset, which was caused by the power supply and can be removed by subtracting the mean 

value from each waveform. Then, the mixture of raw EEG signals was decomposed through 

Independent Component Analysis (ICA). Independent Component Analysis splits the artifacts 

from the EEG signals into independent components based on the characteristics of the data, 

without dependence on the reference channels. The ICA algorithm decomposes the multi-

channel EEG data into temporal independent and spatial fixed components, and has been proved 

computationally efficient [128]. Fig. 4.3 describes the general concept of ICA algorithm utilized 

in our study. Previously, ICA has been used to remove artifacts, such as eye saccades and other 

physiological activities, from EEG signal. However, in this study, we proposed that eye saccades 

are not merely artifacts, but has many interesting features that can be learned by a proper 

machine-learning algorithm and can serve as an indicator of human intention.  

 

Figure 4.3. The ICA algorithm we have used to separate the independent eye movement component. 
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Suppose we have a mixture of raw data expressed as vector 2X R , has dimension 2 

because we only have two electrodes to collect EEG data. We also have n miscellaneous EEG 

source signals 1 2[ , ,..., ]T

nS s s s=  to be separated from the raw data. The linear transformation 

between X and S can be expressed as X = AS. The objective here is to find W A+= , where W is 

the pseudoinverse of A. Thereafter, we can separate the source using Ŝ WX= . Here, if all the 

source signals are non-Gaussian and independent, we can use the gradient descent learning rule 

and maximum likelihood estimation to maximize the joint probability distribution (4.1) to find W 

[128]. 

 (4.1)        

The raw captured data and the resulting signal after BPF and ICA are plotted in Fig. 4.4 

and Fig. 4.5. We can observe a pretty clear and much cleaner signal compared to the raw data. 

After then, according to the previously described experimental procedure, we had used joystick 

controlled red ball to record the eye saccade occurrence. It gives us clues on when to label the 

onset of eye movement as the ground-truth training data. In order to double check the correctness 

of the labeling, we also determined the saccade-related components by observing all the time 

series data after ICA, and marked the data points that had the most obvious responses during the 

saccade onset and offset time roughly every one second as the eye saccade-related signals. After 

labeling the saccade movements and blink patterns with their respective EEG signals, we can 

notice from Fig. 4.5 that each eye movement has unique waveform patterns and can be suitably 

used as training datasets to train our classifiers. 
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Figure 4.4. Captured raw channel data from the right and left electrodes. 

 

 

 

Figure 4.5. The extracted signal after the application of band-pass filter and ICA. The ground truth labels of 

the signals that correspond to various eye motion directions and the blinks are indicated in the legend. 

 

After the ICA and the manual labeling, the data points were extracted and stacked up into 

the interested EEG features by Sliding Window method [129]. We then used Multiclass Support 

Vector Machine (MSVM) and K-Nearest Neighbor (KNN) to classify the EEG features into 3 

classes: left, right and blink. The Support Vector Machine (SVM) [126] classifier is widely used 

by most BCI applications. It finds the hyperplane that maximizes the margin between the plane 

itself and the nearest data points for each class. K-Nearest Neighbor (KNN) [125] assigns the 

 

Sliding Window 

          0 (Neutral) 

          1 (Right)  

          2 (Left) 

          5 (Blink) 
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feature vector to the class based on its nearest neighbors, and predicts the test dataset’s 

membership based on the k-closest training examples in the feature space. The extracted feature 

space data points by the Sliding Windows method were manually labeled into the respective 3 

categories as previously mentioned, and were used to train and test the aforementioned two 

learning algorithms. 

4.1.2.3 Eye Controlled Wheelchair Maneuvers 

To demonstrate the efficacy of the proposed classification algorithm, we created a 

customized application system for this project, where the participant can control a wheelchair 

navigating around the environment through eye movement (left, and right), and blink. Using 

EEGLAB and the open source software Lab Streaming Layer [130], we were able to live stream 

the raw EEG data from the electrodes using a data capturing device (OpenBCI 32-bit 8-channel 

board), to MATLAB to complete the previously mentioned signal processing and offline 

machine-learning procedure. After we trained the classifier model using offline learning, we used 

the model as well as the live-streamed data to complete the real-time signal classification. We 

were able to generate eye movement related commands from the recorded EEG signals and use 

these commands to select the directional maneuvers from the predefined voice menu with the use 

of earbuds. Fig. 4.6 illustrates our overall offline training and online classification architecture to 

access voice menus in real-time. Fig. 4.7 and Fig. 4.8 show the results. 

4.1.3  Experimental Results 

After completing the experimental procedure, we noticed significant responses from the 

machine-learning algorithm for eye movement in the left-right directions. Since from a 
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biological point of view, humans mostly live in a horizontal space, our brains largely process 

horizontal neural information rather than that from a vertical space. We noticed nearly perfect 

classification results for eye movement in the horizontal directions and eye blinks. Table 4.1 

shows the classification performance of the KNN algorithm, while Table 4.2 demonstrates that 

of the SVM algorithm. From the results generated from 13 participants using the applied learning 

algorithms, the average signal classification accuracy was around 97%, as detailed in the box 

plots of Fig. 4.8. The precision and specificity of the aforementioned activities using the KNN 

algorithm reached percentages near and above 90%. These results demonstrate the efficacy of 

our proposed approach to combine ICA and the classification learning algorithm to differentiate 

between the various classes of eye movement. 

 

Figure 4.6. Overall offline training and online classification architecture to access voice menu in real-time. 



 70 

 

 

Table 4.1. Classification performance of KNN 

 

 
Table 4.2. Classification performance of SVM 

 

 

The performance of the SVM algorithm is slightly lower than that of the KNN algorithm, 

especially in the sensitivity category, which has lower average values and a larger standard 

deviation. The reason may be due to the overly precise learning model that caused over-fitting of 

the training dataset. The SVM algorithm we used had a nonlinear Gaussian kernel, with a scale 

of 2.5. The algorithm easily included all of the noisy data points into the boundaries separated by 

its hyperplane, which then caused a correct testing dataset to be non-observable. Another major 

reason that could have affected the performance of the SVM algorithm was the manual labeling 

and selection of the length of the Sliding Window. The manual labeling may have failed to 

correlate a correct dataset with its respective category. Also, the manual selection of the length of 
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the sliding window may not have included all of the interested features of the dataset into the 

container vector. It also had the possibility to over-include the unnecessary data points into the 

feature space, or include an insufficient amount of data to represent the whole feature. 

 

Figure 4.7. Scattered plot of the dataset (shrunk in 2-D space). Here we picked the first and the 80th elements 

as an illustrative 2D scattered plot for the purpose of easier visualization, instead of the hyper-dimensional 

(100-D) space scattered plot) trained with KNN. (a) The training dataset. (b) The testing dataset with correct 

predictions. (c) The testing dataset with incorrect predictions. 

 

 

(a)

(b) (c)
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Figure 4.8. Performance box plots. The bolded, outlined box represents the performance of the KNN 

algorithm, while the thinner, solid blue box represents the performance of the SVM algorithm. The central 

mark (red line for KNN, small blue circle for SVM) in each class corresponds to its median, the edges of the 

box are the 25th and 75th percentiles, and the whiskers represent the most extreme data points. The sub-

figures are the (a) Accuracy, (b) Sensitivity, (c) Specificity, and (d) Precision, for each class. 

 

The proposed method of using eye saccade EEG signals as probes of human intention and 

the combination of earbuds to generate infinite number of commands to interact with an external 

device is a new approach in human-machine interaction. Through this work, we can help both 

(b)  (a) 

(c) (d)  
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handicapped and able-bodied users use their eye movements as a means of controlling 

wheelchairs, smart home applications (internet of things), wearable devices, and computers. We 

aimed to contribute our development, as illustrated in Fig. 4.9, to be the next generation 

universal controller of everything. The impact of this product is foreseeable remarkable. 

 

Figure 4.9. Our schematic “EEGBuds” design and its application on rehabilitation and Internet of Thing 

applications. The beautiful and compact design makes it easily acceptable to the general public. Combining 

EEG with just two electrodes and the current off-the-shelf earbuds makes it cheap and affordable to 

everyone. Especially, earbuds can generate voice cues, along with the reliable eye movement EEG commands, 

we can build an user friendly interface, which can have infinite application possibility, such as rehabilitation 

and IoT. 
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4.2 Co-Adaptive HMI Decoder Design 

Although the previous step of using traditional machine learning algorithms (i.e., ICA, 

SVM, an KNN) can get very high accuracy (AVG. 95%), when doing the online classification, it 

still needs tedious human training to maintain the signal quality as good as it was in the offline 

training. If the signal patterns drift away, the pretrained classifier will not be feasible anymore. 

Having our eye movement and facial expression activities as examples, the users must move 

their facial gestures in a specific timing sequence, similar to what they did during the offline 

training. If they slightly change the tempo of that activity, the existing classifiers cannot identify 

the new waveforms, even though they are doing the same activity, such as “Move eyes to the 

right” or “Blink twice”, as before. 

This situation reminds us the problem of BCI illiteracy, which means that some people 

cannot control their brainwaves or physiological signal patterns, so the machine decoder cannot 

interpret the signals and identify the activities. To solve this problem, we will introduce a new 

HMI decoder design using our proposed co-adaptive learning and control framework in a 

cascade system. 

 

Figure 4.10. Co-adaptive HMI decoder structure. 
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Fig. 4.10 illustrates the entire structure of our co-adaptive decoder design. S is the desired 

state (human intentions generated from the brain, or desired physiological activity induced by 

muscle movements). S   is the actual states.  and    represent the human 

encoder and machine decoders respectively (Human brain can directly translate the desired 

intention into the correspondent brainwave waveforms, we call it human encoder).  

      is the drifting noises that effect the signal qualities. And P is the controlled plant. 

Here, we treat P = 1, since we simply want to read out the output of the decoder, and we don’t 

have any dynamic system to be controlled at here. The following descriptions show the 

mathematical formulation of the entire problem. 

We can rearrange the parameters in             as: 

              (4.2) 

where            is the column vector of the rearranged parameters in matrix          , and       is the 

rearrange matrix. 

Similarly, we can rearrange the parameter in            as: 

 (4.3) 

Now, we assume we can measure or estimate the changing dynamics of the human 

encoder, so we can obtain the encoder dynamics as: 

 (4.4) 

      and      are the system dynamic matrices, and     is the human control input (i.e., 

human knows how to change his/her waveforms). Here, we inject the noise to simulate the 

constantly drifting signal quality that causes the changes of the encoder parameters. 
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Similarly, we can also write down the dynamics of the machine decoder we are going to 

design: 

 (4.5) 

Recall that the purpose of the decoder is to minimize the difference between the desire 

states and the actual states, i.e.,               . We can further formulate this case as the infinite 

horizon optimal control problem as: 
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4.3 Design and Implementation of Intelligent, Ergonomic Wearable Device for Smart 

Environment Interaction 

Recently, Elon Musk has announced the breakthrough advancement of Brain-Computer 

Interface (BCI) of his Neuralink company, where they have developed microelectrodes arrays 

and bio-compatible ultra-fine polymer threads which can be inserted into brain tissue with as 

many as 3,072 electrodes, with micron precisions. In the meanwhile, Facebook Reality Labs’ 

sponsored research project in University of California San Francisco has also built a BCI that 

accurately decodes dialogue (words and phrases both heard and spoken by the person) from brain 

signals recorded by implanting high-density ECoG (electrocorticography) electrodes on the 

surface of the cerebral cortex, in real time. These two big advancements outline a promising 

future of the direct brain-machine communication, and the dawning of a new era of commercial-

grade BCI devices, which is already on the edge ready to hit the vast consumer market, and can 

potentially benefit every one of us. However, even though both of the companies’ devices can 

read high precision, high bandwidth, real-time brain information, they are pretty invasive. The 

people have to receive medical surgeries in order to implant the electric circuitries inside the 

brain.  

On the other hand, the constant persuasion of non-invasive approaches is still keeping 

their momentums, for which so many research labs, startup companies are developing EEG 

(electroencephalogram) measurement system in either medication, healthcare or consumer 

applications. The non-invasive EEG electrodes have the advantage that they can easily be 

integrated into any VR/AR glasses or standalone headset with various form factors to suit 

different customers/patients’ needs. But the low-fidelity, low S/N ratio (average the activity of 
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thousands of neurons and cannot record signals deep in the brain) is just as what it is the 

drawbacks of the EEG-wearable devices.  

In this dissertation, we want to demonstrate the possibility of high accuracy, low latency 

brain actionable command generation capability, by using a simple, ergonomic wearable device 

that identify motion artifacts of the non-invasive EEG signals. We will showcase how we can use 

an earbud-like device, with two electrodes attached on our brain’s temple positions, to detect 

motion artifacts and generate interaction commands to interact with the environment, the people 

surrounding you, or communicate with your loved ones remotely. 

4.3.1  Approaches and Methods 

Our dissertation is on the mission to showcase the next generation Neuro-wear (i.e., 

wearable device that detect neural signals) for the futuristic human-computer interface. The 

innovations we demonstrate include the following three important factors, which could help us 

migrate our Neuro-wear into consumer market smoothly and make it acceptable by the general 

mass majority: (a) Human-centered wearable form factor design: We will showcase our 

developed wearable device design, with form factors, including materials (bio-compatible with 

the human body), appearance (sleek, compact, fashionable design, just like decorative 

accessories attached to the human body), lightweight (people will feel it as a part of their body 

without external burdens), delicate artworks (breaking the traditional bulky electronic circuits 

into small pieces and make it soft and flexible, so it can hide inside the fabric materials and be 

bent around the human body to reduce the overall size). (b) High-accuracy EEG-physiological 

signal identification: Our innovative Deep Learning architecture could potentially identify and 

reconstruct the original high-fidelity EEG signals, representing the body movement artifact (i.e., 
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eye movement, facial expressions, hand gestures, limb movements, emotions, imaginations of 

the beloved friends), from lossy, sparse, noisy, and inaccurate EEG data. (c) Engaging Human-

smart environment interaction experience design: In the future, BCI or Neuro-wear devices 

enable a futuristic interaction methodology that never exists before. Compared to traditional 

body gesture control or voice command (like Alexa or Google home), which is more perceivable, 

our team had extensively co-designed various interaction modalities with the end-user groups 

using non-traditional customer behavior studies and futuristic user experience exploratory 

design. Therefore we have designed series BCI interaction methodologies, with smooth, non-

tiring and engaging user experiences. For instance, you can look at the light bulb and blink your 

eyes twice to turn it on, smile to open the door, rotate your wrist “Clockwise” or ”Counter 

Clockwise” to turn on/off the microwave remotely, scratch your skin for “5” seconds to tune up 

the volume of the radio, think about your loved ones for a couple of seconds, and he/she will 

detect your intention and receive vibrotactile feedback from our developed wearable robotic 

wristband (In the meanwhile, your friends can interact with you by thinking about you, or stroke 

his/her hands for 5 seconds to generate touch-stimulated emotion, and trigger interactive 

command remotely). We will show case all these possibilities during our demonstration. (d) 

Simple ear/headset device to capture all the above-mentioned body gestures/emotions: Very 

interestingly, since our brain is the central controller for all our body movements, it turns out we 

can decode all these control signals directly from our brain. So we don’t have to use extra 

sensors attached on other parts of our body, like hands, arm or legs to detect motion signals This 

way dramatically increases the comfortability and improves the mobility of our daily life by just 

using a simple earbud-like wearable device. 
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4.3.1.1 Ergonomic, Customizable, and User-friendly Product Development 

In our design, we have developed our own noninvasive, self-adhesive, miniaturized, 

Electrooculography/Electromyography (EOG/EMG) dry electrode sensors, and micro-scale 

Bluetooth Low Energy (BLE) communication modules (Fig. 4.11, the 3rd generation). The 

collected signals by electrodes can be clock-synchronized and transmitted to the cellphone App 

via Bluetooth communications, and then sent to the cloud server for training our Machine 

Learning classifiers to identify different end-user’s physiological signals. In addition, by placing 

sensors at different locations in their favorite ways, we introduce a human-centered customizable 

Body Sensor Network array, so people can pick their preferred numbers/locations of the sensors 

for training and identification purposes. Even more, the users can integrate our sensors into their 

existing earbuds or headsets and wear it comfortably for long hours for different control 

applications. 
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Figure 4.11. Our developed ergonomic, human-centered wearable device provides flexible hardware and 

software solutions. Users can customize their own design to place sensors at different locations to measure 

different physiological signals. We also provide software Apps with built-in Machine Learning libraries on 

the cloud, such that users can pick different eye/facial gestures and compose their own control commands to 

interact with different applications. 
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4.3.1.2 Machine Learning Algorithms to Identify Various Eye and Facial Expressions 

To verify our Machine Learning algorithm, in our experiment, 23 participants (8 females, 

15 males) with a mean age of 30 (standard deviation (SD): 8.7) were recruited to collect raw 

signals of eye and facial activities. The electrodes were placed on both sides of the face at 

locations near the ears (as shown in Fig. 4.11). Since the locations have enough distance far 

away from the eyes, it is un- obtrusive and will not affect the user’s natural face-to-face 

interactions. The raw physiological signals were denoised through 1~50 Hz signal conditioning 

bandpass filter, and the eye movement and facial expression related components were extracted 

from the compound of all the body-related physiological signals, using Independent Component 

Analysis (ICA). Then, the extracted signal’s time-series electric potentials will be collected by 

“Sliding Window”, and then used as learning features to train the DNN classifiers, as indicated 

in Fig. 4.13., and then to identify the correspondent eye/facial activities. The classification 

accuracy of our approach could achieve average above 95%. At the end, these classified eye 

movements and facial expressions would be utilized to design an intuitive and engaging 

multimodal interaction method to interact with the surrounding environment. 

4.3.1.3 Easy-to-Use Software Apps, Labeling Tools and API/SDK for End-Users to 

Integrate with Their Existing Solutions 

To satisfy a variety of applications and the preference of different end-users, we have 

developed an easy-to-use UI App software, and the affiliated API/SDK for flexible programing 

and customizable design. The App can be installed in either cellphone or computer to collect the 

miniaturized body sensor network data via Bluetooth. They can assign different number of 

sensors and its locations through our user-friendly App and carry out data annotations through 

our gaming-like calibration environment, so they will not feel tiring when doing the repetitive 



 83 

 

annotation procedures to learn their favorite facial/body gesture signals. After the first-time 

labelling, the system will automatically track the performance of the signals and do the automatic 

calibration by itself. For the general purpose applications, we already have built-in functions to 

control the cellphone, screen cursors, etc. For the customizable applications, we also provide API 

packages (C++/Python), so they can embedded our distributed sensing and control strategies 

using physiological activities into their own product solutions. Fig. 4.14 illustrates the schematic 

implementations of using our device. 

 

Figure 4.12. EXGbuds hardware and software concept design. Users can customize their own ergonomic 

design to place sensors at different locations to measure different physiological signals. EXGbuds App also 

provides built-in Machine Learning libraries that users can pick different Machine Learning classifiers to 

identify each specific physiological activity. 
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Figure 4.13. The developed Machine Learning algorithm using Short Time Fourier Transformation (STFT) 

and Convolution Neural Network (CNN). The collected physiological signals of different channels (totally 6 

channels) within short period of time (collected by Sliding Window) will be transformed into their 

corresponding power spectrums, and further sent into CNN Deep Learning architecture to train the user’s 

specific physiological gesture model. Users can arbitrarily train their favorite eye/facial gestures to generate 

actionable commands to control different smart home applications. 

 

Table 4.3. Classification performance of STFT-CNN architecture 
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Figure 4.14. Schematic illustration of using our software App and API/SDK packages for customizable design 

and flexible integration of different applications. 

 

4.3.2  Experimental Evaluation 

Through the Design Thinking approach, we have come up with several intuitive and 

engaging interaction strategies to interact with smart home environment, games and telepresence 

robots. 

4.3.2.1 Smart Home/IoT Interaction 

We will combine our Neuro-wear device with the assistance of 3D localization and 

mapping to operate the Smart Home IoT devices. Here, we use external cameras for 3D human 

position localization. The human body center locations will be captured by computer vision, and 

the human face heading directions will be calculated by the embedded IMUs (accelerometer and 
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gyroscope) information. Since all the smart home devices’ locations are fixed and pre- registered 

in the environment map, after we calculated the human position and face heading angle, we will 

know where the user is looking at, and which device he/she is going to operate. This information 

will be sent to cellphone/computer and integrate other facial/eye movements and hand gestures 

as an integrated multimodal control. For instance, when you look at the lamp, you can “Blink 

your eyes” to turn on the light; when you look at the TV, you can “Move your eyes to the right, 

and back to the center” to select TV channels; and “Smile” to turn on the radios, etc. At the same 

time, we can use voice command to switch on and off the Neuro-wear interface functionality. 

This kind of multimodal interaction strategy would give user a very straightforward and 

engaging experience. 

 

Figure 4.15. System architecture of human-smart home IoT control. We use cloud services to integrate all the 

eye/facial expressions, hand gestures, voice commands and indoor localizations to do the selective operations 

to each specific smart home (IoT) device. 

4.3.2.2 Telepresence Robot and Game Control 

(1) Telepresence Robot Control Using VR Headset under First-Person’s View 

(FPV): We have built our prototyped telepresence robot as shown in Fig. 4.16, where users can 

attach their cell phone at the front of the robot and use the built-in camera to look around the 
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environment. The real-time image will be transmitted to the Virtual Reality (VR) headset and 

seen by the wearer. In this setup, users can use our device to control any camera-mounted robot 

(e.g., endoscopic camera, drone, or any robotic manipulator) in the first-person’s view to directly 

control the robot using eye movements and facial expressions. For instance, users can use: left, 

right, such eye movements to steer the robot rotate in the Yaw-axis, and use “open the eyes 

wider (raise the eyebrows)” or “Blink the eye twice”, such facial gestures to move the robot 

forward or backward along the depth direction. In such way, the people with disability can 

teleoperate the robot to explore the remote environment, or even interact with their family far 

away. (2) 2D gaming control: The users can also use eye movements and facial expressions to 

play 2D games such as Super Mario Bros in an interesting and engaging way (Fig. 4.17), where 

he/she can move his/her eyes (left and right) to control the Mario moving in the left and right 

directions, with “smile” to run, “raise the eyebrows” to jump, and “open and close the mouth” to 

spit the fire balls, etc. (3) First-person’s view 3D VR gaming control: Users can easily use 

their eyes and facial expressions to play the first-person’s view VR game in an immersive way, 

just like the previously mentioned control of telepresence robot. Fig. 4.19 shows the user using 

our strategy to play the video game – Doom. The player can use his directional “left” and ”right” 

eye movement to navigate in the virtual environment (with “raise the eye brows” to move 

forward and “smile” to move backward). The player can also fire the gun to shoot the enemies by 

“open and close his mouth”. 

 

 

 

 



 88 

 

 

Figure 4.16. Concept of telepresence robot control by using physilogical gestures. (Left) Fist-person’s view 

control of a telepresence robot. The person can use hand-eye coordination to grasp a cup of water; (Right) 

First Person’s View control of VR telepresence drone. The user can see through the drone’s camera and 

simply use eye movement and facial gestures to navigate around. 

 

Figure 4.17. Control of 2D game using physiological gestures. Super Mario Bros control using eye movements 

and facial expressions. 

 

 

Figure 4.18. People with dsability use eye movements and facial expressions to play Tetris game. 
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Figure 4.19. Control of 3D game for engaging and emersive experience. (Upper-left & right) Illustration of 

the strategy of firing a gun by open and close the mouth. (Lower-left) Our device can easily integrate with the 

off-the-shelve, phone-insertion-type VR headset to increase the controllability and functionality. (Lower-

right) User can wear our X-interface device and VR headset seamlessly to control the VR game without 

conflict. 

4.3.2.3 Control of Telepresence Drone to Interact with Smart Home Objects 

We have set up a very engaging and intuitive interaction method to control the 

telepresence drone by using eye movements and facial expressions, and come up with the 

strategies to interact with the smart home objects with the assistance of computer vision object 

recognition algorithms. We use the commercially available DJI Spark Drone in the 

demonstration. The real-time image captured from the drone’s camera will be transmitted to the 

Virtual Reality (VR) headset and seen by the wearer, and use the previously mentioned methods 

to navigate around the environment by facial/eye gestures. 
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At the same time, the smart home objects in the remote environment will be recognized 

by our computer vision Deep Learning algorithm, modified using Transfer Learning to suit our 

own needs of the used smart home device. When people see through the robot’s eyes (the remote 

camera attached on the drone) with VR headset, the smart home object will be automatically 

identified, and the menu of the correspondent control methods will be displayed alongside the 

identified objects. In such way, people can easily steer the drone to target any smart home device 

he/she wants to control, and the system will understand which device will be selected and then 

people can use simple facial gestures to turn on/off the light, open/close the door, or switch the 

TV channels, etc., for instance. 

The experimental videos can be found from the following links: 

http://tinyurl.com/y826dkax (Telepresence Drone - Smart Home Interaction) 

http://tinyurl.com/ybha7o6g (3D VR Game Play) 

 

 

 

 

(a) 

http://tinyurl.com/y826dkax
http://tinyurl.com/ybha7o6g
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Figure 4.20. Strategy of telepresence drone control with computer vision-aided smart home objects 

interaction. (a) The concept that user can steer the drone with first-person’s view seeing through the remote 

camera, and target each object recognized by the computer vision algorithm to switch on/off the facial gesture 

control authorities. (b) System architecture of the proposed strategy. 

 

Figure 4.21. The possible ways of interaction. 

(b) 
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Figure 4.22. The possible applications of using our Neuro-wear interface in the daily life. 
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5.0 Conclusions and Future Works 

The research works conducted in this dissertation have established the fundamental 

building block to answer the question on how human-human perform the interaction tasks, and 

how to computationally and mathematically model this co-learning and co-adaptive behavior, 

and apply it onto the human-robot interaction. We try to answer this question by using Co-

Adaptive Optimal Control and Nonzero-Sum Differential Game theory to model the human 

motor coordination behavior in the brain-neuromuscular control level. Co-Adaptive Optimal 

Control and Nonzero-Sum Differential Game were both used to mimic cerebellum leaning and 

prediction function to figure out the consensus, stabilized joint actions for the human and robot, 

while Inverse Optimal Control and Inverse Differential Game is used to mimic leaning 

mechanism. The theoretical derivations and the experimental verifications on the simulated 

human-robot cooperative balancing task on exoskeleton device were provided, which 

demonstrate the feasibility of our proposed framework, with which it can achieve comparable 

performance as the centralized optimal control. At the same time, we also developed a compact, 

ergonomic and human-centered wearable earbud-like device to build a simple, intuitive human-

machine interface. With the developed Deep Leaning EEG spectrogram decoder, we can identify 

eye movements, facial expressions, and body gesture signals with over 95% accuracy. It can 

potentially replace the cumbersome multi-channel EEG headset as a relatively portable solution 

for the general public. We also have demonstrated its feasibilities on smart home control, 

teleoperation, VR/AR gaming control, and to help people with disabilities perform normal daily 

tasks, with promising futuristic applications. 



 94 

 

In the near future, a more rigorous effort will be put on the testing of Co-Adaptive 

Optimal Control and Differential Game framework in the real-world scenario. The non-linear, 

uncertain exoskeleton model will be taken into account. And also, the human and robot will not 

simply interact with each other, they will also interact with the environment. A good example is 

that the exoskeleton devices not only work and assist the human, they also react to the external 

environment by regulating its contact forces and impedance. In the future, the Human-Robot-

Environment Interaction (HREI) research questions should be answered in order to develop the 

next generation symbiotic machines, as it matches the real scenario. The probabilistic model, 

multi-agent decentralized control, and reinforcement learning will be involved in developing 

more agile and robust solutions. 

For the wearable interface, a softer, flexible, body skin compatible, and more invisible 

solution will be developed, to provide human more natural and seamless experiences.  At the 

same time, the hardware should co-develop with the software (more advanced machine learning 

algorithms), as well as the end-users to maximize the functionalities and comfortabilities. 

The ultimate goal is that with the use of smart interface, biosignal processing and 

biofeedback technologies, and advanced machine learning and control algorithms, the next 

generation intelligent symbiotic machines will enable humans to go beyond the existing 

cognitive and physical limitations, and achieve superior performance in motor generation and 

perceptual capabilities in the near future. 
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Appendix A Decoding Affective Emotions from EEG Brainwave Signals under Wearable 

Robot Affective Touch 

Wearable robot that constantly monitors, adapts and reacts to human’s need is a 

promising potential for technology to facilitate stress alleviation and contribute to mental health. 

Current means to help with mental health include counseling, drug medications, and relaxation 

techniques such as meditation or breathing exercises to improve mental status. The theory of 

human touch that causes the body to release hormone oxytocin to effectively alleviate anxiety 

shed light on a potential alternative to assist existing methods. Wearable robots that generate 

affective touch have the potential to improve social bonds and regulate emotion and cognitive 

functions. In this study, we used a wearable robotic tactile stimulation device, to mimic human 

affective touch. The touch-stimulated brain waves were captured from 4 EEG electrodes placed 

on the parietal, prefrontal and left and right temporal lobe regions of the brain. The novel Deep 

MS- CNN with emotion polling structure had been developed to extract Affective touch, Non-

affective touch and Relaxation stimuli with over 95% accuracy, which allows the robot to grasp 

the current human affective status. This sensing and decoding structure is our first step towards 

developing a self-adaptive robot to adjust its touch stimulation patterns to help regulate affective 

status. 
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Appendix A.1 Wearable Robot to Regulate Mental States 

Anxiety disorders led to a global total of 24.6 million YLD in 2015 and it is ranked as the 

sixth largest contributor to non-fatal health loss globally, according the World Health 

Organisation (WHO) [131]. Current therapies include psychological therapies including 

cognitive-behavioral therapy (CBT), medication [132] and applied relaxation. Other methods, 

like Yoga, meditation or breathing exercise can also boost emotion and improve your body and 

mind healthiness [133]. Yet a majority of people with anxiety access to treatment or efficient 

help, due to failure of recognition or lack of resources of health professionals [134]. The theory 

of human touch that causes the body to release hormone oxytocin to effectively alleviate anxiety 

shed light on a potential alternative to assist existing methods. Wearable robots that generate 

affective touch have the potential to improve social bonds and regulate emotion and cognitive 

functions. 

In this research, we experiment with the approach of using wearable robot with tactile 

stimulations with the attempt to regulate human affective status. EEG (Electroencephalogram) 

recordings are used to interpret human emotions under Machine Learning algorithm. As such the 

robot can adaptively change its stimulation patterns according to the human emotion state 

readings in real time. 
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Appendix Figure A.1. Emotional mental states navigation. This picture shows the concept of using robotic 

haptic interface to generate synthesized affective touch to regulate human emotions. The human emotions are 

measured by EEG recordings, which can be further interpreted by deep learning neural networks. As a 

result, the robot can form a closed-loop system and change its stimulation patterns according to the current 

human emotion, so as to arbitrarily steer the human emotions in the emotional mental state space. 

Appendix A.2 Methods and Related Works 

Appendix A.2.1 Affective Touch Stimulations 

Touch is the first of our senses to develop [135], setting the stage for one of the earliest 

maternal interactions [136], as well as being a necessary part of caregiving interactions [137], 

[138]. Human touch has commonly been suggested to evoke a sense of “proximity and establish 

the human connection” [139]. 

Traditionally, touch tactile research has predominantly focused on the sensory-

discriminatory aspects of touch [140], mediated by fast-conducting, large diameter Aβ fibers 
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[141]. However, Olausson et al. [142], [143] argue that humans have a tactile system working in 

parallel with the sensory- discriminatory system. This system appears to be related to the social 

and affective aspects of touch, and parts of this signaling are thought to be mediated by a group 

of C-afferent fibers [9] (Appendix Fig. A.2). 

C-tactile (CT) fibers are afferent, unmyelinated skin receptors that typically respond to 

stimuli similar to a light, stroking touch [144]. CT afferents exhibit an apparent velocity 

dependent firing frequency which also coincides with subjective pleasantness ratings in healthy 

humans [144], [145]. The preferred velocity seems to reside between 1 and 10 cm/sec, giving 

rise to an inverted “U”, with lower CT-afferent firing and lower pleasantness ratings at slower 

and faster stroking velocities [144], [145]. The “Affective Touch”, in particular, caress-like, slow 

velocity, gentle stroking touch, has recently been associated with the C Tactile (CT). And its 

well-studied positive affective value [146] has been shown to convey social support and intimacy 

with greater specificity than other types of social touch [147], [148]. 

Appendix A.2.2 Emotion Recognition with Machine Learning Using EEG Signals 

Emotions are known as a group of affective states of human being arising as responses to 

stimuli from external environments or interpersonal events [146]. Different emotions possess 

critical influences on self-motivation generation and preferences of decision-making [147]. 

Representations of emotions include discrete scales in terms of angry, nervous, pleased, bored 

and so forth or using arousal-valence plane [148] – [150]. For the latter, 2-dimensional 

coordinates describe the nature of emotional experience via the core of the affections [151]. The 

arousal dimension is used to quantify different degrees from calm to excitement levels while the 

valence dimension indicates whether human feelings are positive (happy) or negative (sad) [152] 



 99 

 

– [155]. Appendix Fig. A.3 shows a typical layout of the arousal-valence plane, where multiple 

discrete emotional states, e.g., neutral, cheerful, peaceful, depressing and angry, can be defined 

with different combinations of arousal and valence levels. 

There are various methods to recognize emotions, such as using facial expression, 

speech, gesture, posture, etc., which has the advantage of easy data collections. On the other 

hand, using physiological signals, such as the electroencephalogram (EEG), body temperature 

(T), electrocardiogram (ECG), electromyogram (EMG), galvanic skin response (GSR), 

respiration (RSP), etc. These physiological sensors are more convenient to be embedded into 

wearable devices to make an integrated product. 

Among all above physiological signals, EEG signals took advantages of time, spatial, 

frequency and asymmetric related characteristics, which can provide rich information for 

emotion identification then other sensing modalities. In recent years, a high number of 

neuropsychological studies have reported correlations between EEG signals and emotions. There 

are two main areas of the brain correlated with emotional activity: the amygdala (projection of 

anterior insula) (located close to the hippocampus, in the frontal portion of the temporal lobe); 

and the pre-frontal cortex (covers part of the frontal lobe). Although there is no consensus about 

a possible lateralization of the amygdala, its activation seems to be more related to negative 

emotions than positive ones [157]. 
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Appendix Figure A.2. The two touch nerve fiber systems. The slow nerve fibres are unmyelinated C-tactile 

afferents (CT), responding optimally to slow gentle touch and projecting to limbic systems (insular cortex) in 

the brain. The fast touch nerve fibres respond to a wide range of mechanical stimuli and project to primary 

somato-sensory cortex for rapid discrimination. 

 

 

Appendix Figure A.3. Russell’s valence-arousal model and EEG frequency bands. (Left) Interpretation of 

different emotions based on Russell’s valence-arousal model [156]. (Right) EEG signal patterns in different 

frequency bands react to emotions. 
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To understand more about the emotion related brain activities, we can divide EEG 

frequency domain measurement into five frequency bands: delta (0.5–4 Hz), theta (4–8 Hz), 

alpha (8–13 Hz), beta (13–30 Hz), gamma (30–80 Hz), and mu rhythm (8–13 Hz). Alpha waves 

are typical of an alert but relaxed mental state and are evident in the parietal and occipital lobes. 

Beta waves are indicative of active thinking and concentration, found mainly in frontal and other 

areas of the brain. Changes in alpha power and asymmetry between the hemispheres of the brain 

are related to emotions. A relative right frontal activation is associated with withdrawal stimuli 

or negative emotions, such as fear or disgust. A relatively greater left frontal activation is 

associated with an approach stimuli or positive emotions, such as joy or happiness. Thus, the 

asymmetrical frontal EEG activity may reflect changes on the valence [157] – [160]. Beta bands 

are also related to valence [160]. Pre-frontal and parietal asymmetry in the alpha band and 

temporal asymmetry in gamma band are present for valence recognition, while pre-frontal 

asymmetry in alpha band and temporal asymmetry in the gamma band are observable for arousal 

recognition [161]. Changes in the gamma band are related with the happiness and sadness 

emotions, and so is the decrease in the alpha wave in different sides of the temporal lobe (left for 

sadness, and right for happiness) [162], [163]. 

Moreover, a recent work [164] demonstrated that, following a tactile stimulation 

caressing in the range of 2-4 cm/s, a suppression of μ-oscillations (8-12 Hz, the idling rhythm of 

sensorimotor regions) in electrodes over the contralateral somatosensory cortex occurs. 

Appendix A.2.3 Soft Pneumatic Actuator as Affective Touch Stimuli 

Interactive, pneumatically-driven actuators made from pliable materials and inspired by 

soft-robotic principles [165] are emerging as new kind of tactile stimuli. Several studies used this 
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type of actuators to investigate how such tactile sensations were perceived [165] – [167]. The 

pliable surface material, when deformed via pneumatic force enact tactile sensation through 

dynamic, seamless shape-changes against human skin. Such actuation affords a sensual quality 

resembling that of a human touch [165]. We refer such features as the “affective qualities” of the 

actuator. Such “affective qualities” lend soft pneumatic actuators comparable advantages to 

facilitate affective communication, than mechanical vibrators. Mechanical vibrators, although is 

currently the most widely used in wearable haptics design, have limitations in inducing pleasant 

sensations. For example one study showed that their high frequency movements can induce 

negative sensations after lengthy exposure [167]. 

In an effort to simulate human affective touch, AffectNode, a wearable, soft pneumatic 

actuators had been developed [168]. In a preliminary studies with AffectNode [168], 100% 

participants were able to identify a tactile pattern that they claim to give them pleasant feelings. 

AffectNodes2 (Appendix Fig. A.1) had since been designed, which contains an array of single 

actuators. The actuators could be actuated in a sequence with a velocity of 5-38cm/s and an 

applied force around 0.5N. We used AffectNodes2 in the current study. 

Appendix A.3 Experimental Procedures 

Appendix A.3.1 Experimental Protocol 

We have recruited 7 participants aged 23~40 (5 males, 2 females) in our preliminary 

affective touch and EEG recording experiment. No participants reported physical limitations and 

any experience of mental or personality disorder that would affect the experimental outcomes. 
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Participants were comfortably seated, and the left forearm was horizontally placed on the 

supportive cushion. For all trials, participants wore earplugs in order to prevent auditory cues, 

and were restricted from watching the researcher with their eyes looking at different directions 

opposite to the positions where the touch experiment took place, to ensure that the tactile stimuli 

were not facilitated by visual input and eliminate any anticipatory effect resulted from knowing 

the type of stimuli treatment in advance. 

In the experiment, we used robot tactile interface, where we can arbitrarily adjust the 

touch stimuli patterns in different speed and normal forces applied on the wearer’s skin. The 

velocity and force profiles were preliminarily selected as 6 cm/s and 0.5N to simulate the 

affective touch (which is based on the previous literature studies that the 6 cm/s falls in the 

optimal speed of affective gentle touch, i.e., CT-Optimal touch), while 30 cm/s and 0.5 N are 

selected to generate the non-affective touch stimuli. 

We executed 7 different sessions of stimulation protocols among each participant: 

(Session 1) Relaxation: The participant was simply doing nothing but with his/her arm resting 

on the supportive holder and stayed still to establish the baseline. The entire session lasted for 3 

min. (Session 2) Slow Brush Stroke: The participants received stimulations from a cosmetic 

make-up brush (Natural hair brush, No 7, The Boots Company) with the stroke speed of 6 cm/s, 

normal force of 0.5N, according to the setups of affective, gentle touch criteria (CT-Optimal 

touch). The entire duration lasted for 2 min executed by the researcher (experimenter). There was 

2s pause between each stroke. (Session 3) Fast Brush Stroke: The participants received 

stimulations from a paint brush with the stroke speed of 30 cm/s and normal force of 0.5 N. The 

entire session lasted for 2 min executed by the researcher. There was 1s pause between each 

stroke. (Session 4) Slow Human Touch: The researcher used one hand to apply a gentle touch 
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on the participant’s forearm, again, with the speed of around 6 cm/s and normal force of 0.5N to 

generate CT-Optimal touch behavior with the duration of 2 min. There was 2s pause between 

each stroke. (Session 5) Fast Human Touch: The researcher used the hand to apply a very fast 

touch on the participant’s forearm skin, with the speed of 30 cm/s, and force 0.6 N for totally 2 

min. There was 1s pause between each stroke. Between each slow touch stimuli there was a 2s 

interval and 1s interval between fast touch stimuli. (Session 6) Robot touch: The wearable 

interface applied a force of 0.5N with a stimulation velocity of 6cm/s. Participants were also 

required to give feedbacks and ratings of emotion arousals and valence after each experiment 

session. 

Appendix A.3.2 Data Collections and Analysis 

For the whole experiments, brain signals were collected through the OpenBCI Cyton 

Biosensing Board (8-channels), with 250 Hz sampling rate and 24-bit resolution. The gold-plated 

(Au) cup electrodes were placed on the participant’s head to measure EEG signals. To measure 

the most relevant emotion-related EEG signals, we put 4 electrodes on the scalp at standard 

positions T7, T8, CPz and Fpz (according to the International Standard 10-20 System) 

(Appendix Fig. A.4), which correspond to the left and right temporal lobe, central parietal lobe, 

and pre-frontal lobe regions. The specific emotional responses can be found in these regions 

accordingly as described in Section - Appendix A.2. There is also one GND electrode attached 

on the left earlobe to provide the reference signal. We only use totally 5 electrodes to reduce the 

burden of the participants and make the wearable platform as compact as possible. 
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Appendix Figure A.4. Brain functional cortical areas and EEG electrode placements. (Left) Brain regions: 

The brain cortex subdivided into the frontal, temporal, parietal, and occipital lobes with different function 

correspondences. (Right) The interpretation of EEG 10-20 system: Our electrodes are attached on the left 

and right temporal lobe regions (T7) & (T8), central parietal lobe (CPz) and prefrontal lobe (Fpz). 

 

The finite impulse response (FIR) band pass filter of 1~50 Hz, and notch filter of 50 Hz 

and 60 Hz, with Hamming window being utilized, are to remove DC offset, power line 

interference and electrocardiogram artifact. The signals were then transformed into frequency 

domain by short-time Fourier transformation (STFT), with sliding window 1s (250 data points) 

and 80% time window overlap. Afterwards, we divided frequency domain EEG power spectrum 

into 5 different bands, including: delta (0.5–4 Hz), theta (4-8 Hz), alpha (8-13 Hz), beta (13-30 

Hz) and gamma (30-80 Hz). And the average power of each frequency band was extracted. 

The affective touch induced EEG signals under different stimulation patterns were then 

compared at each electrode (4 aforementioned brain regions), by using STFT and average power 

analysis in each frequency band. Appendix Fig. A.5 shows the 3D representation of STFT 

spectrogram at central parietal cortex (CPz) during the entire 2 min experimental session. We 
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can observe that the slow human touch and slow brush stroke have obvious power attenuation, 

especially in the alpha and beta frequency bands, compared to other touch stimuli including 

stroke have relatively higher arousal. To be noticed, there are some ripples in STFT spectrogram 

during the human touch (corresponding to the touch intervals), because whenever the human 

touches the skin, the peripheral nervous system (Aβ fibers) will deliver somatic sensation signals 

to notify the parietal lobe cortex, which is just captured by our electrode at CPz. 

 

 

Appendix Figure A.5. The 3D diagram of Short-Time Fourier Transform (STFT) of EEG signals collected 

from Parietal Cortex (CPz). It shows the EEG power spectrum evolution for the two minutes tactile 

stimulation session under different affective touches. 

 

Appendix Fig. A.6 and Appendix Fig. A.7 show the Comparison of average brainwave 

intensity in different frequency band under different touch stimulations, observed from electrode 

3 (CPz) and 4 (Fpz). We can see that the average power distribution of robot simulated affective 
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touch and slow human touch are very similar, and lower than the other touch stimulations, which 

illustrates that our device can effectively replicate human affective touch sensations. 

The data collected here at all 4 electrodes in the representation of power spectrum will be 

further utilized as training and testing dataset for our machine learning algorithm. 

 

Appendix Figure A.6. Comparison of average brainwave intensity in different frequency band under affective 

touch in electrode 3 (CPz). 

 

Appendix Figure A.7. Comparison of average brainwave intensity in different frequency band under affective 

touch in electrode 4 (Fpz). 
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Appendix A.4 Deep Multi-Spectrogram Convolutional Neural Network (Deep MS-CNN) 

for Emotion Recognition from Multiple Electrodes  

To truly develop an intelligent wearable robot that can adapt to human’s emotion and 

change the tactile patterns, we have to let the robot know what the human currently feels. As 

discussed above, a very important part of this paper is to develop an EEG-based emotion 

extractor for multiple electrodes that is trainable, producing informative representations for 

recognition and retrieval touch-stimulated emotions, and is efficient to compute. 

The traditional way of using time-series data representation to identify EEG signals poses 

the problems of easily compromised by external and internal disturbances from the environment 

and body motions. As such, using frequency domain analysis has been demonstrated to be more 

reliable and have relatively stable quality in various brain activity identifications. In our 

approach, we used imaged- based frequency power spectrogram as the input features to our 

algorithm for the training and testing analysis. 

Our spectrogram-based representations start from multiple views of STFT spectrogram, 

generated from time-series EEG data collected by sliding-windows at each electrode. 

The mathematical description of the Discrete-time, short-time Fourier transformation 

(STFT) is: 

 

 𝑋𝑚(𝜔) = ∑ x(n)w(n − mR)𝑒−𝑗𝜔𝑛∞

𝑛=−∞
                                        (A.1) 

where   

      𝑥(𝑛) = input time-series EEG signal at time n, 

      𝑤(𝑛) = length m window function, 

, 
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      𝑋𝑚(𝜔) = DTFT of windowed data centered about time mR, 

      𝑅 = hop size, between successive DTFTs. 

In our experimental settings, we pick 𝑤(𝑛) as Hamming window, with m = 250 data pts, 

R = 0.2 (80% overlap size between each window). After the STFT, each time-series data 

collected by Hamming window will be transformed into frequency domain with 250 frequency 

components, i.e., 𝑋𝑚(𝜔) ∈ 𝑅250×1 vector. We keep the Hamming window sliding through the 

time-series data with 80% overlap until we collect 250 𝑋𝑚(𝜔) vectors, and obtain a spectrogram 

image with the size of 250×250 matrix. Notably, as long as we keep collecting the data using the 

sliding window strategy, we will get as many spectrogram images as possible. These 

spectrogram image will constitute the training and testing samples of our machine learning 

algorithm. 

A simple way to use multiple spectrogram is to generate a 2D image emotion descriptor 

(please see the next Section – Emotion Descriptor) per each spectrum, and then use the 

individual descriptors directly for recognition tasks based on some voting or alignment scheme. 

For example, a naive approach would be to average the individual descriptors, treating all the 

spectrums as equally important. 

Alternatively, if the spectrograms are rendered in a similar way, one could also pick one 

descriptor from all the views. Unfortunately, it is not always the case in our evaluation. In 

contrast to the above simple approaches, an aggregated representation combining features from 

multiple spectrograms is more desirable since it yields a single, compact descriptor representing 

the emotion. Our approach is to learn to combine information from multiple spectrograms using 

a unified CNN architecture that includes an emotion extraction layer (Appendix Fig. A.8). All 
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the parameters of our CNN architecture are learned discriminatively to produce a single compact 

descriptor for the emotion. 

 

Emotion Descriptors:  

The emotion descriptors we consider here is the CNN activation features. For our CNN 

features we use the VGG-M network from which consists of mainly five convolutional layers 

conv1,...,5 followed by three fully connected layers fc6,...,8 and a softmax classification layer. 

The penultimate layer fc7 (after ReLU non-linearity, 4096-dimensional) is used as emotion 

descriptor. The network is pre-trained on ImageNet, and then fine-tuned on all 2D spectrograms 

of the EEG signals in the training dataset. 

 

Multi-spectrogram CNN:  

Here, we focus on the problem of learning to aggregate multiple spectrogram in order to 

synthesize the information from all views into a single, compact emotion descriptor. We design 

the multi-spectrogram CNN (MS-CNN) on top of spectrogram-based CNNs (Appendix Fig. 

A.8). Each spectrogram observed from each electrode is passed through the first part of the 

network (CNN1) separately, aggregated at an emotion extraction layer, and then sent through the 

remaining part of the network (CNN2). All branches in the first part of the network share the 

same parameters in CNN1. We use element-wise maximum operation across the spectrogram in 

the emotion extraction layer. An alternative is element-wise mean operation, but it is not as 

effective in our experiments. The emotion extraction layer can be placed anywhere in the 

network. We show in our experiments that it should be placed close to the last convolutional 
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layer (conv5) for optimal classification and retrieval performance. Emotion extraction layers are 

closely related to max-pooling layers and maxout layers, with the only difference being the 

dimension that their pooling operations are carried out on. The MSCNN is a directed acyclic 

graphs and can be trained or fine-tuned using stochastic gradient descent with back-propagation. 

 

Performance Evaluation: 

We separate the training data sets into 3 categories: Affective touch, Non-affective touch 

and Relaxation (Neutral State). The affective touch constitutes all the touch stimuli which satisfy 

the affective touch condition (i.e., speed: 6 cm/s; normal force 0.5 N) (including slow human 

touch, slow brush stroke and robot slow touch), while non-affective touch comprises all the other 

touch stimuli not satisfying the conditions (including fast human touch and fast brush stroke). 

And we use the data collected in the relaxation session as the relaxation (neutral state) training 

datasets. All the datasets are separated into 5 folds as training and testing (validation) datasets for 

cross-validation. 

The training progress diagram and confusion matrix can be seen in Appendix Fig. A.9 

and Appendix Fig. A.10. It shows fast convergence rate when reaching to the stable 

classification accuracy, which is around 95%, to identify affective touch, non-affective touch and 

relaxation states. The true positive rate to identify each classified touch category is also 

significantly higher than the false positive rate.  
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Appendix Figure A.8. Deep Multi-spectrogram Convolutional Neural Network (Deep MS-CNN) structure for 

touch-stimulated emotion extraction. The training and testing data sets collect from 4 electrodes (using STFT 

transformed into power spectrogram), are passed through CNN1 (emotion descriptor) to extract emotion-

based features. These are then pooled across all emotion descriptors and passed through CNN2 to obtain 

identified human emotion. 

 

In addition, we have compared our Deep MS-CNN classifier with the traditional KNN 

(K-nearest Neighbor) and SVM (Support Vector Machine) classification methods, where we 

extracted the features from frequency domain (i.e., 1-D vector containing 125 frequency 

components) transformed from time-series data using STFT sliding window technique. We used 

3-nearest neighbors and Euclidean distance measurement to train the KNN model, while the 

Gaussian kernel function and One-vs-One multiclass classification method are applied on the 

SVM model. The classification results can be found in Appendix Table A.1. And our Deep MS-

CNN also outperform the rest two classifiers. 
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Appendix Figure A.9. Training progress diagram. 

 

 

Appendix Table A.1. Classification Accuracy for Various Methods of Emotion Identification for EEG signals 

 CLASSIFICATION 

(ACCURACY) 

AUC 

DEEP MS-CNN 95.3% 1.00 

SVM 80.4% 0.94 

KNN 60.5% 0.74 
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Appendix Figure A.10. Confusion matrix. 

 

Appendix Figure A.11. ROC curve with different classification methods. 
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Appendix A.5 Findings and Future Works 

The preliminary research work conducted in this paper is to establish a fundamental 

building bock to develop a high accuracy emotion states extractor based on EEG measurements 

to get feedback to the wearable robot. The developed learning framework can span to more 

electrodes attached on the head to identify different emotion or cognitive behaviors. The power 

spectrum frequency band analysis demonstrated that there are similarities of stimuli performed 

by robot tactile device and affective touch performed by slow brush and human hand. However, 

the sample size was small to draw conclusive insight. Some assumptions have been made in this 

preliminary machine learning model training, which is a limitation of this study: (1) the human 

subjects are restricted under the initial states in the relaxation, which could limit the possibility 

that human could have other emotion regulation consequences under the affective touch, if the 

initial states are different than the relaxation, e.g., “Happy”, “Sad” or “Excited”. (2) The model 

assumes every person will have the same emotional response under the same touch stimuli and 

individual difference hasn’t been taken into account. 

Our future work includes expanding the sample size to collect more quantified emotion 

ratings/labels in order to provide more effective emotion mental states recognition under our 

Deep MS-CNN framework. And system identification of each individual person’s emotion 

regulation dynamics will be conducted. Also, the adaptive affective control algorithm will be 

investigated to change the stimulation patterns of the robot. 
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