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Abstract

Increasingly researchers are discovering that many health outcomes are associated with gut microbiome. This was the motivation for the research conducted in this thesis with focus on psychosocial and metabolic health of caregivers of cancer patients. The microbiome data used in this study were obtained from cancer caregivers who participated in a study focusing on the relationship between psychosocial and behavioral predictors, and metabolic syndrome. Our goal was to determine how well microbiome alone can predict the psychosocial and metabolic health of a caregiver, as defined by depression, stress, hostility and patient-caregiver relationship, and metabolic syndrome.

We explored two different prediction (or classification) procedures, namely Fisher’s Linear Discriminant Analysis (LDA) and logistic regression. The predictors consisted of the five important bacterial phyla that constitute 95% of the adult gut flora, namely, Actinobacteria, Bacteroidetes, Firmicutes, Proteobacteria, Verrucomicrobia, with the remaining phyla combined as “Other”. Aitchison’s log-ratios were used to transform the data from the simplex to the Euclidean space before applying LDA and logistic regression.

For the five health characteristics, we found that the logistic regression had generally higher total correct prediction/classification rates for classifying subjects into their correct health categories than LDA. We found the overall correct classification rates for depression and patient-caregiver relationship to be 80% and 67%, respectively. Thus, there is an 80% chance of correctly
predicting the depression symptom category (low or high) of a caregiver using the microbial phyla. The correct classification rates for caregiver stress, hostility and metabolic syndrome were about 63%, 60% and 53%, respectively.

This appears to be the first study that attempted to predict psychosocial characteristics and metabolic health of a caregiver using the stool microbial phyla in cancer patient caregiver population. Although the overall success is modest, the results are encouraging to conduct a larger follow-up study which can have major clinical implications. If successful, like blood and urine tests, the stool microbiome can potentially be used to diagnose the above noted psychosocial characteristics and metabolic syndrome for caregivers. The public health relevance of this study is that we provided a direction on developing new microbiome-based intervention for helping cancer patient caregivers relieve mental and physical health symptoms.
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1.0 Introduction

With the advent of high throughput sequencing technologies, the past decade has witnessed an exponential growth in human microbiome studies for understanding the role of microbiome in human health (Hadrich, 2018). A variety of diseases and health conditions have been demonstrated to be associated, and even caused, by human. To put things in proper perspective, between 2013 and 2017 about 13,000 papers related to gut microbiome were published and in 2017 alone there were about 4000 publications (Cani, 2018). The 13,000 publications during the period 2013 to 2017 account for nearly 80% of total publications on the subject since 1977.

This exponential growth in literature is not surprising because humans are largely microbial organisms (Cani, 2018) and therefore human mental and physical health may partly be affected by the imbalances and changes in microbial composition. Increasingly researchers are discovering functions and mode of action of different bacteria in various diseases. Some popular examples are gram-negative bacteria such as some members of the phylum Proteobacteria, including Escherichia coli, Salmonella, Shigella, Enterobacteriaceae, Pseudomonas, Moraxella, Helicobacter, and so on, that are associated with or cause various diseases (Shin, Whon, & Bae, 2015). The outer membrane of gram-negative bacteria has lipopolysaccharides (LPS) which are also known as lipoglycans and endotoxins. They are involved in the production of pro-inflammatory cytokines such as interleukin-1B (IL-1B), IL-2, IL-6, interferon gamma (IFN-γ), and tumor necrosis factor (TNF) (Kany, Vollrath, & Relja, 2019). The LPS pathway is not limited to pro-inflammatory gram-negative bacteria alone, but there are other bacteria which are also involved in triggering the LPS. For example, it is well-known that increase in phyla Firmicutes (and perhaps Actinobacteria) and a decrease in Bacteroidetes may potentially increase the
absorption of lipopolysaccharide (LPS) causing the activation of Toll-like receptors 2 and 4, among others, thus leading to inflammatory pathways and hence insulin resistance and metabolic syndrome (Caricilli & Saad, 2013).

Many of these are known to be involved in various risk factors of metabolic syndrome such as insulin resistance and obesity (De Luca & Olefsky, 2008). Metabolic syndrome is a combination of several well-known cardiovascular risk factors including insulin resistance, diabetes, stroke, measured by blood pressure and abdominal girth (Huang, 2009). Psychosocial factors including stress, depression and hostility are associated with the components of metabolic syndrome, such as increased insulin resistance, hypertension and obesity (Vaccarino et al., 2008). And cancer patient caregivers were found under the risk of coronary heart disease and stroke, which are the components of metabolic syndrome (Ji, Zöller, Sundquist, & Sundquist, 2012). Therefore, cancer caregivers are of interests in this study because they are under the risks of some mental health problems which were linked to metabolic syndrome.

Several mental health problems such as depression, stress, and anxiety are linked to dysbiosis in the gut bacteria (Reber et al., 2016). Depression, for example, is correlated with increased levels of IL-6 and TNF-α (Berk et al., 2013). The gut microbiome are known to affect the production of these cytokines. An increase in the relative abundances of Actinobacteria and Bacteroidetes, and a decrease in the relative abundance of Firmicutes was observed in patients with depression symptoms compared to the healthy controls (Jiang et al., 2015). In a CD-1 mouse study (Bailey et al., 2011), the authors noticed a decrease in the abundance of Bacteroidetes to be associated with stress.

Thus, there is considerable evidence to suggest that the microbiome is associated with metabolic syndrome as well as with psychosocial factors. However, these associations have not
been well studied in the caregiver population of cancer patients. By understanding these
associations, and if possible causal pathways, one may potentially derive new microbiome-based
treatments for caregivers, such as probiotics or even fecal matter transplantation (FMT) which is
becoming increasingly popular method of treatment for many diseases. Such approaches may be
necessary considering the fact that the average age of caregivers is over 60 and hence may not be
adaptable to new diets, physical and social activities which are often necessary for improving
health.

Therefore, in this thesis we take the first step towards understanding how well the gut
microbiome predicts various physical and psychosocial characteristics. Specifically, we are
interested in predicting characteristics such as depression, stress, hostility and patient-caregiver
relationship, and metabolic syndrome using gut microbiome. Similar to how physicians predict the
various health characteristics of patients using blood and urine samples, we are interested in
knowing whether gut microbiome can be used to predict a caregiver’s health in terms of the above
characteristics.

This thesis is organized as follows. In Chapter 2 we describe the microbiome data obtained
from a pilot study, followed by the statistical methodology used in this thesis to predict the
psychosocial and metabolic health of a caregiver. In particular, we describe Fisher’s linear
discriminant analysis (LDA) and logistic regression-based methodology. Results of the analyses
of the pilot data are summarized in Chapter 3. Concluding remarks along with strengths and
limitations of the study are provided in Chapter 4.
2.0 Methodology

In this section, we begin by introducing some notations and background information for classifying subjects into different categories of a phenotype. For simplicity of exposition, we shall use the generic term “phenotype” to mean either depression, stress, hostility, patient-caregiver relationship, or metabolic syndrome.

We consider two classification or class prediction procedures, namely, the Linear Discriminant Analysis (LDA) and the logistic regression analysis.

2.1 Microbiome Data

The typical microbiome data are obtained using two different technologies, one based on 16s ribosomal RNA (16s rRNA) and the other based on metagenomics. Although the statistical methodology described in this thesis is broadly applicable to data obtained from either technology, in this thesis we focus on data obtained from 16s rRNA. Typically, the 16s rRNA technology yields operational taxonomic unit (OTU) categories, which may be viewed as surrogates for various bacteria available in various databases. These OTUs may be summarized at different levels of phylogeny, such as phylum, genus, family, etc. The dominant phyla in the human gut are Actinobacteria, Bacteroidetes, Proteobacteria, and Firmicutes (Kho & Lal, 2018). For simplicity of exposition, throughout this thesis we use the term “taxa” to represent bacteria at any level of the phylogeny. The singular of taxa is “taxon”.
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The OTU count data is a matrix where the rows (denoted by \( p \)) are the various OTUs and the columns are the samples or subjects (denoted by \( n \)) belonging to different study groups. Often \( n < p \) and hence the curse of dimensionality. The OTU data matrix is often called the OTU table. The OTU table has three important characteristics. Firstly, it is a sparse table – meaning a large number of entries are zeros (or unobserved). As described in Kaul et al. (2017), zeros arise in the OTU tables for a number of reasons (Kaul, Mandal, Davidov, & Peddada, 2017). Kaul et al. identified three major sources of zeros, namely, structural zeros, outlier zeros and zeros due to sampling depth or library size. A second important characteristic of the OTU table is that the observed data are necessarily compositional, i.e. they are relative abundances of taxa that sum to a constant. Consequently, standard Euclidean space-based methods are not appropriate for these data as they reside inside a \( p \)-dimensional simplex. One needs to transform the simplex space-based data into appropriate \((p-1)\)-dimensional Euclidean space data and then apply Euclidean space methods (Kaul, Davidov, & Peddada, 2017; Kaul, Mandal, et al., 2017; Mandal et al., 2015). The third important characteristic of the OTU table is that the library size across samples (i.e. total number of bacterial counts) is not constant. This variation can be troubling when the library sizes are highly variable. As will be described in the next subsection, the Aitchison’s log-ratio based methodology used in this thesis overcomes several of the above issues.

2.1.1 Dimension Reduction

Since the number of taxa is usually large, often larger than the sample size, many classification methods including LDA and logistic regression model cannot be applied directly without performing some notion of dimension reduction. While one may use the computational methodology developed in Kaul et al. (2017), we take a more biological approach to dimension
reduction. Rather than working with OTUs which are often very sparse, i.e., about 90% of OTU tables consist zeros and the sample size is often substantially smaller than the number of OTUs (dimension of the problem), we perform classification of samples at a higher level of the taxonomy, namely the phyla level. As often done in microbiome literature, we removed phyla that were observed in only one subject. Among the remaining phyla, we combined phyla that were observed in less than 30% of the subjects (i.e. 9 subjects out of 30) to further reduce the dimension of phyla table. This was necessary because we have a very small sample size and if we did not establish such filters then we would be dealing with very small and sparse data to draw any useful conclusions. After completing these pre-processing steps, we summarized the taxa into five phyla, which constitute more than 95% of the taxa in an adult gut, namely, Actinobacteria, Bacteroidetes, Firmicutes, Proteobacteria, Verrucomicrobia, with the remaining taxa were combined into a single group called Others. By doing so, we also addressed the sparsity issue related to OTU tables.

As noted earlier, the relative abundances of microbiome data sum to 1. Thus, the data reside inside a simplex. To be precise, suppose for the \( i^{th} \) subject, \( i = 1, 2, ..., n \), \( Y_i = (Y_{i1}, Y_{i2}, ..., Y_{id+1})^T \) denotes the abundance of \( (d+1) \) taxa. Since \( Y_i \) is a point inside a simplex, i.e. \( \sum_{j=1}^{d+1} Y_{ij} = C \), we therefore use Aitchison (1982) transformation of the data to a \( d \) – dimensional Euclidean space by converting data into log-ratios using one of the taxa as the reference taxon. Without loss of generality, suppose \((d + 1)^{th}\) taxon is the reference taxon, then we transform \( Y_i \) to \( X_i \), where \( X_{ij} = \ln \left( \frac{Y_{ij}}{Y_{id+1}} \right) \). Thus, all our calculations are based on these log-transformed data. It is important to note that some of the abundances \( Y_{ij} \) may be zero. Because Bacteroidetes and Firmicutes are two common phyla in every subject, we treated the Bacteroidetes as the reference taxon to perform log-transformation. In such cases, following Kaul et al. (2017), we shall classify the data into one of the three types of zeros using the methodology described in Kaul et al. (2017).
If it is either a structural zero or an outlier zero, we shall treat that observation as a missing value in the rest of the calculations. If it is a sampling zero then it will be replaced by 1 before computing logarithms. While imputing the missing counts by 1 is arbitrary, and may even lead to slight inflation of false positive and false negative rates (Kaul et al., 2017), standard imputation methods are not valid for microbiome data because of differential library sizes across samples (Kaul et al., 2017) and this is the common approach used in the microbiome literature (Mandal et al., 2015). Therefore, the transformed microbiome data matrix used to do analysis in following sections has 5 dimensions.

2.1.2 Estimation of Mean and Covariance Matrix

As we mentioned in the previous section, the structural zeros and outlier zeros were treated as missing value in the transformed data matrix, thus the distribution of the missing patterns was needed to be defined. Kaul et al. (2017) derived the distribution of missing pattern $M_i$, and supposed that the missingness has independent but not identical probability to satisfy the definition of structural zeros and outlier zeros. The observed data $X_{ij}$ after log-transformation is needed to be defined by an index set $A_i = \{j, M_{ij} = 1\}$ (Kaul, Davidov, et al., 2017). Therefore, the estimation of sub-vector mean $\mu$ and covariance matrix $\Sigma$ can be calculated by the components of $X_{ij}$ in the index set $A_i$, which are non-zero components of the observation. Kaul claimed that the zero components of an observation do not affect the distribution of non-zero components in the same observation. Under this definition, we can derive the estimation of mean vector of non-zero components, for each $1 \leq l, m \leq d$, where $n_{(l)}$ is defined as the number of subjects where $l$th component is observed.
\[
\hat{\mu}_l = \frac{1}{n(l)} \sum_{i \in n(l)} X_{il}, \quad 1 \leq l \leq d
\]

The estimation of covariance matrix \( \hat{\Sigma} \) is defined as follow, where \( n(l, m) \) is defined as the number of subjects where both \( l \)th and \( m \)th components are observed. The precision matrix \( \hat{\Omega} \) is the inverse of the estimator of the covariance matrix \( \hat{\Sigma} \).

\[
\hat{\sigma}_{lm} = \frac{\sum_{i \in n(l,m)} (X_{il} - \hat{\mu}_l)(X_{im} - \hat{\mu}_m)}{n(l,m)}, \quad \hat{\Sigma} = [\hat{\sigma}_{lm}]_{l,m=1,\ldots,d}
\]

However, the estimation of the precision matrix is not guaranteed to be positive definite due to the estimation of covariance matrix is not guaranteed to be positive definite. A mild assumption on the missing structure was made to proceed the estimation of covariance matrix and precision matrix with any \( 0 \leq q < 1 \). We assume the covariance matrix and precision matrix belongs to the following classes of matrices respectively,

\[
M(q, s_0(d), K) = \left\{ \Sigma: \sigma_{ii} \leq K, \max_{1 \leq i \leq d} \sum_{j=1}^{d} |\sigma_{ij}|^q \leq s_0(d) \right\}
\]

\[
U(q, s_0(d), K) = \left\{ \Omega: \Omega > 0, \|\Omega\|_{L_1} \leq K, \max_{1 \leq i \leq d} \sum_{j=1}^{d} |\omega_{ij}|^q \leq s_0(d) \right\}
\]

where \( s_0(d) \) is depend on \( d \), \( \|\Omega\|_{L_1} = \sum_{i,j} |\omega_{ij}| \) is the elementwise \( l_1 \) norm. The estimator \( \hat{\Omega} \) converges to positive definite limit with asymptotic probability 1 by the theorem developed in Kaul study (Kaul, Davidov, et al., 2017). The theorem indicates if \( X_i, 1 \leq i \leq n \) follow the Gaussian distribution and \( \Omega \in U \), then the Sup norm of \( \hat{\Omega} - \Omega \) is bounded with the probability at least \( 1 - c_1 \exp(-c_2 \log d) \).

\[
\|\hat{\Omega} - \Omega\|_\infty = O \left( \sqrt{\frac{\log d}{n}} \right)
\]
2.1.3 Dataset

We use gut microbiome data derived from stool samples obtained from thirty caregivers who participated in a pilot study conducted by Dr. Steel. These thirty caregivers were a sample from a larger trial (Steel et al., 2019). The caregivers with their spouses who had cancer were involved in a prospective study and evaluated on mental and physical health by using questionnaires, physical exams and blood tests at the entry of the study and at 6- and 12-month follow-up (Steel et al., 2019). The microbiome data and instruments were collected at baseline. The dataset for analysis and classification is summarized as a combination of the phyla table, and the mental and physical health outcomes. The phyla table has 30 observations and 5 variables including the counts of each of four phyla, namely, Actinobacteria, Firmicutes, Proteobacteria, Verrucomicrobia, and Others. The mental and physical health outcomes are caregiver stress, depression, hostility and patient-caregiver relationship, and metabolic syndrome. Each of these mental and physical health outcomes will be introduced in the following section. The phyla table is used to created classification models according to each of five health outcomes. As noted earlier, log-ratios were calculated with respect to Bacteroidetes. Hence, throughout this chapter from this point on we shall not explicitly mention Bacteroidetes. All remaining phyla are understood to be relative to Bacteroidetes.
2.2 Instruments

2.2.1 Psychological and Social Variables

Caregiver stress was evaluated by the reversed score obtained from the Caregiver Quality of Life Index-Cancer (CQOLC) scale with 35 items of cancer-specific instruments. It accessed the life quality of cancer caregivers (Weitzner, Jacobsen, Wagner, Friedland, & Cox, 1999). The scores were reversed so that a high score represents high caregiver stress or poor quality of life (Steel et al., 2019). The subjects were classified into low stress level group if stress score was less than the median of its distribution, which was 23, otherwise classified into high stress level group (Table 1).

Depressive symptoms were measured by the caregivers reported score obtained from the Center for Epidemiologic Studies-Depression (CES-D), which is a 20-item self-report questionnaire of depression symptoms (Radloff, 1977). The caregivers were evaluated by the self-report score on a 4-point scale by every week of depressive symptoms (“rarely”, “some days”, “occasionally”, or “most days”) (Steel et al., 2019). The subjects were classified into the different group of two depression categories according to the CES-D score. When depression score obtained from CES-D was less than 16, the subject was classified into the group representing the low depression symptoms levels, otherwise classified into the group representing the high depression symptoms levels.

Hostility was defined by mistrust, cynicism, and negative beliefs and attributions concerning others (Smith, 2003). The same measurement, the Cook-Medley Hostility Scale with 50 items. The 50 self-report questions were true-false items from the Minnesota Multiphasic Personality Inventory (Scherwitz, Perkins, Chesney, & Hughes, 1991). The subjects were
classified into a binary outcome with low and high level of hostility by the median of the hostility scores (Table 1).

Relationship between the caregiver and the patient was evaluated by the score obtained from the short form of the Dyadic Adjustment Scale (DAS-7) with 7 items (Hunsley, Best, Lefebvre, & Vito, 2001; Spanier, 1976). DAS is used to evaluate the satisfactory of the relationship between caregivers and their spouses with cancer (Spanier, 1976). The subject was classified into the DAS group with two categories representing the low and high level of the relationship by the median of the DAS scores, respectively (Table 1).

2.2.2 Metabolic Syndrome

As we mentioned in the previous section, metabolic syndrome was a group of risk factors for cardiovascular disease (CVD). The metabolic syndrome score was evaluated by five metabolic abnormalities: (a) abdominal girth ≥ 40 inches in men and ≥35 inches in women; (b) elevated serum triglycerides ≥ 150 mg/dL; (c) HDL < 40 mg/dL in men; (d) blood pressure ≥ 130/85 mmHg or drug treatment for high blood pressure; and (e) nonfasting glucose ≥ 140 mg/dL (Steel et al., 2019). The metabolic syndrome score is the number of how many metabolic abnormalities were reported for caregivers, which was obtained from the pilot study (Steel et al., 2019). We classified the subjects with two or less risk factors as the no metabolic syndrome group, while classified the subjects with three or more risk factors as the metabolic syndrome group.

<table>
<thead>
<tr>
<th>Table 1 Medians for each of the five variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caregiver Stress</td>
</tr>
<tr>
<td>23</td>
</tr>
</tbody>
</table>
The mental and physical health variables were defined as binary outcomes. The cutoff point in each phenotype is the median of that variable, except for the depression and metabolic syndrome. The cutoff point of depression is 16 from the score of the questionnaire due to the extensive research that has demonstrated that a score of 16 has a high sensitivity and specificity for detecting a DSM diagnosis of Major Depressive Disorder assessed using a structured clinical interview. A subject with metabolic score less than or equal to 2 was classified as “no metabolic syndrome”, and a subject with score more than two was classified as “have metabolic syndrome”. Mental and physical health table has 30 observations and 5 binary outcomes. The classification model which will be introduced in the following sections has been performed for the phyla table according to each of five binary outcomes.

2.3 LDA Classification Model

LDA is the method to find linear combinations of predictors that define or separate two or more classes of subjects (Fisher, 1936). To simplify and reduce the dimension of the data matrix, our analysis is based on “phylum” level, thus the dimension (d) is less than the sample size (n = 30). In this case, the precision matrix Ω can be estimated and performed in the LDA based classification according to each phenotype.

Since we have a small sample size, we estimate the correct classification rate of LDA method using the Leave-One-Out (LOO) method instead of creating test and training sets (Johnson & Wichern, 2002). The LOO method is implemented as follows. From the 30 observations, we hold back one observation and use the remaining 29 observations to create the linear discriminant rule. Using this rule, we classify the observation that was left out. We repeat this process with all
30 observations and obtain the proportion of correct classification rates. Three different types of classification rates were calculated; (a) correct classification rate for subjects in group 1 (e.g. low stress group), (b) correct classification rate for subjects in group 2 (e.g. high stress group), (c) overall correct classification rate for both groups combined.

Classification of subjects into two groups using LDA method is performed as follows. Using the methodology described in Chapter, we obtain the sample mean vectors \( \hat{\mu}_1 \) and \( \hat{\mu}_2 \) for group 1 and group 2, respectively, and the precision matrix \( \hat{\Omega} \), under the assumption that two groups have the same population covariance matrix \( \Sigma \). Let \( X = (X_1, \ldots, X_d)^T \) denote a vector corresponding to a new subject to be classified into group 1 or group 2. Let

\[
\delta_r(X) = X^T \Omega \hat{\mu}_r - \frac{1}{2} \hat{\mu}_r^T \Omega \hat{\mu}_r, r = 1, 2
\]

Then observation \( X \) is classified into group 1 if \( \delta_1(X) > \delta_2(X) \), otherwise classified in group 2. The correct classification rate for group \( r \) is calculated by the number of subjects classified into the group \( r \) where they are observed in. For example, the correct classification rate for low depression symptoms level group is 66.7%, because out of 15 caregivers who belong to the low depression symptoms group, 10 were correctly classified into that group.

### 2.4 Logistic Regression Model

In addition to the LDA method, logistic regression was also performed. The generalized logistic regression model defined the linear predictors \( \eta_i \) calculated by the logistic regression equation. We defined each of the five mental and physical health outcomes as a binary response \( Y_i \), where \( i = 1, \ldots, n \), and the probability of \( Y_i = 1 \) is modeled by the equation \( \pi_i = \)
\( P(Y_i = 1 \mid x_i) \), where \( Y_i = 1 \) represents the subject \( i \) is classified into the high-level group of the phenotype defined in previous sections, and \( x_i \) is the observed phyla data after log-ratio transformation obtained on subject \( i \). The general linear logistic regression model is

\[
\text{logit}(\pi_i) = \log\left(\frac{\pi_i}{1 - \pi_i}\right) = \alpha + \beta^T x_i
\]

where \( \alpha \) is the intercept parameter, and \( \beta = (\beta_1, \ldots, \beta_d)^T \) is the vector of \( d \) slope parameter. The linear predictor \( \eta_i = \alpha + \beta^T x \) is estimated by

\[
\hat{\eta}_i = \hat{\alpha} + \hat{\beta}^T x_i
\]

where \( \hat{\alpha} \) is the maximum likelihood estimator (MLE) of \( \alpha \), and \( \hat{\beta} \) is the MLE of \( \beta \). The PROC LOGISTIC procedure calculates the predicted probability \( \hat{\pi}_i \) of classifying a subject into the “high level” category of the phenotype using the following formula:

\[
\hat{\pi}_i = \frac{1}{1 + e^{-\hat{\eta}_i}}
\]

If the predicted probability \( \hat{\pi}_i \) is greater than 0.5, the subject \( i \) will be classified into the high-level group according to each of the five outcome variables, otherwise it will be classified into the low-level group.

In PROC LOGISTIC procedure, the parameters of the logistic regression model were re-estimated by using LOO method. The new estimated parameters were applied to classify the subjects. Therefore, the model was fitted by leaving out each observation one at a time. In practice, the linear predictors and estimates of parameters can be stored by using “OUTPUT OUT = …” in the PROC LOGISTIC procedure. The classification table can be called out by using TABLE statements in a PROC FREQ procedure.
2.3.1 Diagnostics for Logistic Regression Models

Sensitivity is the proportion of observations the model predicts to be in the high-level group of a phenotype when they indeed belong to the high-level group. Specificity is the proportion of observations the model predicts to be in the low-level group of a phenotype when they indeed belong to the low-level group. The receiver operating characteristic (ROC) curve plots the sensitivity against 1 minus the specificity. The estimated probabilities for high level groups are listed in descending order so that the ROC curve is non-decreasing. For a logistic regression model with high predictive accuracy, the ROC curve will be above the diagonal line. The diagonal line corresponds to the case when the model randomly classifies subjects into the two groups, similar to making decisions by tossing a fair coin. Thus, the area under the curve (AUC) is large for a model with high predictive accuracy. Conversely, the ROC curve will be close to the diagonal line and have a small AUC, if logistic regression model has low prediction accuracy.

2.4 Other Classification Methods

2.4.1 Decision tree

Decision tree model is one of the machine learning methods developed for solving regression and classification problems, so that it is also called Classification and Regression Tree (CART) model. The CART is one type of supervised learning algorithm that can be performed on predicting categorical and continuous outcome variables. The main idea of CART is to partitioning the data into multiple sub-spaces repeatedly to obtain the best split containing the most
homogeneous outcome in each final sub-space. The results of this algorithm are generally visualized as a binary tree composed of decision nodes, branches and leaf nodes. Each of the predictor variables introduced into CART model is corresponded to a decision node with the best split rule produced by the algorithm. The leaf nodes are used to make predictions of the outcome variable. The branch is an entire sub-partition. The recursive partitioning continues until all leaf nodes are homogeneous with one single class, or a pre-specified minimum number of observations cannot be classified to each of the leaf nodes.

In classification tree model, three measures of purity are generally used, including classification error rate, Gini index and the entropy. In this study, we performed the Gini index to measure how many observations in the training set in a particular region belongs to a single class. Instead of separating data into training and testing sets randomly, we used LOO method to maintain consistency and reasonable size. If the observations in a region $R$ are mostly from a single class $c$, $c = 1, 2$, then the Gini index can be calculated by the following equation:

$$G = \sum_{c=1}^{2} \hat{p}_c (1 - \hat{p}_c)$$

where $\hat{p}_c$ is the proportion of the training data in region $R$ that belong to class $c$.

2.4.2 Random forest

Random forest (RF) is another tree-based machine learning algorithm for classification. The main idea of the RF model is to choose the classification by growing many decision trees using some of the predictor variables including the five phyla variables we transferred in the previous section. We assume the size of the training set is $m$, and randomly choose $m$ samples from the original data set with replacement as the training data. Then we select $p$ predictors out of
all five variables we have in the original data set (e.g. 4 out of 5). Each of the classification trees will be fully grown using the training data with \( p \) dimensions. The results of the classification trees are aggregated to predict the mental and physical health outcome including stress, depression, hostility and patient-caregiver relationship, and metabolic syndrome. The decision rule for each of the classification trees is using the Gini Index method.
3.0 Results

The sample consisted of 20 female and 10 male caregivers, and the box-plot of age distribution by gender is provided in Figure 1. The overall mean age of all participants was 60.5 year, the mean age of males was 63.5 and that of females was 59.1 years. Other demographic variables are summarized in Table 2.

Figure 1 Boxplot of Ages in Each Gender of Caregivers
Table 2 Demographic Variables Summary

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marital Status</td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>3 (10.0)</td>
</tr>
<tr>
<td>Married</td>
<td>24 (80.0)</td>
</tr>
<tr>
<td>Living with others</td>
<td>3 (10.0)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>1 (3.3)</td>
</tr>
<tr>
<td>White</td>
<td>28 (93.3)</td>
</tr>
<tr>
<td>White/American Indian</td>
<td>1 (3.3)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>High School</td>
<td>10 (33.3)</td>
</tr>
<tr>
<td>Graduate</td>
<td>7 (23.3)</td>
</tr>
<tr>
<td>Some college</td>
<td>13 (43.3)</td>
</tr>
</tbody>
</table>

3.1 Classification

The analysis is based on “phylum” level of bacterial phylogeny. The sample size of two groups for each phenotype and percentage of correctly classified observations by LDA model are summarized in Table 3. The range of test sizes is from 14 to 16. According to the results, the LDA classification performs well for some categories of these variables. In classification of caregiver stress, the LDA did not perform well in low level of stress with only 37.5% correction. The correct classification rate in depression is greater than 50% for low level of depression. The classification in hostility does not perform well for both two categories of this variable. The results also show good predictions for low level of patient-caregiver relationship and for having metabolic syndrome. But the classification does not perform well in high level of patient-caregiver relationship and no metabolic syndrome groups.
<table>
<thead>
<tr>
<th>Phenotype</th>
<th>Group</th>
<th>Size (n)</th>
<th>LDA Correct %</th>
<th>LR Correct %</th>
<th>CART Correct %</th>
<th>RF Correct %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caregiver Stress</td>
<td>Low Stress</td>
<td>16</td>
<td>37.5</td>
<td>75.0</td>
<td>31.3</td>
<td>37.5</td>
</tr>
<tr>
<td></td>
<td>High Stress</td>
<td>14</td>
<td>50.0</td>
<td>50.0</td>
<td>64.3</td>
<td>14.3</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>30</td>
<td>43.3</td>
<td>63.3</td>
<td>46.7</td>
<td>26.7</td>
</tr>
<tr>
<td>Depression</td>
<td>Low Depression</td>
<td>21</td>
<td>52.4</td>
<td>90.5</td>
<td>85.7</td>
<td>95.2</td>
</tr>
<tr>
<td></td>
<td>High Depression</td>
<td>9</td>
<td>44.4</td>
<td>55.6</td>
<td>11.1</td>
<td>11.1</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>30</td>
<td>50.0</td>
<td>80.0</td>
<td>63.3</td>
<td>70.0</td>
</tr>
<tr>
<td>Hostility</td>
<td>Low Hostility</td>
<td>15</td>
<td>40.0</td>
<td>66.7</td>
<td>33.3</td>
<td>53.3</td>
</tr>
<tr>
<td></td>
<td>High Hostility</td>
<td>15</td>
<td>40.0</td>
<td>53.3</td>
<td>13.3</td>
<td>46.7</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>30</td>
<td>40.0</td>
<td>60.0</td>
<td>23.3</td>
<td>50.0</td>
</tr>
<tr>
<td>Patient-caregiver Relationship</td>
<td>Low DAS</td>
<td>16</td>
<td>87.5</td>
<td>75.0</td>
<td>68.8</td>
<td>43.8</td>
</tr>
<tr>
<td></td>
<td>High DAS</td>
<td>14</td>
<td>14.3</td>
<td>57.1</td>
<td>35.7</td>
<td>50.0</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>30</td>
<td>53.3</td>
<td>66.7</td>
<td>53.3</td>
<td>46.7</td>
</tr>
<tr>
<td>Metabolic Syndrome</td>
<td>No Syndrome</td>
<td>14</td>
<td>21.4</td>
<td>42.9</td>
<td>50.0</td>
<td>35.7</td>
</tr>
<tr>
<td></td>
<td>Have Syndrome</td>
<td>15</td>
<td>86.7</td>
<td>66.7</td>
<td>60.0</td>
<td>46.7</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>29</td>
<td>55.2</td>
<td>53.3</td>
<td>55.2</td>
<td>41.4</td>
</tr>
</tbody>
</table>

According to the results in Table 3, logistic model generally outperformed LDA in terms of total correct classification rates for all phenotypes considered in this study. For some phenotypes, such as depression, the gains were substantial (80% vs. 50%). The logistic model classified subjects into low stress group with 75% accuracy, and 50% accuracy into high stress group. The accuracy of classification into low depression was 90.5%, whereas it was 55.6% for classification into high depression group. In the classification of hostility, subjects with low hostility level were classified with 66.7% accuracy, while subjects with high hostility level were classified with 53.3% accuracy. Subjects with low level of patient-caregiver relationship were classified correctly with 75% rate, and the subjects with high level of patient-caregiver relationship...
were classified correctly with 57.1%. However, the prediction of low level of metabolic syndrome had correct classification rate less than 50%. The results of logistic regression models are summarized in Table S1. The odds ratios of each covariate in these five models were not statistically significant, because the 95% confidence intervals of the odds ratios contained 1. However, although the p-value for the odds ratios of each of covariates was greater than 0.05, some were close to 0.05 which cannot be ignored. For the depression model, the p-value for the covariate Proteobacteria was 0.12 and for the Others was 0.06. The odds ratio of the covariate Proteobacteria was 0.5, which means that with one unit increase of the proportion of Proteobacteria and Bacteroidetes, the risk of depression will decrease 50%. In the same model, the odds ratio of the covariate Others was 0.61, which means that with one unit increase of the proportion of Others and Bacteroidetes, the risk of depression will decrease 39%. For the caregiver-patient relationship model, the odds ratio of the covariate Proteobacteria was 0.38 with p-value 0.07. With one unit increase of the proportion of abundance of Proteobacteria and Bacteroidetes, the risk of poor relationship will decrease 62%.

According to the results of other two machine learning algorithms on classification, CART models had poor overall correct classification rates on caregiver stress and hostility, which were 46.7% and 23.3% respectively, and RF models had poor performance on predicting caregiver stress, patient-caregiver relationship and metabolic syndrome, which were 26.7%, 46.7% and 41.4% respectively. For some categories of health outcome variables, such as the low-level of depression and patient-caregiver relationship, CART models performed well.

For each of the five phenotypes of interest, ROC plots were obtained for the logistic regression model. Comparison of ROC plots and the area under the curves (Figure 2-6), we note
that the model for depression has the highest prediction accuracy while metabolic syndrome model has the lowest predictive accuracy.

ROC curve for caregiver stress is shown in Figure 2. The plot is above the diagonal line with an AUC of 0.67.

![ROC Curve for Stress Model (AUC = 0.67)](image)

**Figure 2 ROC Curve for Stress Model (AUC = 0.67)**

ROC curve for depression is plotted in Figure 3. The curve grows quickly with an AUC of 0.80, suggesting a very good prediction accuracy.

![ROC Curve for Depression Model (AUC = 0.80)](image)

**Figure 3 ROC Curve for Depression Model (AUC = 0.80)**
ROC curve for hostility is provided in Figure 4 which has an AUC of 0.67.

![ROC Curve for Hostility Model (AUC = 0.67)](image1)

**Figure 4 ROC Curve for Hostility Model (AUC = 0.67)**

ROC curve for patient-caregiver relationship (Figure 5) is also above the diagonal line with a reasonably high AUC value of 0.74.

![ROC Curve for DAS Model (AUC = 0.74)](image2)

**Figure 5 ROC Curve for DAS Model (AUC = 0.74)**
The prediction for metabolic syndrome is not good, because the ROC sometimes crosses the diagonal line (Figure 6); the AUC is 0.6, which is the smallest area compared to other models.

Figure 6 ROC curve for metabolic syndrome model (AUC = 0.6)
Motivation for this study was to examine whether stool microbial phyla can be used to predict diagnose various mental and physical health characteristics of cancer patient caregivers, such as depression, stress, hostility and patient-caregiver relationship, and metabolic syndrome. Thus, similar to how a physician uses blood and urine samples to diagnose various health conditions of a patient, our goal was to assess the diagnostic value of stool microbiome.

With the exception of depression and metabolic syndrome, for all other phenotypes we used the median of the respective distributions as the cutoff for the two binary groups we created. Although this approach provided balanced sample sizes for the two groups within each phenotype it may not be clinically relevant. If we had access to larger sample size then we would create more groups that are clinically relevant. Since we used reversed scores obtained from CQOLC scale, which generally was used to measure caregiver’s quality of life, to measure their stress symptoms, there was no specific cutoff point for identification of two categories in this health outcome variable. Compared to the mean of the distribution of CQOLC scores from a larger sample with 239 caregivers, the mean of the scores from our sample was much lower, where the mean of our sample was 50.2 and of the larger sample was 85.1(Schulz & Beach, 1999). It illustrated that the quality of life of the caregivers involved in our study was better than the larger sample. For the cutoff point in separating the caregivers according to depression symptom in a caregiver sample, He et al. chosen 16 in their study of depression-related symptom (He, Dai, Li, He, & Huang, 2019). A 16 or higher score of CES-D scale indicated clinical depression symptom (Delisle et al., 2014).

It is important to note that Bacteroidetes and Firmicutes are two important phyla related to many mental disorders, including stress and depression (Bailey et al., 2011). When we treated
Bacteroidetes as the reference phylum in Aitchison’s log-transformation, it may seem as though there is some loss of biological information. However, it is the appropriate thing to do because it is the relative proportion of these bacterial phyla that is of importance and not the individual value (Lach, Schellekens, Dinan, & Cryan, 2018)

A variety of models and tools can be developed to assess the diagnostic value of stool microbiome. In this thesis we considered two very common and simple tools that are widely used in the literature in other contexts (Johnson & Wichern, 2002), namely, LDA and logistic regression. For all five health characteristics, namely, depression, stress, hostility and patient-caregiver relationship, and metabolic syndrome, we found that the logistic regression had generally higher total correct prediction/classification rates for classifying subjects into their correct health categories than LDA. This is possibly due to the fact that, unlike logistic regression, LDA relies on: (a) The assumption that the population covariance matrices for the two groups within a phenotype are equal. This assumption may not be realistic in many applications. Furthermore, when the sample size within each group is small then it is hard to test whether this assumption is valid or not. Perhaps it would be more robust not to make this assumption, however in such a case one needs to estimate the covariance matrices for the two groups separately and then use quadratic discriminant analysis (QDA), a nonlinear function. Unfortunately, however, that would require larger sample sizes within each group to consistently estimate the covariance matrices and would also require normality assumption which may not be reasonable (Johnson & Wichern, 2002). Note that LDA does not make normality assumption (Johnson & Wichern, 2002). (b) Estimator of the precision matrix (inverse of the covariance matrix) is not stable for small sample sizes such as in our present study. For these reasons LDA may not be very stable. On the other hand, as far as prediction problem is concerned, the logistic regression approach does not require explicit
estimation of any such matrices. Hence logistic regression approach for prediction purposes is expected to perform well. Indeed, this appears to be the case in our study. For all variables considered in this project, the total percent correct classification/prediction using logistic regression was much higher than that of LDA. Using the logistic regression approach, we found the overall correct classification rates for depression and patient-caregiver relationship to be 80% and 67%, respectively. Thus, there is an 80% chance of correctly predicting the depression symptom category (low or high) of a caregiver using the microbial phyla. The correct classification rates for caregiver stress, hostility and metabolic syndrome were about 63%, 60% and 53%, respectively. The logistic regression model had higher predictive accuracies for depression and metabolic syndrome compared to other outcomes according to the ROC curves and AUCs. This finding is consistent with a study on the oral microbiome using logistic regression (Si, Lee, & Ko, 2017). Although logistic regression model performed better in total percent correct prediction, LDA model had better predictive abilities on low level group of patient-caregiver relationship and high-level group of metabolic syndrome.

In addition to LDA, QDA and logistic regression analysis, there are numerous other methods available in the literature that were not considered in this thesis. One could explore other classification strategy such as Support Vector Machine (SVM). Last but not least, the limitation due to small sample size cannot be ignored in this study. All of the above methods require larger sample sizes to efficiently perform classification and to estimate efficiently the correct classification rates. The traditional approach of creating training and test sets to estimate the correct classification rates is not feasible with small sample sizes because it will result in large uncertainty estimates for classification rates. To solve this problem, we used the Leave-One-Out method in this study (Johnson & Wichern, 2002). One can explore other resampling based methods such as
the bootstrap-based methodology (Kim, 2009). In future work, we can perform and compare the LOO and resampling strategies to evaluate which one is better to fit the microbiome data. Although we analyzed the data at the phylum level, we could have analyzed the data at other levels of phylogeny such as family or genus using the methodology developed in (Kaul, Davidov, et al., 2017).

This was a proof of concept study using a small pilot data that has potential clinical relevance. Although the results obtained here are based on a small sample size, they are encouraging. A future goal is to create a clinical marker of health for various phenotypes discussed in this study, namely, depression, stress, hostility, patient-caregiver relationship, or metabolic syndrome using a stool sample from a caregiver. To accomplish this, using stool specimens from a large cohort of cancer patient caregivers, one may develop classifiers based on logistic regression or other methods discussed above. Since for each subject we convert the simplex data to Euclidean space data by taking relative abundances of taxa with respect to Bacteroidetes, the resulting classifiers are not affected by any artifacts of batch effects, just like the ANCOM methodology (Mandal et al., 2015). Thus, once a classifier is derived using a large cohort of subjects, it can be applied to a new subject’s data. In the pilot study we did not include age, gender and other metadata as potential confounders because we had very small sample size in the pilot study. Since microbiome data as well as some of the phenotypes are sensitive to age and other metadata, one can model age and other potential confounders when building the classifier using a large cohort. Including such metadata will improve the probability of correct classification as well as the AUC.

In summary, research conducted in this study using a small pilot data lays foundation for a larger clinically relevant study in the future.
### Table S 1 Odds Ratios of Logistic Model

<table>
<thead>
<tr>
<th>Model</th>
<th>Covariates</th>
<th>p-value</th>
<th>OR</th>
<th>95% LCI</th>
<th>95% UCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress</td>
<td>Actinobacteria</td>
<td>0.64</td>
<td>0.92</td>
<td>0.64</td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td>Firmicutes</td>
<td>0.44</td>
<td>1.65</td>
<td>0.46</td>
<td>5.89</td>
</tr>
<tr>
<td></td>
<td>Proteobacteria</td>
<td>0.26</td>
<td>0.64</td>
<td>0.30</td>
<td>1.39</td>
</tr>
<tr>
<td></td>
<td>Verrucomicrobia</td>
<td>0.93</td>
<td>0.98</td>
<td>0.70</td>
<td>1.38</td>
</tr>
<tr>
<td></td>
<td>Others</td>
<td>0.51</td>
<td>1.16</td>
<td>0.75</td>
<td>1.77</td>
</tr>
<tr>
<td>Depression</td>
<td>Actinobacteria</td>
<td>0.99</td>
<td>1.00</td>
<td>0.67</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td>Firmicutes</td>
<td>0.55</td>
<td>0.62</td>
<td>0.13</td>
<td>2.94</td>
</tr>
<tr>
<td></td>
<td>Proteobacteria</td>
<td>0.12</td>
<td>0.50</td>
<td>0.20</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>Verrucomicrobia</td>
<td>0.28</td>
<td>0.80</td>
<td>0.54</td>
<td>1.20</td>
</tr>
<tr>
<td></td>
<td>Others</td>
<td>0.06</td>
<td>0.61</td>
<td>0.36</td>
<td>1.01</td>
</tr>
<tr>
<td>Hostility</td>
<td>Actinobacteria</td>
<td>0.38</td>
<td>1.19</td>
<td>0.81</td>
<td>1.76</td>
</tr>
<tr>
<td></td>
<td>Firmicutes</td>
<td>0.43</td>
<td>0.55</td>
<td>0.13</td>
<td>2.38</td>
</tr>
<tr>
<td></td>
<td>Proteobacteria</td>
<td>0.67</td>
<td>1.14</td>
<td>0.62</td>
<td>2.07</td>
</tr>
<tr>
<td></td>
<td>Verrucomicrobia</td>
<td>0.38</td>
<td>0.84</td>
<td>0.57</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td>Others</td>
<td>0.86</td>
<td>0.96</td>
<td>0.63</td>
<td>1.47</td>
</tr>
<tr>
<td>Patient-caregiver</td>
<td>Actinobacteria</td>
<td>0.73</td>
<td>0.93</td>
<td>0.62</td>
<td>1.39</td>
</tr>
<tr>
<td>Relationship</td>
<td>Firmicutes</td>
<td>0.82</td>
<td>0.84</td>
<td>0.19</td>
<td>3.70</td>
</tr>
<tr>
<td></td>
<td>Proteobacteria</td>
<td>0.07</td>
<td>0.38</td>
<td>0.13</td>
<td>1.10</td>
</tr>
<tr>
<td></td>
<td>Verrucomicrobia</td>
<td>0.52</td>
<td>0.88</td>
<td>0.59</td>
<td>1.31</td>
</tr>
<tr>
<td></td>
<td>Others</td>
<td>0.71</td>
<td>1.09</td>
<td>0.70</td>
<td>1.70</td>
</tr>
<tr>
<td>Metabolic Syndrome</td>
<td>Actinobacteria</td>
<td>0.47</td>
<td>1.15</td>
<td>0.80</td>
<td>1.65</td>
</tr>
<tr>
<td></td>
<td>Firmicutes</td>
<td>0.74</td>
<td>1.23</td>
<td>0.36</td>
<td>4.18</td>
</tr>
<tr>
<td></td>
<td>Proteobacteria</td>
<td>0.81</td>
<td>0.93</td>
<td>0.53</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td>Verrucomicrobia</td>
<td>0.43</td>
<td>1.15</td>
<td>0.81</td>
<td>1.62</td>
</tr>
<tr>
<td></td>
<td>Others</td>
<td>0.40</td>
<td>1.21</td>
<td>0.78</td>
<td>1.86</td>
</tr>
</tbody>
</table>

1 Variables in this column are the outcomes in the logistics model with three levels.
2 Each covariate was transferred to a natural log of the ratio of the variable and the reference variable.


