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Atmospheric hydrocarbon adsorption has recently been revealed to mask the intrinsic properties of some surfaces. The prevalence of hydrocarbon adsorption was previously only understood in vacuum science, but as new sensitive techniques developed it became possible to study the adsorption behavior in ambient air. In this work, we have studied the effect of atmospheric adsorption on graphite and soil minerals.

We studied the change in capacitance on aqueous graphite electrodes when exposed to air and while in solution. We found that exposing a freshly exfoliated highly oriented pyrolytic graphite (HOPG) surface to ambient air and 1-octadecene vapor (ca. 1 ppm) caused a ca. 30% and 70% decrease in its double layer capacitance, respectively. Similarly, a 38% decrease of capacitance was observed within 1500 min after a freshly cleaved HOPG was immersed in 1 M NaCl solution; liquid phase ellipsometry data showed that a contamination layer of ca. 0.6 - 2 nm was formed on the HOPG surface within the same time frame. The capacitance of a contaminated sample can be partially and temporarily restored by applying a high or low potential (-1.222 V or 0.778 V vs. Ag/AgCl). For graphite in 1-butyl-3-methylimidazolium hexafluorophosphate, we found a slight difference between the capacitance in a clean hood and in a glove box. Solution phase capacitance reduction is between 25-30% in both pure solution and with added contaminant. This work also emphasized the U-shaped capacitance vs. potential curve of the graphite-ionic liquid system, contrary to recent literature.
The second system of study is the soil-water interface. In this work we showed how airborne adventitious hydrocarbons can adsorb to mineral surfaces to contribute to soil-water repellency. The water contact angle (WCA) was shown to increase from 0° to 25° for silica, and to 65° for alumina after 4 days of exposure in ambient air. The change in the amount of hydrocarbons was monitored by spectroscopic ellipsometry (SE) and X-ray photoelectron spectroscopy (XPS). Water drop penetration time (WDPT) was measured on kaolinite after treatments with either heat or ozone to show that adsorption of airborne hydrocarbons can increase the WDPT of mineral powders.
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1.0 Introduction

1.1 Introduction to Surfaces and Interfaces

Chemistry has been dominated by the study of the bulk for the majority of its existence as a natural science. The technology to study surfaces and interfaces did not exist until the 1960’s and 1970’s. Perhaps the best example of the emergence of the study of surfaces is the development of low energy electron diffraction.\(^1\) It was originally difficult to resolve the occurrences on the surface due to interference of gas molecules in air. Advances in vacuum technology allowed for air pressures near \(10^{-9}\) torr, and subsequent studies utilized this to study reactions at surfaces.\(^2\) A new field of vacuum science was born, including many types of electron spectroscopies that would not be possible without high vacuum. Discoveries about the interactions of photoelectrons with solid surfaces allowed for detailed analysis like never before.

Another type of vacuum measurement, scanning tunneling microscopy (STM), also benefited from the advent of vacuum science. The precursor to this technique was first presented in 1971.\(^3\) Developments in this field also led to atomic force microscopy (AFM). These techniques existed due to the rapid increase in computational power, and the precision that such devices allowed.

As a greater understanding of surfaces and interfaces was built, more spectroscopic technologies were also developed; such as those we will discuss below. Without the foundation provided by vacuum science, we would be decades behind where we are today. Some of the lessons learned from the early days of vacuum science were forgotten and had to be recalled in order to describe some unexpected phenomena.
1.1.1 Masking of Surface Properties

Surface adsorbed carbon has been well known in vacuum science since the early days of surface measurements. It is so prolific that it is even used as a binding energy standard for instrument calibration. This surface layer is fairly strongly bound, as it remains on the surface even in ultra-high vacuum (UHV) and requires specialized techniques to remove it. Usually, it is more convenient to ignore the surface adsorbed carbon, as these cleaning techniques inevitably affect the surface in some way. Some processes that involve chemical reactions (i.e. atomic layer deposition) or are not sensitive to carbon are unaffected by the contamination layer. The assumption that surface adsorbed carbon has a negligible effect on the system can be valid but is not true for all surface properties or modifications.

Some material properties are particularly sensitive to changes on the surface. One of these properties is wettability. The interaction between water and a surface is determined by the surface energy, or by the amount of energy it takes to increase the surface area of a liquid or solid. The stronger the interaction between the liquid and the surface, the lower the contact angle. Since the bulk underneath the surface has little to no impact on the contact angle, surface coatings are quite impactful. This has been shown for many systems, including silica, titania, and boron nitride nanotubes. Another substrate of interest is graphite. It is difficult to differentiate surface carbon from the graphitic carbon with electron spectroscopy. Also, graphite is reactive to some of the strongly oxidizing techniques that are used to clean the surface carbon from materials like silica and titania. The wetting of graphite was reevaluated with several modern techniques and shown to be more hydrophilic than previously believed. With this context in mind, we must ask ourselves what other surface properties have been overlooked since the advent of more sensitive surface analysis techniques.
1.1.2 Double Layer Capacitance

The current state of affairs in the world economy calls for more effective energy storage devices.\textsuperscript{11} As we collectively work to limit the usage of fossil fuels, electrical energy storage is the best solution for the time being. Electrical energy is provided to nearly every home in the developed world, so it follows that it is this energy form we should use. Storage of electrical energy is an important factor in transportation.\textsuperscript{12} Lithium ion batteries currently are the most prolific energy storage device, but certain inefficiencies in battery performance require for other technologies to fill the gap.\textsuperscript{13} Figure 1 illustrates how capacitors can complement batteries in electrical energy storage.

![Figure 1: Ragone plot comparing the power density and energy density of capacitors and batteries.](image)

New research is needed into such devices to optimize their energy density. The theoretical limit of certain capacitors even approaches that of a lead acid battery.\textsuperscript{15} Though impressive energy density is possible, capacitors excel where high power and quick charge/discharge cycles are needed.\textsuperscript{16} The capacitance of two parallel plates is given by:

\begin{equation}
C = \frac{\varepsilon \varepsilon_0 A}{d} \tag{1}
\end{equation}

where $C$ is the capacitance in farads, $\varepsilon_0$ is the permittivity of free space, $\varepsilon$ is the dielectric constant of the medium between the two plates, and $A$ is the area of the plates. This idealized equation helps us to understand the general properties of capacitors, but the true capacitance also changes with voltage, temperature, and many other factors. Another type of capacitor, an electrochemical capacitor, uses a phenomenon known as the electrical double layer to store larger amounts of energy.\textsuperscript{17}
Figure 2. A diagram of the components of an electrochemical capacitor. Insert shows a high surface area electrode material. Adapted from reference 8.\textsuperscript{18}

Electrochemical capacitors are often constructed of an electrode material, a porous non-conducting separator, an electrolyte solution, and a current collector. The non-conducting separator functions to inhibit a short circuit, which would remove the capacitive behavior. The electrodes are most often either carbon based, a transition metal oxide, or a conductive polymer. The electrolyte solution is either an aqueous electrolyte solution, or an ionic liquid. The current collector is any conductive material that can serve as a structure to the apparatus.\textsuperscript{18}
Figure 3. Visualization of an electrode building up (a) negative charge and (b) positive charge at the metal/solution interface. \(^{19}\)

The electrical double layer forms in any electrochemical cell when a potential is applied. As charge builds up on the electrode surface, ions of the opposite charge are attracted to the electrode and ions of same charge are repelled. The excess charge that is near the electrode can be seen as the other “plate” of a parallel plate capacitor. The electrical double layer can be described by the Gouy-Chapman-Stern model.\(^{19}\) This model constructs the double layer as two components: the capacitance of the compact layer, and the capacitance of the diffuse layer. The model is described by equation 2.

\[
\frac{1}{C_d} = \frac{x_2^2}{\varepsilon \varepsilon_0} + \frac{1}{(2\varepsilon \varepsilon_0 z^2 e^2 n_0^0 k T)^{1/2}} \cosh(\varepsilon e \phi_2 / 2 k T) \quad [2]
\]

The measured (experimental) double layer capacitance is \(C_d\), \(x_2\) is the distance between the plane of closest approach and the electrode, \(\varepsilon\) is the dielectric constant of the interface, \(\varepsilon_0\) is the vacuum permittivity, \(e\) is the charge on the electron, \(n_0^0\) is the number ions in the bulk, \(k\) is Boltzmann’s constant, \(T\) is the absolute temperature, \(z\) is the charge of the electrolyte ion, and \(\phi_2\)
is the potential at distance $x_2$. The first term is the capacitance generated by the plane of closest approach for a charge carrier. It is generally accepted that the plane of closest approach is determined by the solvated radius of the charge carrier.\textsuperscript{20} The second term describes the capacitance of the diffuse layer. The diffuse layer capacitance arises from the charge gradient that is induced on the solution as described above.

Various carbon materials offer promising electrical properties for uses in the supercapacitor industry. Activated carbon supercapacitors have been quoted to power densities of 5 kW/kg and graphene to as much as 85 kW/kg, whereas a typical battery is often less than 1 kW/kg.\textsuperscript{21-23} Graphene’s superior electrical capabilities can be attributed to: a) its electron mobility of $2.5 \times 10^5$ cm$^2$ V$^{-1}$ s$^{-1}$ and b) its 2D structure, which allows for an atomically thin electrode that maximizes surface area.\textsuperscript{24} These properties, along with carbon’s ability to form other useful nanostructures, make carbon a popular subject of investigation. One particular carbon material, highly ordered pyrolytic graphite (HOPG), is useful for studying the surface interactions of $sp^2$ hybridized carbon networks.\textsuperscript{25} HOPG is, in fact, the very material from which graphene was first isolated.\textsuperscript{26} It is also easy to prepare, as a fresh surface can be exposed by scotch tape exfoliation. A study of the surface properties of HOPG is then merited for its own sake and also for comparison with the properties of other carbon materials.

A previous study on the wettability of HOPG has suggested that surface contamination from airborne hydrocarbons can affect its water contact angle. Kozbial et al. showed that a significant layer of hydrocarbons can adsorb to the HOPG surface within 15 minutes of air exposure.\textsuperscript{27} This data implies that for other surface properties of HOPG, such as double layer capacitance, there will also be a change with air exposure. Other studies have also shown airborne contaminants to affect surface properties of electrodes and other materials.\textsuperscript{10, 28-31} Hydrocarbon
contamination could play a key role in carbon capacitor performance. With this precedent, we shall use HOPG as a model system to determine the effect of atmospheric contaminants on carbon surfaces.

![Figure 4](image.png)

**Figure 4.** Illustration of the solution/HOPG interface and each type of capacitance, with a diagram of 3 series capacitors below.\(^\text{32}\)

The model of the double layer structure described above is appropriate for most electrodes but does not accurately describe the observed minimum capacitance for HOPG. Now that HOPG has been established as the system to be studied, it is appropriate to describe its properties as an electrode in specifics. The most significant contribution to the minimum capacitance of HOPG is due to a space charge layer that exists in the HOPG.\(^\text{32}\) Graphite is a semimetal, which means the density of states for HOPG is lower than the type of metal electrode for which the Guy-Chapman-Stern model was constructed. The charge in the HOPG electrode builds up across a space charge layer, much in the same way that the diffuse layer does. The dominant capacitance (smallest in
value) arises from this space charge layer. Therefore, our experimental capacitance must be modeled by equation 3, which shares the same subscripts as figure 4.

\[
\frac{1}{C_{\text{exp}}} = \frac{1}{C_{\text{diff}}} + \frac{1}{C_{\text{H}}} + \frac{1}{C_{\text{sc}}}
\]  

[3]

1.1.3 Soil Water Repellency

Another system in which the properties of the solid - liquid interface are of importance is the soil - water interface. A better understanding of this topic will inform erosion control efforts, increase water uptake in agricultural applications, and help in understanding the natural phenomenon of soil water repellency. The topic of water repellency of soil has a broad impact, especially for environmental concerns like pollution and climate change. Many studies have tried to determine contributing factors to soil water repellency, and the phenomenon has proven to be multifaceted and difficult to describe.

Part of the difficulty with studying soil is the number components. Soil contains both mineral content and organic content. The mineral content can be classified by particle sizes with powder-like, sand-like, and gravel-like all being included (more technical definitions exist but are outside the scope of this document). The same is true of the organic component; molecules with wide a range in molecular weight, bacteria, plant matter and animals all fit this definition and must be considered. Soil also has internal structures. Aggregates can form that may have different internal properties than the surface. Regions of preferential flow can form where large amounts of soil (i.e. kilograms) are isolated from the water flow. It is also known that the amount of rain an area experiences can affect repellency. Soils can remain wettable until a certain threshold is reached, where a lack of rain favors the formation of repellent aggregates. All of these
phenomena are well described and are often included in discussions of soil water repellency.\textsuperscript{33} For the purposes of this work, we will exclude further discussion that involves aggregate effects, and focus on the chemical nature of the majority components of soils.

1.2 Characterization of Surfaces and Interfaces

1.2.1 Electrochemical Impedance Spectroscopy

One method for probing this contamination is to test the electrical response of the system. Electrochemical impedance spectroscopy (EIS) is a useful tool for understanding the electronic properties of a system.\textsuperscript{19, 39} A typical 3 electrode system is used, where the counter electrode’s surface area is large compared to the working electrode, and a reference electrode (\textit{i.e.} Ag/AgCl) is used as a standard for cell potential. EIS measures both the resistive and capacitive impedance response of a system when an AC current is applied. The voltage of the AC signal is typically constant for a single EIS experiment. The response of the system is then measured over a range of frequencies, typically between 1 Hz and 100 kHz. Higher frequencies risk much more error in the measurement.\textsuperscript{40-41} AC bridge circuits are used to determine resistive and capacitive impedances separately. The resulting data is plotted by one of two methods: a Bode plot or a Nyquist plot. A Nyquist plot’s two axes are the real and imaginary impedances; which correspond to resistive and capacitive impedances, respectively. A bode plot superimposes two variables on a single graph. They are the total impedance, and the phase angle. The x-axis is shared, and is the frequency. An example of such data can be seen in figure 5.
Figure 5. Sample bode plot. Dots are impedance data, and pluses are phase angle. There are two separate y-axis scales compared with the same x-axis. Both the impedance, and frequency axes are on a logarithmic scale.

A model is then developed to imitate the response of the system. The model’s parameters are then optimized to mirror the experimental data as closely as possible. These parameters can then be used to compare with the physical phenomena of interest. The equivalent circuit model is not meant to describe the interface phenomenologically, but simply replicate the measured properties and approximate the surface behavior. While the equivalent circuit is empirical in nature, care must be taken to limit the number of circuit elements to the smallest amount needed to appropriately describe the surface. A commonly used standard is that if the $\chi^2$ value (a measure of the goodness of fit) is reduced by a factor of 10 by the addition of a new circuit element, then the new addition is warranted. Although it is common to rely on literature precedent when studying a system, it is apparent that applying this standard is best done when building a new model. Therefore it is preferable to use a building up method when determining the most appropriate equivalent circuit for the impedance spectrum.
There are two models that can appropriately describe the system in question with minimal complexity. A simplified version of the Randle’s cell fits well to most electrodes.\textsuperscript{44} In some cases, a constant phase element (CPE) can be used to establish a better fit to the data.\textsuperscript{45} The constant phase element replaces the capacitor in Randle’s cell. An electrochemical cell that is low enough in voltage that no chemical reaction occurs can be modelled by the circuit in figure 6.

\textbf{Figure 6.} Simplified Randles cell equivalent circuit. R signifies a resistor and C a capacitor.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{simplified_randle_cell.png}
\caption{Simplified Randles cell equivalent circuit. R signifies a resistor and C a capacitor.}
\end{figure}

Rs is the resistance of the solution and all wiring and connections, R\textsubscript{ct} is the charge transfer resistance, and C\textsubscript{dl} is the capacitance of the electrical double layer. Often, a Warburg element will be included in the equivalent circuit model. A Warburg element is usually associated with linear diffusion, which has its largest impedance at high concentrations and very low frequency.\textsuperscript{19} Thus, we can remove it from our model while maintaining a good fit with the proper experimental conditions. While the capacitor in our equivalent circuit will give us an appropriate fit, we can obtain a much better fit with a constant phase element (CPE). The definition for the impedance of a constant phase element has been proposed in several different forms; equation four is our chosen definition.\textsuperscript{46}

\[
Z_{\text{CPE}} = \frac{1}{Q(j\omega)^\alpha}
\]  

[4]
Here, \( j \) is the complex number \( \sqrt{-1} \), \( \omega \) is the angular frequency \((2\pi f)\) and \( Q \) and \( \alpha \) are the fit parameters. The units of \( Q \) are \( \Omega \times s^\alpha \), and \( \alpha \) is unitless with acceptable values of \(-1 \leq 0 \leq 1\). Although the CPE will fit the data well, its physical meaning is lacking and the capacitance should be extracted from the fit parameters. The capacitance can be extracted using equation 5.

\[
C = Q(\omega''_{max})^{\alpha-1}
\]  

\( C \) is the capacitance of the circuit element in farads, \( \omega''_{max} \) is the frequency at which the capacitive (imaginary) impedance is at a maximum, and \( Q \) and \( \alpha \) are as previously described. Though other values generated by the model are also useful, the focus is on the capacitance for the current study. As seen in equation 1, the capacitance is not solely dependent on the intrinsic properties of the material, but also the surface area. For this reason, capacitance values must be quoted as \( C/A \). The unit that translate closest to laboratory scale is \( \mu F \cdot cm^2 \).

1.2.2 Spectroscopic Ellipsometry

A technique that is useful to measure the thickness of thin layers is spectroscopic ellipsometry (SE). SE directs polarized light to a sample, and measures the reflected light. The change in polarization that occurs in the light after reflection can be used to gather data about the surface of the material. The two properties of reflected light that are measured are the phase difference (\( \Delta \)), and the amplitude ratio (\( \Psi \)). The phase difference is the change in the angle of polarization between the source and the measured light, and the amplitude ratio is the ratio of the respective amplitudes. The phase difference of the light is illustrated in figure 7.
Figure 7. Example of an ellipsometry measurement. Source light is on the left, measured light is on the right. (From https://www.jawoollam.com/wp-content/uploads/ellipsometry-definition.png)

Elliptically polarized light is the most common form and is the namesake of the technique of ellipsometry. The polarized light source is projected onto the surface at a known angle relative to the plane of incidence. The measured light is typically elliptical, and its polarization state is determined by a rotating polarizer. It is customary to refer to light along each axis as either s-polarized or p-polarized. The letters are carried over as a convention from the original publication in German; s signifies perpendicular and p parallel to the material studied.  

Though $\Delta$ and $\Psi$ are the measured quantities, they are somewhat removed from any the theoretical models that describe light. To interpret the physical meaning of these parameters, we must start with a discussion of Snell’s law. When there is an interface between two materials

$$n_i \sin(\theta_i) = n_t \sin(\theta_t)$$

and light impinges upon the interface, the refraction and reflection of light is governed by Snell’s law. Here, $n_i$ and $n_t$ are the refractive indices of the two media, $\theta_i$ is the incident angle of the light and $\theta_t$ is the angle at which light enters the second material. An example can be seen in figure 8.
Related to Snell’s law is a set of equations describing the effect of reflection and refraction on the polarization state of light. These equations are known as Fresnel’s equations.\(^{53}\) The two parameters from Fresnel’s equations that are of interest for ellipsometry, \(r_s\) and \(r_p\), can be seen in figure 8. These values are the ratio of incident light to reflected light at either polarization state. There are other similar equations for the refracted light, but since ellipsometry only deals with reflected light, only \(r_s\) and \(r_p\) are of interest. These values are connected to the measured values by the relation in equation 7. The values \(r_p\), \(r_s\), \(\Delta\), and \(\Psi\) are as previously defined, and \(i\) is the imaginary number. The value \(\rho\) is typically how ellipsometric raw data is quoted, as it is influenced by all the changes to the light by interacting with the system. Here is where the properties the reflected light are connected to the properties of the material.\(^ {54}\) Yet, though we have made this connection, only information on pure materials can be extracted from this relation. As we have before with EIS, we must again construct a model with which to compare our experimental data.
Unlike equivalent circuit modelling, in ellipsometry the model must have true physical meaning. For EIS, the properties of some bulk virtual material can be useful, but for ellipsometry the strength of the investigative technique lies in its ability to determine the depth of a thin layer. This can only be determined through the application of a model like that of figure 9.

**Figure 9.** A model of a thin film on a substrate. The thin lines represent the direction of travel of light beams, and the thick lines an interface of two substances. The angle of reflection or refraction is represented by $\theta$.\(^{55}\)

For this example, four reflected beams can be seen. To the detector, they will be read as a single beam of light. The resultant beam is a combination of many. The light will have a different intensity and a different value of $\rho$ depending on the properties of the film. A computer algorithm is used to calculate the resultant light beam once all are combined. The thickness and optical constants of the film can be determined in this step.\(^{55}\) Some substrates are uniform enough in their optical constants that they can be referenced for the calculations, but HOPG will have a wider range in optical properties with each exfoliation. Therefore, its optical constants must be determined before the growth of the film.
The model used for this study consists of a Cauchy layer, and a B-spline layer. The Cauchy model is most useful for samples that are highly transparent for the wavelengths chosen.\textsuperscript{56} Hydrocarbon contamination is fitted to this model. As seen in equation 8,

\[ n(\lambda) = A + \frac{B}{\lambda^2} + \frac{C}{\lambda^4} \] \hspace{1cm} [8]

the Cauchy relationship correlates the wavelength of light to the refractive index of the material. The extinction coefficient is assumed to be 0 for the Cauchy model. The parameters A, B and C are fit via least squares to the data.

As previously stated, HOPG must have its optical constants determined before measuring the thin film. This is accomplished by taking a measurement and modelling the optical constants to the data via the B-spline function. A B-spline function is appropriate for materials whose properties are not of immediate importance to the experiment, and can be modelled as a virtual material.\textsuperscript{57} B-spline, short for basis spline, is a stepwise function. The function is broken to enough pieces that the data can be modeled by several functions stitched together.

The nature of an electrochemical capacitor requires an interface with a liquid, and this fact complicates ellipsometry measurements. A special piece of equipment designed by the manufacturer of the instrument must be employed to study this interface in the same aqueous environment in which all of our EIS testing is conducted. Seen in figure 10, the liquid cell allows us to take these measurements while compensating for the effects of an aqueous ambient.
Figure 10. Cutaway illustration of the liquid cell used for ellipsometric measurements. The blue region is the liquid ambient, the gray region is the device in question, and the black area is the sample.

1.2.3 Fourier Transform Infrared Spectroscopy

An FTIR spectrophotometer measures the absorbance or percent transmittance of a material over a specified range of frequencies. Typically, the range is between 400-4000 cm$^{-1}$. This range is used because it is the region in which most bond vibrations of interest absorb. FTIR was developed as an alternative to frequency dispersion techniques. In most other methods of analysis, each individual frequency must be recorded separately, but an FTIR gathers information about all frequencies at once. This is accomplished by the use of an interferometer. Originally developed to measure a supposed “Luminiferous aether”, the Michelson interferometer is still used in modern science.\cite{58} The interferometer is illustrated in figure 11.
Figure 11. A diagram of a Michelson interferometer. Arrows denote the direction of a light beam. (from http://felix.physics.sunysb.edu/~allen/252/PHY251_Michelson.html)

An interferometer creates a pattern of constructive and destructive interference. A cohesive beam of light is sent through partially reflective beam splitter. The light is split in half and sent to two different mirrors. One mirror is moved, and one is kept stationary. The two beams of light then recombine at the beam splitter after having travelled different path lengths. Light of the same wavelength then either constructively or destructively interferes depending whether they are in or out of phase. The interference pattern created carries information on all of the wavelengths of light being studied. The generated data is called an interferogram. An interferogram is a time domain
measurement (intensity vs. mirror position). The raw data generated must be mathematically transformed into frequency domain (intensity vs. wavenumber). The method used is called a Fourier transform. The resultant spectrum can then be analyzed to determine chemical information.

Molecular motions, such as bond vibrations and molecular rotations, are associated with the infrared region of the electromagnetic spectrum. The change in energy of these molecular motions are specific to a particular functional group, and chemical environment. For example: the region in which an O-H stretch occurs is different depending on whether or not there are hydrogen bonds present. Other functional groups have absorption regions that are well resolved from others, which makes them very easily identifiable (i.e. nitriles). Though FTIR is useful for functional group identification, it is much more cumbersome for identification of a whole molecule. The existence of overtones of bond vibrations makes positive identification much less straightforward.

**Figure 12.** A visualization of attenuated total reflectance when a light beam strikes the interface of a sample and an ATR tip.
In order to sample the surface of an opaque substance, traditional transmission spectroscopy is not appropriate. A special type of reflectance spectroscopy, attenuated total reflectance (ATR), is used. The technique works by bringing an optical crystal into contact with the surface to be measured. When light impinges upon the interface at an appropriate angle it can be totally internally reflected, and an evanescent wave can form. This affect can only occur if the crystal has a larger refractive index than the material being studied. The path length through the interface increases with more reflections and leads to more absorption from the analyte. The infrared beam will eventually reflect back into the crystal and will be directed to the detector. An illustration of the effect can be seen in figure 12.

1.2.4 X-Ray Photoelectron Spectroscopy

XPS is a technique that allows the measurement of elemental composition on a surface. Typically, the x-rays penetrate the first 10 nanometers of the surface. The preferential systems to be studied are surface coatings, thin layers of adsorbed materials, or systems where the electronic structure is of interest.

When X-rays impinge on a surface, they can interact with interior electrons and liberate them from the atom as a photoelectron. The kinetic energy of the photoelectron depends on the energy of the x-ray and of the electron’s orbital. Therefore, it is possible to correlate the energy of the photoelectron to the identity of its source. A schematic can be seen in figure 13. Kinetic energy of photoelectrons varies enough between elements for XPS to be used as a characterization technique.
Figure 13. Visualization of the energy change of a photoelectron ejected from an atom. K and L are the x-ray notation for energy levels of \( n = 1,2 \) respectively.\(^6\)

The relationship between the energy of the photoelectron (\( E_k \)), the energy of the x-ray (\( hv \)) and the work function of the detector (\( \phi \)) is defined below as the binding energy (\( E_B \)).

\[
E_B = hv - E_K - \phi. \tag{9}
\]

\( E_B \) is the amount of energy it takes to remove an electron from the core shell of the atom. Since this value is material specific, it is where we obtain the identity of the element in question.

In order to gather information about the photoelectrons, they must be focused to an electron detector and be separated by energy. The energy analyzer separates the electrons by kinetic energy, and the detector generates a current from the electrons impacting it.
1.2.5 Water Contact Angle and Water Drop Penetration Time

Water contact angle (WCA) is an effective and convenient way of determining the free energy of a surface. Surface energy governs the interactions of one material with another. When a surface is studied in an environment of known surface energies (water and air) we can calculate the surface energy with the Young equation.

\[ \gamma_{SG} - \gamma_{SL} - \gamma_{LG} \cos \theta = 0 \]  

[10]

In equation 10, \( \gamma \) represents the interfacial energy, and \( \theta \) the angle between the surface and the water drop. The subscripts \( S, L \) and \( G \) signify solid liquid and gas, respectively. In this way \( \gamma_{SG} \) signifies the surface energy of the solid/gas interface. A diagram is provided below in figure 14 for clarity.

![Diagram of Water Contact Angle Measurement](image)

**Figure 14.** A diagram of a WCA measurement. The meaning of the variables is supplied in the text above.
We can use the WCA as a measure of how the surface energy has been changed by adsorptive processes. The calculation of the surface energy is not as important as the change in the WCA over time. Since hydrocarbon adsorption on typically hydrophilic surfaces tracks neatly with WCA, the angle itself is the measure we use.

The equipment used includes an optical camera, a syringe for dropping consistently sized droplets of water, and a level surface. A computer program is used to aid in the calculation of the angle of the water droplet.

Videos can also be used to determine water infiltration rates for powder or granular samples. These measurements are particularly useful for soil samples and other solid mixtures. The contact angle of these surfaces is difficult to define, as the water drop is in continuous motion. Using the water drop penetration time (WDPT) allows for a measurement of the water-substrate interaction when contact angle measurements are not feasible. Sometimes a sieve is required to increase homogeneity and it is suggested that the sample be air dried instead of oven dried to reduce error. For particularly hydrophobic soils, a varying ethanol concentrations in the water drops can increase the precision.61

1.3 Adventitious Hydrocarbons and Their Effect on Graphite and Soil

Adventitious hydrocarbon adsorption is an often overlooked contributor to surface properties. Understandably so, as many surface modifications are unaffected by this effect. However, when minor contributors are not considered, errors in understanding can compound and eventually lead to incorrect conclusions about the properties of any given surface. Herein lies the
purpose of this research, to establish hydrocarbon adsorption as one of these contributing effects so that communities outside of surface science can gain insight into their fields.

Graphite is used as both a supercapacitor electrode and a battery electrode. Even marginal increases in performance of these materials could translate to huge commercial profits. As the world strives to reduce its dependence on fossil fuels, these improvements are in high demand. The consequences of this shifting climate also influence other environmental concerns, such as soil water repellency. Contributing to a deeper understanding of water repellent soils will allow for more informed remediation techniques. Both of these topics are multifaceted, and in need of careful study. Herein it will be shown that adventitious hydrocarbon contamination is a contributing factor to water repellency in soils and the decreased efficiency of graphite as an electrode material.
2.0 Adventitious Hydrocarbons and the Graphite-Water Interface

2.1 Chapter Preface

The content of this section has been published in the journal *Carbon*.

**List of authors:** Justin M. Hurst, Lei Li, Haitao Liu

This paper reports the adsorption of airborne and waterborne hydrocarbon contaminants on graphite and their impact on the graphite-water interfacial properties. Exposing a freshly exfoliated highly oriented pyrolytic graphite (HOPG) surface to ambient air and 1-octadecene vapor (*ca.* 1 ppm) caused a *ca.* 30% and 70% decrease in its double layer capacitance, respectively. Similarly, a 38% decrease of capacitance was observed within 1500 min after a freshly cleaved HOPG was immersed in 1 M NaCl solution; liquid phase ellipsometry data showed that a contamination layer of *ca.* 0.6 - 2 nm was formed on the HOPG surface within the same time frame. The capacitance of a contaminated sample can be partially and temporarily restored by applying a high or low potential (-1.222 V or 0.778 V vs. Ag/AgCl). Herein we report that hydrocarbon contamination on graphite is significant in both water and air.

2.2 Introduction

Graphite has been a well-studied material going back to the early 1900’s. Being a naturally formed allotrope of carbon, its intrinsic properties are of fundamental interest. Properties such as band structure, dielectric constant, double layer capacitance, and Raman spectrum are extensively...
Graphite’s inherent flatness has also made it useful for surface measurements. Therefore, the intrinsic properties of graphite surface have been of great importance to the academic community and beyond.

Our group has shown that atmospheric hydrocarbons can adsorb onto graphite and mask its intrinsic wetting properties. The water wettability of graphite was revealed to be intrinsically more hydrophilic than had been reported in the literature in the past 75 years. It was shown that when graphite was aged in laboratory air, the water contact angle increased within several minutes due to the airborne hydrocarbon contamination. Other work confirmed this effect for carbon and other materials. Given the rapid kinetics of the airborne contamination, it should then be expected that a wide range of surface properties would also be unknowingly affected by this phenomenon. Any interfacial properties that are dependent upon the surface energy, dielectric properties, or chemical reactivity have the possibility of being influenced by the airborne adsorbates. In a recent study, Zou et al. showed that freshly exfoliated HOPG has a higher double layer capacitance (6.0 μF cm$^{-2}$) than that of HOPG aged in air for 24 hours (4.7 μF cm$^{-2}$). They also observed that when a HOPG sample was immersed in 6 M LiCl solution, its double layer capacitance also decreased over time. These results are consistent with the idea that hydrocarbon contamination affects surface properties of HOPG other than wettability.

In the present study, we aim to expand on the results of previous works that show the adsorption of airborne organics and the effects on the graphite-water interface. Given the complex nature of the research topic, the goal of this study will be limited to (1) identify if airborne hydrocarbons remain on the graphite surface when in an aqueous environment; (2) determine if waterborne hydrocarbon contamination will occur at graphite-water interface; and (3) determine the kinetics of these processes and their impact on the double layer capacitance of graphite-water.
interface. To accomplish these goals, we will use electrochemical impedance spectroscopy (EIS) and spectroscopic ellipsometry (SE) to characterize the HOPG-water/electrolyte interface. EIS will allow us to determine the double layer capacitance, which is a property that is heavily influenced by surface changes. SE will quantify the adsorbed contamination layer on the surface. We will also use Fourier transform infrared spectroscopy (FTIR) to characterize the organics adsorbed on the surface from air.

Our study highlights the effect of the contamination layer on the graphite-water interface. We characterize the growth of waterborne contaminants through both EIS and SE. The time resolution of our EIS and SE measurements permits a better understanding of when the contamination will begin changing electrochemical behavior. This data adds to the understanding of the dynamical behavior of both airborne and waterborne contaminants at the graphite-water interface.

2.3 Experimental Methods

2.3.1 Methods and Materials

A piece of 2 × 2 cm HOPG (SPI Supplies, SPI-2 grade) was prepared for experimentation by scotch tape exfoliation. Scotch brand tape was affixed to the basal plane of the graphite crystal, and was peeled off such that a fresh layer of graphite was exposed. High purity water (Thermo Scientific Barnstead “MicroPure” ultrapure water system, 18 MΩ×cm, < 10 ppb total organic carbon) was used for rinsing and making solutions. 1-octadecene (>90%, Sigma-Aldrich) was used for intentional contamination of the HOPG surface.
Electrochemical impedance measurements were recorded on a Gamry Reference 600 in potentiostatic EIS mode. Unless stated otherwise, the measurements were recorded at -0.222V vs. Ag/AgCl reference electrode with an AC perturbation between 10 - 20 mV in NaCl electrolyte solution (0.171 M or 0.984 M). Electrolyte solutions were prepared with NaCl from Sigma-Aldrich (>99.0%). Glassware was rinsed with piranha solution (3:1, H₂SO₄:H₂O₂), and 18 MΩ×cm DI water prior to use for electrolyte solution (Warning: piranha solution presents an explosion danger and should be handled with extreme care; it is a strong oxidant and reacts violently with organic materials. All work should be performed in a fume hood. Wear proper protective equipment). The electrochemical cell was constructed of a glass cylinder, and had a ~5 cm opening at the top where the counter and reference electrodes were inserted through a glass lid or rubber stopper. The cell was ~8 cm tall and had a small opening at the bottom where the HOPG was clamped (Appendix A, Figure 30). The area of the working electrode was determined by a Viton o-ring which was 0.988 cm². A platinum wire was used as the counter electrode and the reference electrode was Ag/AgCl (Accumet 13-620-53). The capacitance of the HOPG electrode was determined by fitting the EIS data to a Randle’s cell model with a constant phase element (CPE) in place of a capacitor. The capacitance was extracted from the CPE through the method detailed by Hsu and Mansfield. Detailed information about the modeling of EIS data can be found in the supporting information.

Thin film thickness was determined by spectroscopic ellipsometry (SE). A J. A. Woollam Alpha-SE spectroscopic ellipsometer recorded data between the wavelengths 381 and 893 nm, at an incident angle of 70°. A 500 μL liquid cell was used for liquid phase measurements. The cell is constructed of stainless steel and has quartz windows. A seal was created between the cell and the HOPG by a Viton gasket. The liquid was delivered by a glass syringe through a metal fitting. The
liquid cell, syringe, and fittings were treated with UV/Ozone prior to measurements. The window effects were calibrated using a silicon wafer with 25 nm thermal oxide (J. A. Woollam).

Fourier transform infrared (FTIR) spectroscopic measurements were taken using a germanium tip for attenuated total reflectance (ATR) on a Bruker VERTEX-70LS FTIR and a Bruker Hyperion 2000 FTIR microscope. Measurements were taken from 600 to 4000 cm\(^{-1}\) with a resolution of 4 cm\(^{-1}\). The ATR tip was swabbed with isopropyl alcohol prior to measurements. At least 5 minutes was allowed for the isopropyl alcohol to evaporate before measurements were taken.

2.3.2 Air Aging

A petri dish was cleaned with DI water, then acetone and dried with air. The HOPG was exfoliated, then set in the petri dish and covered. It was then stored in air in a wet chemistry laboratory at various intervals prior to analysis by EIS.

In a separate experiment, the HOPG was aged in an open container. The HOPG was exfoliated then suspended in a beaker such that only the outer edges of the HOPG came in contact with the glass. The freshly exfoliated side of the HOPG was faced down in order to avoid particulate material from falling on the surface. In all air aging experiments, each individual EIS measurement corresponds to a separate exfoliation of the same HOPG sample.

2.3.3 1-Octadecene Aging

The HOPG was either measured within 1 minute of exfoliation, or aged through the following process: a vial cap (ca. 2 cm in diameter) was filled with 1-octadecene and placed in a
covered petri dish at room temperature to establish an atmosphere with high partial pressure of 1-octadecene (ca. 1 ppm). The HOPG was then placed in the petri dish and allowed to age at various intervals. For the EIS measurement, a rubber stopper was used to hold the counter and reference electrode, and 0.171 M NaCl was used as the electrolyte. Each EIS measurement corresponds to a separate exfoliation.

2.3.4 SE Liquid Phase Aging

HOPG was exfoliated, set up in the liquid cell and measured in situ. Either deionized water (18 MΩ) or 0.984 M NaCl was used as the liquid ambient. In both cases J. A. Woollam software CompleteEASE was used to analyze the data. The optical constants of the HOPG were determined by a b-spline model at the first measurement after the cell was assembled. The Cauchy model was used to model the properties of the contamination layer, and the thickness of the layer was extracted from the fitting.

2.3.5 EIS Liquid Phase Aging

The HOPG was exfoliated and assembled in the electrochemical cell with a glass lid. NaCl (0.984 M) was used as the electrolyte. The sample was then monitored in solution by EIS for several hours, with a frequency range of 1 - 10k Hz, cell potential of -0.222 V vs. Ag/AgCl, and a 10 mV root mean square AC perturbation. The capacitance of the HOPG surface was determined by fitting data to a CPE model (Appendix A, Figure 31); the details of the data fitting can be found in the supporting information. To verify the effect of contamination, the experiment was also
repeated while adding 3 drops 1.5% benzyl alcohol in 85 mL of electrolyte (concentration: 4.19 ppm).

To study the effect of electrode potential on the stability of the contaminant layer, the HOPG electrode was aged in electrolyte solution until the HOPG was in equilibrium with respect to contamination. The HOPG electrode was then conditioned for 300 seconds at either -1.222 V or 0.778 V (vs. Ag/AgCl). Following the conditioning, the double layer capacitance was monitored at -0.222 V vs. Ag/AgCl.

2.3.6 ATR-FTIR

HOPG was characterized by ATR-FTIR after being exposed to either air, or 1-octadecene vapor. For both experiments the sample was exfoliated, and the first measurement was conducted within 30 seconds. For air aging, the sample was then transferred to a covered petri dish and then FTIR measurements were repeated as a function of air aging time. Two spectra, 3 hours and 3 days aged, were from a separate exfoliation. They were included to give better time resolution. For the measurement involving exposure to 1-octadecene vapor, the same method as described in section 2.3 was used except the sample was exfoliated only once and repeatedly measured as a function of exposure time to 1-octadecene.
2.4 Results

2.4.1 Effect of Airborne Contamination on the Double Layer Capacitance of HOPG

Our first goal is to test if airborne hydrocarbons, after their adsorption onto graphite surface, would remain in an aqueous environment and if so, what is their impact on the properties of graphite-water interface. For this purpose, we have conducted gas phase aging of HOPG in laboratory air. A piece of HOPG was exfoliated using the scotch tape method, allowed to age in air, and then characterized by EIS. As seen in Figure 15A, the capacitance of the HOPG surface is dependent on the amount of time spent in air after exfoliation. One set of data shows an HOPG sample aged in a covered petri dish and for the other data set a sample was suspended with the exfoliated side down to ensure no particulates fell on the surface. In both samples, a decrease in the double layer capacitance was observed with longer air exposure; no significant difference in the kinetics was found. Note that each data point involves a separate exfoliation of the HOPG surface. The scattering seen in the data can be attributed to the difference in true surface area of the HOPG with each exfoliation, due to the microscopic flakes that remain on the surface.
Figure 15. Effect of gas phase aging on the HOPG. (A) Air aging experiment in petri dish; (B) Air aging experiment with added 1-octadecene contaminant; ATR-FTIR spectra with (C) air aging and (D) aging in 1-octadecene. The error for individual data points in (A) is on the order of 0.001 μF/cm², too small to be seen in the figure. The scattering of the data in (A) and (B) may be attributed to variation in the true surface area, as each data point is a separate exfoliation.

Figure 15B shows the intentional contamination of HOPG with 1-octadecene vapor. These experiments serve as a positive control, to establish that hydrocarbon contamination can result in a decrease of double layer capacitance. A reduction of capacitance greater than ca. 70% occurred
within the first 10 minutes of aging in 1-octadecene vapor. After 10 minutes, the capacitance stabilized at \( ca. 1 - 2 \ \mu F/cm^2 \).

Verification of the identity of the airborne contaminants can be seen in the ATR-FTIR measurements in Figure 15 C and D. The peaks of interest are located at 2840 and 2930 cm\(^{-1}\), corresponding to aliphatic C-H stretches.\(^7\) It can be seen that for the air aging sample, there is a significant increase in the C-H stretching peaks after 3 days. For 1-octadecene aging, these peaks are noticeable after 3 hours. As in the case of air-aging samples, the C-H stretching peak intensity generally increases with longer exposure in 1-octadecene vapor. However, the spectrum acquired at 3-hr showed unexpectedly strong intensity; the exact reason is not known but we suspect that the inhomogeneity of the HOPG surface is the cause. This abnormally large intensity change was not reproduced in later experiments. The interpretation of this data is limited by the fact that the sample was not measured in the exact same location on the surface. Other notable features in the FTIR data include the peaks at 3100 and 880 cm\(^{-1}\). Absorptions near 3100 cm\(^{-1}\) are associated with aromatic C-H stretches. Peaks at 880 cm\(^{-1}\) are likely out-of-plane bending modes for vinyl or aromatic hydrogens. It is worth noting that there is considerable dynamics in the FTIR data. For example, for the air aged sample, the 3100 cm\(^{-1}\) peak appeared at the very beginning of the measurement, its intensity decreased initially but eventually increased at longer exposure times.

2.4.2 Effect of Water-Borne Contamination

HOPG was characterized by SE to probe the surface contamination from water-borne contaminants. For liquid ambient SE measurements, a flow cell was used to contain the liquid. The HOPG surface was freshly prepared and immediately (< 30 s) assembled onto the liquid cell. The flow cell has quartz windows and an inlet for introducing the liquid. Figure 16A shows that a
significant layer of contamination builds up on HOPG even when in contact with ultrapure water produced by a Nanopure™ water purification system. The thickness of the adsorbed layer increased quickly within the first 200 minutes, and then plateaued between 0.5 - 0.7 nm. It is likely that a monolayer amount of material was adsorbed during this process.

![Figure 16](image)

**Figure 16.** Liquid phase SE aging data. (A) several replicate measurements of aging of HOPG in pure water; (B) aging in electrolyte solution (0.984 M NaCl); (C) Aging of HOPG in pure water, with intentional contamination of stearic acid introduced at 30 minutes.

For a better comparison to the EIS data, HOPG was also characterized by SE in the presence of 0.984 M of NaCl solution. All parameters are the same as the pure water experiment with the only difference being the ambient solution. Shown in Figure 16B, the adsorption kinetics is similar to Figure 16A at early times. There is a change from fast to slow kinetics at ca. 200 minutes and at a similar thickness. However, the measured thickness kept increasing to ca. 2 nm, during which time the error of the measurement also continuously increased (Appendix A.5 Figure 32). It is likely that a secondary mechanism begins to influence the measurement; this is discussed in further detail in the supporting information.

In Figure 16C the HOPG surface was initially aged in pure water; saturated stearic acid solution (~1×10⁻⁵ M; ~3 ppm) was added to the flow cell at about 30 minutes. This experiment
serves as a positive control to show that hydrocarbons do adsorb onto water-graphite interface and such a process can be detected by SE. As expected, the thickness of the contamination layer rapidly increased after introducing stearic acid and plateaued at \textit{ca.} 0.6 nm, similar to the ultrapure water experiment.

The effect of water-borne contamination on the double layer capacitance of HOPG can be seen in Figure 17. In this experiment, The HOPG was set up in the electrochemical cell and continuously measured by EIS in contact with 0.984 M of NaCl solution. A 38\% decrease in capacitance occurred over 1500 min, with most of the decrease observed in the first 200 minutes. A similar test was performed with benzyl alcohol solution added to the electrolyte after a preliminary measurement of the uncontaminated surface. A capacitance decrease of 26\% occurs when 3 drops of 1.5\% v/v benzyl alcohol solution is added (final concentration: \textasciitilde 10^{-4} M). Curiously, the addition of benzyl alcohol solution does not depress the capacitance as significantly as the electrolyte solution alone. It could be that benzyl alcohol competitively inhibits adventitious organics from adsorbing to the surface. Since benzyl alcohol has a higher dielectric constant than most organics, it is possible that it increases the capacitance value when it adsorbs (see discussion below).
**Figure 17.** Liquid phase aging data measured by EIS. (A) Electrolyte solution and benzyl alcohol as an added contaminant. (B) Electrolyte aging, with potential “jumps”. The potential jumps are either -1.222 V or 0.788 V for 300 seconds. Note, the vertical axis of (B) is on a truncated scale for visual purposes.

We also studied how the electrode potential impacts the adsorbed contaminant on HOPG. In this experiment, HOPG was cleaved and assembled in the liquid cell, then monitored by EIS at -0.222 V for about 375 minutes. The cell was then held at either -1.222 V or 0.778 V vs. Ag/AgCl for 5 minutes. The conditioning voltages were selected to avoid possible electrolysis of electrolyte solution while probing the effect of extreme electrochemical potential on the adsorbed contaminant. After 5 minutes of holding at -1.222 V or 0.778 V, EIS data acquisition then continued at -0.222 V vs. Ag/AgCl to monitor the capacitance. Capacitance “jumps” can be seen in the data presented in Figure 17B. The jump in capacitance is small, between 1% and 8%, with the negative holding potential yielding higher recovery.
2.5 Discussion

Previous studies found that airborne hydrocarbon contamination affects the surface of graphite and the impact of this contamination is significant within minutes after exfoliation. The data presented here agrees with these previous studies, and presents new evidence that adventitious hydrocarbons can also be introduced through the aqueous phase.

2.5.1 Gas Phase Aging

We observed a significant decrease of double layer capacitance after the HOPG was exposed to ambient air. The exfoliation of HOPG introduced some variability in the true surface area of the sample that we believe contributed to the large noise in the capacitance data shown in Figure 15A. However, despite the large variability, the overall trend is clear: increasing air exposure leads to a decrease of double layer capacitance of HOPG (Appendix A.2 Table 1). ATR-FTIR measurements showed that the graphite surface was contaminated by hydrocarbons, consistent with our previous observation of surface contamination of graphitic carbon in air.\cite{9-14} The data shows that airborne hydrocarbon contamination is the likely cause for the decrease in the double layer capacitance.

As a positive control, we also found that exposing graphite to 1-octadecene vapor resulted in a larger decrease in the capacitance compared to the air-aged sample. For the HOPG sample aged in 1-octadecene vapor, the EIS data compares well with the kinetics established by Kozbial et al. through both SE and water contact angle measurements.\cite{13} It can be inferred from the difference between air and 1-octadecene aging that environment will change the aging effect. Note
that the vapor pressure of 1-octadecene is estimated to be 0.009 Pa (ca. 0.9 ppm) at room temperature.\textsuperscript{74} If handled in an environment with volatile solvents present, HOPG could experience an even more pronounced decrease of double layer capacitance than noted in the present study.

It is difficult to use ATR-FTIR for analysis of the kinetics of adsorption. The composition and orientation of the adsorbed hydrocarbons may change over time. For example, small molecular weight aromatic hydrocarbons may adsorb rapidly at early times, then replaced by higher molecular eight aliphatic and aromatic hydrocarbons. Due to the conductive nature of HOPG, the surface selection rule will also affect the IR absorption of the molecules if their orientation changes: the vibration modes with an oscillating dipole moment parallel (perpendicular) to a conductive surface should be suppressed (enhanced), due to the presence of an image charge in the conductive substrate.\textsuperscript{75-76} It is expected that both processes will strongly dependent on the aging time and local airborne hydrocarbon composition. Such a mechanism could explain the temporal variation of the 3100 cm\textsuperscript{-1} peak for the air-aged sample shown in Figure 15C; note that such behavior is not always observed, likely due to day-to-day variation in the airborne contaminants (Appendix A, Figure 33). In the same way, different types of contamination may impact the double layer capacitance to a different degree even if they show similar FTIR signatures. Thus, the kinetics measured by FTIR and EIS may not quantitatively reproduce each other. Nevertheless, the samples at long exposure times always show a much stronger -CH\textsubscript{2}- stretching peak compared to the fresh sample, confirming the presence of hydrocarbon adsorption did occur on HOPG (Appendix A, Figure 34). Therefore, we limit our interpretation of the FTIR data only to the positive identification of hydrocarbons on the surface of graphite.
2.5.2 Solution Aging

Similar decrease of capacitance was also observed when HOPG is exposed to NaCl solution. These data showed much less variation, because the sample was exfoliated once and then continuously monitored, thus eliminating the variations of true surface area. Electrolyte solution with salt of >99.0% purity causes a large (33% of the initial value) drop in capacitance over the course of 24 hours (Figure 17A). Curiously, the addition of an intentional contaminant (benzyl alcohol) resulted in a slightly higher ending capacitance value than the electrolyte alone. It is most likely that this phenomenon can be explained by the difference in dielectric constant of benzyl alcohol and other hydrocarbons. The adsorption of benzyl alcohol increases the dielectric constant of the contamination layer and alleviates some of the capacitance losses (see Qualitative analysis section below). Also shown is the effect of voltage conditioning on the cell, which resulted in a small increase of the double layer capacitance (Figure 17B). Among other possibilities, the data is consistent with the idea that the contamination layer is partially driven off of the surface, recovering a small percentage of the original capacitance. We speculate that the contaminant may change its charge state or solubility due to redox reactions and/or local pH changes induced by the potential. However, the capacitance of the surface then is quickly driven down again by re-adsorption for little to no permanent improvement.

SE data collected in the electrolyte solution shows an increase in the thickness of the adsorbed layer that matches the kinetics of capacitance reduction well. SE data collected in pure water shows a similar effect, but with a thinner contamination layer. Although SE does not confirm the identity of the layer, it does provide information on the existence, and the thickness of the contamination layer. Similar liquid-aging experiments were also carried out using air-aged HOPG (Appendix A, Figure 35). We found that in pure water, the air-aged sample showed a slower
growth of contaminant layer; however, in NaCl solution and with intentionally added stearic acid, the air-aged sample showed similar behavior as the fresh-exfoliated sample. Additional studies are needed to fully understand this complex behavior.

2.5.3 Qualitative Analysis

The observed decrease of double layer capacitance is significant in magnitude and highly sensitive to the environment. As an example, exposing graphite to ca. 1 ppm of 1-octadecene vapor resulted in 70% decrease in the double layer capacitance. The change in the capacitance can be attributed to two factors, as discussed below.

First, the hydrocarbon contamination would increase the charge separation in the double layer and hence decrease the double layer capacitance. The hydrated ions in the double layer is in intimate contact with the electrode surface, therefore, the distance between the ions and graphite electrode would then be significantly increased if a monolayer of hydrocarbon was inserted in between. Capacitance has an inverse relationship with distance between charges. The ion-electrode separation can be estimated to be about 0.8 nm.\textsuperscript{77-78} Using the plate capacitor model, one expects that increasing ion-electrode separation value by 0.7 nm (Figure 16) would decrease the double layer capacitance by about 50%. The second item of concern is the dielectric constant. The room temperature dielectric constant of water is about 78, and 1 M NaCl solution is about 70.\textsuperscript{68-69} Most organic materials have a much lower dielectric constant (e.g., 1-octadecene has a dielectric constant of approximately 2, which is typical for hydrocarbons\textsuperscript{79}), which would also reduce the double layer capacitance proportionally.

The above analysis would predict a \textit{ca.} 70-fold reduction of double layer capacitance, much larger than what we observed. A key factor that we did not consider in the analysis is the low
carrier density of graphite. Graphite is a semi-metal with low density of states near its Fermi level. In a double layer structure, the counter charges in graphite are not localized at the graphite-water interface; instead, these counter charges are distributed several to several tens of nanometers within the surface. Therefore, the effective charge separation distance is longer than the ion-graphite separation; in the same vein, the effective dielectric constant will have a contribution from graphite. Both factors make the impact of surface contamination much less than predicted by the simple model we described. Work is under way to quantitatively model the double layer structure in the presence of contamination.

2.6 Conclusion

The data presented here increases the community’s understanding of the dynamical behavior of the contamination layer at the graphite water interface. This study shows that trace amounts of hydrocarbons from the atmosphere, water, and electrolyte can significantly contaminate the surface of HOPG within as little as 10 minutes of exposure. Contamination from the electrolyte reduced the differential capacitance by as much as 30%, and in the case of airborne contamination by more than 70%. ATR-FTIR confirmed the presence of hydrocarbons on the HOPG surface upon air exposure. Liquid phase SE experiment showed that a contamination layer of 0.6 nm – 2 nm formed on HOPG upon contact with water and electrolyte solution. We hope that a better understanding and controlling of the surface cleanliness of graphite may lead to a reassessment of some of the well-known properties of graphite and discovery of new applications. For more discussion on the cleanliness of carbon electrodes, refer to Appendix C: “Assessing and Mitigating Surface Contamination of Carbon Electrode Materials”.
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3.0 The Ionic Liquid-Graphite Interface

3.1 Introduction

A recent advance in electrochemistry is the utilization of room temperature ionic liquids (RTIL) for electrochemical energy storage devices. RTILs are good for energy storage because of their chemical stability, large potential window, and thermal stability. Ionic liquids exist as two charged organic species. This allows the anion/cation pair to be a solvent free electrolyte. These advantages are balanced by low ion mobility and high resistance between electrodes.

An attractive combination with RTILs is a carbon electrode. Carbon is lightweight and conductive and is a suitable battery electrode for batteries and capacitors that need a large specific energy. Carbon electrodes have a rich history in electrochemistry and are well studied for aqueous solutions. With the introduction of RTILs new theories were developed to explain the RTIL/electrode interface. The Kornyshev theory of the RTIL/electrode interface matched well for metallic electrodes, and is still quite successful. Experimental capacitance vs. potential curves showed the same shape predicted by Kornyshev theory.

There is a further complication with carbon electrodes. The minimum capacitance for graphitic carbon is known to be limited by a space charge layer within the graphite itself. So graphitic carbons electrodes cannot be sufficiently described by Kornyshev theory, but must make considerations of semiconductor theory as well. This work was completed by Kornyshev *et al.* in 2014. Their calculations are reprinted in figure 18. The capacitance of the RTIL/metal interface is limited by the RTIL, where overcrowding lowers the capacitance at high potentials. For graphite, the space charge layer becomes more compact at higher potentials, and therefore raises the capacitance. This behavior is seen in aqueous systems and was predicted for an RTIL solvent as well.
Figure 19. The capacitance curve of graphite and BMIM PF$_6$. Reprinted by permission from Physical Chemistry Chemical Physics. 2016, 18, 920. Copyright 2016 Royal Society of Chemistry.

Surprisingly, Muller et al. found that carbon electrodes did not follow the predicted pattern. In this work, they found that the capacitance curve followed a sigmoid shape. This data is reprinted in figure 19. If semiconductor theory is best used to explain the surface capacitance of graphite, then it would follow that both aqueous and RTIL electrolytes would show a similar capacitance vs. potential curve. Especially at the minimum capacitance near the potential of zero charge (PZC), where RTIL overcrowding cannot explain a capacitance reduction. There remains
a discrepancy between theory and experiment that must be explained to fully understand the RTIL/nonmetallic electrode interface.

It has also been shown that adventitious hydrocarbons can adsorb to the surface of graphite and mask its intrinsic surface properties. Previous works start with the assumption that this behavior is not significant, and do not mention it as a consideration. This gap in understanding must be addressed.

We will investigate by comparing capacitance vs. potential curves for 1-butyl-3-methylimidazolium hexafluorophosphate (BMIM PF₆) in various experimental conditions. Comparing ambient atmospheric measurements at various levels of cleanliness will allow a baseline of comparison to measurements in a glovebox, and in a clean hood. We will also study the effects of these environments on the interface at the potential of zero charge (PZC).

3.2 Methods

The first step in this process is to make an appropriate reference electrode (RE). In most aqueous solutions, commercially available REs function well enough. Since the electrolyte is the solvent for RTILs, one universal RE system will not do, as using different RTILs for the electrochemical cell and the RE is certain to introduce error. This means that a new RE must be made for each individual RTIL. Another consideration is the redox couple. Ag/AgCl REs are commonly used for aqueous systems, but it has been shown that the Ag/Ag⁺ standard is more appropriate for RTILs.

An appropriate model must also be made, such that the impedance spectra can be accurately fit, but that the elements can be traced to a physical phenomenon. The most basic model, a Randel’s
cell, fits fairly well for some aqueous systems but not for ILs. A second capacitor is usually needed to explain the high frequency behavior of the graphite IL system. The model used for this work is seen in figure 20 below.

**Figure 20.** The model used as an equivalent circuit for the extraction of capacitance from an impedance spectrum.

The resistances are described as the resistance of the solution, $R_s$, the charge transfer resistance (or also can be thought of as the resistance associated to the leakage current), $R_2$, and the resistance associated with the formation of the double layer, $R_1$. $C_{hf}$ describes the high frequency behavior of the system, and $C_1$ is the double layer capacitance. A Warburg element is also included, and could be attributed to the ordered structure that occurs at the interface.$^{87}$

### 3.2.1 EIS Measurements

Impedance spectra were measured by a Gamry Reference 600. A glass cell was used to contain the solution and electrode. The electrochemical cell was constructed of a glass cylinder,
and had a ~5 cm opening at the top where the counter and reference electrodes were inserted through a glass lid or rubber stopper. The cell was ~8 cm tall and had a small opening at the bottom where the HOPG was clamped as seen in Appendix A Figure 30. The area of the working electrode was determined by a Viton o-ring which was 0.988 cm². The reference electrode was constructed of a glass cylinder and a frit attached by a shrink-wrapped plastic. For our system AgPF₆ is added to BMIMPF₆ such that a saturated solution is made. This solution and a silver wire are then placed in a glass tube with a vycor frit at the base.

3.2.2 Capacitance Versus Potential Curves

Capacitance was determined by EIS and equivalent circuit modelling. Each spectrum had an AC amplitude of 10 mV (except for glove box measurements), and the cell potential was iteratively changed from -1.8 V to 0.2 V versus Ag/Ag⁺ over 21 measurements.

3.2.3 Glove Box Measurements

The reference electrode was assembled after being placed in the glove box and the graphite electrode was exfoliated in the glove box as well. Water and oxygen concentrations were < 0.1 ppm. The AC amplitude was increased to 100 mV for this measurement as it was found to return the widest frequency window without errors. This is especially important for the lower frequencies, where the most information is gained about the C1 capacitance.
3.2.4 Clean Hood Measurements

An AirClean 600 Workstation clean hood was utilized to reduce the amount of adventitious hydrocarbons available to adsorb on the surface. This apparatus belongs to the lab of professor Shigeru Amemiya, where these experiments were performed. Air was filtered through a medical grade filter and a charcoal filter, and a positive pressure was established to create a clean atmosphere. No organic reagents were kept in the clean hood. The graphite was exfoliated in the hood, and the reference electrode solution was made in the hood as well.

3.2.5 In Situ EIS

Graphite was exfoliated and the cell was assembled. The reference electrode was purged with $N_2$ to prevent the voltage from drifting over time. The EIS tests were started and the adulterant was added (except for the untreated).

3.3 Results

3.3.1 The Effect of Environment on the PZC Capacitance

The first test is to determine if there is a significant difference between the capacitances at the potential of zero charge (PZC) in different experimental conditions. Below in figure 21 we see a comparison of 3 different conditions.
Figure 21. Capacitance measurements in ambient air, a glove box, and a clean hood. The number of replicates are 10, 7 and 7 respectively.

The variance in capacitance between separate exfoliations makes interpretation difficult, but it can be seen that there is not a significant difference between ambient air and other atmospheric conditions. The glove box and clean hood tests do have some overlap at one standard deviation, so we cannot consider their difference to be statistically significant.

Observations of intentional contamination were also made. It is known that hydrocarbon adsorption affects the capacitance on the surface of graphite in aqueous systems, so it would follow that the same could be true for ionic liquids. Below in figure 22, we see the effect of additional contaminants to a BMIM PF6/graphite system.
The voltage dependent behavior of the graphite/IL system was studied as well. Here we answer the question of whether or not we should expect graphite to behave as explained in Kornyshev theory or deviate as has been found in some experiments.
3.3.2 Capacitance Versus Potential Curves

![Capacitance vs potential measurement of the graphite BMIM PF$_6$ interface in a glove box. C1 and Chf are the two relevant circuit elements being discussed.](image)

**Figure 23.** Capacitance vs potential measurement of the graphite BMIM PF$_6$ interface in a glove box. C1 and Chf are the two relevant circuit elements being discussed.

Above in figure 23, we see the capacitance vs potential curve for our system. The data is best fit by an equivalent circuit with two capacitors. Chf fits the high frequency phase shifts, and C1 the lower frequencies. The test was first done in a glove box as the hypothesis was that contaminants changed the behavior of the surface. We see here that the “u-shaped” curve predicted by theory is observed here. There is no potential dependence for the Chf circuit element. the interpretations of this data will be in the discussion.
Figure 24. Capacitance versus potential measurement of the graphite BMIM PF₆ interface in a clean hood.

Figure 24 shows the same experiment in a clean hood. This hood uses a positive pressure airflow with a charcoal and medical grade filter. This is likely as close as can be attained for cleanliness from hydrocarbons in a realistic environment. Some of the data is not plotted, as the fit became suggested a physical impossibility. It is difficult to determine the cause of the unexpected behavior in the data. The EIS spectra of each point are continuous, and consistent with capacitive behavior. The data points from -1.6 V to -1.4 V are likely influenced by something not related to the interface but part of the measuring process. The shape of the curve is reminiscent of the previous data, and also follows the shape predicted by theory.

Finally, we will compare the previous data to the same experiment in an unaltered ambient atmosphere. The only difference here is that the reference electrode was purged with nitrogen to remove the potential shifts introduced by oxygen in the cell.
Figure 25. Ambient air capacitance versus potential curve.

Curiously, Chf for this test does seem to have potential dependence. Both C1 and Chf have the minimum shifted below -0.8V, which is likely due to a shift in the potential of the reference electrode. Also, the capacitance is asymmetric in magnitude on either side of the curve.

3.4 Discussion

The original hypothesis – that hydrocarbons affect the behavior of the graphite/IL interface – is not necessarily proven by this data. The primary reason for the lack of clarity comes from the inconsistency in the true surface area of the surface of graphite. For the ambient air measurements at the PZC, the standard deviation is so large that it is difficult to make meaningful conclusions. Another factor that contributes to this is the possibility of reference electrode drift. In order to allow for a measurement that is influenced by the environment, the reference electrode was not purged with nitrogen. The reference electrode shifts would cause the potentiostat to hold the working electrode at the incorrect potential and shift the measurement. These two elements would
need to be accounted for to reduce the error in the experiments. On the other hand, any sort of measurement of the true surface area would unavoidably influence the surface and cause doubt of the validity of the measurement. The same is true for a nitrogen purge of the system. For these reasons and that the measurements were intended to be complimentary, they are presented as is.

3.4.1 Capacitance at the PZC

The clean hood and glovebox measurements of figure 21 seem to imply that with more precise measurements, there may be a difference in their capacitance values. These two tests were designed to parse between water and hydrocarbons as possible contaminants. It has been postulated that water could influence the surface properties of graphite by forming an ice-like layer that remains even in solution.\textsuperscript{88} Since the glovebox is an environment with trace water, it should be the minimal contributor. It may be more optimistic to think the same is true about the clean hood and hydrocarbons. A charcoal filter and a medical grade filter are used to reduce as much contamination as possible. We expect this to be a slightly lower hydrocarbon environment, and therefore have a larger capacitance. The data implies that this is possible, but difficult to defend with the large error involved.

The in situ capacitance measurements of the graphite - IL interface in figure 22 contains some unexpected results. The addition of organics intended as contaminants did not seem to appreciably effect the ending capacitance. The capacitance is presented as a fraction of the original capacitance for the purposes of comparison. Behavior very similar to this has been recorded for aqueous systems.\textsuperscript{85} The possibility remains that this initial capacitance loss is intrinsic to graphite itself after exfoliation and measurement by EIS. A possible mechanism could be solvent intercalation in the outermost layer of the exposed step edges. Another idea is step edge healing,
where flakes of graphite assimilate to the surface and reduce the available surface area. It is also possible that this initial capacitance loss is adsorption related, but the contaminants chosen were not able to compound the effect. The sets of experiments performed here were not sufficient to determine the mechanism behind this behavior. Further investigation is required for more understanding on this subject.

3.4.2 Capacitance versus Potential Curves

Finally, we will discuss the potential dependence of the capacitance as seen in figures 23-25. The most striking observation is that the u-shaped behavior is seen in each of the experiments. The part of the hypothesis that adventitious adsorbates influenced the behavior of the measurement of Muller et al. seems to be disproven. The discrepancy between theory and their data seems to be from an unknown source. In this work we verify the theoretical model proposed by Kornyshev, and the commonly held view that nonmetallic electrodes in ionic liquids exhibit u-shaped capacitance versus potential curve.

3.5 Conclusion

The behavior of the interface between BMIM PF\textsubscript{6} and graphite is shown to follow with theory as established by Kornyshev. \textsuperscript{83} A U-shaped capacitance-potential curve is observed in various environments, and there is no clear effect of environment on the shape of the curve. Several replicates were measured at the PZC and no statistical significance was seen between different environments. This data suggests that on short timescales (< 5 minutes) in air, surface adsorption
of adventitious species is not a significant factor for reduction of capacitance. There is, however, evidence that a change occurs at the surface when in solution. A capacitance drop of ~25% over 8 hours was observed. The behavior of the system was not significantly changed with the addition of anthracene, toluene, or dodecene. Several possibilities were discussed about the nature of this capacitance drop at the PZC, but further study is needed to clarify its source and effect on the system. For more discussion on the cleanliness of carbon electrodes, refer to Appendix C: “Assessing and Mitigating Surface Contamination of Carbon Electrode Materials”.

3.6 Acknowledgements

This work is supported in part by ONR (N00014-18-1-2555)
4.0 Wettability of Soil Mineral Surfaces Influenced by Airborne Hydrocarbons

4.1 Introduction

Soil water repellency is a well-known phenomenon, but its causes are not completely understood. In this work we show how airborne adventitious hydrocarbons can adsorb to mineral surfaces to contribute to this effect. The water contact angle (WCA) is shown to increase from 0° to 25° for silica, and to 65° for alumina after 4 days of exposure in ambient air. The change in the amount of hydrocarbons is monitored by spectroscopic ellipsometry (SE) and X-ray photoelectron spectroscopy (XPS). Water drop penetration time (WDPT) is measured on kaolinite after treatments with either heat or ozone to show that adsorption of airborne hydrocarbons can increase the WDPT of mineral powders.

Understanding soil-water interactions is of importance to many fields of research, including climate change, erosion control and agriculture. Due to declining global water reserves and an expected decrease in rainfall in dry climates, increasing the efficiency of water absorption in soil is of great interest. Previously, it had been assumed that soils are typically hydrophilic and that repellent soils are the exception. It might be expected that the water-absorptive properties of soil would be intermediate between the mineral and organic components, two major constituents of soil. As research interest increased, investigations revealed water repellency in soils to be quite prolific. This counterintuitive finding has been largely attributed to organics coating the surface of hydrophilic minerals.

The organic component of soil is made of a large breadth of compounds sometimes referred to as humic substances, or humin. Humin is composed of many compounds that result from the
decay of plant and animal detritus. These residues from dead plants and animals can include carbohydrates, proteins, lipids, and lignin. These common compounds decompose into various sized biopolymers, then to their constituent monomers. The continuous decay, and contribution of new materials leads to a somewhat consistent composition of soil organic matter. Since decomposition rates affect the composition of the soil, the makeup of soil is also affected by rainfall, temperature, soil texture, and surface vegetation.

There has been some difficulty determining which compounds are the cause of soil water repellency. Fatty acids and long chain aliphatic hydrocarbons have been suspected to be the organics that cause the coating of mineral grains. It has been shown that fatty acids, and waxes are the likely cause of repellency in nonwetting sands. Associations between water repellency and the proximity of certain plants and fungi have also been made. Although progress has been made, the mechanism by which hydrophobic organics become bonded to soil particles remains unclear.

It has been shown that the wetting properties of soil can be determined by macroscopic structures (i.e., coatings on soil aggregates). Although there are macroscopic explanations for how soils can be water repellent, there is a gap in understanding where these structures are absent. The source of the mineral water repellency has been proposed as adsorption of organics such as pollutants, microbes, plant root exudates, and wildfires. Yet, there is some disagreement as to what causes the minerals to be coated with organics, as hydrophobicity is not necessarily associated with the amount of organics in the soil. Though the amount of organics does not affect the wettability, the molecular weight and polarity of the organics may, as Mainwaring et al. have shown.
It has yet to be determined what mechanism causes the mineral surfaces to be coated by organics. Since as little as a monolayer coverage is enough to significantly change surface properties, many effects can potentially contribute to this phenomenon.\(^{106}\) Herein we will propose a new mechanism to explain how this surface coverage could occur, and support these ideas with experimental evidence.

Our central hypothesis is that airborne hydrocarbons adsorb to mineral surfaces and contribute to the effect of soil water repellency. Airborne hydrocarbons are a natural component of ambient air; their concentrations range from parts-per-billion to parts-per-trillion, depending on the geographic location and pollution level. Airborne hydrocarbon adsorption is a known phenomenon that has been established for multiple material systems. This adsorption process occurs spontaneously over a time frame of several minutes to several days. Graphitic, metal, and oxide surfaces have all been shown to have their intrinsic wettability masked by adsorption of airborne hydrocarbons on their surfaces.\(^{10, 107-108}\) However, its significance in the context of soil water repellency has not been established.

In this work, we show that adventitious hydrocarbons do adsorb to the surface of mineral particles commonly found in soil. We propose that hydrocarbon adsorption from air as a means of mass transport of organic material. We observed an increase in water drop penetration time (WDPT) in kaolinite powder upon its exposure to ambient air. We conclude that adsorption of adventitious atmospheric hydrocarbons contributes to the water repellency of soil.
4.2 Methods

4.2.1 Materials

Silicon wafers (University Wafer) used included both native oxide wafers and wafers with 300 nm of thermal oxide. Alumina crystals (Alfa Aesar) were polished on the C-plane. Natural kaolinite (Sigma-Aldrich) powder was the mineral model used.

4.2.2 Preparation of Coated Wafers

A thermal oxide silicon wafer was coated with 200 nm of Ti by electron beam physical vapor deposition (EBPVD) using a Plassys Electron Beam Evaporator MEB 550-S. The sample was then coated with the model mineral layers by atomic layer deposition (ALD) on a Ultratech/Cambridge Fiji G2 Plasma-Enhanced ALD. There are two different reactions used, one to coat with silica and the other for alumina. For silica, bis(diethylamino)silane (BDEAS) is used as the precursor, as well as a co-reactant of oxygen plasma. Twenty-seven cycles were performed at 150°C to deposit a film of ~ 2 nm. ALD of alumina was performed with trimethylaluminum and water. To obtain a film ~ 2 nm thick, twenty cycles were performed at 150 °C.

4.2.3 XPS Measurements

Measurements were taken in a Thermo Scientific ESCALAB 250Xi XPS, at a pressure of $10^{-9}$ torr. An Al Kα X-Ray source was used, with a take-off angle of 45° and a spot size of 400 microns. XPS scans were collected for silicon, oxygen, and carbon on the thermal oxide wafer,
and aluminum, oxygen, and carbon on the alumina crystal. A minimum of 30 scans was used for each test, and the pass energy was 50 eV. A flood gun was used to compensate for charge buildup. Samples were treated with the desired experimental conditions, then loaded into the preparation chamber. The preparation chamber was evacuated to $10^{-7}$ torr before loading the sample into the sample chamber, which took between 30-60 minutes depending on the sample. Each experiment required a different number of scanned elements and a different number of scans per element.

### 4.2.4 WCA Measurements

Measurements were taken on a VCA Optima XE video contact angle system. Samples were placed on a leveled stage, and either 0.5 or 1 µL of water was dropped on the surface. An optical image was then taken, and the instrument’s software was used to calculate the contact angle.

### 4.2.5 Spectroscopic Ellipsometry Measurements

Thin film thickness was determined by spectroscopic ellipsometry. A J. A. Woollam Alpha-SE spectroscopic ellipsometer recorded data between the wavelengths 381 and 893 nm, at an incident angle of 70°. The model used was a b-spline layer for the silica or alumina surface and a Cauchy layer for the hydrocarbon thin film. The Cauchy layer was set to $B=1.45$ and $C=0.01$ to approximate the hydrocarbon layer. The first data point was used to define the b-spline layer, and the remaining points measured additional adsorption. This is a generalized model that works for any hydrocarbon adsorbing substrate.99,109
4.2.6 Water Drop Penetration Time

Natural kaolinite was purchased from Sigma-Aldrich. The powder was placed in a cylindrical die that had a 1 cm internal diameter and pressed to 10,000 pounds of force. Enough kaolinite was added to result in a pellet that was ~ 1 mm thick. Each measurement is from a separately pressed pellet. The pellets were then treated with the desired experimental conditions before testing. For these samples, a video was recorded at 30 frames per second. We use the video images to measure the WDPT to within 0.033 seconds. The endpoint is determined by comparing each frame near the endpoint and assessing whether any part of the remaining drop is visible.

4.2.7 Heating

For the WDPT experiments, kaolin pellets were placed in an oven in a glass container. NaOH pellets were added to remove atmospheric water. The temperature was between 95 – 105 °C for the duration of the heating (as specified in each experiment). For the XPS experiments on powdered kaolin, the samples were heated in a glass tube furnace at 300 °C for 3 hours prior to analysis.

4.2.8 UV/Ozone Cleaning

Samples cleaned with UV/Ozone were placed in a Bioforce Nanosciences UV/Ozone Pro cleaner at intervals between 5 - 60 minutes (as specified for each experiment). The timer was started when the lamp was turned on and stopped when the lamp was turned off.
4.3 Results and Discussion

4.3.1 Measurements of Coated Wafers

For this study, we started with materials that are chemically similar to those in soil but are easier to study with surface sensitive characterization techniques. We first establish that a change in wettability of two model mineral surfaces (silica and alumina) is associated with an increase of hydrocarbons on the surface. To that end, we have performed both spectroscopic ellipsometry (SE) and water contact angle (WCA) measurements of silica and alumina surfaces, seen in figure 26. The two techniques were performed in parallel. Two pieces of coated wafer were cleaned by UV/Ozone and then immediately measured. The purpose of the UV/Ozone treatment is to oxidize and remove any pre-existing surface-adsorbed carbon species.\textsuperscript{110}

WCA measurements show that UV/Ozone treatment allows the surface to be fully wetted (WCA = 0°) for both silica and alumina. However, upon exposure to ambient air, the WCA value started to increase. The increase begins to slow after a few days, with silica settling near 25° and alumina near 65°. This increase of WCA was previously reported for many materials and attributed to the adsorption of hydrocarbon compounds in the atmosphere. The hydrocarbon adsorption was directly measured in the SE data, which shows that a similar amount of material adsorbs to the surface of silica and alumina within seven days, leveling off near ~0.4 nm. The curve shape is similar between WCA and SE for both materials, suggesting they share the same origin. The ripple-like fluctuations in the SE data were correlated to temperature changes in the room; SE measurements are known to be sensitive to temperature.\textsuperscript{111}
Figure 26. Effect of air aging of silica and alumina coated wafers after UV/ozone treatment. (A) SE of silica (B) WCA of silica (C) SE of alumina (D) WCA on alumina. The ripple-like fluctuations in the SE data were likely due to temperature changes in the room.

4.3.2 Measurements on Native Surfaces

There is a significant difference in the ending WCA of silica and alumina. Without the SE data, we might conclude that the amount of hydrocarbons adsorbed on alumina must be greater than that of silica. However, SE data suggests that there is very little difference in the amount of hydrocarbon adsorbed. This discrepancy could be explained by a difference in the type of adsorbed
hydrocarbons due to the difference in the substrate. The data suggests that silica preferentially adsorbs hydrocarbons that are more hydrophilic than the ones adsorbed on alumina.

Another surface sensitive technique, XPS, can identify the elemental composition of the first few nanometers of a surface. This technique was performed on a thermal oxide silica wafer, and an alumina crystal. The samples were cleaned with UV/ozone prior to analysis. In figure 27 below, we see that the percentage of carbon on the surface increases over the course of the experiment. After seven days, the percentage of surface carbon was about 14% on silica and 10% on alumina. Note that XPS is acquired in ultra-high vacuum, which could induce desorption of surface-adsorbed species.
Figure 27. Surface carbon contents measured by XPS from a (A) 300 nm oxide silica wafer and an (B) alumina crystal. Elements scanned for were oxygen, carbon and (A) silicon or (B) aluminum. The carbon spectra for (C) silica and (D) alumina are also shown. The spectra shown are 0 days (black), 1 day (red), 2 days (green), and 7 days (blue). Carbon binding energies are corrected with reference to the known binding energy of either silicon or aluminum.\textsuperscript{112-113}

Figures 27C and 27D show the XPS carbon peaks. Figure 27D shows that alumina adsorbs only one type of carbon species, which are most likely unsubstituted hydrocarbons. The carbon
spectra of the silica sample (figure 27C) is much more complex. The four peaks are likely differently substituted carbons on the surface. Higher binding energies correspond to carbons bonded to more electronegative heteroatoms.\textsuperscript{114} With air aging, all of the 3 higher binding energy peaks decrease in intensity relative to the main peak at 285 eV, with the peak at 296 eV reducing to zero after 2 days. It is possible that the peak at 293 eV is an unexpected potassium contaminant but is more likely to correspond to a fluorinated carbon, as fluorine is seen in the survey scan. The peak at 288 eV corresponds to carboxylic carbons, which are likely oxidized species that remained after ozone cleaning. A comprehensive list of spectra and integrations can be found in the supporting information. It should be noted that the hydrocarbons with electronegative heteroatoms seen here are not expected on the silica surface initially, and are possibly a consequence of the ozone treatment.\textsuperscript{115}

From the techniques above, we conclude that there is a growth of carbon-containing species on silica and alumina after cleaning with UV/ozone. The data is consistent with UV/ozone removal of carbon species followed by re-adsorption of airborne hydrocarbons upon air exposure. Measurements on flat surfaces are helpful for understanding adsorption phenomena, as they are suitable for many surface sensitive analytical techniques. These data provide a reference point for us to understand the adsorption of airborne hydrocarbons on powder samples and their impact on wetting, which are likely more complex than the flat ones.

To quantify the effect of airborne hydrocarbon contamination on the wettability of soil, we have used kaolinite powder as a model substrate to measure water drop penetration time (WDPT). Kaolinite is an aluminum silicate mineral with a chemical composition of $\text{Al}_2\text{Si}_2\text{O}_5(\text{OH})_4$ and is commonly found in soils. Using kaolinite should allow us to investigate soil minerals that are
chemically and morphologically more consistent with real soil minerals. We chose WDPT to quantify soil hydrophobicity as it is commonly used, and has much literature precedent.⁶¹

4.3.3 Measurements of Kaolinite

In one experiment, we simulated the effect of high temperature, low humidity environment on the wettability of soil. We heated kaolinite pellets in an oven for extended periods of time. The high temperature will remove surface-adsorbed water from kaolinite. We previously showed that desorption of water accelerates adsorption of hydrocarbons in the case of graphitic carbons.¹¹⁶ Here we expect a similar effect; the heat treatment will promote airborne hydrocarbon adsorption on kaolinite and increase its hydrophobicity. The WDPT data is shown in figure 28A. The first data point, zero day, is tested before heating; upon heating, we see a significant increase in the WDPT, which indicates that the kaolinite pellet indeed becomes more water repellent. The WDPT remained at about 20 seconds after 24 hours or longer of being heated in an oven.

![Figure 28. WDPT of kaolinite pellets. Treatment conditions are (A) untreated at 0 day, then in an oven at 95 °C for the time indicated, and (B) treated with UV/ozone for one hour, then measured after the designated amount of time. Note that the vertical scales are different in (A) and (B).](image-url)
In another experiment, we measured the WDPT of kaolinite pellet after it is cleaned by UV/ozone, followed by storage in air at room temperature. The data is shown in Figure 28B, with the first data point being measured after the pellet was treated with UV/ozone for one hour. We observed that UV/ozone slightly reduced the WDPT: ~ 2 seconds compared to the ~ 4 seconds for the zero day data point in figure 28A. In contrast to the data figure 28A, the WDPT remained within ca. 2 - 3 seconds for up to 3 weeks.

Treating kaolin pellets with ozone is therefore shown to reduce the WDPT and heating increases the WDPT. The difference between untreated and treated samples are statistically different to 95% confidence. A summary of the WDPT results can be seen in figure 29. UV/Ozone resulted in a reduced WDPT, and heat treatment resulted in an increase. When heated samples were treated with ozone, the WDPT was again reduced. To understand these effects, we also conducted XPS measurements on powdered kaolin samples treated under similar conditions; these data are also shown in figure 29.
We found that the carbon content on the untreated kaolin sample was much lower than those measured on the flat silica (figure 27); the UV/ozone treatment did not significantly reduce the surface carbon content. However, heating did increase the amount of carbon on the surface as we proposed; this effect can be explained by the competition between the adsorption of water and airborne hydrocarbons, which we reported for the case of graphitic carbons. Finally, for the sample that was heated then treated with UV/ozone, we observed a significant reduction in the surface carbon content by XPS, as expected. Overall, this data confirms that the change of WDPT

**Figure 29.** Correlation between surface carbon content and WDPT of kaolin under different experimental conditions. WDPT data and XPS data (% surface carbon) are shown as bars and dots, respectively. Note that the WDPT and XPS measurements are not identical conditions but are similar and shown together for illustrative purposes. Detailed experimental conditions are explained in Appendix B.2.
time is highly correlated with the amount of hydrocarbons on the kaolin surface, with higher amount of hydrocarbons results in longer WDPT.

4.4 Conclusion

Our data shows that adventitious hydrocarbons affect the surface wetting properties of silica, alumina, and kaolin. We controlled the amount water or hydrocarbons on the surface by treating the surfaces with heating or ozone treatment, respectively. This resulted in a change in the WCA for the silica and alumina, and a change in WDPT for the kaolin pellets. We also provide SE and XPS data to verify that carbon-containing species adsorb onto these surfaces over time. Previous studies have identified a number of contributing factors to soil water repellency, such as macroscopic structure (i.e. particle size, coatings on aggregates), and the type of organics in the soil.91,117 Our data shows that adventitious hydrocarbon adsorption is a means of mass transport of organic coatings on mineral particles and should be taken as an additional contributing factor to soil water repellency.
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5.0 Conclusion

5.1 Summary

The role of adventitious hydrocarbon adsorption is emphasized as a contributing factor for several surface related phenomena. Although adventitious hydrocarbon adsorption has been documented since the early days of vacuum science, it has reemerged in the literature as more sensitive techniques allow for its characterization on more surfaces. This has allowed for the unmasking of the intrinsic surface properties of many surfaces. In this document, the importance of including hydrocarbon adsorption as a consideration is shown with multiple techniques on kaolinite and graphite.

The importance of graphite as an electrode material for batteries and capacitors and its recent unveiling of intrinsic surface properties has necessitated an investigation of its electrical properties. This work has shown that exposing a freshly exfoliated HOPG surface to ambient air and 1-octadecene vapor (ca. 1 ppm) caused a ca. 30% and 70% decrease in its double layer capacitance, respectively. Similarly, a 38% decrease of capacitance was observed within 1500 min after freshly cleaved HOPG was immersed in 1 M NaCl solution. Investigation by SE showed a growth of 0.6 – 2 nm on the surface of graphite in solution.

Graphite was also measured in an organic electrolyte, BMIM PF₆. It was found that previous literature on the shape of the capacitance vs. potential curve was flawed, and that the u-shaped curved predicted by Kornyshev theory is valid for this system. Liquid phase aging shows the reduction in capacitance can be as much as 25% in 8 hours. There is little difference between intentionally contaminated electrolyte and pure electrolyte, implying that the effect is primarily
from adventitious adsorbates, or is intrinsic to the interface. Although there was an effect of atmosphere on the interface, it could not be determined to be separate from controls due to the uncertainty in the measurement.

Soil water repellency is another surface sensitive matter that was investigated. First, a model system of a silica coated wafer, and an alumina coated wafer was tested for changes in water contact angle, and thickness of adsorbed material after cleaning. The water contact angle increased from $0^\circ$ to $25^\circ$ for silica, and to $65^\circ$ for alumina after 4 days of exposure in ambient air. SE showed an adsorbed layer of about 0.5 nm for both. XPS showed an increase in carbon on the native surface; from 6% to 14% carbon on native oxide silica, and from 3% to 10% on an alumina crystal. WDPT measurements on kaolinite pellets showed an increase for heated samples, and a decrease for cleaned samples compared to a control. XPS measurements of similar conditions showed an increase in carbon for heating, but no decrease in surface carbon upon cleaning. When heated and cleaned the surface carbon was lower than that of the control (with a corresponding lower WDPT), showing that the % carbon and WDPT are related.

5.2 Future Directions

As new techniques emerge and new types of surfaces are discovered, there will be a continued need for analysis of surface characteristics. As these specialized materials are developed, the interplay of adventitious adsorbents with the system will be important for an accurate understanding of their function. Hydrophobic and dust resistant surfaces may be able to benefit from hydrocarbon adsorption. It could then be possible that some surfaces designed to be hydrophobic could be intrinsically misunderstood, yet still functional. Atomically thin 2D
materials should be greatly influenced by surface adsorption. With every new application conceived for graphene, boron nitride, or phosphorene there should be a commensurate consideration of adsorption phenomena. The same properties that make these materials useful, also make them susceptible to hydrocarbon adsorption. Finally, it should also be considered that even well studied materials can be influenced by hydrocarbon adsorption. As shown in this work with graphite and soil, even substrates with decades of research history can be studied for a different reason and be in need of an updated understanding.
Appendix A Supplementary Information for Adventitious Hydrocarbons and the Graphite-water Interface

Figure 30. Electrochemical cell used for EIS measurements.

Appendix A.1 EIS Equivalent Circuit Modelling

The method chosen for determining the double layer capacitance of HOPG was equivalent circuit modelling of electrochemical impedance spectroscopy (EIS) data. EIS is a useful tool for understanding the electronic properties of a system. EIS measures both the resistive and capacitive impedances when an AC signal is applied to a system. The impedance can then be fit to a model equivalent circuit. There are two models that can appropriately describe the system in question. For this study, a circuit with a constant phase element will be used to establish a fit to the data.
The constant phase element (CPE) replaces the capacitor in Randle’s cell (figure 31). An electrochemical cell that is at a sufficiently low potential that no redox occurs can be displayed by the circuit in figure 31. Rs is the solution resistance, Rct is the charge transfer resistance, and Cdl is the capacitance of the electrical double layer.

![Figure 31. Randle’s cell equivalent circuit.](image)

The impedance of the constant phase element is given by equation 1. The similarities between the impedance of a CPE and a capacitor should be noted.

\[ Z = \frac{1}{Y_0(j\omega)^n} \]  

[1]

Although the CPE yields a fitting with low error, it lacks physical meaning. Correct interpretations of the parameters \( Y_0 \) and \( n \) are essential for proper understanding of a system. \( Y_0 \), must be converted to capacitance through equation 2.

\[ C = Y_0(\omega_{\text{max}}')^{n-1} \]  

[2]

\( \omega_{\text{max}}' \) is the frequency at which the imaginary (capacitive) impedance is at a maximum. For derivation and use of this equation refer to the note by Hsu and Mansfield.
It is difficult to control for the variation in true surface area of graphite when testing for surface sensitive properties. Measuring the basal plane capacitance is in fact one of the best methods of testing for the true surface area. We cannot use this method to control for surface area and to probe for surface cleanness simultaneously. Other calculation based methods that rely on double layer theory are complicated by the nature of the double layer structure on graphite, which is largely determined by a space charge within the graphite itself. Other adsorption based models could potentially be helpful, but only on a surface at a steady state, which our data shows to be difficult to attain on graphite.

We shall then determine the variability in surface area by taking the average of clean capacitance measurements (separate exfoliations) to compare to the aged samples. The largest contribution to the difference between the capacitance values of the clean samples should be from the change in surface area. We can then calculate the standard deviation due to surface area variability, and determine if the reason for the capacitance change with aging could be explained only with surface area changes. Applying the error to the 24 hours aged samples (from figure 15A) and comparing to our clean samples, the two data sets will not overlap with a 90% confidence interval.
Appendix A.3 Spectroscopic Ellipsometry Modelling

Spectroscopic ellipsometry (SE) is a technique that measures the change in polarization and intensity of light as it is reflected off a material. The measured values are $\Delta$, the phase difference and $\Psi$, the amplitude component. These two values can be decomposed into $r_s$ and $r_p$ which are the respective perpendicular and parallel amplitudes of reflected light from Fresnel’s equations. The values of $r_s$ and $r_p$ can be modelled to determine the physical and optical properties of the material.

B-spline parameterization of the dielectric function serves well to model a supporting layer for which no phenomenological model is required.\textsuperscript{57, 119} As for our purposes, the dielectric properties of graphite can be experimentally determined, then applied to a subsequent experiment.
For in situ studies of contamination growth, the first measurement is taken as the “clean” measurement for determining the properties of the graphite.

In order to model the contamination layer, a Cauchy model is used. The Cauchy dispersion equation, equation 3, is applicable to transparent thin films. A and B are material specific constants. We use a value of 1.45 for A, and 0.01 for B. These values have been successfully applied to hydrocarbon thin films in literature, with a refractive index of 1.45 being appropriate for long chain hydrocarbons.\textsuperscript{120-121}

\[ n(\lambda) = A + \frac{B}{\lambda^2} \]  

\[ [3] \]
Appendix A.4 Ellipsometry Error

![Error in the ellipsometry measurement over time.](image)

**Figure 32.** Error in the ellipsometry measurement over time. The data is related to figure 16 in the text.

As stated in the text, there is an increase in error over time in the waterborne aging experiment in NaCl solution. SE measurements are good at determining the change in either thickness or dielectric properties separately, but if both change simultaneously only the fitted value will be affected. This allows for the possibility of an apparent thickness change that is truly a change in the dielectric function of the surface. One source of such a change could be dynamic exchange of the thin film with the ambient solution. It is possible that molecules containing different functional groups will adsorb with different rates and with different stability. Conversely,
a change in the substrate could be the source. Specific adsorption of chloride, or surface functionalization would affect the measurement.

The DI water measurement saw no increase in error. It is then likely that the model chosen describes the system well throughout the course of the experiment. The value of the error and the lack of change is representative of all the DI water measurements seen in figure 16.
Figure 33. A separate set of ATR-FTIR data of graphite aged in (A) air and (B) 1-octadecene. The data were recorded following the same experimental parameters as in the manuscript except using 128 scans instead. Note the absence of peaks in 3100 cm$^{-1}$ in (A).
Figure 34. Overlaid FTIR spectra of aged and fresh HOPG. The spectra were selected from Figure 15C (top) and 15D (bottom). The spectra have been overlaid to emphasize the difference of the -CH2- stretch peaks between the fresh and well-aged samples.
Appendix A.6 Waterborne Contamination of Air-aged HOPG

The behavior of HOPG when aged, then placed in an aqueous environment is relevant to determine if the contaminants continue to influence the system for the long term. It is also relevant to determine if the contamination layer changes when placed in solution. We see the results in figure 3.
Figure 35. Comparison of fresh graphite in aqueous solutions with graphite aged for 24 hours before testing. Black: freshly exfoliated, Red: Aged 24 hours. The aqueous solutions were deionized water in panel A, 1 M NaCl solution in panel B, and saturated stearic acid solution in Panel C.

Perhaps the most intuitive behavior is seen in panel A, where the contamination growth is smaller for the aged sample than for the freshly exfoliated. The final value for the thickness is also lower. There seems to be little difference between the two experiments in panel B. It is possible that the stearic acid is more strongly adsorbed to the surface than the airborne contaminants, and any exchange that may occur is rapid. Interpretation of the data in panel C is more difficult. The growth of the contamination layer seen is also marked by a significant increase in the error. It is difficult to determine whether the changes in thickness correspond to a true physical change or if they are an artifact.
Appendix B Supplementary Information for Wettability of Soil Mineral Surfaces

Influenced by Airborne Hydrocarbons

Appendix B.1 Survey Scans and All Detailed Spectra of Figure 25

Below in figures 34 - 37 are the spectra corresponding to ozone cleaned alumina XPS measurements. The data corresponds to figure 25B in the main text. Survey scans were taken immediately after cleaning and after one week. Tables of the elemental percentages are also included. The question mark labels on the survey scans signify that the software had a low confidence in the peak origin.
Figure 36. Survey scan of the ozone cleaned alumina surface.
**Figure 37.** Elemental scan of oxygen (1s) on the ozone cleaned alumina surface.
Figure 38. Elemental scan of carbon (1s) on the ozone cleaned alumina surface.
Figure 39. Elemental scan of aluminum (2p) on the ozone cleaned alumina surface.
The figures above show the detailed spectra of the XPS data gathered on ozone cleaned alumina. Below, in figures 40-42, we see the XPS peaks of 24 hours aged alumina.

**Figure 40.** Elemental scan of carbon on a 24 hours aged alumina surface.
Figure 41. Elemental scan of aluminum on a 24 hours aged alumina surface.
Figure 42. Elemental scan of oxygen on a 24 hours aged alumina surface.

Figures 43-45 below are measurements 48 hours after cleaning.
Figure 43. Elemental scan of carbon on a 48 hours aged alumina surface.
Figure 44. Elemental scan of aluminum on a 48 hours aged alumina surface.
Figure 45. Elemental scan of oxygen on a 48 hours aged alumina surface.

Below is the set of data for 1 week aged alumina in figures 46-48.
Figure 46. Elemental scan of oxygen on a 1 week aged alumina surface.
Figure 47. Elemental scan of carbon on a 1 week aged alumina surface.
Figure 48. Elemental scan of oxygen on a 1 week aged alumina surface.
Figure 49. Survey scan on a 1 week aged alumina surface.

Below in Table 2, the elemental percentages are shown. This was calculated by the software and is based on the integrations of each peak.

Table 2. Elemental percentages of XPS peaks for alumina.

<table>
<thead>
<tr>
<th>Days aged</th>
<th>Al2p</th>
<th>O1s</th>
<th>C1s</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>36.45</td>
<td>60.62</td>
<td>2.93</td>
</tr>
<tr>
<td>1</td>
<td>35.14</td>
<td>59.92</td>
<td>4.93</td>
</tr>
<tr>
<td>2</td>
<td>35.4949</td>
<td>56.3607</td>
<td>8.1444</td>
</tr>
<tr>
<td>7</td>
<td>34.6405</td>
<td>55.1686</td>
<td>10.191</td>
</tr>
</tbody>
</table>
The XPS data below corresponds to the air aging of silica in figure 27A in the main text. Survey scans for ozone cleaned and 1 week aged are also included. The carbon spectra include multiple peaks for the silica experiments. The carbon peaks above 285 eV correspond to carbons substituted with heteroatoms. The higher the binding energy, the more electronegative the heteroatom(s). It is likely that there are some oxygenated species on the surface.

**Figure 50.** Survey scan on an ozone cleaned silica surface.
Figure 51. Elemental scan of carbon on an ozone cleaned silica surface.
Figure 52. Elemental scan of oxygen on an ozone cleaned silica surface.
Figure 53. Elemental scan of silicon on an ozone cleaned silica surface.

Figures 54-56 below are of silica aged in air for 24 hours.
Figure 54. Elemental scan of carbon on a 24 hours aged silica surface.
Figure 55. Elemental scan of silicon on a 24 hours aged silica surface.
Figure 56. Elemental scan of oxygen on a 24 hours aged silica surface.

Figures 57-59 below are of a silica wafer aged 48 hours in air.
Figure 57. Elemental scan of carbon on a 48 hours aged silica surface.
Figure 58. Elemental scan of oxygen on a 48 hours aged silica surface.
Figure 59. Elemental scan of silicon on a 48 hours aged silica surface.

Figures 60-62 below are of a silica wafer aged 1 week in air.
Figure 60. Elemental scan of carbon on a 1 week aged silica surface.
Figure 61. Elemental scan of oxygen on a 1 week aged silica surface.
Figure 62. Elemental scan of silicon on a 1 week aged silica surface.
**Figure 63.** Survey scan on a 1 week aged silica surface.

**Table 3.** Elemental percentages of the XPS peaks for silica.

<table>
<thead>
<tr>
<th>Days aged</th>
<th>O1s</th>
<th>Si2p</th>
<th>C1s Scan A</th>
<th>C1s Scan B</th>
<th>C1s Scan C</th>
<th>C1s Scan D</th>
<th>C 1s total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>64.9715</td>
<td>29.1423</td>
<td>2.4007</td>
<td>2.006</td>
<td>1.3519</td>
<td>0.1276</td>
<td>5.8862</td>
</tr>
<tr>
<td>1</td>
<td>64.4</td>
<td>29.33</td>
<td>3.83</td>
<td>1.44</td>
<td>0.87</td>
<td>0.14</td>
<td>6.28</td>
</tr>
<tr>
<td>2</td>
<td>59.7264</td>
<td>28.3489</td>
<td>9.8006</td>
<td>1.3934</td>
<td>0.7307</td>
<td>0</td>
<td>11.9247</td>
</tr>
<tr>
<td>7</td>
<td>58.6986</td>
<td>27.5257</td>
<td>11.9199</td>
<td>1.237</td>
<td>0.6188</td>
<td>0</td>
<td>13.7757</td>
</tr>
</tbody>
</table>
Appendix B.2 Detailed Experimental Conditions of Figure 29

As stated in figure 29 of the main text, here we will reiterate the specific experimental conditions experienced by each of the samples in figure 29. Untreated, UV/Ozone, and Heated WDPT tests are replotted and share the same data as several points in figure 28. UV/Ozone treatment is for one hour, and heat treatment is at 95 °C for one hour. The heat and ozone test is unique to this figure, and shares the experimental conditions.

Percent surface carbon was determined by XPS. Ozone treatment was for one hour, and heat treatment was 3 hours at 300°C. The heat and ozone XPS experiment was ozone treated for 5 minutes after being heated for 3 hours at 300°C. Note that the ultra-high vacuum (UHV) required for XPS measurements may result in partial desorption of carbon-containing species on the kaolin particle surface as in the case of SiO₂ and Al₂O₃. The amount of time between heat treatment and measurement was several minutes, but the UV/ozone treatment immediately preceded the measurement (< 5 min. between treatment and measurement). There is the added time of pumping down the vacuum chamber for the XPS measurements. Also, the XPS measurements are performed on a small amount of powder, whereas the WDPT experiments were on the pressed pellets.
Appendix C Assessing and Mitigating Surface Contamination of Carbon Electrode Materials
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Despite a few studies reporting otherwise, graphitic carbon surfaces were generally thought to be hydrophobic prior to 2010s. However, many reports in the past six years showed that they are much more hydrophilic than previously thought. It was revealed that hydrocarbons adsorbed from ambient air masked the intrinsic surface wettability. Later work showed that other surface properties such as double layer capacitance and heterogeneous electron transfer rate were also impacted by the same contamination phenomenon. Since surface contamination is difficult to avoid completely, it is increasingly important to take this effect into consideration in both experimental design and data analysis. Will the experiment be negatively impacted by the unintentional contamination from the environment? How is one to properly characterize the surface to detect potential contamination? How can the contamination be removed if it has already occurred? In this protocol paper, we try to answer these questions by reviewing the background of
airborne contamination of graphitic carbon materials and outlining procedures to properly handle them in the research lab to minimize its negative impact on experiments.

Appendix C.2 Introduction

In ambient conditions, volatile organic compounds in air can affect the interfacial properties of the substrate by partially or completely passivating the surface. Unlike bulk materials, the number of atoms in the surface layer is limited to the order of $10^{15}$ atoms/cm$^2$. Therefore, even a very small amount of contaminant from ambient environments can have significant effects on the characteristics of the surface. It is well known that polar surfaces, such as metals and ceramics, attract non-polar organic compounds in air to reduce their surface energy. For example, the effect of surface contamination and cleaning on the electrode performance has been reported for many metal and metal oxide materials, such as indium tin oxide,$^{122-123}$ Pt,$^{124-125}$ Au,$^{126}$ and even diamond.$^{127}$ In the semiconductor industry, extensive indoor air control is often used due to the anticipation of the adsorption of airborne molecular contaminants on the material surface upon their exposure to the atmosphere.$^{128-131}$ Hydrocarbon adsorption has also been a well-known phenomenon in ultra-high vacuum (UHV) surface science.$^{4, 132-134}$

Graphitic materials are good electrical conductors with chemical inertness. With plentiful natural reserves, graphitic carbons are one of the most extensively studied materials in chemistry and materials science. Their applications are widespread in many areas, such as electrochemistry, energy storage, lubrication, and composite materials. Unlike the cases of metals and ceramics, many researchers did not expect surface contamination when using pristine graphitic materials in ambient conditions. This expectation is not totally unwarranted because graphitic surfaces (e.g.,
basal plane graphite and graphene) are non-polar and usually have very low defect density. As such, one expects them to be low surface energy and less susceptible to the contamination by airborne hydrocarbons. We note that the effect of contamination on defect-rich carbon materials, such as glassy carbon, has been extensively studied. For example, the presence of minute amount of organic contaminants, even that from the operator’s hand, was reported to significantly degrade the performance of glassy carbon electrodes.$^{135-136}$

Since 2013, several research groups, including ours, have reported the effect of unintentional surface contamination on wettability and other surface properties of graphitic carbon materials.$^{28,137-142}$ During the same time period, the rise of graphene research also rekindled the interest in the intrinsic surface properties of carbon materials, as contamination greatly reduces material and device performances of graphene. Although adsorption of organic compounds on graphitic surfaces has been extensively studied within the surface science community under ultra-high vacuum (UHV) conditions, surface contamination from the environment is a much more complicated process and also a new concept to many researchers in the material science community. The goal of this paper is to review the airborne hydrocarbon contamination of graphitic carbon materials and provide detailed guidelines for properly handling these materials to minimize such contamination. Due to the widespread use of graphitic carbon materials in electrochemistry, many of our discussions are related to such applications. However, the characterization techniques and handling guidelines are applicable to other research fields (e.g., tribology) as well. We hope this information will help researchers to better design their experimental protocols and improve their data analysis, reducing the inconsistencies and irreproducibility issues in the community.
Appendix C.3 Surface Contamination of Graphitic Carbon Surfaces

Once a clean solid surface is exposed in the ambient air, high molecular weight molecules (e.g., hundreds of Daltons) in air can adsorb at room temperature to form an adlayer on the surface. Thus, it is important to be aware of the possible sources of volatile organic compounds near the material preparation area. Many polymeric materials can outgas (e.g., plasticizer emission) and affect the hydrocarbon concentration of local air.\textsuperscript{143-145} In order to minimize the volatile contamination sources, a separate air-controlled enclosed area could be used such as a specialized cleanroom.\textsuperscript{128-129, 146} The UHV environment is also a good option to study well-defined clean surface. For measurements that require atmospheric pressure, specialized UHV system (e.g., electrochemical cells coupled with an UHV chamber\textsuperscript{147-149}) can be used to circumvent the airborne contamination.

For carbon materials, chemisorption typically occurs at step edges or point defects. Since the surface defect density of high-quality graphitic materials is typically very low, the contamination phenomenon we discuss in this paper are mostly physisorption in nature. Thermodynamically, the formation of an airborne hydrocarbon contamination layer on the graphitic carbon surface is governed by an adsorption isotherm, which is a function of partial pressure and temperature. In addition, the change in temperature can enhance or suppress the type of adsorbate interaction (physisorption vs. chemisorption). Other environmental controls should also be considered to avoid inconsistent contamination behavior. For example, relative humidity changes significantly depending on the season and weather conditions as well as the climate control setting of the research lab.\textsuperscript{116} Water could rapidly adsorb onto graphitic carbon surfaces in high humidity and change the kinetics of hydrocarbon adsorption as well as the adlayer composition.
Specific to graphene, the adsorption kinetics could also be impacted by the supporting substrate. Due to the atomic thinness of graphene, adsorbed molecules can ‘sense’ the substrate through long range van der Waals interactions. In addition, the substrate could also change the adsorbate-graphene interaction by charge doping of graphene. As a result, the surface energy of graphene as well as its interaction with the adsorbates could be enhanced by the presence of a high surface energy substrate and vice versa.\textsuperscript{150} This effect was first identified in the study of wetting properties of supported and suspended graphene and termed “wetting transparency”.\textsuperscript{151-153} Since the initial reports on the wetting transparency of graphene, contradicting studies have been reported on the wetting properties of graphene coated substrates which showed either complete, partial or no transparency.\textsuperscript{137, 150, 154-158} The observed inconsistency was suggested to be due to many variable conditions, such as: intrinsic defects in CVD grown graphene, the graphene transferring process, surface charges, and adsorbate contamination. Most recent work concluded partial transparency. Careful consideration of those conditions should be practiced to avoid misinterpretations of contact angle measurement of graphene. For example, dynamic contact angle measurements can be used to identify the possible discrepancy induced by the defect density of graphite materials.\textsuperscript{153, 159} A captive air bubble measurement and polymer free transfer method had been also used to reduce the contamination of graphene.\textsuperscript{156-158}

Finally, it is worth noting that, in the ambient, the chemical composition of the contamination layer is often not well-defined, since the adsorbates could differ from lab to lab and region to region, thus impacting the kinetics of the adsorption process and the nature of the adlayer. This situation is very different from the traditional UHV-based surface science studies, where well-defined surfaces and adlayers are prepared and investigated. Despite these complications, labs across the world reported very similar results for the effect of airborne contamination on the
wettability of graphite and graphene, suggesting that some commonality exists in the properties of the airborne contaminants around the globe.

Appendix C.4 Negative Impact of Surface Contamination on the Interfacial Properties of Graphitic Carbon Surfaces

The end result of surface contamination is the formation of a ca. 0.5 nm thick hydrocarbon layer on the graphitic material surface. This contamination layer has very different properties from those of the graphitic carbon itself. In particular, it is of much lower surface energy, has lower dielectric constant, and also electrically non-conductive. Any surface properties/processes that are sensitive to the composition of the top monolayer of the surface can potentially be impacted by the surface contamination. These properties/processes include, but are not limited to wettability, surface energy, friction, adhesion, adsorption, electron transfer, and double layer capacitance. Consequently, a wide range of applications can be sensitive to surface contamination, such as sensors, energy storage, lubrication, composite materials and water/air purification. Below we briefly discuss these issues.
Figure 64. Airborne hydrocarbon contamination on copper supported graphene as characterized by a) water contact angle, b) ATR-FTIR, and c) XPS measurements. Panel a) and d) also highlight the effect of substrate (single layer graphene on copper vs graphite vs 2-3 layer graphene on nickel). Reprinted by permission from Nature Materials 2013, 12, 925. Copyright 2013 Springer Nature.

Since 1940, graphitic surfaces were generally accepted as being hydrophobic with a water contact angle of ca. 90 degrees.\textsuperscript{164-165} Although significantly lower water contact angle of graphitic materials were reported in the 1970s,\textsuperscript{160, 166} they did not change the mainstream view on the wettability of graphitic carbons.\textsuperscript{153, 167-171} It was in 2013 that Li et al. reported the contamination of graphitic materials upon exposure to air.\textsuperscript{137} They found significant hydrocarbon contamination on the graphene surface within minutes of ambient exposure via attenuated total reflectance – Fourier transform infrared spectroscopy (ATR-FTIR) and X-ray photoelectron spectroscopy (XPS) (Figure 64a-c). Similarly, such contamination also resulted in a significant change in water contact angle of highly oriented pyrolytic graphite (HOPG) and multi-layered graphene (2 – 3
layers on Ni) when the surfaces were aged in air for 2 days (Figure 64d). Following this work, a large number of groups have independently reproduced the major conclusions of Li et al. and have extended the study to other 2D materials, such as BN and MoS$_2$.$^{70,172-176}$

Hydrocarbon contamination significantly affects electrochemical properties, such as double layer capacitance and heterogeneous electron transfer rate.$^{71,85,141,177}$ The contamination layer has low dielectric constant and its presence also pushes hydrated ions away from the electrode surface; both effects should lead to a decrease of the double layer capacitance.$^{71,85,178-179}$ Figure 65a-c shows that the double layer capacitance of HOPG decreased by about 30% after extended air exposure, and by 38% when aged in 1 M NaCl solution. Addition of intentional contaminants (1-octadecene) to the atmosphere caused a 70% reduction in the capacitance. In contrast, adding benzyl alcohol to the electrolyte slightly reduced the capacitance loss compared to the case of NaCl solution only; this unexpected observation was attributed to the high dielectric constant of benzyl alcohol.$^{85}$ Duignan et al. has reported a detailed model to account for the effect of surface contamination on the double layer capacitance of graphite.$^{178}$

Traditionally, it was believed that the basal plane of HOPG has very low electrochemical activity and that high electron-transfer kinetics originates from step edges and other defect sites.$^{180-185}$ With the advances in electrochemical imaging techniques, recent studies claimed that the defect-free basal plane is also highly electroactive.$^{186-192}$ The time dependency of those electrochemical measurements was reported independently by different researchers.$^{141,177,191-196}$ Although the exact mechanism behind the conflicting results is still elusive,$^{194-196}$ the fact that some early studies used graphite/mineral oil paste (i.e., a potential source for airborne hydrocarbon) to fix graphite electrode$^{197}$ as well as the observed correlation between the hydrocarbon contamination and the reduced electroactivity of HOPG surface suggests that the
ambient surface contamination is a likely factor. For example, the electron transfer kinetics ($k^0$) of air aged HOPG electrodes have been shown to be 2 to 250-fold slower than in situ cleaved ones, depending on the redox couple used in the measurement. Scanning electrochemical microscopy (SECM) measurements have shown an unprecedentedly large $k^0$ of ~15 cm/s, approaching that of noble metal electrodes, by reducing the airborne hydrocarbon contamination and limiting the total organic carbon (TOC) in the electrolyte to 1 ppb (Figure 65d). In an SECM measurement, an electrode with a micrometers sized surface area is brought within nanometer distance of the electrode being studied. Such small distance increases mass transport efficiency to allow measurement of extremely high $k^0$ values. Shown in Figure 65d, reducing the TOC in the electrolyte from 20 ppb to 1 ppb significantly increased the collected current, which was attributed to the reduced contamination of the surface. Using SECM imaging, Frederix et al. observed an anomalously low activity of HOPG that did not correspond to a topological structure. This feature was later attributed to hydrocarbon contamination by Nioradze et al. For a more detailed discussion, refer to this review.
Figure 65. The effects of hydrocarbon contamination on the electrochemical properties of HOPG. Double layer capacitance measurements on HOPG aged in (a) ambient air and (b) 1-octadecene vapor, and c) 1 M NaCl solution without and with added benzyl alcohol. Reprinted with permission from Hurst et al., *Carbon* 2018, 134, 464. Copyright 2018 Elsevier. d) Nanogap voltammograms measured on HOPG in ~1 ppb TOC and ~20 ppb-TOC water containing 0.3 mM FcTMA\(^+\) and 0.05 M KCl. Reprinted with permission from Nioradze et al., *Analytical Chemistry* 2015, 87, 4836-4843. Copyright 2015 American Chemical Society.

**Appendix C.5 Characterization of the Contamination Layer**

Given its significant impact on interfacial properties, it is important to assess the presence and magnitude of surface contamination on graphitic carbons. Unfortunately, many techniques that may otherwise be appropriate for surface analysis are insufficient for studying hydrocarbon
contamination on graphitic carbon materials. As both the substrate and the contaminant are largely carbon, they can be difficult to differentiate. For example, XPS can detect elemental composition for the top \textit{ca.} 10 nm of the surface. Although there is a difference in binding energy between $sp^2$ and $sp^3$ hybridized carbon, proper deconvolution requires high resolution instruments. In addition, XPS is typically done in UHV, which could desorb weakly bound contaminants and change the adlayer composition. Ambient pressure XPS measurements are possible, but the same issue of peak deconvolution remains. Another example in this case is secondary ion mass spectrometry (SIMS). SIMS can liberate ions from the first 1 – 2 nm of the surface. Harder ionization sources, such as oxygen or argon ion guns, can produce fairly small fragments that can provide some functional group information. Ashraf \textit{et al}. used cesium sputtering to assess the amount of hydrocarbons on the surface. They found various fragments ranging from elemental carbon to 5 carbon chains. However, it is difficult to determine the identity of the contaminant molecule with these sources. To detect molecular ions requires softer sources such as a fullerene ion gun.

The easiest method to qualitatively determine the level of contamination on graphite or graphene surface is water contact angle measurements. The water contact angle measured immediately after graphite exfoliation (\textit{i.e.}, clean surface) should be within $\sim 60 \degree - 65 \degree$, depending on the defect density of the sample. The contact angle increases to about $90 \degree$ after extended air exposure, although such change can occur as short as 10 min. Major limitations of contact angle measurements are the limited time resolution due to the need to manually add droplets and the lack of chemical information. Contact angle measurements should also be considered destructive for many situations. Depositing water on the surface, and any possible contaminants in that water, will change the surface such that it can no longer be considered pristine.
Spectroscopic ellipsometry is non-destructive and offers much better time resolution compared to contact angle measurements. In ellipsometry, the measured data is fitted to a mathematical model, from which the average film thickness is obtained. Ellipsometry is highly sensitive; change of average adlayer thickness at the sub-angstrom level can be routinely detected with a time resolution of several seconds or less. However, similar to contact angle measurements, ellipsometry does not provide any chemical information. An added complication for graphite is that its optical properties often vary noticeably between exfoliations, possibly due to the variations in step edge density and end group functionalization. For this reason, ellipsometry is best used to measure the rate of adsorption. The kinetic data is referenced to the initial measurement, which is assumed to be a substrate with zero film thickness.

**Figure 66.** ATR-FTIR spectra with a) air aging and b) aging in 1-octadecene of HOPG. The data was reproduced with permission from Hurst, *et al.;* *Carbon* **2018**, *134*, 464-469. Copyright 2018 Elsevier.

For chemical analysis of the adlayer, reflectance FTIR (*e.g.,* ATR-FTIR) is the most often used technique. The most telling feature in the IR spectra are the methylene stretch peaks at 2850-
2950 cm\(^{-1}\) (Figure 66). The existence of such peaks is clear evidence of surface contamination.

Generally, these peaks increase with longer aging times and increased contamination, but they are not always well behaved in our experience. For example, the initial peak intensity for HOPG varies greatly between exfoliations, and intermediate aging times do not always show a continuous trend. However, in almost all experiments, the freshly exfoliated measurement has the lowest peak intensity. Other peaks also appear in the FTIR spectra, but their behavior is not well understood. For example, peaks associated with aromatic hydrocarbons (e.g., 3100-3000 cm\(^{-1}\) for aromatic C-H stretch, and 900-700 cm\(^{-1}\) for out-of-plane bending) can appear at early aging times but disappear during intermediate aging times (3 hours to 3 days) and reappear again at even longer air exposures (Figure 66). The intensity change of these peaks does not synchronize, suggesting that they may be originated from different molecules. One possibility is that the surface selection rule is changing the measured absorbances based upon the orientation of the molecules on the surface. Although graphite is a semimetal, it is possible that a limited selection rule may still apply.\(^{199}\) Aromatics that lay flat against the surface may have their IR absorbances dampened below the detection limit of ATR-FTIR. Conversely, if the molecule is oriented perpendicular to the surface, the IR absorption could be slightly enhanced. To summarize, general trends do exist to qualitatively assess the level of surface contamination, but more work is needed to fully understand the types of organics that adsorb to graphitic surface and their dynamics.

Although we do not have positive identification of the contaminants on the surface of graphite, we do have some clues as to what they may be. As just discussed, there are peaks in the FTIR spectrum that correspond to aliphatic, and aromatic hydrocarbons. We also know from XPS data, that the amount of oxygen containing species on the surface increases over time. Recent work on ultraviolet photoelectron spectroscopy shows that the surface is contaminated very quickly with
low molecular weight, or weakly bound compounds, that slowly exchange for larger molecular
weight hydrocarbons.\textsuperscript{200} Most of the evidence we have points towards a model where small
molecular weight species (including water) adsorb quickly, and are slowly replaced with larger
molecular weight species that are more hydrophobic. We believe that the small molecular weight
contaminants adsorb first due to faster kinetics, while the larger adsorbates are thermodynamically
more stable on the surface.

**Appendix C.6 Mitigating the Surface Contamination**

Completely avoiding hydrocarbon contamination of graphitic surfaces is challenging, as
hydrocarbons are quite ubiquitous in air. Although hydrocarbon-free air can be produced by using
liquid nitrogen-cooled charcoal filters,\textsuperscript{201} they are not practical for most research labs. Instead, we
will address some procedural points that can be readily implemented to minimize the
contamination from ambient exposure.

The first consideration is limiting the time the sample spends in air before measurement.
Some prototypical ellipsometry data shown in Figure 67 will aid us in our discussion. In these
measurements, we fixed the graphite to the sample holder and started the ellipsometry
measurement before the graphite was exfoliated. By doing so, we can ensure that when the first
data point is taken, the exfoliated surface has not been exposed to air for more than 15 seconds,
which is the fixed acquisition time of our instrument. We can see that after about 1 hour in air the
rate of adsorption slows and is very near its equilibrium thickness of \(~0.5\, \text{nm}\). Although there are
significant variations in the measured kinetics (Figure 67a), Figure 67b also shows that when water
contact angle and ellipsometry data were measured at the same time, there is remarkable
correlation between the two. From these data, we can see that the adlayer thickness increases almost linearly in the early times. A contamination level of 1% corresponds to about 10 seconds to 1 minute of air exposure (Figure 67a), depending on the local environment. Note that the thickness reported by ellipsometry is the average over a macroscopic area. The smaller thickness levels correspond to partial surface coverage.

**Figure 67.** Spectroscopic ellipsometry (SE) monitoring of hydrocarbon layer thickness on HOPG exposed to ambient air after exfoliation at 0 min. Water contact angle and ellipsometry measurements on HOPG taken on the same sample, on the same day, and in the same lab. Reprinted with permission from Kozbial et al. “Understanding the intrinsic water wettability of graphite”. *Carbon* 2014, 74, 218-225. Copyright 2014 Elsevier.

It has been shown that a purposefully adsorbed water layer on graphite or graphene can temporarily protect the surface from hydrocarbon contamination. This technique could be useful if the experiment requires a significant amount of time between exfoliation and measurement, and hydrocarbon contamination needs to be minimized. Figure 68a-b show that when a graphite surface was covered with a monolayer of water (produced by low temperature condensation), its
contamination by ambient air was significantly slowed down. The same technique can also reduce the negative impact of the contamination on the electrochemical performance. Shown in Figure 68c-d, the water-covered HOPG sample, even after prolonged air exposure, showed no performance degradation in the cyclic voltammogram measurement and its Δ$E_p$ (the separations between the oxidation and reduction peaks) also matches that predicted by the Nernst equation (Figure 68e).

**Figure 68.** Measurements of hydrocarbon contamination. (a) Spectroscopic ellipsometry monitoring of hydrocarbon thickness on an exfoliated HOPG surface exposed in ambient air with (right) and without (left) low-temperature treatment to trigger water condensation. (b) ATR-FTIR spectrum of a freshly exfoliated HOPG sample after low-temperature treatment. Note the absence of CH$_2$ peaks. Cyclic voltammograms (1 mM Fe(CN)$_6^{4-}$ in 1.0 M KCl at 0.1 V s$^{-1}$) measured on freshly exfoliated HOPG exposed in air (c) at room temperature and (d) at low temperature. (e)
ΔEp (separation between the oxidation and reduction peaks) of HOPG stored in air under the two conditions. Reprinted with permission from Li et al., ACS Nano 2016, 10 (1), 349-359. Copyright 2016 American Chemical Society.

A common misconception is that a glovebox can protect the graphitic surface from contamination. Gloveboxes are designed to maintain low levels of oxygen and/or water but not hydrocarbons. In fact, the hydrocarbon concentrations are likely much higher inside a glovebox due to the use of rubber gloves and storage of organic solvents. In addition, since water adsorption is competitive with hydrocarbons, a water free atmosphere may contaminate graphitic surface more quickly than ambient conditions. Similarly, standardized classification of cleanroom is often strictly particulate-defined environments (e.g., ISO 14644-1). Further restrictions on the environmental factors including airborne molecular contaminants had been recognized and became the standard practice. However, airborne molecular contamination control is less rigorous in many cleanroom facilities compare to airborne particulates due to its complexity, thus should be confirmed prior to surface-sensitive measurements.

When measurements can be done in high or ultra-high vacuum, one can drastically reduce the incident contaminant flux to circumvent the surface contamination. Although there will still be adsorption in high vacuum (e.g., by back diffused pump oil vapor), an UHV environment provides a much wider time window for researchers to study intrinsic surfaces. Heat treatment can be used to clean the surface of materials once the target material is loaded into UHV chamber if the material has high thermal stability. For example, various heating conditions (900 °C – 1500 °C) had been reported to obtain a clean surface of graphite comparable to an UHV-cleaved graphite surface. On the other hand, a clean surface can be obtained by directly using the mechanical
cleavage method inside the UHV chamber, as UHV-cleaved surfaces are free from ambient airborne contaminant exposure. The downside of UHV cleavage method is the required mechanical movement inside the UHV chamber, but it is easily achievable with HOPG or other layered materials without specialized devices (Figure 69a). Typically, there is a sample preparation chamber separated from the UHV chamber, which is used to transfer samples into the UHV via a manipulator. The manipulator arm can be used to exfoliate HOPG after the prep chamber is already pumped down by affixing the tape to the inside of the prep chamber and simply pushing the manipulator forward. Figure 69b and 69c shows the clear difference in UPS spectrum of HOPG aged in UHV versus air. UHV-cleaved graphite showed negligible change in its UPS spectra after 18 hours of aging in an UHV chamber compared to a distinct increase in the VOC signal in air aged HOPG. In addition, an immediate change in the surface composition was also observed in air-cleaved HOPG compared to UHV-cleaved HOPG.

![Diagram of UHV methods]

**Figure 69.** UHV methods. a) High vacuum cleavage of HOPG. HOPG is exfoliated via transferring motion of a horizontal manipulator from preparation chamber to the UHV analysis.
chamber of the ESCALAB 250Xi spectrometer. UPS spectra (He II, 10 eV pass energy) of HOPG cleaved and aged in b) UHV and c) air. Spectra intensities are normalized to the highest peak. Arrows denote binding energy regions. Reprinted with permission from Salim et al., *Journal of Electron Spectroscopy and Related Phenomena* 2019, 235, 8-15. Copyright 2019 Elsevier.

For graphene, the contamination from ambient exposure can be even harder to avoid. Mechanically exfoliated graphene using HOPG has limited control in size and number of layers being exfoliated. Therefore, it often requires a time-consuming fabrication process once exfoliated onto the target substrates. Unless the sample fabrication process is done under UHV, one should assume the contamination is at equilibrium with the ambient. In the case of chemical vapor deposition (CVD) grown graphene, the low-pressure synthesis chamber can help to keep the surface clean before graphene is taken out to ambient conditions. Thus, one can minimize the effect of airborne contamination by performing measurements as soon as taking the graphene out of the CVD chamber. However, when a different substrate is desired (other than the catalyst metal substrate used in CVD growth), avoiding contamination can be challenging due to the transfer process.

Wet transfer methods often involve the deposition of a supportive layer on the graphene surface which is removed once graphene is placed onto the desired substrate. These supportive layers can be hard to remove completely, and residues of supporting materials can have a significant impact on the electronic, chemical, and mechanical properties of graphene. Therefore, surface sensitive measurements on graphene, are often done with transfer methods that expose the surface of graphene originally in contact with the metal substrates used in CVD synthesis. For example, a graphene electrode can be fabricated by attaching graphene/Cu on the target substrate
and placing in an etchant solution to etch Cu and expose the side of graphene surface that was originally in contact with Cu.\textsuperscript{213} In this type of transfer, the contamination of the graphene surface occurs on the solid-liquid interface, therefore the contamination is often not as severe due to the reduced availability of contaminant and their slower diffusion in the liquid phase.

Another type of graphene transfer method that is useful to avoid airborne contamination is the hot-press method. Typically, graphene on a metal substrate is placed on a soft substrate, and heat and pressure are applied to form conformal contact between the graphene and the soft/flexible substrate. Once graphene is attached to the flexible substrate, the metal substrate is etched away. Again, the surface of graphene subjected to study in this case was initially in contact with the metal substrate and only exposed to the liquid phase, slowing down the adsorption of airborne contamination. It is worth noting that the adhesion strength between graphene and polymers can be increased to the point that the initial metal substrate (e.g., Cu) can be simply peeled off, leaving graphene transferred onto the target substrate without using an etching process.\textsuperscript{214-215}

Above we have reviewed many best practices for mitigating hydrocarbon contamination on carbon surfaces. Although it is possible to limit the amount of contamination, it may not always be obvious what change in the system would occur from contamination, were it there. For these systems it may be necessary to employ positive and negative control experiments to determine to what degree the surface is affected. A sample that is left in the same container as a long chain hydrocarbon for a few hours can serve as a positive control. After measuring this sample and comparing the results to a clean measurement, one should be able to determine the effect of hydrocarbon adsorption on their system. Although it may not always be necessary, one may consider studying the kinetics of adsorption so as to extrapolate what a truly clean surface would be.
Finally, it may also be useful to use this standard for interpretation of other published data. If the authors are careful to explain the controls they used, and were attentive to cleanness and time spent in air, then their data is likely trustworthy. If no such considerations were mentioned in the work, then one may need to view the data with a more critical eye.

**Appendix C.7 Conclusions**

We have reviewed the pervasiveness of hydrocarbon contamination on graphitic carbon, its characterization, and ways to mitigate its negative impact on material properties. For graphite, reducing the amount of time between exfoliation and measurement is of great importance. Under typical conditions, the surface converge of contaminants remains <1 % within the first 10 – 60 seconds after exfoliation. It is also possible to use an adsorbed water protection layer to slow down hydrocarbon contamination. For experiments under UHV, airborne contamination can be avoided by exfoliating graphite *in situ*. CVD graphene can be protected from hydrocarbons contaminants by choosing a transfer method that exposes the face of graphene originally in contact with the metal growth substrate.

By using the techniques outlined here, one can properly quantify the magnitude of the contamination and limit its negative impact on the planned experiments. We hope the readers will find this protocol paper helpful in their study of the intrinsic properties of carbon materials. Indeed, although carbon is an old material, there are many new discoveries to be made on a clean surface!
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