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Solid-state cooling by means of magnetocaloric heat pumps is a promising alternative to

current cooling technologies which are inefficient and environmentally-harmful. One major

barrier to realizing the full potential of magnetocaloric heat exchangers is effective fabri-

cation methods that enable geometric freedom while maintaining beneficial microstructures

and combating the challenges these typically-brittle materials pose during machining. An

ideal fabrication method would result in a heat exchanger with optimized heat transfer

properties, low pressure drop in the heat transfer fluid, gradient transformation tempera-

ture, and reasonable manufacturing cost. Additive manufacturing has the capacity to realize

all of these aims. This investigation explores the direct laser deposition and binder jet 3D

printing additive manufacturing methods to produce functional parts using materials with

magnetocaloric properties. Both direct laser deposition and binder jet 3D printing, after a

necessary post-processing step, were found capable of producing parts with favorable mag-

netocaloric properties. A powder bed binder jet 3D printer was designed and fabricated to

produce multi-material layered parts, with a goal of gradient transformation temperatures

within a single part. Layering materials with various transformation temperatures extends

the working temperature range and increases magnetocaloric heat exchanger performance.

The results presented in this dissertation answer key technical questions about manufac-

turing process feasibility for fabricating magnetocaloric heat pumps with additive methods.

Finally, an outlook is presented, collecting and examining the knowledge gained to predict

the direction and prospects for additive manufacturing of magnetocaloric heat pumps.

Keywords: Magnetocaloric, Magnetic refrigeration, Additive manufacturing, Direct laser

deposition, Binder jet, 3D printing.
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fiancé and partner in life - John Erickson - for going on a million walks so I could clear my

head, letting me talk through my research, and being my daily inspiration; my parents Rich

and Patty and sister Becca for providing a stable base of support and love; dear friends and

role models like Dhanu, Jessica, and Sarah to whom I turned for a smile when my days were

dreary; my editing guru Chris Dumm; and the many people I met and bonded with during

my PhD program. Especially vital to my PhD adventures were the two organizations that I

dedicated my heart to while my brain was preoccupied with research: the Pitt Engineering

Graduate Student Organization (EGSO) and the Microscopy Society of America Student

Council (MSA StC). In addition to providing essential leadership skills, EGSO and the

MSA StC were where I found some of my greatest friends and mentors. The last five

years would not have been the same without my fellow leaders: Alvaro and our early-years

weekly meetings and life therapy sessions, Kevin with his persistent optimism and constant

motivation during our virtual writing sessions, Stephanie sharing her unrelenting energy

and drive, Janet spouting insightful wisdom and brilliant professionalism, and Cameron

displaying direct practicality tempered with extreme caring. There are many others I had

xiii



the privilege of interacting with and being inspired by through EGSO and MSA StC whose

names could fill several pages.

The final thanks - I put off writing this the longest because words just never felt like

enough - is to my advisor, Markus Chmielus. My senior year of undergrad, I hated research

and never wanted to do it again. Then one day my overly-energetic lab professor came over

to my friend group and turned an extra armchair sideways. He sat in it with his legs over

the arm and happily asked if any of us wanted to work for him over the summer. I thought

he seemed cool, and I thought “why not?”. I gave research one more chance because I

thought maybe Markus could be the one to change my mind, and he did. His enthusiasm

and never-ending curiosity helped me realize how exciting research can be. He taught me

to re-frame problems as challenges, to not take setbacks too seriously, and to always look

for the next mutually-beneficial collaboration. I have been through the entire evolution of

Markus’s lab with him, and he has been through the full processes of my undergraduate

thesis and dissertation work with me. He’s been professor, advisor, and friend. I cannot

imagine my dissertation journey, or the last 6 years, without him.

Thank you all, from my center-brain to your brilliant minds and supportive hearts.

This project was supported in part by a fellowship award through the National De-

fense Science and Engineering Graduate (NDSEG) Fellowship Program, sponsored by the

Air Force Research Laboratory (AFRL), the Office of Naval Research (ONR) and the Army

Research Office (ARO). Partial results of this work have been accepted by Additive Manufac-

turing published by Elsevier (accepted August 2020) and are in preparation for submission

to HardwareX published by Elsevier. Partial results have been published in the Journal

of Manufacturing Science and Engineering published by ASME (online May 6, 2020) and

are reprinted with the permission of the original publisher: E. Stevens, K. Kimes, V. Cher-

nenko, P. Lázpita, A. Wojcik, W. Maziarz, J. Toman, M. Chmielus, Effect of Homogenization

on the Microstructure and Magnetic Properties of Direct Laser-Deposited Magnetocaloric

Ni43Co7Mn39Sn11, J. Manuf. Sci. Eng. 142 (2020) 1–8., reproduced with permission.

In addition, related work has been published in the Supplement for Microscopy & Micro-

analysis published by Cambridge University Press (2016, 2018, 2019, and 2020). In each

xiv



of these publications, I was first author and had some level of direct participation in all of

the research activities, through experimentation, analysis, or both. Gratitude is extended

to Daniel Salazar for conducting the BJ3DP sample cycling direct MCE measurements,

to Patricia Lázpita for DLD sample XRD analysis, and E3 beamline scientists for neutron

diffraction experiments. For the design of the manual printer, special acknowledgement must

go to Jeff Martin and Grant Merkel for their design and fabrication efforts. For some designs

and efforts mentioned in the Future Works, many phenomenal Pitt Mechanical Engineering

and Materials Science (MEMS) Senior Design teams (far too many names to list here) have

earned the credit.

xv



1.0 Introduction and Motivation

Refrigeration and space cooling are among the foremost contributors to electricity use in

both domestic and commercial settings, with space cooling alone accounting for almost 20%

of the world’s total electricity use [1]. The World Energy Outlook 2019 report published by

the International Energy Agency (IEA) predicts that “cooling is set to be one of the most

important factors in determining the extent of future energy demand” [2]. According to the

most recent World Energy Outlook report with detailed United States data (2017), 24.6%

of electricity consumed by the US commercial sector was used for refrigeration/freezing.

Refrigeration alone accounted for the largest percentage of annual electricity use in the

commercial sector. This usage pattern is matched in residential electricity consumption; in

US homes, space heating and refrigeration/freezing combined accounted for 24.2% of the

total electricity consumption. On average, 14.3% of a home’s electricity cost was from air

conditioning ($27.28 billion cost for all US homes), and 5.5% was from refrigeration ($12.07

billion cost for all US homes) - a total of 19.8% of the average household’s electricity bill

stemming from cooling-related electricity [3]. There is a need for efficient refrigeration and

cooling technologies that can contribute significantly to a decrease in future energy demand.

One promising solution for efficient cooling is the magnetic refrigeration process. In

a magnetic refrigerator, the heat pump system contains a heat exchanger made from a

solid-state magnetocaloric material which, in a simplistic view, spontaneously changes its

temperature when exposed to a changing magnetic field. The incumbent and established

vapor-compression refrigeration systems are relatively inefficient, achieving a stable 30-40%

of Carnot efficiency (the theoretical maximum efficiency of a heat engine or refrigeration

cycle that satisfies the second law of thermodynamics). In contrast, magnetic refrigeration

has been theoretically shown to reach 60% of Carnot efficiency [4–6]. Improved efficiency

(a higher coefficient of performance, in formal refrigeration terminology) naturally reduces

energy consumption and thus marginal cost of use. An analysis by Shah et al. in 2015

calculated that a 30% improvement in global air conditioning performance, which could
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theoretically be achieved through magnetic refrigeration, would reduce electricity peak load

by an amount equivalent to 710 mid-sized coal power plants [1, 7].

Vapor-compression refrigeration units also have environmental disadvantages including

both noise pollution and ozone-depleting chemicals [1]. Though most consumers would not

consider their home refrigerators to be loud, the quietest consumer refrigerators generate

a sound pressure level around 48 dBA [8, 9]. The United States Environmental Protection

Agency reported that above 45 dBA indoors, speech intelligibility is adversely impacted [10].

However, a 2007 study where participants qualitatively rated the acceptability of refrigera-

tor noises found that a sound pressure level of 33 dBA was the threshold of annoyance [11].

By comparison, a modern magnetic refrigerator (MRS400, Ubiblue/Cooltech Applications,

2016) is marketed as generating noise below 35 dB, the approximate loudness of a whis-

per [12]. Beyond the relative annoyance of noise, the working fluids of vapor-compression

refrigeration are detrimental to health and the environment: chlorofluorocarbons (CFCs)

and hydrochlorofluorocarbons (HCFCs). These chemicals are toxic and have been found to

contribute to a depleting ozone layer, and thus were regulated by the Montreal Protocol in

1987 [13]. Magnetic refrigeration requires no CFCs or HCFCs to operate, and can use fluids

as innocuous as water or a water and salt mixture as a coolant.

While magnetic refrigeration is still an emerging technology as of 2020, several companies

have debuted proof-of-concept systems and commercial products. The technical features,

strengths, and weaknesses of a few of these systems are worth reviewing:

• General Electric Applications, before being purchased by Haier in 2016, used 50 stages

(each stage using a magnetocaloric material to change the temperature of the fluid by

a small amount) to reduce fluid temperatures by 80 ◦F (44 ◦C) overall. At that time,

reduction in the number of stages required was a primary development topic [14].

• Cooltech Applications released a proof-of-concept commercial system in 2016 (MRS400)

with 400 W of cooling power intended to keep temperatures between 35.6 ◦F and 41 ◦F

(2 ◦C to 5 ◦C), safe for food storage. This machine was beta tested in three locations

[12,14,15].

• Camfridge claims a 40% reduction in energy consumption for technology targeting small

appliances, though they do not yet offer a commercial product [16].
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• Cooltech Applications (now Ubiblue after Cooltech Applications declared bankruptcy in

2018) reported a prototype design in 2018 that boasted a temperature span of over 20 K

and a cooling capacity of 15 kW. In this proof-of-concept design, 2 regenerators and 5.5

kg of magnetocaloric parallel-plate Gd and Gd alloys were used. [17].

• In 2018, Cooltech Applications and Vacuumschmelze GmbH published a paper detailing

their promising experiments with LaFeSi-based magnetocaloric materials for magnetic

refrigeration [18].

Recent estimates put commercialization of magnetic refrigeration technology about 5

years away [19]. Commercialization efforts are limited in part because materials with the

physical properties that enable magnetic refrigeration are still relative unknowns in terms of

functional mechanisms and practical, scalable use in applications. This work addresses the

present uncertainty in optimal processing methods for a family of these materials. Increased

familiarity with processing methods and the ability to repeatably fabricate these materials

enables design of components for commercial-scale applications such as magnetic refriger-

ators. Since heat exchangers typically utilize a fluid flowing over the surface of a solid

material to enhance heat transport, the processing and shaping of magnetic refrigeration

materials into high surface-to-volume ratio configurations is a vital step towards realizing a

maximum-efficiency magnetocaloric heat exchanger that can compete with the established

vapor-compression systems [5, 20]. One way of achieving such configurations could be ad-

ditive manufacturing which, along with magnetic refrigeration, was recognized as one of

the 8 trends set to transform our industry identified in the Future Focus May 2018 issue

of HVAC&R Nation’s magazine [21]. Elimination of vapor-compression technology allows

for radical design changes that could be implemented by additive manufacturing, a fabrica-

tion technique that is lenient with geometry requirements and offers a great deal of design

freedom.
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2.0 Background

2.1 History

In 1860, William Thomson (Lord Kelvin) was the first to demonstrate that, thermo-

dynamically, magnetization could change the temperature of a material [22]. The magne-

tocaloric effect (MCE) is often reported as being discovered in 1881 by Emil Warburg, and

described in his German manuscript Über einige Wirkungen Coërcivkraft [23]. The dis-

coverer is disputed; in 2013 Anders Smith argued that Pierre-Earnest Weiss and Auguste

Piccard should be credited for the discovery of the MCE within the context of their work

on nickel in 1917-1918 [24,25]. In short, Smith argues that instrumentation in 1881 was not

sophisticated enough to measure the effect, and Warburg’s work simply laid the groundwork

for the actual discovery of the MCE. Weiss and Piccard also coined the term magnetocaloric

and were the first to observe the reversibility of the MCE and the fact that it peaks near

the Curie temperature - both of which are vital to current exploitation of the effect.

In the 1920s, some work was done by Peter Debye and William Giauque - independently

of each other - on the adiabatic demagnetization of paramagnetic salts, a concept related to

the MCE [26, 27]. Neither was aware of Weiss and Piccard’s work. By 1933, Giauque was

able to demonstrate adiabatic demagnetization for temperatures as low as 1 K, winning him

the Nobel Prize in Chemistry [28].

Urbain, Wiess, and Trombe reported in 1935 that gadolinium had a Curie temperature

near room temperature, which led to G.V Brown developing a Gd-based room-temperature

magnetocaloric material in 1976 [29, 30]. Brown’s work invigorated research on magne-

tocaloric materials and was followed by a highly cited review and outlook article by Pecharsky

and Gschneidner in 1999 [4].
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2.2 Magnetism and the Magnetocaloric Effect

2.2.1 Magnetism Overview

Magnetism occurs because the quantum nature of electrons dictates that they have a

magnetic field pointing either up or down. This magnetic dipole moment is caused by a

combination of the electron’s spin and its orbital angular momentum. With only one elec-

tron in the system, the contributions from the spin and from the orbital angular momentum

interact, resulting in spin-orbit coupling. With more electrons, there are more interactions:

spin-orbit coupling, spin-spin coupling, and orbit-orbit coupling. The overall magnetic be-

havior is calculated by vector addition [31].

There are several types of magnetism; simple examples include ferromagnetism and para-

magnetism. A ferromagnetic material has magnetic moments that align with an applied field

and each other, even when the field is removed. A paramagnetic material has randomized

magnetic moments. These moments will tend to align with an applied field, but return to

their initial randomized state when the field is removed. A magnetic material of any type

loses its permanent magnetization and becomes paramagnetic above a temperature threshold

known as the Curie temperature (TC), which is a material property.

2.2.2 Thermodynamics of the Magnetocaloric Effect

Magnetic refrigeration is enabled through taking advantage of the magnetocaloric effect

(MCE). The MCE refers to a physical phenomenon: a material exhibiting the MCE re-

sponds to a changing magnetic field with a sharp change in entropy. In an adiabatic system,

this change in entropy can be characterized and measured as either a change in entropy

(∆Smagnetic, ∆Sm, or ∆SM) or as a change in temperature (∆Tadiabatic or ∆Tad).

In an adiabatic system, total entropy (Stotal) is conserved. In broad terms, this entropy

is the sum of a magnetic entropy (Smagnetic), thermal entropy arising from lattice vibrations

(Sthermal), and an electronic entropy (Selectronic):

Stotal(T,H) = Smagnetic(T,H) + Sthermal(T ) + Selectronic(T ) (2.1)
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Often, Selectronic is negligible, since it and its relative change are generally very small

[32, 33]. Equation 2.1 highlights the coupling between Smagnetic and Sthermal - if Selectronic

is considered to be quite small, and an external factor affects Smagnetic, then Sthermal must

either increase or decrease to compensate and keep Stotal constant. This ∆Sthermal causes

a change in material temperature (lattice vibrations). The simplest way for Smagnetic to

change is a realignment of magnetic moments upon introduction to the magnetic field, i.e.

when the magnetic moments are caused to align due to an applied field, Smagnetic decreases

and Sthermal increases. In most cases, the heating effect of this change in Sthermal is practically

undetectable and would not be useful for cooling applications.

However, the so-called giant magnetocaloric effect does create an easily detectable and

useful change in material temperature through a combination of first and second order phase

transitions, increasing energy density at the transformation [34]. First order phase transi-

tions occur when there is a sudden change in the Gibbs free energy of the system, resulting

in a discontinuity in the order parameter at the transition. Relevant to MCE materials,

this order parameter could refer to magnetization, volume, heat capacity, or entropy [6,35].

Second order phase transitions occur when the Gibbs free energy changes gradually (rather

than suddenly, as in a first-order transition). Due to the gradual change in free energy, the

order parameter is continuous all the way through the transition. In contrast with the previ-

ous example where Smagnetic changed due to a realignment of magnetic moments - causing a

second order magnetic transformation - the giant MCE is achieved through a magnetostruc-

tural phase transformation, a combination of first and second order transitions. In practical

terms, this requires a coincident structural phase transition and Curie temperature.

There are two different types of giant MCE: positive and negative. In both, application of

a magnetic field causes a shift of the first order phase transition temperature, expanding the

temperature range of the more magnetic phase by shifting the transition temperature towards

the less-magnetic phase. Positive MCE materials have a low-temperature highly magnetic

phase, meaning that the application of a magnetic field causes a phase transition shift to

higher temperatures. Negative MCE materials have a high-temperature highly magnetic

phase, meaning that application of a magnetic field causes a phase transition shift to lower

temperatures. These two types are described in thermodynamic detail in Sections 2.2.2.1 and
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2.2.2.2. The existence of two types of MCE arises due to the entropic contributions mentioned

in Equation 2.1. Though the thermal and magnetic entropy terms are inextricably coupled for

a particular material, the type and magnitude of MCE that a material exhibits is dependent

on whether these entropic contributions happen to be constructive or destructive [32, 36].

2.2.2.1 Positive MCE A material exhibiting a positive MCE heats up upon adiabatic

magnetization and cools down upon adiabatic demagnetization.

The impact of positive MCE can be understood with a simple, highly visual example.

Consider how the heat capacity changes in a positive MCE material with first-order phase

transition when the material is shifted from a low magnetic field state (H1) to a high magnetic

field state (H2). Magnetic entropy change is then the area between the heat capacity curves:

∆Sm(T )∆H,P =

∫ T

0

[C(T )H2 − C(T )H1 ]P
T

dT (2.2)

where P indicates an isobaric process, ∆H = H2 −H1, and H2 > H1. Equation 2.2 was

derived from the second law of thermodynamics in [37].

In a material that exhibits the positive MCE, an application of magnetic field shifts

the first order phase transition to a higher temperature. Consequences of this transition

temperature shift on the heat capacity and ∆Sm are shown in Figure 2.1.

In order to understand the ramifications of this shift in the heat capacity curve, Figure

2.1 can be separated into five segments (pt refers to phase transition):

1. 0 − Tpt,H1 : Heat capacity with field and without field are almost the same, though heat

capacity with field is slightly lower. The integral between low and high field curves is

slightly (but increasingly) negative.

2. Tpt,H1 : Heat capacity for the without field curve reaches its transition point. In the ideal

case, the material transforms instantaneously and produces an infinitely high peak in Cp.

In a real material, there will be a finite peak with a finite but large (negative) integral

between low and high field curves.
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Figure 2.1: Plot of heat capacity and entropy change for positive MCE, idealized with

H2 > H1 = 0. (a) shows the heat capacity curves, which each have a discontinuity at the

transformation point. (b) shows the entropy change curve, which is proportional to the area

between the two heat capacity curves, colored in green in (a). Plots modified from [37].
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3. Tpt,H1 − Tpt,H2 : With field, the material has not yet transformed and follows the initial

trajectory. Without field, the material has transformed and is at a lower Cp, so the area

between the low and high field curves is moderately positive.

4. Tpt,H2 : Heat capacity with field reaches its transition point. The material transforms

instantaneously and produces an infinitely high peak in Cp. Similar to segment 2, there

is in reality a finite peak with a finite but large (positive) integral between low and high

field curves.

5. Tpt,H2−∞: Both curves return to approximately the same level and no significant changes

to the total integral occur.

Largest among these contributions to the heat capacity curve is the very large negative

integral in segment 2. With an overall ∆Smagnetic < 0, Sthermal increases to compensate, and

the material temperature rises upon adiabatic magnetization.

2.2.2.2 Negative MCE Materials that exhibit a negative MCE cool down upon adia-

batic magnetization and heat up upon adiabatic demagnetization. The description of the

MCE involving the integrals of the heat capacity curves is nearly identical to that in 2.2.2.1,

except that the with field and without field curves are reversed. With this reversal, all of

the segments that had a negative integral value are now positive and vice versa. Therefore,

largest among the integral contributions is the very large positive integral in segment 2. With

an overall ∆Smagnetic > 0, Sthermal decreases to compensate, and the material temperature

decreases upon adiabatic magnetization.

2.2.2.3 Using the MCE in a Heat Pump Applications of the MCE in magnetic

refrigeration and cooling can be understood at a basic level through a simple cycle involving

a second-order MCE material, shown in Figure 2.2. In the first stage, the material begins

at some nominal temperature. A magnetic field is then applied under adiabatic conditions,

reducing ∆Sm (magnetic entropy) by aligning magnetic dipoles in the material. A reduction

in ∆Sm in a constant-entropy system (adiabatic) causes the other entropy contributions to

increase to compensate, namely ∆St (thermal entropy). This increase in ∆St manifests as

an increase in sample temperature ∆Tad. While the external magnetic field continues to
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Figure 2.2: Simple representation of a cooling cycle utilizing the MCE: (a) The magne-

tocaloric heat exchanger begins at a nominal temperature with disordered magnetic dipoles.

(b) An applied magnetic field aligns the magnetic dipoles, reducing magnetic entropy and

causing thermal entropy to increase to compensate. (c) After a heat transfer fluid removes

heat from the exchanger, its temperature is reduced and dipoles are still aligned. (d) Re-

moving the magnetic field allows the magnetic dipoles to return to their misaligned state,

increasing magnetic entropy and causing thermal entropy to decrease to compensate. To

begin the cycle again, the heat transfer fluid brings in heat from the load (e.g. a refrigerator

or air conditioner) which heats up the exchanger back to nominal temperature.
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maintain magnetic alignment in the material, the excess heat generated by increasing ∆St is

removed by some external means (a heat transfer fluid), leaving the material still magnetized

but at a temperature near nominal. Finally, the magnetic field is removed adiabatically, and

magnetic dipoles spontaneously return to their disordered state, increasing ∆Sm and thus

decreasing ∆St and material temperature.

Leveraging the MCE for heat pump applications requires three basic components: a

magnetocaloric material (the refrigerant), heat exchangers, heat transfer fluid (working

fluid), and a magnetizing/demagnetizing component. There are two heat exchangers: hot

and cold. The working fluid transfers heat between these two exchangers. The magnetiz-

ing/demagnetizing component is used to activate the MCE and manipulate the temperature

of the refrigerant. With a combination of three thermodynamic process types, different

established thermodynamic cycles could be realized in magnetic cooling [38]. The three

component thermodynamic processes are as follows:

1. Isothermal (de)magnetization: the refrigerant is (de)magnetized at a con-

stant temperature, giving rise to a ∆Sm.

2. Adiabatic (de)magnetization: the refrigerant is (de)magnetized in adiabatic

conditions, giving rise to a ∆Tad.

3. Isofield temperature change: a change in temperature initiated in constant

magnetic field conditions.

With these three processes, thermodynamic cycles can be constructed for magnetic cool-

ing, e.g. Carnot cycle, Brayton cycle, Ericsson cycle. Most focus is placed however on cycles

with an active magnetic regenerator (AMR). In an AMR cycle, the magnetocaloric material

is not only the refrigerant, but also the heat exchanger [38]. Also, testing new thermody-

namic cycles in magnetic refrigerator systems is a unique opportunity that is not available

for vapor-compression refrigeration. Presented in Figure 2.3, Kitanovski illustrated eight

different combination AMR cycles that exhibit how much the cycle can be modified [39].
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Figure 2.3: Thermodynamic cycle examples, each with an AMR: (A) Brayton, (B) Ericsson,

(C) Carnot, (D), Hybrid Brayton-Ericcson, (E-H) potential new cycles. Reprinted from [39],

Copyright 2013, with permission from Elsevier.
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2.3 Measuring the Magnetocaloric Effect

Directly comparing material properties reported in literature for magnetocaloric mate-

rials can lead to inaccurate conclusions. Several studies have demonstrated that sample

history, measurement technique, and even the number of measurement cycles can signif-

icantly change the material property evaluation value [40–42]. A quality comparison of

material property measurements for this class of materials must take measurement methods

and sample history into account. There are two types of measurement techniques to quantify

the magnitude of the MCE, termed direct and indirect [43]. Direct measurements generally

evaluate the ∆Tad, while indirect measurements calculate the ∆Sm value from measured

magnetic behavior over a temperature range.

2.3.1 Direct MCE Measurements

Direct thermal MCE measurements are obtained by directly measuring the temperature

change of the sample in a changing magnetic field. No commercial systems are available for

these measurements. The existing direct measurement literature is based on use of custom-

built research instruments designed to measure ∆Tad in magnetocaloric materials [44]. These

systems are quite complex and pose major fabrication challenges, in large part arising from

difficulty in maintaining proper thermal conditions for the sample. As a result, direct MCE

measurements are only rarely reported in the existing literature. One simple setup, developed

by Alvarez et al. [45], used a temperature sensor attached to a sample enclosed in a vacuum

chamber and is shown in Figure 2.4.

Another method of direct MCE assessment does not require temperature measurements.

Entropy change of the sample can be directly measured by enclosing the sample in a modified

calorimeter and exposing the system to a changing magnetic field. This is even less common

than direct thermal MCE measurements, but is a powerful tool for probing first order phase

transition materials [46–48].
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Figure 2.4: Schematic of an experimental setup used for measuring ∆Tad. (A) shows the

setup, and (B) shows the sample holder which is attached to the piston shown in (A).

Reprinted from [45] with kind permission of TransTech Publications.
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2.3.2 Indirect MCE Measurements

Indirect MCE measurements use magnetic data to calculate the entropy change within a

material. Most frequently, the Maxwell relation (Equation 2.3) is integrated over the change

in magnetic field for isothermal magnetization vs. fieldM(H) curves or isofield magnetization

vs. temperature M(T ) curves. For experimental evaluation with discrete measurement data,

this relation can be integrated numerically, e.g. with trapezoidal integration.

∆Sm =

∫ H2

H1

δM

δT
dH (2.3)

Indirect measurements are controversial in the research field due to phase coexistence

and δM/δT discontinuity at the first order phase transition. Improper use of the Maxwell

relation has led to claims of a colossal MCE, which were later found to be erroneous [49,50].

Some authors argue that the Maxwell relation cannot produce correct results because it is

not an accurate physical representation due to the heat capacity discontinuity and it does

not account for the phase composition within the system. The Clausius-Clapeyron equation

(Equation 2.4) has sometimes been used to account for the heat capacity discontinuity present

in first order materials at the phase transition as well as the volume fraction of phases

present [50,51].

∆S = −∆M · dH
dT

(2.4)

However, Mañosa et al. and Casanova et al. found good agreement between properly-

executed Maxwell relation results and Clausius-Clapeyron results. They argue that the use

of the Maxwell relation in carefully controlled circumstances is justified [52, 53]. There are

several measurement protocols that may be used to ensure accurate Maxwell relation cal-

culations, and in each the material must be saturated - returned to a fully uniform phase

distribution - by either heating or cooling well past the transition point - before each isother-

mal or isofield measurement [54,55].
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2.3.3 Factors Affecting Changes in MCE Effectiveness

Experimental variation is a major challenge for research into magnetocaloric materials.

Measured results are extremely sensitive to experimental conditions, which are difficult to

control. Some common causes for variation are:

1. the use of various calculation methods for MCE magnitude (discussed in Section

2.3)

2. fabrication or measurement procedures performed slightly differently by indepen-

dent operators

3. variation in powder distribution for a packed powder bed device

4. composition discrepancy, even slight, between two melts of an alloy

These factors affect results for MCE parameters, which can make even simple replication

of a published study difficult. Variations due to seemingly small physical changes can all

be attributed to differences in coupling mechanisms at several length scales, shown graphi-

cally in Figure 2.5 [56]. Broadly, coupling mechanisms can fall into the categories: atomic

coupling, stress coupling, and magnetostatic coupling. Within atomic coupling, magnon-

phonon, thermo-chemical, and chemo-magnetic coupling have an effect on transition tem-

perature and magnetization. Stress coupling within the volume, at surface defects, and in

thin films has an effect on all aspects of the MCE: transition temperature, magnetization,

incomplete transformation, nucleation sites for the transition, and width of the transition.

Magnetostatic coupling takes place between particles and across cracks and gaps, and affects

transition temperature, nucleation sites, and width of the transition. Overall, all types of

coupling have an effect on transition temperature, which is likely why variations of transition

temperature are reported even in similar literature.

Magnetic refrigeration performance indices are a better indication of true in-service per-

formance and measure more than MCE parameters like ∆Tad or ∆Sm. Even these per-

formance indices have multiple versions however, and researchers must be attentive during

comparisons. To test magnetocaloric materials in situations closer to applicability, the refrig-

erant capacity (RC) parameter was developed, where a high RC parameter indicates better

performance. RC has been defined in several ways, first by Wood and Potter (Equation 2.5)
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Figure 2.5: Coupling mechanisms in magnetocaloric materials and their effects. Reproduced

with permission from [56], Copyright 2018 The Authors. Published by Wiley-VCH Verlag

GmbH & Co. KGaA.
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as a rectangle spanning the working temperature (∆T = Thot−Tcold) range and bounded by

∆SC , the magnetic entropy change at Tcold [57]. Gschneidner proposed defining RC as the

area under the |∆Sm(T,H)| curve (Equation 2.6), with the temperature span being defined

as full-width at half-maximum (FWHM). Finally, relative cooling power (RCP) is defined

by Gschneidner as a rectangle enclosing the entire |∆Sm(T,H)| curve at FWHM (Equa-

tion 2.7) [58]. The relative results of these equations are compared schematically in Figure

2.6 [42].

RCW&P = |∆Sm| ·∆T (2.5)

RCGschneidner =

∫ Thot

Tcold

|∆Sm|dT (2.6)

RCP = |∆Sm|max · δTFWHM (2.7)

2.4 Heusler Alloys as Magnetocaloric Materials

The discovery of magnetocaloric response of Gd initiated the contemporary search for

materials that exhibit magnetocaloric effects at room temperature. Many specific alloys have

since emerged that are functional due to varying material responses. Lyubina suggests cate-

gorizing these into second order phase transition (SOPT), strong first order phase transition

(FOPT), and weak FOPT materials [6]. SOPT materials experience only a gradual magnetic

phase transition. Strong FOPT materials generally have strong magnetostructural coupling,

and are distinguished by their high transition barrier energy. In contrast, weak FOPT ma-

terials have a magneto-elastic phase transition with a sudden change in lattice parameter

though the unit cell type remains the same [59]. Weak FOPT materials have a lower energy

barrier, and a gradual shift from FOPT to SOPT. Since hysteresis size is inherently related

to transformation barrier energy, strong FOPT materials show a larger hysteresis than weak

FOPT or SOPT materials.
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Figure 2.6: Schematic of RC calculation methods, showing their differences in defined area.

Reprinted from [42], Copyright 2018, with permission from Elsevier.
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Magnetocaloric materials could also be categorized as crystalline or amorphous, as well as

rare-earth-containing and rare-earth-free [60]. Categorization efforts should also make a clear

distinction between materials that exhibit positive MCE, negative MCE, or both depending

on the operating temperature. While many compositions are under active investigation as

of 2020, Waske et al. considered three first-order-type materials to be most relevant due to

their combination of properties, cost, and availability: Mn-Fe-P-Si, La-Fe-Si-H, and Ni-Mn-

In-Co [32].

The promising material Ni-Mn-In-Co is part of a class of alloys discovered by Friedrich

(Fritz) Heusler. In 1901, Heusler wrote a note to the Deutsche Physikalische Gesellschaft

(German Physical Society) regarding his discovery of compounds containing Mn that were

magnetic, despite containing only non-magnetic elements [61]. Two years later, in 1903, the

one-page note was published along with two longer related articles [62,63].

Heusler alloys have the chemical formula X2Y Z, where X and Y are usually transition

metals or rare earth metals, and Z is a non-metal or a non-magnetic metal. These are

ferromagnetic materials that exhibit four interpenetrating face-centered cubic (fcc) lattices.

If ordered, this results in the L21 cubic Heusler phase (Fm3̄m, no. 225). One common

form of disorder is a Y/Z B2-type disorder, resulting in a simple cubic lattice (Pm3̄m, no.

221) [64].

Heusler’s discovery of these magnetic alloys was sufficiently interesting to prompt the

investigation of an eponymous category of similar alloys. In 1903, Heusler discovered that

Cu2MnAl was ferromagnetic, though none of its elements were [62]. Modern investigations of

Heusler alloys commonly focus on Ni2MnGa and its off-stoichiometric variations, investigated

for magnetic shape memory or magnetocaloric applications. The magnetism in Ni-Mn-based

Heusler alloys is carried primarily in the Mn atoms, which have the highest magnetic moment

of all the transition metals [60]. In stoichiometric Ni2MnGa, the Mn sublattice accounts for

over 85% of the saturation magnetization (3.5 µB of the total 4.1 µB). The large magnetic

contribution of Mn is contingent however on Mn occupying its own sublattice. An excess of

Mn begins to occupy the non-Mn sublattices and couples antiferromagnetically with the Mn

sublattice atoms, decreasing the overall saturation magnetization [65].
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Figure 2.7: Ni-Mn-Ga phase diagram (right) and magnified critical portion (left), showing

valence electrons per atom e/a and phase formed (10M, 14M, and NM). Data from [67–73].

For these Heusler magnetic functional materials (that exhibit a change in physical prop-

erties in response to application of an external magnetic field), it is commonly accepted that

a deciding factor for what phases form is the ratio of valence electrons to atoms (e/a) [64].

Monitoring the e/a ratio is critical because seemingly slight changes to alloy composition

can change e/a and the phases that will form. A small difference in composition can mean

the difference between a functional and non-functional Heusler alloy. Figure 2.7 (a ternary

phase diagram for Ni-Mn-Ga at room temperature) demonstrates how small deviations in

the e/a ratio can alter the phases that form and where transformations occur [66].

Within Heusler alloys like Ni-Mn-Ga, a structural transformation occurs, considered to be

a martensitic transformation. At high temperatures, a cubic austenite phase is present. Cool-

ing through the martensitic transformation temperature induces a phase change to a tetrag-

onal, pseudo-tetragonal monoclinic, or pseudo-orthorhombic monoclinic martensite phase.

As with all martensitic transformations, this phase change is a diffusionless, displacive solid-

state transformation that distorts the lattice and is driven by strain energy [74]. For such
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transformations, which are constrained due to bulk or external forces, a shearing must occur

in order to leave the lattice invariant; this shear can be achieved through either slip or twin-

ning. In Ni-Mn-based alloys, twinning is observed, forming a self-accommodated martensitic

structure [75].

Ni2MnGa and its off-stoichiometric alloys have several possible unit cell structure types,

and each structure can be classified differently depending on the desired amount of symmetry

or simplicity. Other Ni-Mn-based Heusler alloys such as Ni-Mn-Co-Sn share many of these

same unit cells, though the largest body of literature exists specifically for Ni2MnGa. The

most relevant unit cell structure types for magnetic functional purposes are: non-modulated,

modulated 10M (also referred to as 5M), and modulated 14M (also called 7M). This naming

convention uses M to designate a martensite phase. In both the modulated 10M and 14M

structures, the number refers to the amount of atomic planes before an exact duplicate

repeated plane. In the case of 5M and 7M designations, the plane of atoms 5 or 7 planes

away has atom sites at the same locations on the lattice but some elements are switched

within those sites from the initial plane [76].

Off-stoichiometric Ni2MnGa has magnetocaloric properties, but with no doping elements,

the alloy tends to have a large thermal hysteresis and losses, as well as a high field required to

initiate the structural transformation [35,60,77]. As a result, a primary research goal in the

field is developing materials with narrowed thermal hysteresis and the ability to transform

under modest magnetic fields [35, 77]. One important recent advance is the discovery of

partial transformation loops (originally termed minor loops) that can increase reversibility

and lower transformation field for Heusler alloys [78, 79].

2.4.1 Ni-Mn-Co-Sn

Ni-Mn-Co-Sn metamagnetic shape memory alloys (MMSMAs) exhibit inverse, or nega-

tive, MCE behavior. MMSMAs exhibit a decrease in martensite transformation temperature

in response to an increased applied magnetic field.

Research into Ni-Mn-Sn alloys began in 2005 with a report by Krenke et al. on the discov-

ery of inverse MCE in Ni50Mn37Sn13 [80]. Ni-Mn-Sn shows an inverse transformation because
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(in contrast with Ni-Mn-Ga Heusler alloys) Mn atoms in Ni-Mn-Sn show antiferromagnetic

coupling in the martensite phase. At specific compositions, a metamagnetostructural trans-

formation from antiferromagnetic martensite to ferromagnetic austenite is observed [60]. In

ternary Ni-Mn-Sn, an increase in e/a increases transition temperature, but alloying elements

break this trend [81, 82]. Substituting Co for Ni reduces the transformation temperature,

affects the TC of the austenitic phase, increases the magnetic moment, and slightly reduces

thermal hysteresis [83–85]. Bruno et al. conducted a systematic study on heat treatment of

Ni-Mn-Co-Sn alloys, showing that a faster cooling rate increases atomic disorder, which in

turn improves lattice coherence and decreases thermal hysteresis [86].

2.4.2 Ni-Mn-Cu-Ga

Unlike Ni-Mn-Co-Sn, most Ni-Mn-Ga-based ferromagnetic shape memory alloys (FSMA)

show a positive MCE. FSMAs exhibit a increase in martensite transformation temperature

in response to an increased applied magnetic field. Changing the composition of Ni-Mn-Ga

shifts the martensitic transformation and Curie temperatures, and coincidence of these phase

changes is beneficial for the MCE. Shown in Figure 2.8, in Ni-rich Ni2+xMn1-xGa, TM and

TC are expected to coincide for 0.18 < x < 0.27 (7.635 < e/a < 7.7025). In Figure 2.8,

it is clear that for ternary alloys, the transformation temperature increases with e/a (line

1), while for added transition elements, the transformation temperature decreases with e/a

(lines 2 and 3). Adding non-transition elements such as Sn have no significant effect on e/a

but do affect transition temperature (line 4, Figure 2.8).

Stadler et al. reported magnetocaloric properties with Cu substitution for Mn in a poly-

crystalline alloy of Ni2Mn1-xCuGa, showing a −∆Sm of around 29 J/(kg · K) at 2 T [88].

There have been several attempts to increase MCE by altering the composition, changing

Mn slightly [89] or adding Fe/Ge [90], but neither had much effect. In 2010, Kataoka pub-

lished a phase diagram of Ni2Mn1-xCuxGa, shown in Figure 2.9, elucidating the region where

TC = TM . Recently, in 2016, Sarkar et al. conducted a systematic study of Cu variation

in Ni50Mn25-xCuxGa25 wt.% (x = 1, 1.25, 2.5, 3.75, 6.0, 6.2, 6.25, 6.5, 7.0) [91]. Their re-

sults showed that TC decreased with Cu substitution while TM increased, explained by the
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Figure 2.8: Variation in Ni-Mn-Ga(-X) transition (Tt) and Curie (TC) temperatures due to

element content and e/a. Reprinted from [60] Copyright 2018, with permission from Elsevier.

Figure 2.9: Ni2Mn1-xCuxGa phase diagram showing austenite (A), martensite (M), pre-

martensitic transition (TP ), Curie temperature (TC), and martensitic transition (TM).

Reprinted from [87] with permission, Copyright 2010 by the American Physical Society.
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strengthening of Ni-Ga bonds and a decrease in Mn or Mn-Mn ferromagnetic exchange in-

teraction. Also, at Ni50Mn18.5Cu6.5Ga25, there was overlap for As (austenite start) and TC ,

leading to a large magnetic entropy change −∆Sm on heating of 60.2 J/(kg · K) at 5 T.

Li et al. varied Cu concentration in Ni50-xCuxMn31Ga19 (x = 2-10) and found an increase

in Cu led to a decrease in martensite start temperature (Ms) attributed to an enlargement of

the unit cell, and a broadening of the transformation region (Af - Ms, where Af is the austen-

ite finish temperature) [92]. Recently, Segúı et al. also studied a series of Ni50Mn25-xCuxGa25

alloys with x = 3-11, finding a paramagnetic austenite → ferromagnetic martensite magne-

tostructural transition between x = 5.5 and 7.5, and results corroborating that increasing Cu

substitution for Mn increases the martensitic transformation temperature and decreases TC .

Ni50Mn19Cu6Ga25 was found by Segúı to have the lowest thermal hysteresis of the studied

series, a result attributed to a minimum of the austenite-martensite lattice mismatch [93].

2.5 Additive Manufacturing and Post-Processing

Additive manufacturing (AM) is the process by which material is strategically added to

create a near-net-shape part [94]. This manufacturing type stands in contrast to conventional

manufacturing methods such as casting (where material is solidified in a shaped mold to cre-

ate a near-net-shape part) and machining (where material is removed from a bulk shape to

achieve a specific geometry). AM began as a method for rapid prototyping using polymers,

but between 2010 and 2020, the technique’s use grew to include the use of ceramics, metals,

biomaterials, foods (e.g. chocolate), and composites (e.g. concrete). AM is advantageous for

some applications in that it is able to generate very little waste, can be used to create com-

plicated part geometries, and includes relatively few processing steps [95–97]. Despite these

benefits, AM techniques are not a universal manufacturing solution due to costs, resulting

material properties, and process capabilities. Determining the effects of these processes on

the structure and consequent properties of materials is an active area of investigation.

25



Figure 2.10: DLD LENS® with components labelled.

2.5.1 Direct Laser Deposition

Laser Engineered Net Shaping (LENS®, Sandia National Laboratories, Albequerque,

NM, USA) is a laser-based method of additive manufacturing that can also be categorized

as direct laser deposition (DLD). A laser is used to create a melt pool on a substrate, while

powder is directed towards the melt pool via powder nozzles. This powder adds to the melt

pool volume and builds up the part selectively as the laser is scanned over the substrate

surface in a pre-determined path that is programmed based on solid model information. The

substrate then moves away from the laser source an incremental amount and the next layer

of the part is deposited in the same way. This process continues until the near-net-shape

part is completed. DLD LENS® is shown with labeled components in Figure 2.10.

Though DLD cannot be used to manufacture all types of complex geometries due to its

difficulty creating unsupported overhangs and very smooth surfaces, there are applications

for which this manufacturing approach is a good match. Currently, DLD is used to repair the

edges of turbine blades that have eroded in service, and it can also be used to create relatively

simple part shapes without steep overhangs. Other benefits of DLD include the ability

to use less powder than powder bed techniques, and capability for generating structures
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with variable composition by modifying the feedstock powder ratios during the fabrication

process [98]. Though DLD is an attractive method for complicated geometries and repair, the

structure and properties of resulting parts must be carefully evaluated, since DLD production

creates intense thermal profiles with several cycles of quick heating and cooling [99, 100].

These thermal cycles strongly influence the microstructure and can lead to instances such

as dendrite formation, varying grain size and shape, and microsegregation [101].

2.5.2 Powder Bed Binder Jet Printing

Powder bed binder jetting 3D printing (BJ3DP) is a powder bed-based method of AM,

commonly called 3D printing because of its similarity to conventional ink-jet printing. With

BJ3DP, there is no energy source to bind the powder together as in electron beam or laser

systems; rather, a binder is used to adhere particles together selectively within the job

box [102]. The BJ3DP process is as follows, with slight variations for different machines:

1. A layer of powder is laid down using powder from a hopper or feeder.

2. A roller or blade is dragged across the powder to flatten the layer.

3. Jets selectively deposit binder in a path pre-determined by a computer model.

4. A small amount of heat is applied to slightly dry the binder.

5. The job box is moved down by a distance equal to the prescribed layer height.

6. Steps 1-5 repeat until the part is finished.

7. The entire job box is removed from the machine and placed into a curing furnace,

where the binder is cured at a low heat (180-200 ◦C, usually for 2-8 h).

8. Parts are carefully removed from the job box, and excess powder is removed in a

process called de-powdering. These so-called “green” parts are fragile.

9. Based on the material and part geometry, a post-processing method is carried

out to increase density and stability.

BJ3DP has several capabilities that distinguish it from energy-based AM methods like

DLD: compatibility with a wider variety of materials, operation in atmosphere at room tem-

perature, no support structures required, no significant melting and cooling cycles, and high

throughput [102]. For magnetic functional materials in particular, BJ3DP is advantageous
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Figure 2.11: X-1 Lab binder jet 3D printing process, left to right: the desired samples from a

model are sliced for layer-by-layer printing. In the printer, the printhead selectively deposits

binder. The powder supply piston is raised and the powder bed is lowered by ∆z. A roller

pushes powder from the supply box to the powder bed, flattening the resulting layer.

because the lack of melting enables the structure and properties of the starting powder to be

maintained. The melting that would be experienced in a DLD process, for example, alters

composition by small amounts, changing the e/a value enough to affect the transformation

temperatures. In some magnetocaloric materials, melting can also break down the crystal

structure or reverse the efforts of hydrogenation.

An ExOne X-1 Lab 3D printer was used in this investigation, a schematic for which

is presented in Figure 2.11. This machine is relatively atypical for BJ3DP systems in the

orthogonality of its printhead and roller, as well as its dual powder beds (one as a feed bed

and the other as a build bed), and is preferred by many research groups for its very small

build volume. A small build volume requires less powder to fill, important for research-scale

batches of expensive or hard-to-prepare materials.

As-printed (green) parts from a binder jet printer are not structurally sound and require

strengthening, primarily through densification. One method for densification is pressureless

solid-state sintering, where the part undergoes a heating protocol in a furnace that facilitates

mass transport from the solid material to the empty space. This sintering process increases
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particle bond interfaces and also usually shrinks the overall volume, increasing the density of

the part. Surface energy reduction is the driving force for sintering. Necks (particle contacts)

grow in an effort to reduce curvature and surface area at interfaces between particles. This

is initially achieved through surface diffusion of atoms to the contact, and (for crystalline

materials) is then achieved through grain boundary diffusion as the neck grows larger [103].

There are three stages to solid-state sintering, often delineated by the coordination num-

ber of particles [104,105]:

1. Initial:

• Necks form and grow, at an initially fast rate that decays quickly over time.

• Curvature gradients dominate driving force.

• Neck size ratio (neck diameter/particle diameter) is less than 0.3, shrinkage

is less than 3%, and grain size is similar to that of the stock powder.

2. Intermediate:

• Contact area between particles continues to increase, some grain growth oc-

curs near the end of the stage.

• Pores become interconnected and less angular, resulting in less driving force

from surface area and curvature.

• Density is approximately 70-92% (theoretical), and pores can become larger.

3. Final:

• When porosity is around 8% or less, open porosity is unstable and pinches

off into individual pores (lenticular or spherical).

• No longer inhibited by an open pore network, grain growth progresses more

quickly.

While porosity decreases with longer sintering times in a very generalized sense, the

extent of this behavior is limited. Figure 2.12 demonstrates the relationship between grain

size vs. pore size, in which there is a critical region where pores become detached and can

no longer escape, leading to residual porosity and a coarser microstructure [106].

Times required to reach these various stages of sintering and porosity are determined

by the mass transport mechanisms of the sintered material. The two primary categories of
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Figure 2.12: Plot of grain size vs. pore size, indicating the field of pore-grain boundary

separation where residual porosity is expected. Green compact I to dense sintered sample I

is an example of a sintering path for full density, while green compact II to porous sintered

sample II will have residual porosity. Segment A: initial stage of sintering; Segment B:

intermediate stage of sintering; Segment C: final densification; Segment D (only in Sample

II): pore-grain boundary separation, grain growth. Reprinted from [106] by permission from

Springer Nature: Springer Nature, Sintering Processes by H. Exner, E. Arzt, Copyright 1996.
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mass transport (there are others or various distinctions in more advanced sintering theory)

are [107–110]:

1. Surface (grain boundary) diffusion:

• Material moves around the surface.

• No densification occurs.

2. Bulk (volume, lattice) diffusion:

• Material moves from inside the bulk.

• Densification occurs.

In powder bed binder jet 3D printed parts, the prediction of kinetics becomes compli-

cated, since a distribution of powder sizes is encountered, causing nonuniform densification

rates as well as internal stresses [105]. While a casual observer might anticipate that small

powders would produce less residual porosity after sintering, in fact a wider particle size

distribution has better packing within the bed. A wider size distribution leads to denser

parts after sintering because of a decreased probability for small particles to gather into

large agglomerates or be ejected by high-velocity binder [111].

2.6 Current State of Manufacturing of MCE Materials

It is well known that for favorable heat transfer in magnetic refrigeration, a high surface

to volume ratio is required of the magnetic refrigerant [5,20]. In order to obtain the maximum

response and the best fluid flow, the following additional requirements are placed upon the

refrigerant’s structural design:

1. Maximize volume fraction of magnetocaloric material.

2. Minimize pressure drop in the fluid.

First order phase transition (FOPT) materials tend to be brittle, limiting machinability,

so fabricating a heat exchanger with the desired properties can pose a challenge. Fabrication

limitations have resulted in experiments where alloys that showed promise in laboratory

testing only exhibited a modest MCE at best in a final, finished structure [112,113].
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There are two types of production that can be discussed: the fabrication of magne-

tocaloric alloys, and that of the heat exchanger devices that would be used in applications.

As far as the alloys themselves, a common method is that of melt-spinning ribbons (rapid

solidification), since this could be tailored to produce nanocrystalline, polycrystalline, or

amorphous materials, and can encourage formation of certain desirable phases [114–119].

Decreased crystallite size also reduces heat treatment times from up to a week for certain

bulk materials down to several hours for small crystallites [116]. However, not every case

of melt-spun ribbons has been found to be preferable to bulk alloys, as Liu et al. noted of

La-Pr-Fe-Si [120]. Other methods of alloy production are arc or induction melting and ball

milling for mechanical alloying, phase formation, or hydriding [121]. Table 2.1 provides a

categorization of literature based on alloy and fabrication methods.

Three common methods for producing heat exchanger devices are packed powder beds,

parallel plates, and microchannel structures. Schematics of these methods as well as their

properties are depicted in Figure 2.13 [32]. Design tradeoffs exist between pressure drop

in the fluid, void fraction, and manufacturing cost of refrigerant devices [122]. A low fluid

pressure drop is desired to minimize energy losses, the void fraction must allow for the

maximum amount of magnetocaloric material to be available for the fluid to contact and

initiate heat transfer, and manufacturing cost is of course desired to be as low as possible.

Some additional methods for fabricating devices from some common magnetocaloric material

systems are detailed in Table 2.1.

Beyond fabrication method, another important practical consideration for the production

of magnetocaloric-based heat exchangers is the presence of a large operating temperature

range. Because the MCE exists due to a phase change, an ideal operating temperature within

the range of that phase change inherently exists. The ideal operating temperature for an

MCE material is narrow compared to the range necessary for a functional appliance such

as an air conditioner or refrigerator. A body of literature exists that focuses on widening

the operating temperature range of individual MCE materials, but the most straightforward

solution is to layer MCE materials with gradient properties, namely Curie temperature

(T C) [132, 164, 173]. A schematic representing cooling with a gradient layered material is

given in Figure 2.14, showing a warm fluid entering a heat exchanger comprised of stacked
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Figure 2.13: Magnetocaloric refrigerant device geometries. Reproduced from [32], Copyright

Materials Research Society 2018, with permission from Cambridge University Press.

Table 2.1: Select manufacturing and production methods for magnetocaloric materials (or

similar functional magnetic materials) and devices. To be considered devices in this review,

parts had to be specially-designed geometries tested in or built for a magnetic cooling system.

Type Method Ni-Mn-based La-Fe-Si-based Mn-Fe-Si-based Gd-based

Material

Arc/induction melting [123,124] [125–127] [128,129] [130–132]

Melt spinning/strip casting [116,133] [119,120,127,134,135]

Ball milling/crushing [136–139] [112,127] [140–143] [130,131]

Gas atomization [144–148] [149,150]

Device

Powder metallurgy [151] [134,152–156]

Packed/bonded particle bed [157] [158,159] [132,160–166]

Parallel plates [167] [163,168–171]

Machined microchannels [172]

Additive manufacturing [112]
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Figure 2.14: Schematic of a gradient layered MCE material. The heat transfer fluid enters

at a high temperature and contacts the layer with the highest operating temperature and

T c. As the fluid progresses through the heat exchanger, it is progressively cooled and comes

into contact with progressively lower operating temperatures.

magnetocaloric materials having progressively lower T C. A lower T C translates to a lower

optimal operating temperature range. Thus, as the fluid flows through the heat exchanger it

is progressively cooled, and the heat exchanger material has a correspondingly lower optimal

operating temperature range, increasing efficiency.

2.6.1 Additive Manufacturing of Functional Magnetic Materials

There are currently large, well-established communities investigating both MCE mate-

rials and additive manufacturing, but there are few researchers at the intersection. As of

August 2020, Web of Science returns 6,920 results for the term magnetocaloric (Scopus re-

turns 7,781, and Dimensions returns 18,510 since it includes the International Journal of

Refrigeration and more conference proceedings). Adding to magnetocaloric the search terms

additive manufacturing or selective laser melting or binder jet or 3D print decreases the count

to an underestimation of 11 articles in Scopus, and an overestimation of 104 publications in

Dimensions (Scopus does not include all conference publications or recent articles; whereas
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Figure 2.15: MC and MC+AM publications by year, from the databases Scopus, Web of

Science, and Dimensions.

Dimensions seems to include publications that are not wholly related). Though exact pub-

lication numbers are difficult to determine, this analysis of research interconnections clearly

demonstrates that additive manufacturing of magnetocaloric materials is a sparsely popu-

lated field that is just now gaining interest, after physics and chemistry communities have

described the particle physics and solid state chemistry of the MCE. Now, the engineering

and manufacturing fields must advance MCE research into practical implementation.

Studies regarding AM of functional magnetic materials (FMMs), including magnetic

shape memory and magnetocaloric materials, are few and have mostly been published within

the few years preceding 2020. Results of the MC and MC+AM database searches are plot-

ted by year in Figure 2.15. Most research into AM of FMMs is being pursued with goals

to expand geometrical freedom, manage the brittle nature of some FMMs, and optimize

microstructures. MCE research prioritizes fabricating porous, complex structures that can

minimize pressure loss and maximize heat transfer [112,143,150,174–178].
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Figure 2.16: Venn diagram of FMM+AM investigations, indicating whether they use mag-

netocaloric materials, non beam-based methods, and/or powder bed methods [112,139,143,

146,150,175,176,179–192].

AM of FMMs research can be categorized either by beam-based (where “beam” refers

to any energy source, typically a laser or electron beam) and non beam-based or by powder

bed and powder feeder. A visual representation of where recent related references fall within

these categories is shown in Figure 2.16 along with whether the study was conducted with

the purpose of advancing magnetocaloric functionality.
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3.0 Hypotheses

For this investigation, one beam-based non-powder-bed (direct laser deposition) and one

non-beam-based powder bed (binder jet 3D printing) manufacturing method was selected

for contrast. Resulting structures and thermal, magnetic, and functional properties of the

Ni-Mn-based magnetocaloric materials were examined. Both manufacturing methods were

monitored through post-processing. For direct laser deposition, post-processing was homoge-

nization. For binder jet 3D printing, post-processing was a sintering heat treatment followed

by annealing. Heat treatment steps were monitored closely in-situ for structure changes.

1. Both laser-based and binder jet additive manufacturing methods will be able to produce

stable and functional MCE materials.

1.1. Laser deposition will produce viable samples, after an optimized homogenization

step.

1.2. Binder jet 3D printing will produce viable samples, after an optimized sintering step.

2. A small-scale binder jet printer can be designed and fabricated to produce multi-material

samples with little material waste.

2.1. Sintering of mixed-powder samples will produce a nearly homogeneous composition.

2.2. For two materials with different sintering properties, density can be tailored per set

of layers in multi-material prints.

3. In-situ monitoring of sintering and annealing heat treatments of binder jet 3D printed

samples can reveal structural evolution.

3.1. Sintering treatment will change lattice parameter by relieving residual stresses and

improving homogenization.

3.2. Multi-material layered parts will exhibit multiple phase transformations.

H1.1: Laser deposition will produce viable magnetocaloric samples, after an

optimized homogenization step

Direct laser deposition (DLD) is an additive manufacturing method that incorporates

full melting of powders and large variations in temperature during printing. DLD has the
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benefit of not requiring a full build bed of powder, but the thermal cycles and full melting

can significantly alter the structure and composition between the feedstock powder and final

part. Though the as-printed parts are expected to show elemental segregation and incon-

sistent structure, post-processing has the potential to recover the homogeneity necessary for

favorable properties.

Based on the knowledge that full melting changes structure and properties which can to

some extent be recovered during post-processing, the following is proposed:

• As-printed samples will show elemental microsegregation which will cause broad-

ening of the thermal transformation as well as unfavorable magnetic properties.

• Heat treatment with the purpose of compositional homogenization will improve

properties of laser-deposited samples and restore functionality.

• Restoring compositional homogeneity will produce phase homogeneity since for

these alloys phase is heavily dependent on the e/a ratio.

H1.2: Binder jet 3D printing will produce viable samples, after an optimized

sintering step

During binder jet 3D printing (BJ3DP), feedstock powder is selectively bound at room

temperature rather than being selectively melted. In the absence of melting, the feedstock

powder is likely to retain much of its original structure, composition, and properties. Though

preserving feedstock powder characteristics is beneficial, BJ3DP parts do still require post-

processing treatments for densification such as pressureless sintering. Since sintering can be

conducted in the solid state region, it is proposed that after a solid state sintering treat-

ment, BJ3DP parts fabricated with MCE alloy powder will exhibit favorable magnetocaloric

properties, including:

• adiabatic temperature change, ∆Tad

• martensitic transformation temperature, MT
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H2.1: Sintering of mixed-powder samples will produce nearly homogeneous com-

position.

Solid-state sintering temperatures are near the melting points without forming liquid

phases. At such high temperatures, atoms will have sufficient mobility to nearly homogenize

composition within the sintering hold time. However, some microsegregation may persist in

particles with less or longer diffusion paths due to relative isolation, size, or edge positioning.

H2.2: Density can be tailored per set of layers in multi-material prints

Kinetics of sintering are dependent on how quickly relevant atomic transport can occur,

which is heavily influenced by homologous temperature (ratio of processing temperature

to material melting temperature, T/Tm). For a multi-material part where the comprising

materials have differing melting temperatures, the homologous temperature of each material

will be different at a given sintering temperature. Homologous temperature affects sintering

mechanisms and kinetics, and thus the final multi-material part will have separate density

regions.

H3.1: Sintering will change lattice parameter through stress relief and homoge-

nization

All samples will retain residual stress from ball milling, since no stress relief treatment

was applied [193]. Heating up to the sintering temperature will relieve this residual stress

and change the lattice parameter. As mentioned in H2.1, homogenization is expected to

occur during the sintering process for mixed-powder samples. Homogenization will lead to

an observation of lattice parameter change as unit cells adapt to their new compositions.

For the layered multi-material parts, lattice parameter will change as atoms interdiffuse at

the boundary and create a gradient of composition through the part.

H3.2: Multi-material layered parts will exhibit multiple phase transformations

Multi-material layered parts will have several layers of a single composition then several

layers of another. During sintering, these compositions are expected to experience some

diffusion at the compositional interface, but not enough for full homogenization. Therefore,
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it is anticipated that thermal behavior will show multiple transformations, corresponding to

the single-composition far edges and the partly-diffused boundary section.

The first section of this project summary (Section 5.1) will address H1.1. The second

section (Section 5.2) will address H1.2 and introduce H2. The third section (Section 5.3)

will address H2.1 - H3.2.
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4.0 Experimental Methods

This investigation has three components: fabrication by DLD, fabrication by BJ3DP,

and in-situ monitoring of heat treatments for BJ3DP parts. These components of the in-

vestigation shared some common characterization and data analysis methods, so these are

detailed first in Sections 4.1 and 4.2. Following these common characterization and data

analysis sections, unique method details for each investigation component are presented in

Sections 4.3-4.5 with a short digression in Section 4.5.1 to describe the design and workings

of a custom built manual binder jet printer.

4.1 Characterization

4.1.1 Structure and Composition

4.1.1.1 Microscopy and Energy-dispersive X-ray Spectroscopy For standard op-

tical microscopy (OM), a Zeiss Smartzoom 5 with a high magnification lens that spanned

100x-1000x magnification and a Keyence VHX-600 with a 20x-200x lens were used. For

scanning electron microscopy (SEM) imaging and EDS, a Zeiss Sigma 500 field-emission

SEM (FESEM) was used.

Energy-dispersive X-ray spectroscopy (EDS) is a composition analysis tool within an

SEM which uses the characteristic wavelength X-rays emitted from electrons falling from

higher orbitals in the inner shell to identify elements within a material. A few important

considerations should be noted for EDS analysis: interaction volume, qualitative vs. quanti-

tative measurements, and limited elements. The interaction volume of EDS is based on the

energy of electrons within the incident beam and material density. With more energy, the

electrons can penetrate further and spread more in the material. A higher density material

will induce more collisions, slowing the electrons faster. Monte Carlo simulations can be

employed to simulate interaction volumes where necessary [194]. At intermediate voltages
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(15-20 kV) generally used for EDS analysis, the resolution due to interaction volume effects

is on the order of 1 µm.

Qualitative analysis by EDS is a challenge that requires many considerations, including

background signal, peak overlap, and sum peaks. The background for the X-ray spectrum is

well-understood and originates from Bremstrahlung (braking radiation): when the electrical

field of the atoms decelerates the electron beam [195]. Peak overlap can be seen when the

characteristic X-ray wavelengths are similar for different elements. More overlap occurs at

low energies (usually originating from the L energy shell), so peak identification can improve

if beam energy is high enough to also elicit a response from the K energy shell. Pulse pileup

occurs when multiple X-rays reach the detector at the same time and are recorded as one

X-ray with a sum energy. Commercial software corrects for sum peaks and other spectral

artifacts with a process called pulse pile-up correction, where X-rays are returned to their

correct energies.

Quantitative analysis by EDS requires quantification and comparison of peak intensities

from the unknown and a standard, collected under identical conditions [196]. After removal

of Bremstrahlung X-rays and artifacts, peak identification is performed, and peak intensities

are compared with a standard reference peak for the same element according to the k-ratio

protocol, given in Equation 4.1.

k = Iunknown/Istandard (4.1)

In semi-quantitative (or standardless) analysis, the spectrum is compared with spectra

measured in the factory for the relevant elements. In fully standardized analysis, a known

standard of similar composition as the unknown is measured in the same instrument as the

unknown. For accurate quantitative analysis, the unknown must have a flat, polished surface

so that no X-rays are trapped by surface topography, thus affecting peak height in the X-ray

spectrum.

There are some limitations for the elements that can be quantified using the EDS tech-

nique. H and He do not produce X-rays. Li produces X-rays of energy too low to be

detected by EDS. Other elements with low atomic number (less than 11) can be detected

but are absorbed strongly by the material, and their peaks are subject to change based on
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bonding environment. C is a particularly difficult element to measure, as it can originate

from contamination due to inadequate sample preparation or SEM chamber conditions.

4.1.1.2 Archimedes’ Density Measurements Porous solids have several different

densities that can be defined. The first is true density, which assumes the solid has no

pores using the equation ρtrue = m/V , where m is the mass of the solid and V is the volume

of the solid sample. Often, true density is measured for irregular shapes using Archimedes’

principle, which uses the fact that a sample immersed in a liquid experiences upthrust equal

to the weight of the displaced liquid. When a porous material is submersed, the open pores

will fill with water and the closed will not. These occurrences can be leveraged to calculate

apparent density using Equation 4.2:

ρapparent = ρliquid(
m1

m1 −m2

) (4.2)

where ρapparent is the apparent density, ρliquid is the density of the liquid (usually water,

ρ = 0.001g/mm3), m1 is the mass of the dry sample, and m2 is the mass of the submerged

sample. The third measure of density is the bulk density (Equation 4.3), and is equal to the

solid volume fraction.

ρbulk = ρliquid(
m1

m3 −m2

) (4.3)

m3 represents the mass of the sample when the open pores are filled with water, measured

by removing the submerged sample and gently drying the surface.

4.1.1.3 X-ray Diffraction For this investigation, a Bruker D8 XRD with a Cu-kα

source was used to collect diffraction patterns via a LynxEye detector. Temperature regula-

tion for Section 5.2 was achieved by forced air.

X-ray diffraction takes advantage of the constructive interference that arises when atomic

plane spacing satisfies the Bragg condition:

nλ = 2dsinθ (4.4)
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where n is an integer, λ is wavelength, d is interplanar distance, and θ is signal incident

angle [195]. An idealized diffraction pattern for a given material has vertical lines at 2θ

values where the Bragg condition is satisfied and with heights (intensities) determined by

the structure factor (Fhkl):

Fhkl =
N∑
n=1

fne
2πi(hun+kvn+lwn) (4.5)

where hkl is the reflection considered, uvw is an atom’s coordinates, n is the atom

considered, fn is the atomic scattering factor, and N is the total number of atoms in the

unit cell. Fhkl describes the sum wave scattered by all atoms in the unit cell. Even if a

Bragg peak should be observed, the atoms of the unit cell may scatter deconstructively for

a resulting structure factor of zero.

In a real diffraction pattern, peaks have a width as well as a height. This peak broadening

is caused by machine parameters and also by crystallite size or lattice strain. Very small

crystallites (in the nm range or less) effect broadening because there are not enough planes

present for destructive interference to occur fully near the Bragg angles. Lattice strain,

specifically nonuniform strain, broadens diffraction peaks because there is a distribution of

tensile and compressive stresses within the lattice. Unit cells in tension will have a slightly

increased lattice parameter, while those in compression will have a slightly decreased lattice

parameter. These slightly-larger and slightly-smaller lattice parameters diffract at slightly

different 2θ angles and combine into a single, broader peak.

Many other factors affect the resulting diffraction pattern of a material, one of which is

its temperature. With a temperature increase, the amplitude of atomic thermal vibrations

increases. These vibrations cause: 1) unit cell expansion and a corresponding decrease in

2θ, 2) a decrease in the peak intensities as described by the Debye-Waller factor, and 3) an

increase in background scattering.

The discussed principles of X-ray diffraction also apply to neutron diffraction.

4.1.1.4 X-ray Microtomography For these experiments, a Bruker SkyScan 1272 X-

ray microtomography (µCT) machine was used with 100 kV, 100 µA and a 0.11 mm Cu filter.
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Reconstruction and analysis were performed using Bruker Corporation software provided by

Micro Photonics, Inc. (Allentown, PA, USA): NRecon, Dataviewer, CTAn, and CTVox.

Tomography is also known as 3D or volume imaging, and is based on mathematical

theory presented by Johann Radon in 1917 [197]. The process for tomography involves a

series of projections that are used to infer the real object via mathematical reconstruction.

For µCT specifically, an X-ray is directed at the object to be reconstructed, and a radiograph

is formed on a detector behind the object that is dependent on the X-ray attenuation at each

point in the object at that given position. Attenuation is based on X-ray density (scaled

with atomic number Z4, [198]) as well as thickness of material. After the single radiograph is

formed, either the detector and source or the object are rotated about an axis perpendicular

to the X-ray beam and the procedure repeats. Typically, the object is imaged through 180◦

rotation since all further information would be redundant.

Accuracy of 3D reconstructions in tomography depends on the method used, the sampling

density, the instrument resolution, and the completeness of the data. There are many types

of artifacts that can appear in the reconstructed data and care must be taken to mitigate the

effects of artifacts while causing minimal changes to the data [199]. Some common artifacts

include:

1. Ring artifacts: A result of imperfections in detector elements, ring artifacts

appear on reconstructed images. These ring artifacts are reduced by calibrations

prior to testing as well as filtering methods in post-processing. [200]

2. Beam hardening and scatter: Caused by preferential absorption of low-energy

X-rays and a scatter inherent in a cone beam shape, beam hardening and scat-

tering makes objects have an edge glow after reconstruction because the energy

distribution of the beam is altered as it is partially absorbed and scattered. Beam

hardening is mitigated by using physical filters of Al or Cu to block as many

low-energy X-rays as possible for a given sample during scanning. Scattering is

lessened by choosing samples that are as small as possible, and by placing them

close to the source. Both effects are also corrected for by filtering methods in

post-processing. [201]
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3. Poisson noise: Low signal generates Poisson noise, which appears as dark and

bright streaks in a reconstructed image. During scanning, Poisson noise can be

reduced by increasing the X-ray dose. In post-processing, filtered back-projection

reconstruction methods (most common methods, and used for this investigation)

are unable to correct this artifact. However, iterative reconstruction methods

can avoid the majority of Poisson noise by improving the image through multiple

iterations. [202]

4.1.2 Magnetic and Thermal Properties

4.1.2.1 Vibrating Sample Magnetometry A Lakeshore 7407 (calibrated with a Ni

sphere) was used for magnetic property measurements Section 5.1. A Quantum Design

superconducting quantum interference device (SQUID) was used in VSM continuous sweep

mode for the magnetic properties measurements of BJ3DP samples in Section 5.2. In a VSM,

an electromagnet is used to generate a magnetic field within which the sample is vibrated.

The sample vibration generates an induction field that is converted to a voltage by a set of

pickup coils. Common plots constructed using a VSM are magnetization curves (magneti-

zation vs. field, M(H)) and thermomagnetization curves (magnetization vs. temperature,

M(T )). Some sources for error in VSM measurements are: sample mounting position and

pickup coil positioning [203]. To avoid sample positioning errors, each sample must be cen-

tered in all three axes before testing. Pickup coil positioning should be held constant during

each test, and calibration is necessary any time the pickup coils are moved.

An image of the SQUID used is shown in Figure 4.1. Sample size for the SQUID is

very small; masses for Ni-Mn-Cu-Ga samples were between 1 and 3 mg. The SQUID sys-

tem uses liquid helium and a cryopump for cooling. Samples were mounted with high

vacuum grease to a quartz sample holder, then wrapped in Teflon tape. Within the ma-

chine, the pickup coils are within a span of about 16 mm, so the sample must always be

much smaller than that or the signal will be inconsistent across the sample. On top and

bottom, there are right-hand pickup coils and in the middle there is a two-turn left-hand
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Figure 4.1: SQUID used in VSM mode and sample mounting for magnetic property testing.

(a) SQUID, where the sample is inserted vertically beneath the black cap in the center of

the image. (b) Mounted sample, adhered using vacuum grease, on the center of the quartz

rod. (c) Final sample mounting, with the quartz rod wrapped in Teflon tape.
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pickup coil; this means that signal from the center is positive and signal from the ends is

negative. Using this setup, the system centers the sample in the magnetic field automatically.

4.1.2.2 Differential Scanning Calorimetry Differential scanning calorimetry (DSC)

thermal property analysis was conducted using a Pyris 6 DSC for Sections 5.1.2.3 and 5.2.2.2,

and a DSC 250 from TA Instruments attached to an RCS 90 cooling unit for Section 5.3.2.3.

Differential scanning calorimetry (DSC) is a technique used to evaluate the heat flow of

a given material as a function of time or temperature. A differential scanning calorimeter

measures the heat flow by employing the use of a reference material with known heat capacity,

generally air [204].

Cooling/heating rates within a DSC have an effect on the signal: a higher rate produces

a higher signal but has the detrimental effect of widening transformation peaks, since the

material experiences a thermal lag [205,206]. In Ni-Mn-Ga magnetic functional materials, the

DSC curve typically shows one peak each on heating and cooling, corresponding to the first-

order martensitic transformation (on cooling) and its reverse (on heating). These two peaks

are slightly offset in temperature location due to the energy barrier of the transformation.

Peak locations can be quantified using the two-tangent method, where a tangent is drawn

on the peak slope and on the background immediately before or after the transformation,

and their intersection is identified as the transformation point.

In addition to the main peak, there can be a second-order transformation observed at

the TC of the austenite phase at a higher temperature than the main peak. In materials

with magnetocaloric functionality, it is common to not observe the second-order transfor-

mation because it is obscured by the main phase transformation peak. This obfuscation is

common because the functionality requirements for magnetocaloric materials dictate that it

is beneficial for TM and TC to be very near each other, even overlapping.
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4.2 Data Analysis

4.2.1 ImageJ and Fiji

ImageJ is an open source, multi-purpose image analysis software [207, 208], and Fiji

is an updated version of ImageJ with many pre-installed plugins [209]. Images obtained

on the Zeiss Smartzoom 5 optical microscope were in CZI format, which can be opened

and manipulated using the BioFormats plugin for ImageJ [210], one of the pre-installed

plugins for Fiji. Density and grain size measurements were conducted via image analysis in

ImageJ or Fiji. Automatic thresholding methods were used, with a manual confirmation that

thresholding was accurate and adjustments made as needed. Grain boundary distinctions

were occasionally made by manually drawing visible boundaries when they could not be

distinguished by thresholding alone.

4.2.2 FullProf

FullProf is an open-source software for neutron and X-ray diffraction data analysis [211].

Though the program is very powerful and versatile, one of the more straightforward uses

it has is refining phases present and their lattice parameters in WinPLOTR [212]. This

is of course delicate work and includes prequisite knowledge, i.e. likely phases present and

their approximate lattice parameters. It is also necessary to have a high signal-to-noise ratio

(SNR) in the XRD data for diffraction pattern fitting. Even with a reasonable idea of the

phases present and a high SNR, it can be difficult to determine the true best fit of the data.

For example, one of the goodness of fit evaluation parameters is χ2, which approaches 0 for

a good fit, though this is not universally true. Sometimes simply adding four phase options

or a monoclinic phase can produce the same or a lower χ2 than the true fit of the correct two

high-symmetry phases. The output for peak fitting includes: a) the raw data curve b) peak

indicators for input phases and c) a difference curve that indicates the discrepencies between

the raw data and the calculated peaks.
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4.3 DLD Fabrication Investigation

50 g of Ni43Co7Mn39Sn11 at.% powder for DLD parts was provided by collaborators

after being melt spun and then mechanically ground. Powder size was characterized via 35

optical and scanning electron micrographs from cold mounted, polished samples as well as

unmounted particles (imaging and ImageJ analysis details in Section 4.1). 3D powder size

analysis was conducted from µCT data. For both methods, a lower measurement limit of 5

µm was observed due to resolution limits.

Samples produced by DLD were five layers high, each layer consisting of two neighboring

parallel lines. Ni43Co7Mn39Sn11 was deposited onto a 2 x 2 x 0.25 in. 99.99% nickel substrate

using an Optomec LENS® 450 DLD system with a 1070-nm continuous wave ytterbium-

fiber laser (spot diameter 570 µm). Argon was used as a shielding gas flowing over the

melt pool. Since only 50 g of powder were available, no optimization of parameters was

possible, though small adjustments were made during printing to attempt to compensate for

inconsistent flow causing overbuilding.

Two categories of samples resulted from DLD printing: properly built (PB) and overbuilt

(OB). The resulting categorization was not a result of deposition parameter changes alone, as

samples with identical deposition parameters had the potential to become either PB or OB,

as can be noted from Table 4.1 containing all sample designations and printing parameters.

Complete characterization was performed on samples PB2 (in Section 5.1, simply PB) and

OB4 (in Section 5.1, simply OB).

A Princeton Scientific Corps. wire saw was used to cut samples in half parallel to the

laser scanning direction; one half was cold mounted in epoxy and polished to a final step

of colloidal silica and the other was kept in the as-printed state. Mounted samples were

examined with SEM-EDS. After characterization in the as-printed state via DSC and VSM

for thermal and magnetic property measurements, unmounted samples were encapsulated in

quartz ampoules with an argon-purged vacuum atmosphere and annealed at 1000 ◦C for 4

hours then air cooled. Heat treated samples were hand polished and final surface preparation

was achieved with ion milling before SEM-EDS examination.
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Table 4.1: Printing parameters for DLD Ni43Co7Mn39Sn11. Note that powder feed rate is a

machine parameter in rotations per minute (rpm), while powder mass flow rate is estimated

from the corresponding feed rate based on experiments.

Sample Laser power Layer height Powder feed rate Powder mass flowrate Hatch spacing

[W] [mm] [rpm] [g/min] [mm]

PB1 200 0.25 5 2.0 0.25

PB2 300 0.25 5 2.0 0.25

OB1 200 0.25 5 2.0 0.25

OB2 200 0.25 5 2.0 0.25

OB3 200 0.51 6 2.5 0.51

OB4 250 0.25 5 2.0 0.25

OB5 200 0.51 4 1.5 0.51

4.4 BJ3DP Fabrication Investigation

300 g of powder for BJ3DP Ni-Mn-Cu-Ga was fabricated from argon-atmosphere induc-

tion melted ingots made with high purity (99.99+ %) elemental Ni, Mn, Ga, and Cu. Based

on a publication by Sarkar et al. showing large ∆S values for temperatures above room

temperature in Ni50Mn18.75Cu6.25Ga25 at.%, this composition was chosen as the target [91].

Elements were measured in wt.% to a nominal composition of Ni50.00Mn18.75Cu6.25Ga25.00

at.%. Ingots were ground in a planetary ball mill and sieved to a particle size of < 106 µm.

Powder was used to fabricate cylindrical parts of 5 mm height and 10 mm diameter with

an ExOne X-1 Lab powder bed binder jet printer, using ExOne Solvent Binder 04. For

printing the following parameter values were used: layer height 100 µm, spread speed 20

mm/s, feed/build powder ratio of 2, drying time 40 s, and binder saturation 80%. Parts

were cured at 200 ◦C for 8 h then de-powdered. Sintering for densification was performed

in an encapsulated quartz tube with an argon-purged vacuum atmosphere and a Ti sponge

oxygen getter, with a 5 ◦C/min ramp to 1080 ◦C, 2 h hold time, and air cool.
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Table 4.2: Nominal, ingot average, and BJ3DP part compositions with ± values representing

standard deviation across all measurements. Ingot average is calculated from EDS data

obtained from each of eight ingots, and EDS data for the printed part is evaluated excluding

carbon.

Composition, at.% Ni Mn Cu Ga

Nominal 50.00 18.75 6.25 25.00

Ingot average 48.5 ± 1.4 17.8 ± 0.4 8.0 ± 0.9 25.7 ± 1.0

BJ3DP printed part 49.5 ± 0.3 19.1 ± 0.1 6.6 ± 0.2 24.8 ± 0.2

After cutting by wire saw, cold mounting in epoxy and polishing, room temperature

microstructural data was collected by SEM-EDS, OM, and µCT (see Section 4.1 for details).

Table 4.2 presents the nominal and average semi-quantitative EDS-measured composition

(from area scans) of all eight ingots that were combined after ball milling into powder, along

with the final EDS-measured composition of the printed part matrix. Between the nominal

composition and the final composition of the part, only a < 1 at.% difference was observed.

Despite small fluctuations in individual element concentrations, the electronic concentration

(e/a) was constant at 7.75, indicating a propensity for similar structure and properties as

discussed in Section 2.4.

Porosity was evaluated through: 1) Archmedes’ method, using the assumption of single

martensitic phase to calculate true density; 2) µCT; and 3) image analysis using ImageJ

software.

Thermal, structural, and magnetic properties were analyzed by DSC (5 ◦C/min), XRD,

and SQUID, respectively. XRD was performed on a (1.84 × 1.84 × 4.14) mm3 rectangular

prism cut from the printed and sintered part. SQUID measurements were performed between

−23 ◦C and 67 ◦C under applied magnetic fields up to 7 T, and the data was used to construct

the µ0H −T phase diagram and to calculate the indirect MCE via the Maxwell relationship
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(Equation 2.3) with the H1 field equal to 0:

∆Sm(T,H) = Sm(T,H)− Sm(T, 0) =

∫ H

0

∂µ0M(T,H ′)

∂T
dH ′ (4.6)

Direct measurements of MCE were conducted on a custom-built calorimeter as described

in detail in Section 4.4.1. The applied magnetic field was 1.96 T (hereafter rounded to 2

T). As noted in Section 2.3, sample history is very important when measuring the MCE.

According to the established protocols, before each M(H) curve in SQUID or direct MCE

measurement, the sample was heated above the austenite finish temperature before being

zero-field cooled to the testing temperature.

It should be noted that the thermocouples in each instrument (DSC, SQUID, custom

calorimeter) have varying positions, calibrations, and sensitivities, leading to inherent dis-

crepancies in nominal readings across the techniques. To compensate for this variation,

thermomagnetization curves were shifted along the temperature axis by a few degrees to

coincide with the other results. In addition, samples were different pieces and sizes from the

original part, measuring from 2-100 mg depending on the instrument’s requirements.

4.4.1 Direct MCE Testing

Direct MCE (∆Tad) measurements were collected from a custom modified calorimeter

built by EHU-UPV collaborators [45]. The main components of the system are:

1. Power sources for the heater, magnet, and electrovalve for piston motion

2. Digital to analog converter cards

3. Data acquisition card

4. Vacuum pump

5. Hall probe to measure the field

Components and accessories of the tester are labeled in the photos in Figure 4.2. The

sample holder is ceramic, and a thermocouple is sandwiched between two pieces of sample,

shown in Figure 4.3b. Thermal conductivity was ensured with silver paint around the sample

and thermocouple (Figure 4.3a). Finally, the sample assembly was wrapped in Teflon tape
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Figure 4.2: Adiabatic tester for obtaining direct MCE measurements.

and inserted into the sample chamber (Figure 4.3c). For the measurements in Section 5.2,

the sample was held outside of the magnetic field while the temperature stabilized. Then,

at the stabilized temperature, the piston was activated, which accelerated the sample into

the magnetic field (maximum of 1.96 T) in less than one second. The temperature change

due to insertion into the magnetic field was measured directly by the sandwiched thermo-

couple. Calibration of the system was performed with pure Gd. According to necessary

protocols, between each measurement the testing sample was heated above the austenite

finish temperature. Cycling measurements were conducted by holding temperature constant

through manual airflow control and dropping the sample into the magnetic field for each

measurement.

4.5 In-Situ Monitoring of BJ3DP Post-print Heat Treatments

A full overview of samples can be seen in Figure 4.4. For the E3 beamline, diffraction

data from in-situ heat treatment monitoring was assessed for peak location and Gaussian fit

with parameters of intensity, FWHM, and 2θ.
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Figure 4.3: Sample mounting for custom calorimeter: (a) empty ceramic holder and ther-

mocouple, (b) schematic of mounting setup, (c) mounted sample wrapped in Teflon tape.

Figure 4.4: Overview of experiments and analysis conducted for the E3 beamline. The three

types of samples were: single-composition, layered, and mixed-powder. Materials used were

Ni-Mn-Ga and Ni-Mn-Cu-Ga alloys. At the E3 beamline, four different samples underwent

in-situ heat treatments that included ramp up, hold, and cool down segments.
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Figure 4.5: Exemplary set of 4 green samples produced by a single manual printing run.

Each sample is approximately (5 × 5 × 4) mm3. In this image, three of the samples are

resting on the x-z or y-z plane, while the part in the foreground is resting on the x-y plane,

where the z axis is in the build height direction.

All samples were 4 mm in the build direction (z), with x and y dimensions of 5 mm,

fabricated with the custom-built binder jet 3D printer described in Section 4.5.1. Two ball-

milled powder compositions were used, both sieved to < 63 µm: Ni49.7Mn30.0Ga20.3 and

Ni49.6Mn19.2Cu6.3Ga24.9 at.%. The Ni49.7Mn30.0Ga20.3 is hereafter referred to as NMG. Since

Cu was the doping element in Ni49.6Mn19.2Cu6.3Ga24.9, this composition is hereafter referred

to as “NMG-Cu”. In addition to pure samples of each composition, samples were made

by mixing powder (50% NMG and 50% NMG-Cu by weight, agitated in a sealed container

before printing to ensure mixing, designated by “mixed”) and by layering (designated by

“layered”). All samples had 16 total 250 µm thick layers. Layered samples had 8 layers

of one composition, then 8 layers of the second, while mixed-powder samples were mixed

powder throughout.

Four printing runs were conducted, each of which produced 4 samples. An exemplary set

of 4 samples is shown in Figure 4.5. Layers are visible, but parts are structurally sound and

withstood de-powdering. Beneficial for integrity of the samples was the angular nature of the

ball-milled powder since their multiple points of contact decrease flowability (as compared

to spherical powder particles).

56



Post-printing processing consisted of a curing step at 200 ◦C for 2 h. Green, cured

samples were then transported to the Helmholtz Center Berlin for Materials and Energy

(HZB) E3 beamline [213,214] for in-situ monitoring of heat treatments.

Beamline setup is shown in Figure 4.6. Heating and atmosphere control were achieved

using a vertically-mounted furnace unit attached to the sample containment unit, and ther-

mocouples were mounted both inside and outside of the unit. During heat treatment, samples

were encapsulated with a Ti sponge oxygen getter supported on quartz wool in either a quartz

ampoule (NMG, mixed, layered) or aluminum holder (NMG-Cu) with argon-purged vacuum

atmosphere at approximately 965 mbar. Interaction volume of the neutron beam encom-

passed the entire (5 × 5 × 4) mm3 cuboids, which must be kept in mind when evaluating

especially mixed vs. layered samples. Experimental conditions for NMG-Cu were slightly

unstable, and the sample setup slipped partway out of the beam during the sintering ramp

up segment. The sample position was corrected for the hold segment, and the beam slit

was then widened to ensure full sample coverage. Wavelength of the beam was 1.4722 ±

0.0004 Å and the area detector for collection was 300 × 300 mm2 (256×256 pixels) detecting

from a constant 10◦ 2θ range centered on 42◦ 2θ. Data was collected in 60 s monitor scans,

and sample rotation ω was held constant throughout ramps and sinter hold. During the

annealing hold, ω was varied in 11 steps from 0◦ to -20◦, but only 0◦ data is used in this

study to ensure constant diffraction volume.

The heat treatment processes are shown schematically in Figure 4.7a for sintering and

Figure 4.7b for annealing. Ramp up for sintering occurred at 20 ◦C/min until decreasing

to 5 ◦C/min from 1040 ◦C to 1080 ◦C, where a 120-min hold was carried out. On cool

down, the initial ramp was 20 ◦C/min to 700 ◦C for 11 min then a slow 2.5 ◦C/min ramp to

650 ◦C for another 11 min. These holds at 700 ◦C and 650 ◦C were to encourage increased

ordering at the transition out of the disordered high temperature B2 phase. Final ramp to

room temperature was again at 20 ◦C/min. For the annealing treatment a 10-min hold (to

enable integration of area detector images at those temperatures) was allowed at 100 ◦C

increments during the heat up and cool down ramp segments, which otherwise also occurred

at 20 ◦C/min. Annealing hold was 420 min at 1040 ◦C. The annealing step was not able to

be conducted for NMG-Cu.
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Figure 4.6: Setup for neutron diffraction at beamline E3. (a) Schematic of neutron beam

diffracted by the sample onto the area detector. (b) Photo of sample setup: oxygen getter,

supporting quartz wool, and furnace/atmosphere attachment for the quartz tube.

Figure 4.7: Temperature profiles for (a) sintering and (b) annealing processes.
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Detector image extraction was performed using the beamline-provided software caress-

plorer. Diffractograms were combined and extracted, background-subtracted, and fit with

Gaussian peaks in STeCa2 [215]. Peak intensities were all normalized by the average monitor

value (neutron signal counter between the monochromator and the sample)) for the image

set. Image combination was done for sintering ramp up with 5 images or all images in a

20 ◦C range, whichever came last. Ordering hold stable temperatures during sintering cool

down were combined together. During both sintering and annealing holds, combination was

performed in 5-image stacks. Each annealing hold image was collected about 12 minutes

apart (since ω was varied during that time but only 0◦ data is used in this study), so total

time elapsed during each hold combination segment was approximately 51 minutes. For

annealing ramp up and cool down, there were 10-min intervals built into the temperature

profile, and all images within the plateaus were combined. To capture more accurately the

deterioration of the austenite peak into multiple martensite peaks, temperatures below or-

dering in the cool down segments were split into 5-image stacks. Temperatures are reported

as an average of the temperatures at the beginning of the 60 s scan time for all images within

the combination intervals.

Temperature and pressure within the enclosed quartz ampoules were monitored over time

(Figure 4.8) in order to ensure proper temperature and to identify any pressure spikes or dips.

No anomalies were found, so it was concluded that ampoules remained sealed throughout the

heat treatments and the volume of any vapor produced by binder burnout was insignificant

compared to the total volume of the ampoules.

Final structure of post-annealing samples was examined using SEM-EDS and DSC (10

◦C/min) (details in Section 4.1). To reveal cross-sections for SEM-EDS, samples were cut

in half perpendicular to layer boundaries with a Princeton Scientific Corps. wire saw, cold

mounted in epoxy, and polished to a final step of acidic alumina. Density was estimated

using image analysis in Fiji (see Section 4.2.1) from a single cross-section, avoiding a few

areas where material was lost during polishing.
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Figure 4.8: Time-temperature-pressure plots for annealing and sintering processes at the E3

beamline.

60



4.5.1 Custom Powder Bed Binder Jet Printer

Though binder jet printing is promising for 3D printing without internal stresses, melting,

or supports, the feasibility of small-scale research on binder jetting is limited. The smallest

build box available (on the discontinued ExOne X-1 Lab) is 175 mm3 and requires as much as

300 g of powder for a successful build, though much of the powder can be recovered. With

proper capabilities however, small-scale laboratory BJ3DP research experiments could be

conducted on slightly-adjusted compositions, layered or gradient compositions, and aligned

powders with an in-situ applied magnetic field.

With these machine deficiencies and goals in mind, a manual, small-scale binder jet 3D

printer was designed and produced. The machine is relatively simple and could be reproduced

by any research laboratory with access to several polymer 3D printing technologies and a

basic machine shop.

4.5.1.1 Printer Components In general, the printing process of the custom binder

jet printer mimics that of commercial printers, just with the steps being far more manual.

Powder is deposited then spread flat, binder is deposited and dried, the stage is lowered by

a distance equal to the layer height, and the process repeats. Powder deposition is achieved

by sliding one of two small feeders over top of the stage and allowing powder to fill the

empty layer thickness. A knife-edge spreader is dragged across the powder surface to flatten

it. A laser-cut acrylic template is placed over the stage and the rest of the machine is also

protected by specially-cut acrylic sheet before the binder is sprayed with a dosed spray bottle

towards the stage from a pre-determined position. Without the template and covers, binder

would indiscriminately cover the machine and soak into the powder feeders. The cover and

template are removed and a heat lamp is placed using a base designed to sit atop the machine

and hold the heater at a constant distance from the powder bed. After 30-45 s of drying

time, the heater is removed and the stage is lowered using a micrometer. These steps are

shown pictorially in Figure 4.9.

The manual printer consists of: (a) frame, (b) stage assembly, (c) powder spreading

mechanisms, (d) binder drying lamp, (e) powder recapture methods, and (f) transfer assem-
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Figure 4.9: Demonstration of the manual printing process, detailed in Section 4.5.1.2.

bly. These components are shown from the 3D computer model in Figure 4.10. In addition

to the main components, there is a removable electromagnetic coil that can be turned on to

generate a magnetic field affecting the powder bed.

(a) The frame consists of a base, four posts with a center attachment to support the microm-

eter, and a top plate. The top plate has a rectangular depression with two extensions

parallel to the longer dimension to contain the powder beds. These extensions, as well as

both full sides of the rectangular depression, end in narrow through-cuts to allow powder

to fall off the top plate into the powder recapture system.

(b) The stage assembly includes a shaft with micrometer attachment to allow for precise layer

thickness adjustment. Shaft motion is transferred to the stage mount by a single point

of connection via bearing ball. The stage is preloaded by two small springs on opposite

corners of the stage mount and anchored into the frame, which resist the upward force

applied by the micrometer and shaft. A powder bed stage is attached to the stage mount

via a dovetail connection and can be easily removed when the stage mount is fully raised.

High-temperature felt is adhered to the lower face of the stage, in contact with the stage

62



Figure 4.10: 3D computer models of manual printer components, disassembled. The frame

(a) supports all permanent components. Mounted on the lower plate of the frame, the stage

assembly (b) contains the stage mount and stage itself connected to the micrometer. On

the top plate of the frame, the powder spreading mechanisms (c) sit in pre-defined grooves.

Separate from the frame, the binder drying lamp (d) is placed on the top plate during the

drying step. Also separate from the frame, powder recapture methods (e) aid in powder

recycling, and the transfer assembly (f) enables moving the completed build bed to post-

processing.
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mount when attached, in order to prevent powder from falling between the walls and

stage mount.

(c) Powder spreading is achieved through use of powder feeder beds and a spreader, all of

which were produced by polymer 3D printing. There are two powder feeders that can

be filled with different powder compositions. Each feeder is weighted with two pieces

of brass to ensure constant contact with the top plate. Additionally, each feeder has a

square through-hole in the center for powder stock. The feeder side in contact with the

top plate has felt adhered to the side furthest from the powder bed in order to clean the

top plate as it slides. This prevents sticking due to powder buildup. After powder has

been deposited by the feeder, the spreader is pulled over the bed perpendicular to the

feeder movement. Spreading levels the print bed and removes any excess powder, placing

it into the powder recapture system. This rectangular spreader bar has felt in contact

with the top plate, and a pointed edge over the location of the build bed.

(d) After the binder is sprayed onto the powder bed, it must be dried before the next layer

can be properly spread. Drying is achieved by placing a heating lamp ∼ 1 mm above

the print bed for 45 s. In order to maintain consistent positioning, the lamp is mounted

on a 3D printed stand that is placed on the top plate during drying.

(e) Powder recapture during printing without an electromagnetic coil is achieved by trays

that are inserted between and locked into the supporting posts. When the coil is inserted,

the trays on the long dimension are replaced by sleeves that fit into the narrow through-

cuts on the top plate.

(f) After printing, the bed of powder and binder must be transported into a curing oven at

between 180 and 200 ◦C for at least 2 hours (for small parts). In order to prevent a delay

in production, a transfer assembly was created to transfer the finished print bed to the

oven. First, a 3D printed alignment plate is placed over the rectangular section of the

top plate. Then, a transfer slider is inserted into the alignment plate, with the transfer

box fitted onto it. This slider and box are fitted with the same dovetail that is used

on the powder bed stage. To complete the transfer, the box is placed over the bed and

the stage is raised until the dovetails align. The box and stage are then slid along the

transfer slider until both are seated in the solid section of the slider. The entire transfer
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assembly is removed from the top plate and placed into the oven. In order to withstand

the necessary temperatures, the transfer slider and box, as well as the powder bed stage

are 3D printed from high temperature resin.

4.5.1.2 Operation Process The printing process is pictured step-by-step in Figure 4.9:

(a) deposit powder by swiping feeder over the print bed

(b) flatten the bed with the spreader and use a brush to clear excess powder

(c) use covers to protect the printer from binder spray and apply a template to the powder

bed

(d) spray binder to evenly coat the powder surface

(e) remove protective covers and dry the binder by placing the heat lamp on top of the

printer for 30-45 s

(f) lower the stage by the layer thickness and repeat steps (a) through (f) until the part is

complete

(g) attach the transfer assembly and raise the powder bed to transfer position

(h) slide the transfer box with attached build stage over to the removal position

(i) remove the transfer box with the stage attached

(j) remove and empty the powder recapture trays

(k) place the transfer assembly with stage and powder bed in an oven to cure at 180-200 ◦C

for at least 2 h
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5.0 Results and Discussion

5.1 DLD Fabrication

5.1.1 Overview

A summary of DLD fabrication of Ni-Mn-Co-Sn is given in Figure 5.1 (related publica-

tions [101,191]). Mechanically ground Ni43Co7Mn39Sn11 powder was used in DLD to fabricate

samples, which were then homogenized. Both as-deposited and homogenized samples were

characterized for structural and thermal properties to determine magnetocaloric viability.

Heat treated samples were more viable than as-printed due to more martensitic phase, ho-

mogenized composition, and clearer phase transformations. However, build inconsistencies

make powder feeding of granular powder undesirable. Also, full-melting techniques degrade

control of composition and functional outcomes in magnetocaloric materials. Further study

could render DLD a viable option for production of magnetic refrigerants, but non-melting

techniques have the benefit of preserving feedstock powder features.

5.1.2 Results and Discussion

5.1.2.1 Powder Morphological observation showed particles to be irregular (according

to ASTM B243 13), as expected from pulverized powder of brittle material. 3D visualization

with µCT confirmed that powder was mostly granular (approximately equidimensional, non-

spherical). Figure 5.2 shows particle size distribution plotted as circle- or sphere-equivalent

diameter as calculated by image analysis (5-176 µm) and µCT (5-138 µm). The lower limit

of 5 µm reflects resolution limits and the upper end of particle sizes has a positive deviation

away from the lognormal line. Recommended spherical particle range for DLD is 44 to 150

µm [216,217].

5.1.2.2 Structure and Composition Two types of samples were observed after de-

position: properly built (PB) and overbuilt (OB), and one example of each was chosen for
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Figure 5.1: Summary of DLD fabrication of Ni-Mn-Co-Sn. (a) Fabrication using granular

powder. (b) As-printed samples were multi-phase, cellular, and dendritic. (c) Homogenized

samples were consistent in composition and phase, showing improved transformation.

Figure 5.2: Powder size distribution compared to a lognormal fit. (a) Data collected using

optical and electron microscopy. (b) Data collected using X-ray µCT. Insets are exemplary

binarized images from each technique, showing powder shape and size in projection for (a)

and in a 2D slice for (b).
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Table 5.1: Feature descriptions of sections within the PB and OB samples.

Section Melt pools Layers Microstructural features

1 Consistent spacing Thin, consistent height Fine, elongated cells

2 Inconsistent spacing Thicker, inconsistent spacing Dendrites, columnar grains

comparison of the microstructure produced in this material after laser melting and homog-

enization. Figure 5.3 shows the lengthwise cross sectional views of the PB and OB samples,

with the layer boundaries shown as dotted grey lines. As detailed in Table 5.1 and indicated

with grey and white area fill in Figure 5.3, there are two distinct sections of the samples.

In both samples, there is a bottom section that has relatively even layer boundary spacing,

and melt pool boundaries are also in consistent intervals. Nearer to the top however, the

layer boundaries become far apart or inconsistently placed. Hereafter, the sections will be

referred to by the sample name and section name (PB-1, PB-2, OB-1, OB-2).

Figure 5.3 also shows an overview of the microstructural features observed through

backscatter electron images in both the as-built and homogenized samples. Both the PB-1

and OB-1 as-printed sections had a relatively fine microstructure of elongated cells, with a

transition to columnar grains and then relatively large (tens of µm long) dendrites by the

top of both PB-2 and OB-2. Magnified views of these microstructural features are shown in

Figure 5.4.

After homogenization, layer boundaries were blurred in both samples as seen in Fig-

ure 5.4e-h. Equiaxed grains developed in the bottom PB-1 and OB-1 sections, as well as

some towards the top sections (Figure 5.4e,g,h). Columnar grains remained unchanged after

homogenization (Figure 5.4f), and twinning was – in contrast to as-deposited samples – ubiq-

uitous, implying a uniform or nearly uniform presence of the martensite phase, indicating a

well-homogenized sample.

Composition determined by EDS varied from the nominal Ni43Co7Mn39Sn11, particu-

larly in the dendritic region shown in Figure 5.4. Interdendritic regions were approximately

Ni43Co12Mn39Sn6 average from all samples, and matrix (excluding interdendritic regions)
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Figure 5.3: Microstructure effects of DLD manufacturing and homogenization of Ni-Mn-

Co-Sn with (a) as-deposited OB sample, (b) homogenized OB sample, (c) as-deposited PB

sample, and (d) homogenized PB sample.

Figure 5.4: Examples of microstructural features in (a–d) as-built and (e–h) homogenized

samples and level of Sn microsegregation within the dendritic region of (d) as-built OB.

Insets indicate region from which the as-built/homogenized micrograph pair was obtained.

White dotted areas in (f) trace columnar grains.
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Table 5.2: EDS composition data averaged over sample matrix in the as-built and ho-

mogenized state, all with ± 1.0 at.% uncertainty, together with corresponding electronic

concentration, e/a. OB as-built data are from a comparable sample.

at.% Ni Mn Co Sn e/a

PB 44.5 36.4 6.6 12.5 8.09

PBhom 46.0 36.6 7.4 10.0 8.23

OB 43.0 37.8 6.5 12.7 8.04

OBhom 45.2 36.8 7.5 10.5 8.19

Nominal 43.0 39.0 7.0 11.0 8.10

compositions for each sample are given in Table 5.2 and compared with homogenized compo-

sition data. Ni concentration increased in the as-built matrix from the nominal and increased

further after homogenization. From the nominal composition, there was a decrease in Mn

by 2-3 at.% in the as-built sample matrix, which was not recovered after homogenization.

There was also a slight decrease in Co in the as-built sample matrix, but this was recovered

and surpassed the nominal composition of 7 at.% in the homogenized samples. Conversely,

there was an increase in Sn in the as-built matrix, which dissipated and reached a level about

1 at.% lower than nominal after homogenization.

With compositions so varied, XRD was necessary to determine the phases present; all

patterns are shown in Figure 5.5. The XRD patterns for the as-printed OB sample were

indexed as a mixture between a cubic disordered structure (Pm3m space group) and a low

symmetry 7M monoclinic martensitic phase, with homogenization leading to the appearance

of an L21 ordered Fm3̄m phase (Table 5.3). Similarly, the PB sample began in the as-printed

condition with a 7M martensitic phase, but was progressively replaced by the ordered cubic

L21 phase, which remained after homogenization. For the PB sample, there was also an

unidentified peak near 39◦ that was reduced by heat treatment.

In as-deposited samples, EDS analysis showed that sub-grain boundaries (interdendritic

regions) were significantly depleted in Sn, while dendrite cores (composition given in Table
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Figure 5.5: Room-temperature XRD patterns showing L21 austenitic, disordered cubic

austenitic, and martensitic peaks. # marks an unidentified peak that does not correspond

to austenitic, martensitic, or face-centered cubic (FCC)-γ phases.
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Table 5.3: Phases and lattice parameters determined using XRD patterns.

Sample Phase a(Å) b(Å) c(Å) β(deg)

PB
L21 (Fm3̄m) 5.98

Monoclinic 7M 4.30 5.36 29.22 93.50

PBhom

L21 (Fm3̄m) 5.97

Monoclinic 7M 4.32 5.38 29.31 94.47

OB
Disordered (Pm3m) 5.96

Monoclinic 7M 4.29 5.34 29.11 94.37

PBhom

L21 (Fm3̄m) 5.96

Monoclinic 7M 4.31 5.38 29.31 94.49

5.2) were slightly Sn-enriched. Sn segregation is a well-known occurrence in casting of other

alloys such as Cu-Ni-Sn due to the low melting point of Sn [218], thus it is not unexpected

that fast and repeated thermal fluctuations experienced by the material in DLD also produce

Sn segregation [219]. Twinning presence varied throughout the segregated regions, indicat-

ing a difference in the phases present. This is supported by DSC data in Figure 5.6a, where

the transformation peaks are significantly broadened. The broad peak is a combination of

many small peaks at slightly different peak locations that correspond to the different com-

positions present on the micro-scale within these samples. Indeed, even small compositional

changes are known to have a large effect on the martensitic transition (MT) temperature

of Ni-Mn-based functional magnetic materials [64, 66]. After homogenization however, this

microsegregation was mitigated, as evidenced by the much narrower transformation peaks

seen in Figure 5.6b and by EDS data.

Composition compared between the nominal, as-built matrix, and homogenized states

shows how the elements are lost and redistribute within the material. From the nominal

composition of Ni43Co7Mn39Sn11, there was a loss of Mn in the as-built state that was

not recovered in the homogenized state. Since Mn has a low vapor pressure, it has been

shown that a small amount is lost during full melting with the laser during the deposition
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Figure 5.6: DSC thermal analysis, showing that as-printed samples (a) exhibited a very

broad peak, whereas heat-treated samples (b) had sharper peaks and a distinct TC .

process [181, 182]. There is slightly greater loss of Mn in the PB sample, which may be

due to the increased energy density present in the process. Although the laser power and

scan speed were held constant, there would have been a higher energy density in the smaller

sample (PB) because there was less influx of material.

XRD patterns show that the as-built samples did contain 7M martensite, and either

an ordered or disordered cubic phase. The reduction of the (220)A peak intensity of the

austenitic phase indicates that the heat treatment promotes the growth of the martensitic

phase. Moreover, the sharp drop of the (211)A peak intensity in the OB sample can be asso-

ciated with an atomic rearrangement of the cubic phase (cubic disordered to L21 ordered).

The PB sample contained L21 rather than the cubic disordered phase, which is likely a result

of the differences in composition and composition distribution between the OB and PB sam-

ples. The PB sample also showed an unidentified peak that did not match with the cubic

disordered, L21, or 7M phases, and also did not correspond to the FCC-γ phase that has

been seen for this composition type [220–222].
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Table 5.4: Transformation temperatures (Ms, Mf , TM , As, Af , TA and TC) and room-

temperature magnetization values at 2 T applied magnetic field for homogenized samples.

± values represent uncertainly related to the tangent method measurement of the transfor-

mation temperatures.

Ms Mf TM As Af TA TC M2T

[◦C] [◦C] [◦C] [◦C] [◦C] [◦C] [◦C] [Am2/kg]

PBhom 47 ± 1 32 ± 1 39.5 ± 2 52 ± 1 67 ± 1 59.5 ± 2 125 ± 3 14.7

OBhom 57 ± 1 36 ± 1 46.5 ± 2 49 ± 1 66 ± 1 57.5 ± 2 121 ± 3 19.4

5.1.2.3 Martensitic Transformation As-built samples showed very broad transfor-

mation peaks on DSC curves, plotted in Figure 5.6a. Though distinct MT temperatures

are difficult to extract, the reverse martensitic transformation (martensite to austenite) oc-

curred over a range of approximately 90-170 ◦C and the forward transformation (austenite

to martensite) occurred over a range of 60-140 ◦C. Both the PB and OB as-built DSC curves

have the same shape and do not show a distinct Curie temperature (TC).

After homogenization (Figure 5.6b), as expected with the elimination of microsegrega-

tion, the MT peaks were more distinct, and the range of transformation decreased signifi-

cantly. Using the tangent method, martensite and austenite start and finish transformation

temperatures (Ms, Mf , As, and Af ) were determined and are shown in Table 5.4, along with

TM = (Ms +Mf )/2 and TA = (As + Af )/2. TC was very close in both samples.

Cong et al. reported the austenitic peak of induction melted, annealed Ni43Co7Mn39Sn11

to be about 57 ◦C and the martensitic peak to be about 34 ◦C [223]. Observed here for PBhom

and OBhom were TA = 59.5 ◦C and 57.5 ◦C; TM = 39.5 ◦C and 46.5 ◦C. Though the austenitic

peak data tends to agree, the martensitic peak for the current samples is 5.5−12.5 ◦C higher.

This discrepancy is attributed to slight differences in composition of the samples from the

nominal, giving rise to a difference in e/a from the nominal 8.10 to 8.23 in PBhom and 8.19

in OBhom, respectively. Due to similar reasons, there is also a 7 ◦C increase in TM from the

PBhom to OBhom sample.
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Figure 5.7: M−H plot showing a drop in magnetization from the as-built to the homogenized

samples measured at room temperature.

5.1.2.4 Magnetization Behavior Figure 5.7 shows the room-temperature magnetiza-

tion curves for each sample and for their homogenized counterparts. At 2 T, PB and OB

samples reached 47.8 A·m2/kg and 43.9 A·m2/kg, respectively. Homogenized PB and OB

samples at 2 T reached 14.7 and 19.4 A·m2/kg, respectively. Heat treatment therefore led

to a drop of 33.1 A·m2/kg (69.2%) in PB and 24.5 A·m2/kg (55.8%) in OB. This is due to

the increase in the volume fraction of martensitic phase within the samples (see Figure 5.5),

since the weakly magnetic martensite phase does not react as strongly to an applied field as

the ferromagnetic austenite phase does [224].

5.1.3 Summary

In this first study of direct laser deposition (DLD) additive manufactured magnetocaloric

effect (MCE) material, we have demonstrated that deposition was successful and resulted

in structurally intact samples. Structural and functional differences between an overbuilt

and properly-built part, both as-built and homogenized were examined. Particularly, prior

to homogenization, as-built sample structure showed dendrites, columnar grains in the over-

built area, elongated cells in the properly-built area, and a mix of cubic austenite and 7M
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martensite. After homogenization, sample structure showed equiaxed grains in the properly-

built area, persisting columnar grains in the overbuilt area, and a decrease in the austenite

fraction in favor of the 7M martensitic phase. The latter effect was explained by some loss of

Mn. The characteristics of the martensitic transformation and magnetism of the additively

manufactured Ni-Mn-Co-Sn samples are comparable to those observed in the similar MCE

alloy produced by conventional methods.

The DLD additive manufacturing processing of Ni-Mn-based MCE materials is a very

promising technology, as it has demonstrated effective reproduction of typical MCE mate-

rials transformation and magnetic properties. If DLD is pursued as a fabrication method,

powder flow control would need to be addressed to correct the inconsistent overbuilding.

It is likely that using spherical powder of 44 to 150 µm, as recommended for DLD, would

improve the consistency of the powder flowrate. Further progress is therefore expected after

preparation of spherical MCE material powder with an atomization process. Improvements

are also expected from the use of an additive manufacturing technique with a wider range

of acceptable powder morphologies (non-powder feeder, powder bed methods) as presented

in the following, Section 5.2.

5.2 BJ3DP Fabrication

5.2.1 Overview

A summary of current efforts in BJ3DP fabrication of Ni-Mn-Cu-Ga is given in Figure

5.8. Coupons of composition Ni49.5Mn19.1Cu6.6Ga24.8 at.% were additively manufactured

using the powder bed binder jetting (BJ3DP) printing method. Coupons were then sintered

at temperature intervals through melting to determine optimal sintering temperatures for

properties and structural integrity. It was determined that 1080 ◦C was the closest solid-state

sintering temperature before melting occured at 1090 ◦C. The sample sintered at 1080 ◦C

was thoroughly characterized for magnetic and thermal properties, and was found to have

favorable magnetocaloric properties.
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Figure 5.8: Overview BJ3DP printed Ni-Mn-Cu-Ga experiment: (a) fabrication by BJ3DP

and post-print sintering, (b) low hysteresis values measured for partial transformation M(T )

loops, (c) good MCE evaluated by direct measurements and stable cycling values.

5.2.2 Results

5.2.2.1 Microstructure The results of density analysis are shown in Table 5.5. It is

worth noting that the evaluation region for each technique was different. Archimedes’ method

was used to measure the bulk density (94% ± 1 pp [percentage points]). Micro-computed X-

ray tomography (µCT) is only successful on small samples, so a sliver was cut from near the

center of the workpiece (96% ± 1 pp). The image analysis was performed on micrographs

from the sample after it was cut in a half near the center, so is more representative of a

central plane (92% ± 1 pp). For Archimedes and µCT results, the error is directly related

to the measurements, while for image analysis it is the standard deviation from 4 images.

The backscattered electron micrographs in Figure 5.9 show that the pore distribution is

unremarkable for a part sintered from powder. Pores are located along grain boundaries and

are generally larger near the edges of the part.

As anticipated for BJ3DP with subsequent sintering at a sub-solidus temperature (no

melting was involved), a homogeneous microstructure regarding the grain size and dominant

phase, as well as the equilibrium shape of grains are evident in Figure 5.9. Grain size was
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Table 5.5: Densities of BJ3DP sample measured using Archimedes, µCT, and imaging meth-

ods. Error for Archimedes and µCT is measurement-related, and for OM image analysis it

is a standard deviation. Measured area or volume is also listed.

Archimedes µCT Imaging

Density 94% 96% 92%

Error ± 1 pp ± 1 pp ± 1 pp

Measured Bulk Central Sliver Center

Figure 5.9: Backscattered electron micrographs of a polished cross section of the BJ3DP

part. (a) An overview of a corner of the part; and (b) a magnified view of the pores along

grain boundaries and grains exhibiting twinned martensitic phase.
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Figure 5.10: 3D visualizations using µCT data. (a) The view of a cut side of the slice, (b) a

single grain on the top of the slice, and (c) porosity only, visualized for a small volume.

measured from 82 grains in optical micrographs to be 130 ± 30 µm in circle-equivalent

diameters, slightly larger than the feedstock powder due to coarsening during sintering.

Figure 5.9 also shows that grains contain twinning, indicating a dominant presence of the

martensite phase at room temperature.

µCT-collected radiographs and subsequently reconstructed 2D slices were used to gener-

ate both porosity data and 3D visualizations. Figure 5.10 corroborates 2D porosity and grain

information. Particularly, Figure 5.10b shows a single grain with porosity along the grain

boundary. Figure 5.10c also confirms the existence of both standalone spherical pores and

connected porosity, signifying that sintering progressed to the intermediate stage [105,225].

In a µCT-reconstructed analyzed volume of 0.3 mm3, the part had an average structure

separation of 22 ± 12 µm, and an average structure thickness of 92 ± 24 µm. Within the

same volume, pores had a median sphericity of 0.78, with 66% of pores having sphericity

> 0.7 and 45% of pores having a sphericity > 0.8.

5.2.2.2 Martensitic Transformation and Crystal Structure Figure 5.11 displays

DSC curves, where the reverse and forward MTs on heating and cooling are accompanied

by sharp endothermic and exothermic peaks, respectively. DSC scans were measured up to
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Figure 5.11: Calorimetric curves showing the reverse and forward martensitic transformation

during heating and cooling, respectively. Two-tangent method intersection points are drawn

to indicate the locations of martensite start (Ms), martensite finish (Mf ), austenite start

(As), and austenite finish (Af ) temperatures.

155 ◦C (not shown here) to confirm that no additional transformations occur in the mate-

rial. The characteristic temperatures of MT, martensite start (Ms), martensite finish (Mf ),

austenite start (As), and austenite finish (Af ), have been estimated from DSC curves using

the two-tangent intersection method, and they are summarized in Table 5.6. The MT tem-

peratures of the forward and reverse transformations have been defined as TM = (Ms+Mf )/2

and TA = (As+Af )/2, respectively, being TM = 299 ◦C and TA = 306 ◦C. The MT hysteresis

is equal to ∆Th = TA − TM = 7 ◦C. For comparison, Table 5.6 also contains the MT data

derived from the magnetization measurements discussed in Section 5.2.2.3.

The experimental and calculated XRD patterns are shown in Figure 5.12. At 300 K, they

present a non-modulated tetragonal martensite (NM martensite) with the presence of some

amount of the residual austenite. Table 5.7 summarizes the unit cell parameters determined

for the martensitic and austenitic phases.

The values of parameters in Table 5.7 are in good agreement with the literature. Li et al.

reported the L21 phase in Ni44Cu6Mn31Ga19 to have a0 = 5.865 Å [92], larger than the values

reported here due to the higher amount of Mn, which has the largest atomic radius of the

contained non-doping elements. Sarkar et al. reported lattice parameters of the L21 phase in
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Table 5.6: Characteristic temperatures of MT determined from DSC scans and from ther-

momagnetization curves measured under different magnetic fields.

Field [T] Ms [ ◦C] Mf [ ◦C] TM [ ◦C] As [ ◦C] Af [ ◦C] TA [ ◦C]

DSC 0 29 23 26 29 35 32

SQUID

0.01 29 25 27 30 34 32

0.1 30 28 29 32 35 33

1.0 31 29 30 33 36 35

3.0 34 32 33 36 38 37

7.0 38 36 37 39 42 41

Figure 5.12: Experimental (Yobs) and calculated (Ycalc) XRD patterns representing the 2-

phase state at T = 27 ◦C. Indexing is according to the non-modulated tetragonal structure

of martensite, NM (I4/mmm) and cubic L21-ordered austenite, A (Fm3̄m).
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Table 5.7: Unit cell parameters determined for non-modulated tetragonal martensite (space

group I4/mmm) and austenite (space group Fm3̄m)

Martensite Austenite

Lattice parameters NM tetragonal L21 cubic

a [Å] 3.903 a0=5.830

c [Å] 6.547

Ni50Cu6.5Mn18.5Ga25 to have a0 = 5.802 Å and the I4/mmm NM phase for Ni50Cu7Mn18Ga25

to have a = 3.893 Å and c = 6.436 Å [91], and again a difference in Mn concentration could

cause this mismatch. The nearest composition of Ni50Cu6.25Mn18.75Ga25 was reported by

Roy et al. to have an L21 lattice parameter of a0 = 5.814 Å [226].

5.2.2.3 Magnetization Behavior The results of thermomagnetization measurements

performed at constant magnetic fields are depicted in Figure 5.13a. They show only one

hysteretic anomaly, which means that the ferromagnetic order appears when the forward MT

proceeds. The obtained M(T ) loops in Figure 5.13a were collected between full martensitic

phase (low temperature) and full austenitic phase (high temperature). During the heating

process there is a large drop in magnetization corresponding to the reverse MT from a

ferromagnetic martensitic to a paramagnetic austenitic phase. The transformation is fully

reversible during cooling - heating cycles. Under the influence of a magnetic field, the MT

shifts to higher temperatures due to the stabilization of the ferromagnetic martensitic phase.

Table 5.6 collects the MT characteristic temperatures obtained by the two-tangent method

using data from Figure 5.13a.

The MT temperatures are plotted in Figure 5.13b as a function of the magnetic field,

thereby representing a µ0H − T phase diagram, approximated by linear dependencies with

almost the same slope, equal to dTM/dµ0H = 1.2 ± 0.1 ◦C/T . The shaded area in 5.13b

corresponds to the quasi-stable presence of martensitic or austenitic phase within a hysteresis

loop, depending on whether heating or cooling is performed, respectively.
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Figure 5.13: (a) Magnetization versus temperature dependencies during cooling-heating

ramps in various magnetic fields. (b) µ0H−T phase diagram of the magnetostructural trans-

formation, showing MT hysteresis to be almost independent of the magnetic field. Shaded

region represents quasi-stable martensite or austenite upon either cooling or heating.

In the present work, it was found that a drastic decrease of the MT hysteresis can be

achieved by partial cycling through the thermally- or magnetic field-induced MT, where only

some fraction of material is reversibly transforming. Figure 5.14 shows the measured partial

(or minor) M(T ) hysteresis loops which exhibit a thermal hysteresis equal to 1.2±0.1 ◦C for

the largest minor loop at all applied fields (the value of hysteresis was taken as a temperature

difference of averaged transformation temperatures found using the two-tangent method for

the forward and reverse MT). This incredibly low value for the minor loop hysteresis is

relevant for obtaining a large value of ∆M and a relatively narrow MT interval during

partial cycling. The behavior of the last two parameters can be appreciated from Figure

5.14a and for the sake of comparison with the complete MT cycles in Figure 5.14b. Magnet

designs for magnetic refrigeration reach magnetic field values of not more than 2 T [44,227],

and so detailed M(H) measurements were carried out up to 2 T only.

Isothermal M(H) curves measured in the vicinity of MT in the steps of 0.5 ◦C are plot-

ted in Figure 5.15a. Before each measurement, the sample was heated to austenite and

83



Figure 5.14: (a) Thermomagnetization curves at different magnetic fields recorded during

cycling across thermally induced partial MT; (b) overlapping of several graphs from Figure

5.13a with the partial M(T ) cycling depicted in (a) to highlight a drastic reduction of the

thermal hysteresis while maintaining large values of magnetization drops.

Figure 5.15: (a) Isothermal M(H) curves, taken at 0.5 ◦C increments from 28.5 ◦C to 35 ◦C.

Inset shows an exemplary full loop reversal behavior for 31 ◦C (light blue) and 31.5 ◦C

(brown). (b) Temperature dependencies of the magnetic field induced entropy change, ∆Sm,

at different constant magnetic fields in the range from 0.5 T to 2.0 T, calculated using

isothermal magnetization data in (a). Inset demonstrates evolution of ∆Sm,max(H).
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returned to the measuring temperature in order to avoid any influence of the partial trans-

formation induced by the magnetic field. For the sake of clarity, only the curves recorded

during increasing of magnetic field are displayed in Figure 5.15a. To demonstrate magnetic

field-induced reversibility of MT however, two complete M(H) loops are shown in the inset,

as an example. At low temperature (28.5 ◦C), the martensitic phase shows a regular ferro-

magnetic behavior, although it is not saturated even at 2 T. At high temperature (35 ◦C) the

magnetization is strongly reduced. It exhibits a nonlinear dependence due to the presence

of two phases at this temperature: the ferromagnetic martensitic phase and paramagnetic

austenite with a domination of the latter phase. For the intermediate temperatures, the

non-regular change of the susceptibility is related to the magnetic field induced partial MT.

5.2.2.4 Adiabatic Magnetocaloric Response The conventional MCE, which should

occur in the studied alloy at its magnetostructural transformation, was characterized by the

indirect (evaluation of ∆Sm) and the direct (measurements of ∆Tad) methods. The ∆Sm(T )

dependencies were calculated from the isothermal M(H) curves in Figure 5.15a using the

Maxwell relationship, Equation 2.3, and the results are given in Figure 5.15b for different

applied magnetic field changes. All the curves present a high and narrow minimum, resulting

from the field-induced change of magnetic order. This change is related to the partial or full

occurrence of the forward MT from the low-magnetization paramagnetic austenitic phase to

the high magnetization ferromagnetic martensitic one. The maximum value of |∆Sm,2T | is

equal to ≈ 12.0 J/(kg · ◦C).

The adiabatic MCE response was measured during cooling upon sample insertion into

the magnetic fields of 1 T and 2 T in adiabatic conditions. The same procedure was followed

as in the case of isothermal M(H) measurements, i.e., before each temperature test the

sample was heated to full austenite and then the temperature was slowly reduced to the

target temperature. The results are depicted in Figure 5.16. The maximum temperature

change, ∆Tad = 2.0 ± 0.1 ◦C, at 2 T, was obtained at TM around 31 ◦C, in accordance

with Table 5.2.2.2. The peak on the curve ∆Tad(T ) spans approximately 10 ◦C. For lower

applied magnetic fields, the ∆Tad is reduced; a 50% reduction of the applied field results in

a corresponding decrease in MCE response to ≈ 1 ◦C.
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Figure 5.16: Magnetic field induced adiabatic temperature change at 1 T and 2 T measured

at different temperatures on cooling. Shaded bands indicate a ± 0.1 ◦C of uncertainty in the

∆Tad measurements.

Cycling measurements of ∆Tad were conducted at constant temperatures by insert-

ing/removing the sample into/from the magnetic field of 2 T with a full cycle time of 10 s.

Variations in the temperature baseline are due to the imperfect manual control of the tem-

perature via air flow regulation, but slow varied fluctuations were limited to within 0.5 ◦C.

Results of measurements close to TM are shown in Figure 5.17. Figure 5.17a presents the

entire 101 measured cycles at a nominal temperature of 31 ◦C. Figure 5.17b is a rescaled

view of what a series of measurements looks like and is extracted directly from the data in

Figure 5.17a. Shown in the box in Figure 5.17c, a single measurement consists of a cluster

of the data points collected when the sample is in a 0 T magnetic field and when it heats up

under 2 T. The difference between the lower- and higher-temperature clusters of data points

is the measured ∆Tad.

Figure 5.18 shows the stability of ∆Tad during cycling, with measurements to the nearest

0.05 ◦C due to uncertainty created by clustering of points as seen in Figure 5.17c. At the

temperature where ∆Tmax was observed (31 ◦C), the sample was repeatedly inserted into

and removed from the field. The first cycle showed the highest value of 1.95 ◦C, near that
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Figure 5.17: Adiabatic temperature change of the sample under the magnetic field on/off

cycling conducted at 31 ◦C. (a) Results for 101 cycles. (b) Rescaled view of several measure-

ment cycles showing the step-like change of the temperature of the sample induced by its

periodic inserting/extracting into/from the magnetic field of an electromagnet. (c) A single

measurement, indicating the value of ∆Tad.

Figure 5.18: Magnetic field cycling performed at the temperature where ∆Tmax was observed

(31 ◦C). The first data point shows a representative ± 0.5 ◦C of uncertainty that is assumed

to be valid for all other plotted points. The filled area indicates where 97.5% of all points

and their error bars fall within, excluding the first data point.
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Table 5.8: Heat treatment at temperature Tan during time t; martensitic start temperature

(Ms); temperature hysteresis of MT (∆Th); unit cell volume of martensitic phase (V ); and

MCE characteristics (|∆Sm,max|, one-way ∆Tad) obtained at Tmax under applied magnetic

field (µ0∆Happ) for Ni-Mn(Cu)-Ga alloys exhibiting magnetostructural transformation.

Tan t Cool Ms ∆Th V µ0∆Happ Tmax ∆Sm,max ∆Tad,max Ref.

Composition [◦C] [h] [◦C] [◦C] [Å3] [T] [◦C] [J/kg · ◦C−1] [◦C]

Ni49.5Mn19.1Cu6.6Ga24.8 1080 2 air 29 7 (full) 99.80 (NM) 2 31 12.1 2.0 This

(BJ3DP) (sinter) 1.2 (partial) 198.16 (L21) 2 31 1.7 (cycle) work

Ni2Mn0.75Cu0.25Ga 800 144 furnace 35 2 35 28 [88]

Ni49.9Mn19.1Cu6.4Ga24.6 850 24 16 10 195.31 (L21) 1 30 10.2 [91]

Ni49.9Mn19.6Cu5.7Ga24.8 furnace 17 96.64 (NM) 2 27 9.86 0.23 [228]

Ni2Mn0.75Cu0.25Ga 800 144 furnace 35 2 30 1.5 [229]

Ni49.3Mn18.4Cu7.6Ga24.7 900 24 43 11 1.5 48 12.8 1.6 [230]

Ni50Mn18Cu7Ga25 900 24 air 41 9 2 49 14.3 [118]

observed in the initial direct MCE response test. Past the first point, ∆Tad dropped to

approximately 1.65 ◦C, with 97.5% of the 100 cycles and their ± 0.5 ◦C error bars falling

within 1.55 − 1.75 ◦C. The appearance of a slight trend upwards is an effect of the slight

upward trend in manually controlled temperature, which can be seen in Figure 5.17a.

5.2.3 Discussion

5.2.3.1 Analysis of Transformation Characteristics Table 5.8 compiles the data

obtained in the present work and compared to literature for similar FSMAs. Table 5.8

shows the slight increased value of the unit cell volume of martensitic phase calculated for

BJ3DP sample, 99.73 Å3, compared to that calculated using data presented by Sarkar et al.

[44], 97.54 Å3, or from Wroblewski et al. [228], 96.64 Å3. These variations can be related to

the differences in the composition. Also, an influence of the possible antisite atomic disorder

and/or interstitial positions of some atoms (possibly carbon) could not be discarded.

A minimized temperature hysteresis of the magnetostructural transformation is neces-

sary for the long-life cycling stability of MCE material. Table 5.8 shows that, whereas the

characteristic transformation temperatures of the BJ3DP alloy and materials prepared by
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conventional methods all have Tmax close to room temperature, the thermal hysteresis of the

complete MT, ∆Th, appears reduced, from the lowest literature values 9−11 ◦C [91,118,230]

to about 7 ◦C in the printed sample. Different rationales can justify this reduction. For

instance, the porosity and large grain size may be factors favoring a low hysteresis. Studies

on nonmagnetic Cu-based SMAs show that the hysteresis is reduced as the grain size grows,

reaching a minimum for grain size higher than 100 µm [231]. In the present case, the high

temperature sintering process increased the grain size in the BJ3DP sample from the initial

size of the feedstock powder, which can result in the reduction of ∆Th. Furthermore, the

width of thermal hysteresis exhibited by the thermoelastic MT is directly proportional to

the residual stress (low thermal hysteresis for low residual stress) [232]. Residual stresses are

minimal in BJ3DP parts because the printing process does not introduce any sharp thermal

gradients through heating-cooling cycles, as selective laser melting does [233]. All of these

factors can contribute to a reduction of ∆Th. Thus, the above discussion indicates that this

BJ3DP fabrication process does not have a significant impact on composition, structure or

characteristic temperatures, but reduces the width of the main hysteresis loop characterizing

the complete MT.

Naturally, the hysteresis loop of the partial MT should be located inside of the main MT

loop, whereby the further reduction of hysteresis width is expected. It is very hard to predict

the width of partial hysteresis since the theoretical description must deal with the processes

of the volume fraction evolution in the locally nonequilibrium two-phase states [234]. In

our work, we found experimentally that the Ni-Mn-Ga based material exhibits a partial MT

accompanied by a more than 5 times reduced hysteresis if compared to the complete MT,

Figure 5.14b.

A reduction of MT hysteresis was also observed for Ni-Mn-In(-Co) metamagnetic shape

memory alloy (MMSMA) when partial cycles were performed starting from the martensitic

phase [78, 235]. While the hysteresis reduction in [78, 235] is much smaller than that ob-

served here, this can be explained by the radically different interplay between mechanisms

contributing to the energy barrier for phase transformation: phase stabilization with field ap-

plied, stress buildup at the habit plane and during reorientation of twin variants, formation of

nucleation centers, and reduction of stress fields by way of open surfaces. In Ni-Mn-In(-Co)
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MMSMA, the field-preferred phase is austenitic. Gottschall et al. point out that in partial

cycles (minor loops) from low temperatures, energy is saved through preserving martensitic

nucleation sites [78] and they additionally propose that there is a buildup of stresses as twin

variants reorient in the two-phase region [235]. Both preservation of martensitic nucleation

sites and stress buildup during twin variant reorientation shift MT to lower temperatures

and encourage transition to the high-temperature austenitic phase. Alternatively, in the case

of the studied printed and porous Ni-Mn(Cu)-Ga FSMA, the field-preferred phase is marten-

sitic. Though stress fields form at the habit planes, stress relief and easy nucleation can occur

at the porosity concentrated at grain boundaries. Therefore, although energy is required for

the martensitic nucleation centers to form, it is clearly outweighed by the energy savings due

to a preferred martensitic phase and porosity resulting in stress relief and easy nucleation

sites. An appearance and relaxation of mechanical stresses during partial or complete MT

can be monitored by the diffraction methods at large-scale facilities (e.g. [236,237]).

5.2.3.2 Magnetocaloric Effect and Technological Issues The direct MCE measure-

ments show Tmax of 2.0 ◦C at 2 T for the first test, and a stable field- induced temperature

change of approximately 1.65 ◦C for 100 cycles more (Figure 5.18). The first cycle normally

results in a higher measured effect, but stable cycling response is expected to be reduced.

The value of the decrease depends on the amount of residual phases during the partial

martensitic transformation [238]. Following [78], the changes of magnetization caused by the

complete and partial MT (see M(T ) curves in Figure 5.14b) were used for rough estimation

of the volume fraction of the martensitic phase involved during sample cycling at 304 K

under 2T, equal to about 70%. Comparing with the other polycrystalline samples shown in

Table 5.8, similar MCE characteristics have been determined for similar compositions, but

it is important to note that no cycling experiments were previously performed in order to

determine the value of stabilized ∆Tad.

Unlike past studies, this investigation used binder introduced during the 3D printing

phase, cured in an oven, and mostly burned out during sintering. However, sintering is con-

ducted in argon-purged vacuum and in an enclosed quartz tube, not allowing for burnout

products to be carried away. To eliminate these products, the Ti sponge was also encap-
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sulated in the tube as an oxygen getter. In addition to oxygen, the binder composition

includes carbon, which cannot be as simply trapped by a getter. Carbon could be partially

incorporated into a crystal lattice of FSMA as an interstitial, potentially causing some of

the volumetric expansion observed over the data from Refs. [91, 228], as indicated in Table

5.8. Though inclusions are often considered detrimental for the functional properties, an

intentional hydrogenation of magnetocaloric material La(Fe,Si)13, for instance, allows for

tuning of MCE without precluding stability [239]. Carbon could serve a similar tuning pur-

pose in binder jet 3D printed magnetocaloric materials, expanding the ranges of acceptable

compositions and opening a new avenue for fabrication. The role of carbon and its impacts

requires further investigation.

In addition to the possible incorporation of carbon, the influence of pores and grain

boundaries merits further study as well. It was found that along most of the grain boundaries

several pores exist (Figures 5.9 and 5.10) as a result of incomplete densification. Some of

the grain boundary pores have oxides of several microns diameter embedded, as previously

shown in [187]. Small-scale (10 nm) matrix-dispersed Mn oxides have been identified in Ni-

Mn-Ga thin films even after careful preparation and annealing in inert atmosphere [240–242].

Since surface and matrix-distributed Mn-O is unavoidable in these alloys, these are not

expected to impact the comparison of MT values with other literature sources, which would

experience the same. Mn-O particles found at the grain boundaries of the studied alloy

in [187] may aid in inter-grain stress relief while not being detrimental to MT since they

are not integrated into the matrix. For structural materials, porosity and grain boundary

precipitates are detrimental, but in functional materials like Ni-Mn-Ga FSMAs, for which

cyclic functionality depends upon both a reversible unit cell volume change and constraints

at grain boundaries, porosity can be highly beneficial [243].

5.2.4 Summary

Additive manufacturing in the form of powder bed binder jet 3D printing is shown to

be a viable method for producing magnetocaloric Ni-Mn(Cu)-Ga FSMAs. Post-processing

included sintering in an argon-purged vacuum atmosphere followed by an air cool. Samples
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showed a ∆Tad of 2 ◦C under 2 T at 31 ◦C. Subsequent cycling resulted in a stable ∆Tad

of approximately 1.65 ◦C. The stable cycling of such a value of ∆Tad is achieved owing to

an incredibly low hysteresis for FSMAs of 1.2 ◦C, accompanying a partial magnetostruc-

tural martensitic transformation, with still-high values of ∆M and a narrow transformation

interval. The possible incorporation of carbon from the binder may cause observed volu-

metric expansion which might serve as additional factor improving functionality of printed

material, but this requires more study. Pores at grain boundaries allow for better condi-

tions for reversible volumetric expansion necessary for functionality. Powder bed binder jet

printing is proved to be a successful processing route for magnetocaloric materials, such as

Ni-Mn-Cu-Ga FSMA.

5.3 In-Situ Monitoring of BJ3DP Post-print Heat Treatments

5.3.1 Overview

A summary of binder jet 3D printing (BJ3DP) of Ni-Mn-Cu-Ga is given in Figure 5.19,

and one related publication can be found at [188]. Neutron diffraction data was collected

at the Helmholtz Zentrum in Berlin, Germany on samples of layered and single-material

BJ3DP samples of Ni-Mn(-Cu)-Ga. E3 beamline data was collected to observe in-situ unit

cell development during sintering and annealing of BJ3DP parts. Final, post-annealing

parts were evaluated for composition, density, and thermal phase transformation behavior.

This study presents new quantitative data describing the structure evolution during heat

treatments after BJ3DP, and connects that evolution to the final obtained parts. In addition,

this study uses the first multi-material layered BJ3DP parts, an important proof-of-concept

display towards layered-property magnetocaloric heat exchangers fabricated by AM.

5.3.2 Results

Diffraction peaks were analyzed and compared for both the sintering and annealing

processes, with each containing the ramp up, hold, and cool down segments. Complete time-
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Figure 5.19: Overview of neutron diffraction for in-situ heat treatment of BJ3DP printed

Ni-Mn(-Cu)-Ga parts. (a) Heat treatment sintering and annealing processes were carried out

while collecting diffraction patterns. (b) Diffractograms were generated from area diffraction

images and peak height, width, and location was analyzed. (c) Composition, structure, and

transformation behavior of post-annealing parts was measured.

temperature-intensity and time-temperature-lattice parameter plots are provided in Figures

A1-A4, but relevant projections of these are also presented directly in the following sections.

5.3.2.1 Sintering Process Area detector images were evaluated to assess the quality of

the signal informing the quantitative peak analysis. During the ramp up stage of sintering,

the NMG sample showed a faint, broad ring until 350 ◦C, then a more coherent ring forms

at 457 ◦C. This peak formation and coalescence trend is shown in Figure 5.20 and persists

across all samples with the formation temperature varying slightly based in large part on

experimental factors: formation at 322 ◦C (mixed), 322 ◦C (layered), and 365 ◦C (NMG-Cu);

coalescence at 426 ◦C (mixed), 431 ◦C (layered), and 475 ◦C (NMG-Cu).

Calculated lattice parameter a values and measured FWHM and intensity of fitted Gaus-

sian peaks were compared across samples in Figure 5.21. After 475 ◦C, all samples showed

an increase in lattice parameter (a decrease in 2θ peak location, as calculated from the Bragg

condition in Equation 4.4). Throughout all segments, NMG had the highest (average) lattice

parameter, NMG-Cu the lowest, with the mixed and layered samples falling in the middle
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Figure 5.20: Peak formation and coalescence on sintering ramp up, with corresponding

temperatures given.

with similar values. The NMG-Cu peaks were the broadest (highest FWHM). NMG, mixed,

and layered samples had similar FWHM. Though intensity values cannot be compared across

samples due to differing diffraction volumes, all peak intensity values trended upwards during

initial ramp up then began to curve back down between 600 and 700 ◦C, .

After the sintering hold, a cool down was initiated, during which the single diffraction

peak blurred and split in the 40-50 ◦C region for mixed and layered parts. NMG and NMG-

Cu were monitored only through 150-200 ◦C. For the mixed-powder sample, the single

peak split into 3 around the combined images 43-38 ◦C. Similarly, for the layered sample,

the single peak gained two faint side peaks at 37 ◦C. Only the center peak is monitored,

measured, and plotted in Figure 5.21.

5.3.2.2 Annealing Process Figure 5.22 presents the comparison of lattice parameter,

intensity, and FWHM across ramp up, hold, and cool down segments for the annealing

process. During the ramp up stage of annealing, there was a shift of each ring to lower

2θ (increased lattice parameter), accompanied with broadening for layered and NMG, with
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Figure 5.21: Evolution of lattice parameter (a-c), peak intensity (d-f), and peak FWHM

(g-i) for the sintering process ramp up (a, d, g), hold (b, e, h), and cool down (c, f, i).
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Figure 5.22: Evolution of lattice parameter (a-c), peak intensity (d-f), and peak FWHM

(g-i) for the annealing process ramp up (a, d, g), hold (b, e, h), and cool down (c, f, i).
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Figure 5.23: SE micrographs of cross-sections for (a) NMG, (b) mixed, and (c) layered parts.

mixed experiencing a modest FWHM decrease around 500 ◦C, but remaining around 0.7◦

2θ width for the entire heating range. Amongst the samples, NMG maintained the highest

lattice parameter, with the mixed-powder and layered parts’ average a remaining similar.

Considering fitting errors, all FWHM values were similar. All parts showed a decrease in

peak intensity with increasing temperature and nearly constant peak intensity during the

hold segment. During the annealing hold segment, lattice parameter trends persisted (NMG

highest, mixed and layered similar) and FWHM of fitted peaks increased slightly during

the hold but were similar to each other. Upon cool down after annealing treatment, peak

intensity increased for all samples and lattice parameter decreased. FWHM showed a slight

decrease on cool down for all samples.

5.3.2.3 Final Structure Overview SE micrographs in Figure 5.23 showed distinct lay-

ers with an intralayer increase in porosity. NMG and mixed samples showed a relatively

consistent average porosity across the cross-section, with 68.1 ± 0.9% and 68.7 ± 2.1%,

respectively. Density of the NMG-Cu and NMG halves of the layered sample were different,

measured at 79.4 ± 2.3% and 73.1 ± 2.1%, respectively. The distinction between NMG and

NMG-Cu layer sets is marked in Figure 5.23c.

As a reminder from Section 4.5, nominal composition for the two used powders were:

Ni49.7Mn30.0Ga20.3 and Ni49.6Mn19.2Cu6.3Ga24.9 at.%. Elemental analysis for the NMG part
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Figure 5.24: Compositional change across the boundary between NMG and NMG-Cu.

Dashed lines indicate approximate layer boundaries. The yellow dashed line indicates the

approximate boundary where powder composition was changed.

resulted in a composition of Ni49.9Mn29.8Ga20.3 at.%, and the mixed-powder part in a compo-

sition of Ni49.8Mn23.5Ga22.9Cu3.8 at.%. All elements has ± 0.2-0.4 at.% standard deviation.

Composition is plotted across the NMG and NMG-Cu boundary of the layered sample in

Figure 5.24. In the 6 layers analyzed, Ni differed the least across the boundary (-1.4 at.%

NMG → NMG-Cu), and Ga showed a 4.0 at.% increase from NMG to NMG-Cu layers. Mn

and Cu migrated opposite of each other, with a -8.5 at.% change in Mn and 5.8 at.% increase

in Cu for NMG → NMG-Cu.

Thermal behavior is given via DSC traces in Figure 5.25. The mixed sample exhibited

an extremely broad transformation with a low peak, possibly two peaks around 65 and 90

◦C. NMG transformation was a clear first-order peak near 90 ◦C with a thermal hysteresis

of ∼5 ◦C and peak widths of around 10 ◦C. In contrast, the layered part shows three peaks,

at 90-100 ◦C, 45-50 ◦C, and 25-35 ◦C, with the latter two overlapping.
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Figure 5.25: Thermal behavior of NMG, mixed, and layered parts.

5.3.3 Discussion

5.3.3.1 Structure Evolution It must first be emphasized that the significant jump in

intensity between the ramp up and sintering hold segments (Figure 5.21d-e) for NMG-Cu

can be fully attributed to experimental conditions. The sample slid partly out of the beam

during testing, and was position-corrected for the hold segment, as described in Section 4.5.

Through all heat treatment stages, NMG had the highest lattice parameter, agreeing with

other literature showing that the substitution of Cu in Ni2MnGa of up to around 6 at.% at the

expense of Mn reduces the austenite lattice parameter [91, 93]. Across all samples, lattice

parameter was very similar at high temperatures for pre- and post-sintering (see Figure

5.21a). With decreasing temperature, the negative difference between pre- and post-sinter

lattice parameter increased, i.e. the lattice parameter was smaller after sintering than before.

This is discussed further in Section 5.3.3.2. NMG saw an increase in lattice parameter upon

the first heat above room temperature (Figure 5.21a), attributed to difficulties fitting due

to the high peak width to peak height ratio until ring formation at 350 ◦C, displayed by the

plotted diffractograms in Figure 5.26a. This is similar for all samples, which had high peak

width to peak height ratio until ring formation between 322-365 ◦C (Figure 5.21g and Figure
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Figure 5.26: Diffractogram plots for each detector image set over the ramp up segment of

the sintering heat treatment for (a) NMG, (b) NMG-Cu, (c) mixed, and (d) layered samples.
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5.26). After peak coalescence around 450 ◦C, the data analysis becomes more sensible as the

peak width to height ratio decreases significantly and Gaussian fitting is more apt. These

broad, weak diffraction peaks in printed and cured green parts were significantly narrowed

and strengthened during the heating and sintering steps due to stress relief of the ball-milled

powder corresponding to a decrease in strain-broadening. Ball milling to achieve nano-

sized Ni-Mn-Ga powder has been shown to result in 1.13-2.83 MPa of internal stress, which

significantly broadens diffraction peaks but is relieved with appropriate heat treatments [193].

Internal stress can confidently be identified as the cause for peak broadening on sintering

ramp up because broad peaks were not observed during the annealing ramp up segment

(Figure 5.21g vs. Figure 5.22g).

All samples during sintering ramp up showed increased peak intensity upon heating until

the 600-700 ◦C range, when peak intensities began to curve downward (see 5.21d). On initial

heating, the stress relief of ball-milled powders improves the lattice quality, thus increasing

the intensity of the diffraction peak. Around 600-700 ◦C, order breaks down and the B2’

disordered phase emerges (the Mn and Ga sublattices become disordered). At the order-

disorder transition, atoms have increased freedom of movement within the lattice, and the

effects of residual stress from ball milling (T-dependent decrease in FWHM and increase in

intensity, Figure 5.21d and Figure 5.21g) are no longer observed. Overholser experimentally

and computationally determined the Ni-Mn-Ga pseudo-binary phase diagram, showing the

expected transformation in the 600-700 ◦C range [244]. This disordering to form the B2’

phase occurs at a slightly lower temperature in NMG-Cu because the Cu doping occurred

at the expense of Mn, which [244] indicates lowers the order-disorder transition. Both

after the order-disorder transition and during the annealing ramp up segment, temperature

increase in the annealing treatment caused peak intensity to decrease. With ideal single

crystals, an intensity decrease with rising temperature is expected based on the Debye-

Waller temperature factor, which describes beam attenuation increase with a corresponding

temperature increase. More beam attenuation translates to a decrease in the scattering

centers (diffracting atoms), and therefore a decrease in peak intensity.
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Figure 5.27: Graphical explanation of ∆heat→cool values plotted in Figure 5.28: (a) calcu-

lation of the horizontal axis temperature value in Figure 5.28 as an average of two similar

temperatures from the heat up and cool down segments, and (b) calculation of the ∆heat→cool

value for intensity, FWHM, or lattice parameter by subtracting the value obtained for the

cooling segment from the value obtained for the heating segment at a similar temperature.

5.3.3.2 Pre- vs. Post-heat Treatment Structure In-situ monitoring of structure

throughout heat treatment allowed for the quantitativecomparison of structural parame-

ters and diffraction peak properties before and after each stage of high temperature post-

processing. Prior to the initial sintering step, diffraction peaks were broad with low intensity.

To illustrate the change that occurred within the sample during sintering, diffraction pat-

terns at similar temperatures from the heat up and cool down steps were compared (a process

clarified graphically in Figure 5.27) and plotted in Figure 5.28 as value on cool down minus

value on heat up. This shows the quantitative change between heating (pre-heat treatment)

and cooling (post-heat treatment), evaluated at the same temperature.

Lattice parameter (Figure 5.28a,b) decreased for all samples between the pre- and post-

sintering ramps (∆aheat→cool < 0), with the difference showing an increasing trend with

increasing temperature, i.e. the heat and cool lattice parameter values were closer to each

other the closer they were to the sintering hold temperature. For mixed, layered, and NMG-

Cu samples, the ∆aheat→cool was around -0.05 Å for 110-150 ◦C, while it reached as low as
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Figure 5.28: Change in lattice parameter (a,b), intensity (c,d), and FWHM (e,f) between the

heating and cooling steps of sintering (a, c, e) and annealing (b, d, f) processes, evaluated

at similar temperatures for each step. The horizontal temperature axis refers to the average

between the similar evaluated temperatures.
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-0.12 Å for ∼245 ◦C for NMG. At the maximum temperature compared (645-695 ◦C), the

differences in lattice parameter on heating and cooling were ∼0.002 Å, well within error of

calculation.

Peak intensity of the fitted Gaussian peak (Figure 5.28c,d) was compared across sam-

ples and temperature ranges as well, exhibiting a trend opposite to the lattice parameter.

From pre- to post-sintering, peak intensity increased. Like lattice parameter though, upon

approaching the sintering hold temperature, the intensity values at similar temperatures

became more similar. Mixed, layered, and NMG-Cu samples differed in intensity values

by slightly above or below 0.2 at the lowest temperature around 110-150 ◦C, with mixed

and layered decreasing to a 0.01-0.03 difference at 645 ◦C. NMG-Cu decreased less, to a

∆Intensityheat→cool of 0.12 at almost 700 ◦C. The lowest comparable temperature data

available for NMG was at 244 ◦C, where ∆Intensityheat→cool was lower than the other sam-

ples, at 0.13. NMG ∆Intensityheat→cool then coincided with layered and mixed values at

high temperatures, nearly 0 just before 650 ◦C.

FWHM of the peak fit (Figure 5.28e,f), like lattice paramter, showed an increasing trend

over temperature for a decrease in parameter between pre- and post-sintering as indicated

by a ∆FWHMheat→cool < 0, i.e. peaks were narrower post-sintering, but FWHM parameter

values were closer to each other the closer they were to the sintering hold temperature. The

layered sample showed a ∆FWHMheat→cool of -1.6◦ at 110 ◦C, NMG and NMG-Cu were

similar with ∆FWHMheat→cool of around -1◦ at 150-250 ◦C, and the mixed sample had

∆FWHMheat→cool of around -1.2◦ to -1.3◦ from 115-220 ◦C. At higher temperatures, the

difference between pre- and post-sintering became less, at or greater than ∆FWHMheat→cool

of -0.15◦. Error for the FWHM of the peak fit mostly ranged between 0.007-0.0018◦ (and

propagated error is included in Figure 5.28c,e, so the ∆FWHMheat→cool is accepted to be

affected by more than just fit errors. As detailed in Section 5.3.3.1, ball milling has a large

effect on peak broadening pre-sintering.

Lattice parameter, intensity, and FWHM showed much less change between the heating

and cooling steps of the annealing process, plotted in Figure 5.28b,d,f. ∆aheat→cool fell al-

most entirely within ±0.004 for all samples (presumed well within error bounds considering

error propagation), ∆FWHMheat→cool between -0.07 and +0.05, and ∆Intensityheat→cool be-
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tween -0.03 and +0.02. Compared to the differences seen during the sintering stage, these

ranges are quite low. However, with the FWHM and intensity fit error ranges at 0.004-

0.007◦ (FWHM) and 0.004-0.007 (intensity) with propagated error plotted in Figure 5.28d,f.

∆FWHMheat→cool increased with temperature for the mixed and layered samples and de-

creased slightly with temperature for NMG. ∆Intensityheat→cool was relatively constant for

NMG and layered samples, decreasing for mixed.

5.3.3.3 Mixed vs. Layered Parts Though densities cannot be justifiably compared

across different samples due to the inconsistencies between individual fabrication runs in

the custom-built manual printer, it is a significant result that the density varied within

the two sections of the layered part. This indicates that multi-material BJ3DP can also

be used in applications where porosity needs to be tailored within a part. Of course, the

materials incorporated must be similar enough that unavoidable diffusion is limited and not

detrimental, or alternatively diffusion must be desired. Successful spatially-variant density

also requires that one material have faster sintering kinetics (e.g. lower melting temperature,

different powder size distribution). Here, NMG-Cu experienced significant melting at 1090

◦C whereas the used NMG composition has been shown to begin partial melting at 1100

◦C [183].

Compositional analysis of the final layered sample allows quantification of the anticipated

diffusion across the material layer boundary through the measured 6 layers (Figure 5.23). Ni

content was within ± 0.1 between the two powder compositions used in this study, so there

was no driving force for Ni diffusion. Mn, Ga, and Cu did diffuse, however. Ga equilibrated

within the 3 measured layers on each side of the material boundary, beginning around 20

at.% in the NMG layer furthest from the material boundary and ending around 25 at.% in

the NMG-Cu layer furthest from the boundary. Mn however had not quite settled into the

nominal composition at the edges of the measurement area. At the edges of the measured

NMG and NMG-Cu layers, Mn content was around 29 at.% (nominal 30 at.%) and 21 at.%

(nominal 19 at.%), respectively. Cu content remained 0 at.% at the furthest NMG layer

from the boundary, and rose to 6 at.%, near to nominal.
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Interdiffusion is a process that is dictated by composition gradient, atom mobility, and

availability of diffusion paths. In this BJ3DP multi-material layered sample, a composition

gradient exists for Mn, Ga, and Cu, but not for Ni. Though interdiffusion data has not been

investigated for Cu-doped Ni-Mn-Ga alloys, ternary interdiffusion of Ni-Mn-Ga was studied

by Zhou et al., with the finding that interdiffusion of Ni is greatest, followed by Mn and

Ga [245]. It is worth noting that there is a plateau of composition for Mn and Cu within

the two layers furthest from the multi-material layer boundary. Large amounts of porosity

at the boundary between individual layers reduced the availability of diffusion paths and

prevented Mn and Cu from achieving a smooth transition in composition. This effect was

not as relevant for the NMG-Cu side since sintering kinetics were faster and less porosity

existed.

Compositional homogeneity can also be indirectly inferred through the thermal trans-

formation data (see Figure 5.25), since martensitic transformation (MT) is very sensitive to

composition (namely, valence electrons per atom or e/a) in Ni-Mn-Ga Heusler alloys [66].

The NMG part had the expected single relatively narrow peak for MT. In contrast, the mixed-

powder part showed an extremely wide transformation range from approximately 40-110 ◦C,

indicating that even though compositional analysis showed homogeneity, microsegregation

exists though it was not observed during EDS measurements. This segregation could exist

in large particles that did not have enough time to equilibrate, or in particles in relative

isolation due to pore surroundings or being positioned on the edge of the part. The layered

part had three distinct MT events, with one of them coinciding with the NMG MT. Compo-

sitionally, there are two distinct compositions on the ends of the part (one being the original

NMG) with their own transformation temperatures, and the diffusion region in the center

where interdiffusion took place which has its own broad MT peak.

5.3.4 Summary

This study presents the first neutron diffraction experiments on multi-material layered,

binder jet 3D-printed Ni-Mn(-Cu)-Ga samples with the purpose of laying a foundation for

research into efficient magnetocaloric heat exchangers with gradient properties and desir-
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able geometries. Also examined are the lattice parameter and peak fit parameter evolu-

tions in-situ with heat treatment for Ni-Mn-Ga, Ni-Mn-Cu-Ga, a mixed-powder part, and

a multi-material layered part. Quantitative evaluation of average lattice parameter during

heat treatment was performed, and a comparison with pre- and post-heat treatments was

presented. Multi-material layered parts produced in a single additive manufacturing run

have never before been tested. It has here been demonstrated that such fabrication is pos-

sible and can produce parts with distinct phase transformation events. In addition, layered

binder jet 3D printing provides the opportunity to selectively tailor density if the included

materials have different sintering kinetics.
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6.0 Conclusions and Future Works

Additive manufacturing (AM) of magnetocaloric effect (MCE) materials can expand

possibilities for designing safe and efficient heat exchangers through increased geometrical

freedom and the potential for single-piece layered printed parts with gradient properties.

This work has assessed the viability of direct laser deposition (DLD) and powder bed binder

jet 3D printing (BJ3DP) as means of MCE material heat exchanger fabrication.

Functional parts were manufactured by DLD, though a homogenization step was nec-

essary, and composition control is a challenge since full melting occurs. Microstructurally,

the features of overbuilt and properly-built parts were documented and compared. De-

spite the larger elemental segregation occurring in the dendrites of the overbuilt part, both

types of builds were well-homogenized after heat treatment and showed evidence of marten-

site throughout the cross-section at room temperature. Phase analysis confirmed marten-

sitic phase prevalence in homogenized samples, with a much-reduced amount of austenitic

phase. Phase transformation and magnetic properties of the DLD-fabricated Ni-Co-Mn-Sn

were comparable to those measured for parts fabricated by conventional methods. DLD

is a promising route for processing of Ni-Mn-based MCE materials, after including a post-

processing homogenization step.

Structurally stable Ni-Mn-Cu-Ga parts were also manufactured via BJ3DP. Without full

melting during printing, final BJ3DP part composition was true to the powder, and thus

powder properties were translated to the printed part. Functionality of BJ3DP parts with

optimized post-processing met or exceeded the performance of similar MCE materials in the

form of single crystals or ribbons, with a ∆Tad of 2 ◦C under 2 T at 31 ◦C. Thermal cycling

showed good stability with a ∆Tad of approximately 1.65 ◦C for 100 cycles. Most notable

for this part was the low thermal hysteresis of 1.2 ◦C for the minor loops during partial

transformation from austenite to martensite. Pores left after the sintering process likely

improved cycling stability by relieving constraints during volume expansion at the phase

transformation.
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The process knowledge for creating stable, functional BJ3DP Ni-Mn-based parts was

transferred to a small-scale, custom-built binder jet 3D printer that had the capability of

multi-material printing with multiple powder feeders. Single-composition, mixed-powder,

and layered material parts were fabricated with Ni-Mn(-Cu)-Ga. Parts were then monitored

in-situ with neutron diffraction during post-printing sintering and annealing heat treat-

ments. Neutron diffraction results were analyzed to obtain lattice parameters and peak fit

parameters (intensity and FWHM). Results of this study are: a quantitative evaluation of

lattice and peak fit parameter evolution with heat treatments and characterization of the

final parts post-annealing. Lattice parameter decreased after the sintering treatment and

did not change much with annealing. Multi-material parts had a density variation across

the composition boundary due to a difference in sintering kinetics.

With results of this investigation in mind, the hypotheses are revisited:

1. Both laser-based and binder jet additive manufacturing methods will be able to produce

stable and functional MCE materials.

1.1. Laser deposition will produce viable samples, after an optimized homogenization

step.

1.2. Binder jet 3D printing will produce viable samples, after an optimized sintering step.

2. A small-scale binder jet printer can be designed and fabricated to produce multi-material

samples with little material waste.

2.1. Sintering of mixed-powder samples will produce a nearly homogeneous composition.

2.2. For two materials with different sintering properties, density can be tailored per set

of layers in multi-material prints.

3. In-situ monitoring of sintering and annealing heat treatments of binder jet 3D printed

samples can reveal structural evolution.

3.1. Sintering treatment will change lattice parameter by relieving residual stresses and

improving homogenization.

3.2. Multi-material layered parts will exhibit multiple phase transformations.

As predicted in H1, stable and functional samples were produced by both laser-based and

binder jet additive manufacturing. Both laser deposition and binder jet 3D printing required
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the expected post-processing treatments. For H2, a small-scale binder jet 3D printer was

indeed fabricated and used to produce multi-material samples with little waste. Within the

multi-material samples, mixed-powder samples (H2.1) did result in a nearly homogeneous

composition when assessed with EDS area scans, but small-scale microsegregation was pre-

dicted based on width of transformation peak in thermal transformation data. In contrast,

multi-material layered samples had distinct layers that did sinter at different rates, resulting

in a density variation within the same part (per H2.2). As anticipated in H3.1, lattice pa-

rameter did change during the sintering process due to a relief of residual stresses obtained

during ball milling preparation. Further lattice parameter changes could be attributed to

some improved homogenization. Finally, the reality of hypothesis H3.2 can clearly be seen

in the thermal properties of the layered part as multiple first-order peaks in the heat flow

measurements, a step towards layered multi-material parts with gradient transformations,

produced in a single manufacturing process.

6.1 Future Works: Continuation

There are a few research avenues which I believe are logical continuations to the presented

work and use current capabilities and data:

1. Probe MCE properties in the printed parts from Section 5.3 using indirect measurements

and the recently-completed direct MCE tester VSM attachment.

2. Perform interrupted heat treatment studies in-house to observe structural and property

evolution with other methods.

6.1.1 Direct and Indirect MCE Measurements

Evaluating the magnetic properties of MCE materials is an important step towards gaug-

ing practical viability. M(T ) and M(H) measurements should first be conducted on parts

presented in Section 5.3. In addition, the same hysteresis-reducing partial transformation

behavior that was shown in Figure 5.14 should be assessed.
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Figure 6.1: Cart containing air heating and cooling methods for direct MCE testing adapter

for VSM, as well as the interactive LED screen and a holding area for the piston.

Recently, the capability has been developed to measure ∆Tad in-house, and this should

be used to gather additional data on samples from Section 5.3. I advised three teams of

researchers who designed and built a magnetocaloric materials test stand for direct MCE

measurements. The first team developed methods for heating and cooling air that will flow

over a sample to change its base temperature and mounted a piston setup on the VSM

electromagnet to inject the sample quickly into a magnetic field after it reaches a stable

temperature. The second research group designed and built a containment cart (Figure 6.1),

and coded an Arduino to control the air temperature and to run designated testing sequences

where the air is heated, cooled, or stabilized as required. The third team transferred control

from an LED screen to an interactive LabView interface and redesigned the piston stand

to make sample exchange simple. Pending calibration and viability testing, the MCE test

stand can be used to perform direct MCE measurements on BJ3DP samples.

If direct MCE testing is not feasible, indirect measurements can be made using a VSM

oven attachment. As previously described in Section 2.3.2, this requires M(T ) loops from

different stable temperatures for integration using the Maxwell equation (Equation 2.3).
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Figure 6.2: SEM feedthrough designed and built for heated EBSD. Portion external to the

chamber is shown in (a), while components internal to the chamber are shown in (b).

6.1.2 Interrupted Heat Treatment Studies

Data from the E3 beamline can be clarified by experiments: heated XRD and interrupted

heat treatments with quenching. Heated XRD can elucidate structure changes throughout

the heating process by providing additional peaks for analysis. Interrupted heat treatment

allows for structural analysis from parts taken to progressively higher temperatures. Namely,

insights can be gained from progressive grain size analysis and porosity distribution (via

microscopy and tomography), and resulting MCE functionality in the parts.

Heated EBSD could also complement the heated XRD and structural analysis from

interrupted heat treatments by providing a visual and quantitative representation of the

transformation to austenite. I have already helped to design and assemble a heated stage

feed-through for the EBSD-equipped SEM, pictured fully installed in Figure 6.2.
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6.2 Future Works: New Directions

The current work has opened curiosity pathways to new research, including:

1. Investigate binder types, binder burnout, and residue interactions for BJ3DP.

2. Design a testing system for magnetocaloric parts, print heat exchanger geometries, and

test simulated in-service functionality of printed parts.

3. Expand studies to promising La(Fe,Si)13- and Mn-Fe-based magnetocaloric material sys-

tems.

4. Study interaction between strength of first order transition and porosity.

5. Test effects of magnetic alignment in BJ3DP parts.

6. Use the design process to model and simulate heat transfer in novel heat exchanger

geometries enabled by additive manufacturing.

6.2.1 Binder Burnout and Residue

One of the primary concerns for BJ3DP of impurity-sensitive materials is residual ele-

ments originating from the binder. It would be beneficial for the field to have a robust and

systematic study of binder burnout temperatures and residues for magnetic functional mate-

rials. Similar work has been done for sand molds (see, e.g. [246]). The two readily-available

commercial ExOne binders are solvent-based and water-based, though the company has re-

cently debuted a low-carbon binder and an Oak Ridge National Laboratory collaboration

has developed an in-situ crosslinking binder [247]. For any binder type that can be acquired,

detailed thermo-gravitational analysis should be conducted to assess burnout temperatures

both for the pure binder and for powder that has been mixed with binder. After binder

burnout, composition should be measured, taking care to include the elements C and O.

With impurity analysis conducted, the amount of residual elements can then be related to

structural features and functional properties, as has been done for metal injection molding

of La-Fe-Si-based MCE materials [179,248].
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Figure 6.3: Size distribution for La(Fe,Si)13-based powder.

6.2.2 Additional Promising MCE Materials

Though Ni-Mn-based magnetocaloric materials are beneficial for being non-rare-earth

containing while maintaining favorable MCE properties, there are two other primary candi-

dates for magnetic cooling: La(Fe,Si)13-based and Mn-Fe-based alloys. Further investigations

into binder jet printing of these two alloys would be beneficial.

Preliminary work has begun on a La(Fe,Si)13-based alloy. Fe-La-Ce-Si-Mn powder from

a collaborator has been characterized (Figure 6.3), printed, and cured. La has a high affinity

for oxidation [149], which led the first BJ3DP parts to be unsuccessful when a water-based

binder was used. After a switch to solvent-based binder, oxidation reduced and as-printed

part quality improved. Thermal properties were then analyzed for as-received powder, pow-

der heated to the curing temperature in air, and powder heated to the curing temperature in

an argon atmosphere (Figure 6.4). Thermal transformation data collected for the as-received

powder indicated a first-order transformation around 5 ◦C, and a Curie Temperature (TC)

around -64.4 ◦C on cooling. When the powder was heated to the curing temperature (180

◦C for 2 h), the transformation peak on cooling shifted to around -5 ◦C and widened, but the

TC hardly shifted, to -64.6 ◦C. To test whether the temperature or the atmosphere during

curing was the factor affecting the transformation temperature, the as-received powder was

encapsulated in a argon-purged vacuum atmosphere and subjected to the heating process
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Figure 6.4: Thermal transformation data for as-received powder (NEW), as-received pow-

der heated through curing conditions in air (NEWcure air), and as-received powder heated

through curing conditions in an inert atmosphere (NEWcure inert). Full plot is on the left,

and a magnified view of the low-temperature transformation is on the right.

again. Encapsulated and heated powder showed a slight increase in transformation tempera-

ture to around 10 ◦C on cooling, and little change in TC , to -65 ◦C. This indicates a need for

an inert atmosphere while curing green parts from binder jet 3D printing of Fe-La-Ce-Si-Mn.

To determine whether the thermal shift came from an obvious appearance of an oxide, or

some clear change in structure, XRD analysis was conducted. Diffraction patterns as given

in Figure 6.5 showed no additional phases, and no significant change in structure between the

as-received powder, powder recovered from printing with either aqueous or solvent binders,

and powder heated in an inert atmosphere. There was however a small shift from the aqueous

and solvent residue powders (cured in air) to the as-received and inert-atmosphere heated

powder.

Recognizing the need for consistent inert curing atmosphere for post-processing BJ3DP

parts, I advised a team who designed an inert curing containment unit. This inert curing

box is nearly completed, and a design version is shown in Figure 6.6. In addition, more

consistent printing results can be obtained with a commercial BJ3DP printer, though powder

bed volume requirements are higher. With limited amounts of powder, a small build bed

box adapter for the commercial ExOne X-1 Lab printer is necessary. I advised a team
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Figure 6.5: XRD plots of as-received powder (NEW), powder retrieved from prints with

aqueous water-based (USEDaq) and solvent (USEDsolv) binders, and powders heated in

an inert atmosphere (NEWcure inert). The right-hand plot magnifies the most interesting

region from the left-hand plot.

Figure 6.6: Design of inert curing box.
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Figure 6.7: Final design of build bed reducer.

who designed such a build bed adapter and transfer system (shown in Figure 6.7), which is

completed but not fully tested.

While Ni-Mn-based Heusler alloys have not yet been commercialized, Mn-Fe-P-Si al-

loys were sold by BASF beginning in 2013 [249] and were in a prototype wine cooler in

2015 [250]. (Mn,Fe)(P,X) alloys form a hexagonal P-62m Fe2P-type structure that partic-

ipates in a magneto-elastic, itinerant metamagnetic phase transition from paramagnetic to

ferromagnetic, where the lattice parameter suddenly changes sharply but the structure re-

mains the same [6, 59]. This category of magnetic refrigerants was first reported in 2002

by Tegus et al. as the MnFeP1-xAsx system, where 0.15 ≤ x ≤ 0.66 and the P/As ratio

could be tuned to tailor TC [251]. Research quickly turned to the elimination of the toxic

element As from the compound, and this was successfully achieved with Mn1.2Fe0.8P1-xGex in

2006 [252]. Since Ge is a costly element, the compound was refined further into MnFeP1-xSix

with 0.28 ≤ x ≤ 0.64, and the Fe2P-type structure was retained [253]. These acceptable con-

centrations were slightly different in a phase diagram published by Höglin et al in 2015 [254]

where the Fe2Si-forming range was reported to be about 0.24 ≤ x < 0.5, temperature-

dependent. Off-stiochiometric MnxFe1.95-xP0.5Si0.5 shifts from a second order to a first order
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phase transition with an increase in the Mn/Fe ratio, with x < 1.40 showing a first or-

der transformation [59]. Further improvements to performance have been made with small

alloying additions such as B or C [40, 128, 140]. Several review papers have discussed the

evolution of (Mn,Fe)(P,X) materials, and the reader is referred to these for further read-

ing [6,60,255]. While Mn-Fe-P-Si compounds have a lower relative cooling power compared

to La-Fe-Si and Gd compounds, the major benefit to developing Mn-Fe-P-Si is the presence

of only cheap and abundant elements within the composition, in contrast with those con-

taining La or Gd. Since these compositions are commercialized and deemed quite viable,

additive manufacturing investigations should be extended to Mn-Fe-based alloys.

6.2.3 Phase Transition Order and Porosity

Due to published data, it is expected that an increase in porosity will increase the mag-

netocaloric effect for the strong first order phase transition (FOPT) magnetocaloric material

(Ni-Mn-Cu-Ga), and that an increase in porosity will decrease the magnetocaloric effect for

the weak FOPT magnetocaloric material (Mn-Fe-P-Si or Fe-La-Ce-Si-Mn). Practical func-

tionality is also a function of hysteresis losses and mechanical stability, and it is expected

that hysteresis will decrease and stability can experience a moderate increase for both strong

and weak FOPT materials with an ideal level of porosity.

A graphical representation of the future works project materials and experiments is

shown in Figure 6.8. Two materials will be used - one a strong FOPT material, and the

other a weak FOPT material (listed as Mn-Fe-based but could be La(Fe,Si)13-based if heat

treatment conditions are adjusted accordingly) - and each will undergo two experiments for

response surfaces. Since the testing of functionality and stability requires an understanding

of microstructure development due to sintering conditions, the first experiment is a design

of experiments response surface (here referred to as the structural response surface) that

will help to determine the effects of powder size, sinter temperature, and sintering time on

bulk porosity and grain size. Using the results from the first response surface, the second

(functional) response surface will be constructed using the input factors of bulk porosity,

grain size, and cooling process to evaluate the responses of cycling cracking, ∆Tad, and
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Figure 6.8: Graphical representation of the materials and experiments to study strong vs.

weak first order materials.
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thermal hysteresis. Experiments are denoted in Figure 6.8 by their constituent material as

well as their experiment number (e.g. M1.E1 for the structural response surface for the

strong FOPT material).

Aspects of the experiment that will not vary are listed below:

• For this entire study, the alloy compositions will be held constant unless the

chosen compositions are not functional after printing and sintering. Knowledge

gained about porosity effects is transferable to different (similar) compositions,

so the additional variable of changing composition is not necessary.

• Ordering step at 400 ◦C for 1 h (M1) or 850 ◦C for 20 h (M2).

• During the sintering thermal profile, binder burnout will occur via a 30 min

holding time at 700 ◦C.

• Samples will be cylinders of 1 mm height and diameter.

Responses will be measured in the following ways:

• Porosity will be measured using Archimedes’ principle to determine bulk density.

• Grain size will be measured through mounting, polishing, and etching and sub-

sequent image analysis of optical micrographs.

• Cyclic cracking will be measured using micro-computed tomography. Since un-

mounting and remounting during cycling can alter results, a high level of cycling

will be chosen (300-500 cycles), and samples will be removed after that number

of cycles and analyzed using µCT to find crack surface area per material volume.

• ∆Tad will be measured using a custom-built direct MCE testing machine, which

is constructed but not yet tested and calibrated. The same machine can be used

to conduct cycling tests.

• Thermal hysteresis will be measured using an M(T ) test in the VSM. If tem-

perature requirements are out of the range of VSM capabilities, hysteresis can

also be measured using DSC data.
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6.2.4 Magnetic Alignment in BJ3DP Parts

In accordance with a patent application filed by our group, magnetic alignment during

binder jet 3D printing may improve structure and properties of MCE materials [256]. When

the powder is magnetic (ball milled powder must be stress-relieved even if the composition

is magnetic), it will tend to align along the field lines of an applied magnetic field. This

can be expanded for Ni-Mn-based FSMAs because in the martensitic phase, the unit cell

has an easy axis of magnetization. If particles can be aligned according to this easy axis of

magnetization, then a textured material may result. Less variation in the unit cell alignment

could improve MCE (and other magnetic functional) behavior.

Within the custom-built binder jet 3D printer, a capability was included to add an

electromagnetic coil to generate a magnetic field. This field was tested for magnitude within

a filled powder bed, and results are plotted in Figure 6.9. With increasing current, the

field increased in a linear manner. For printing tests, the field was maintained at 8 mT by

providing a 4 A current. Higher fields generated large amounts of heating, and caused the

powder to stack far above the powder bed surface, which is not viable for printing. For

further investigation (and currently under development) is a method to apply the magnetic

field such that the field lines are parallel to the print bed rather than perpendicular.

6.2.5 Heat Transfer in 3DP Magnetocaloric Heat Exchangers

Using additive manufacturing for fabrication provides unprecedented geometrical free-

dom for the design of heat exchangers. Without typical constraints, new heat exchanger

designs can be imagined and evaluated via constitutive equations describing heat transfer

and fluid flow. I advised a team to develop a numerical model to describe a newly-designed

heat exchanger geometry as shown in Figure 6.10. This model will next be further verified,

refined to include full cooling cycles and the time domain, and extended to 3D simulation.
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Figure 6.9: Field vs. current for powder bed of the custom binder jet printer, and schematic

showing the effects of a magnetic field on the powder bed when the powder is magnetic.

Figure 6.10: Heat exchanger design, enabled by 3D printing. (a) Flow direction indicated

on the part. (b) Cross-section showing pointed fin design.
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7.0 Broader Outlook

The current work has been a foray into the intersection between the large and exten-

sive communities of magnetocaloric research and additive manufacturing, and the intended

broader impact is an exchange of expertise between the MCE materials community and the

additive manufacturing one. With the combined knowledge of the fields, researchers will be

able to overcome the manufacturing and materials challenges presented and produce safer,

more efficient cooling solutions.

Part quality is affected by a large number of factors in AM methods, and many of

them are intertwined: machine parameters (laser type and optics, spot size, temperature

distribution in the chamber, build plate material and temperature, powder feed method),

feedstock parameters (flowability, quality, size distribution), environmental state (humidity,

shielding gas), and process parameters (laser power and scan speed, scan spacing and hatch

strategy, layer thickness, roller speed, binder saturation). For a set of materials systems

whose functional performance depends on consistency and predictability in all aspects of

composition and microstructure, AM methods present a significant challenge as a fabrication

route. However, the potential is too great to ignore: AM could unlock enhanced functionality

and applicability by allowing geometrical freedom, enabling gradient structures, and avoiding

the need for subtractive manufacturing of brittle materials. Breaking AM into the broad

categories of laser-based and binder jetting, challenges and benefits can be identified for each,

and this overview is presented in Table 7.1.

To move AM of MCE and other functional magnetic materials (FMM) forward, pre-

dictability of outcomes must first be improved. Much of the current useful work in this area

is individual studies of small sets of parameters, indicating the effects of and interaction

between those parameters for a specific FMM (e.g. [146]). While these works are important

steps on the road of progress, true leaps will be made by enabling predictive modeling of

process outcomes: structural, compositional, and functional.

Process maps for individual material systems are an important aspect of advancing pre-

dictive modeling, but must be used with caution when not all other variables of the process
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Table 7.1: AM methods, challenges, and benefits for MCE materials

AM Method Challenges Benefits Related References

Laser-based

microsegregation high density
[112,143,146,150,182]

residual stress no binder

phase change (liquid) layered printing
[139,175,189,191,257]

evaporative element loss gradient structures

Binder Jetting

post-processing required structure retention

[183–185,187,188]
consistency across prints layered printing

diffusion during sintering gradient structures

binder contamination

are replicated [258]. Translation of optimal parameters to new materials without needing

to test a wide range of parameter combinations enables smarter initial predictions [259].

Taking a more reactive approach during the printing, in-situ monitoring systems are being

developed to tailor print quality, sometimes accompanied by the ability to automatically

adapt parameters during the print [260, 261]. All of these advancements rely on processing

an increasing amount of information about the manufacturing method. Integrating machine

learning with more extensive metrology during the manufacturing process is likely the most

promising solution for controlling the many variables in AM processes [262].

AM is a field that is advancing at an astounding pace. It is inevitable that a collective

understanding of predictive modeling will emerge from the accumulation of the work done

by many researchers. Once AM no longer has such an unpredictable nature, the expertise of

the functional magnetic materials (FMM) community can be most effectively applied. Initial

studies on AM of FMM with incremental parameters and limited sets of parameters can be

used as a starting point when using machine learning tools to recognize structure and com-

position, providing insight into how process modifications may generate improved materials

and devices. The dedicated FMM community must be prepared to take full advantage of

predictive modeling and data-driven manufacturing, leveraging the ability to tailor compo-
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sition and porosity while building highly efficient heat exchangers that are unconstrained by

typical geometric requirements.
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Appendix Time-Temperature-Parameter Plots

Figure A1: Time-temperature-lattice parameter plots for the sintering process.
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Figure A2: Time-temperature-intensity plots for the sintering process.
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Figure A3: Time-temperature-lattice parameter plots for the annealing process.
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Figure A4: Time-temperature-intensity plots for the annealing process.
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[93] Concepcio Segúı, Joan Torrens-Serra, Eduard Cesari, and Patricia Lázpita. Opti-
mizing the Caloric Properties of Cu-Doped Ni–Mn–Ga Alloys. Materials, 13(2):419,
2020.

[94] Ian Gibson, David W. Rosen, and Brent Stucker. Additive Manufacturing Technolo-
gies. Springer US, Boston, MA, 2010.

[95] Stephen Mellor, Liang Hao, and David Zhang. Additive manufacturing: A framework
for implementation. International Journal of Production Economics, 149:194–201,
2014.

138
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[171] J. Kaštil, J. Tětek, and A. Tuček. Experimental Investigation of Small-Scale Magne-
tocaloric Refrigerator. Acta Physica Polonica A, 124(4):740–744, oct 2013.

146



[172] Theo Christiaanse and Ekkes Brück. Proof-of-Concept Static Thermomagnetic Gen-
erator Experimental Device. Metallurgical and Materials Transactions E, 1(1):36–40,
2014.

[173] A. Sarlah, A. Kitanovski, A. Poredos, P. W. Egolf, O. Sari, F. Gendre, and Ch Besson.
Static and rotating active magnetic regenerators with porous heat exchangers for
magnetic cooling. International Journal of Refrigeration, 29(8):1332–1339, 2006.
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of Micro, Nano- and Non-Crystalline Materials. Hot Topics in Thermal Analysis and
Calorimetry, volume 9, chapter 5, pages 99–133. Springer, Dordrecht, 2012.

[205] Stefan Mathias Sarge, Wolfgang Hemminger, and Günther W. H. Höhne. Part Two:
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