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Abstract 

Interactions between Metal-Organic Frameworks and Chemical Warfare Agents 

 

Jonathan P. Ruffley, PhD 

 

University of Pittsburgh, 2021 

 

 

 

Continued use of chemical warfare agents has motivated interest in new materials 

providing enhanced capture, detection, and destruction of such agents. Metal-organic frameworks 

(MOFs), and specifically the UiO family of MOFs have been extensively studied for adsorption 

and degradation of chemical warfare agents (CWAs) and their simulants. We have used density 

functional theory (DFT) to design functionalized MOFs having a range of binding energies for the 

nerve agent simulant dimethyl methylphosphonate, the blister agent HD and its simulant molecule 

2-chloroethyl ethylsulfide, and the nerve agents GB, VX, and A-234. We find that the order of 

predicted binding energies of DMMP from simulations agrees with data from temperature 

programmed desorption experiments. Moreover, the values of the binding energies are also in good 

agreement. This serves as a proof-of-concept that ab initio calculations can guide experiments in 

designing MOFs that exhibit higher affinity for CWAs and their simulants. We then use these 

MOFs in additional calculations to determine the capability of 2-CEES at predicting the binding 

interactions of HD and evaluate their performance in binding the nerve agents. We find that 2-

CEES provides reasonable qualitative predictions of HD behavior, and the nerve agents bound 

with varying degrees of strength. We identify a series of MOFs: UiO-67-NH2, UiO-67-OH, and 

UiO-67 that exhibit a strong gradient in binding strength for A-234. 
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1.0 Design, Synthesis, and Characterization of Metal-Organic Frameworks for Enhanced 

Sorption of Chemical Warfare Agent Simulants 1 

1.1 Introduction 

Chemical warfare agents (CWAs) are a persistent and evolving threat. Therefore, continued 

development of mitigation and defense technologies is necessary. Currently, a combination of 

high-efficiency particulate air (HEPA) media and activated carbon impregnated with materials 

capable of reacting with volatile species is used in respirators to protect against exposure to 

CWAs.2-4 While highly effective in capturing a variety of deadly species, microporous carbon-

based materials suffer from limited selectivity to CWAs due to their ill-defined pore sizes, shapes, 

and pore chemistry.5 In addition, the lack of catalytic activity in purely carbonaceous sorbents 

(e.g., activated carbon) results in the potential re-emission of CWAs.6-7  

Key features of an ideal reactive sorbent material for CWA removal include high capacity 

and selectivity towards CWAs, the ability to convert CWAs into benign products, stability under 

a variety of conditions for a long period of time, and the ability to regenerate the sorbent and 

catalyst. To this end, metal-organic frameworks (MOFs) have many advantages. Compared to 

porous carbons, many MOFs have not only larger surface areas for high adsorption capacity, but 

also well-defined pores required for high selectivity.8-9 Further, MOF pore dimensions and 

chemistry can be systematically modified by adjusting the size and functional groups of organic 

linkers, which can significantly affect MOF-adsorbate interactions and potentially lead to 

enhanced selectivity for specific adsorbates.10-11  
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A variety of MOFs have been examined for CWA simulant adsorption and destruction.12-

17 Computational and experimental methods demonstrate that MOFs degrade CWAs and less 

hazardous CWA simulant molecules in acidic/basic/neutral solutions,12-13,18-21 under ambient 

conditions,22-23 catalytically,12-13, 18-21, 23-25 non-catalytically,22 when impregnated into other 

materials such as textiles,21, 25-26 and when doped or impregnated with other materials, such as 

Lewis bases.20, 24 

In this work we focus on the UiO family of MOFs.27 These MOFs consist of 

Zr6O4(OH)4(COO)12 secondary building units (SBUs) interconnected by linear dicarboxylate 

ligands and are known for their exceptional thermal, mechanical, and chemical stability.27-29 By 

introducing functional groups to the ligands pre-synthesis, a variety of variations of these MOFs 

have been synthesized while maintaining excellent stability properties.30-33  

Recently, Wang et al. reported that dimethyl methylphosphonate (DMMP), an adsorption 

simulant for sarin, can be adsorbed by non-functionalized Zr-based MOFs via both reversible 

physisorption and irreversible chemisorption.22 However, there have been relatively few studies 

of the interactions of CWAs or CWA simulants with functionalized MOFs.34 Our hypothesis is 

that different functional groups incorporated into MOF linkers can be used to tune the adsorption 

strength of CWAs. At the outset, it is not obvious that CWA or simulant adsorption strengths can 

be controlled through modifying the linker with different functional groups because these 

molecules typically interact strongly with the SBU rather than the linker.22, 35 However, the strong 

guest-SBU interactions are typically due to the presence of defects, such as missing linkers;22, 35-36 

we assume that in relatively defect-free MOFs the sorbent-sorbate interactions can be tuned by 

introducing functional groups on the linker.  
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This work examines the adsorption of DMMP in functionalized UiO-67 with the goal of 

identifying functional groups that impart enhanced MOF-DMMP binding. We use a variety of 

computational methods to probe three functionalized UiO-67 MOFs and compare results with our 

experimental colleagues, determining the nature of their interactions with DMMP. The studies and 

conclusions presented herein will inform our design of stratified MOFs37 containing specific 

domains that selectively concentrate CWAs and others that reject undesired background molecules 

and/or enhance the removal of CWA degradation products. 

1.2 Experimental and Theoretical Methodology 

1.2.1 Functional Group Identification 

We selected UiO-67 as the platform MOF for our studies because its pore windows are 

sufficiently large to permit facile diffusion of CWAs and their simulants.22 We note, however, that 

stability of the UiO MOFs generally decreases with increasing ligand size;28, 38 UiO-67 is an 

appropriate selection to balance stability and pore size concerns. It has been shown that UiO-67 is 

not stable in the presence of water vapor;39 however, the synthesis procedure used40 is different 

than that used here, and reactivity with water may depend on the synthesis used, assuming the 

reactivity is defect driven. 

We confined our search for functional groups to a subset of those that have already been 

incorporated within UiO-6x MOFs.30, 41-43 Specifically, we considered the ligands shown in Figure 

1, derivatized from 1,1’-biphenyl-4,4’-dicarboxylate (BPDC) with  different substituents  at the 2-
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position, including -H, -CH3, -SH, -NH2, -N3, -NO2, -Br, and -Cl. We denote the corresponding 

UiO-67 analogue MOFs as UiO-67-X, where X represents the functional moiety. 

 

 

 

Figure 1. Ligands computationally screened to create a UiO-67 family MOF (from left to right: BPDC, CH3-

BPDC, SH-BPDC, NH2-BPDC, N3-BPDC, NO2-BPDC, Br-BPDC, Cl-BPDC). 

 

 

As an initial screening of the binding of DMMP with the functionalized MOFs, benzene 

was used to represent the BPDC linker. Binding energies of DMMP with functionalized benzene 

was considered as a surrogate for the binding energies of DMMP in the UiO-67-X MOFs. The 

ABCluster44-45 program was used to generate 20 random configurations of DMMP around the 

functionalized benzene rings in order to identify the ground state binding configurations. These 

configurations were then optimized using density functional theory (DFT) as implemented in 

Orca.46 Convergence criteria are reported in Appendix Table A1 of Appendix A. The Perdew-

Burke-Ernzerhof (PBE) functional47 was used with the Def2-TZVP basis set48-49 and the D3BJ 

dispersion correction.50-51 The resulting energies were checked for basis set superposition error via 



 5 

the Boys-Bernardi counterpoise correction52 as implemented in Gaussian 09,53 shown in Appendix 

Figure A2. 

The level of theory was verified to give appropriate results for the systems of interest by 

comparing the DFT results with delocalized pair natural orbital coupled-cluster singles doubles 

perturbational triples (DLPNO-CCSD(T))54 calculations, shown in Appendix Figure A1. A 

single DMMP molecule as well as each of the functionalized benzene molecules were relaxed 

following this same procedure. The resulting energies were then used to calculate binding 

energies via eq (1-1). 

 

 ∆𝐸bind = 𝐸𝐴𝐵 − 𝐸𝐴 − 𝐸𝐵 (1-1) 

 

 

 

Note that ∆𝐸bind is negative if binding is favorable. The functionalized linkers were incorporated 

into perfect UiO-67 primitive cells. The atom positions, using lattice parameters of relaxed UiO-

67 (a = b = c = 19.1 Å, 𝛼 = 𝛽 = 𝛾 = 60°) were then relaxed using DFT as implemented in 

CP2K.55-57 The lattice parameters of each MOF were not relaxed because it has been shown that 

there is minimal difference between the parameters of functionalized ligand MOFs.58 The PBE 

functional47 was used in conjunction with the Goedecker-Teter-Hutter pseudopotentials59 and the 

DZVP-MOLOPT-SR basis set,60 and Grimme’s dispersion correction50 was applied. The cutoff 

and relative cutoff were 400 Ry and 50 Ry, respectively. Convergence information is included in 

Appendix Figure A2 and Appendix Figure A3. The DIIS orbital transformation minimizer57 and 

LBFGS optimizer61 were used. These settings were used for all other CP2K calculations in this 

work. A single gas phase DMMP molecule was also relaxed using this procedure to compute 

binding energies. 
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The ground state of a single DMMP molecule in the various UiO-67-X MOFs was estimated 

using the following procedure: A single DMMP molecule was randomly placed into the octahedral 

pore of each primitive cell. Ab initio molecular dynamics (AIMD) simulations in the canonical 

ensemble were carried out on the periodic system at a temperature of 1000 K using the GLE 

thermostat.62-63 The AIMD simulations were run for 7.5 ps, using a timestep of 0.5 fs. The 

coordinates of the AIMD simulations were saved every 100 timesteps and the sampled geometries 

were relaxed in CP2K to their local minima. The lowest energy structure identified was used in eq 

(1-1) to compute the binding energy for each functionalized MOF. Strongest binding energy 

structures for each MOF were then retested by substituting functional groups for all other MOFs 

into these structures as additional configurations to test. 

1.2.2 DMMP Force Field 

Existing classical force fields for DMMP have been reported in the literature.64-65  However, we 

chose to develop a fully flexible force field with intramolecular potential parameters for DMMP 

generated by the QuickFF formalism.66 Our force field is based on model 2 from Vishnyakov and 

Neimark,65 with corrected charges. Details of the procedure are given in Appendix A. We chose 

this approach to facilitate rapid generation of force fields for other simulants and CWAs to be used 

in molecular dynamics simulations. 

A Lennard-Jones and Coulomb model was used for non-bonded interactions. Electrostatic 

parameters were corrected to achieve charge neutrality while producing a physically reasonable 

dipole moment for DMMP67 Lennard-Jones parameters were adjusted to reproduce the liquid 

density of DMMP at 298 K and 1 atm. Ewald summation68 was used to calculate electrostatic 

interactions. Lorentz-Berthelot combining rules were used for unlike interactions. Intramolecular 
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interactions involving atoms separated by less than four bonds were excluded. Molecular dynamics 

simulations were performed using LAMMPS69 in the isothermal-isobaric ensemble.70 These 

results were compared to isothermal-isobaric Monte Carlo simulations performed in RASPA71 in 

order to validate the potential. Initial configurations for LAMMPS simulations were created with 

Packmol.72 Additional details of these simulations are reported in Appendix Table A3 and 

Appendix Table A4. DMMP force field parameters are given in Appendix Table A5 through 

Appendix Table A8.  

 

1.2.3 Simulated Isotherms 

Simulated surface areas were calculated for each MOF using a Lennard-Jones 12-6 argon 

model73 following an accessible surface area procedure.74 Brunauer-Emmett-Teller (BET)75 

surface areas were calculated from nitrogen isotherms measured at 77 K.1 Excess adsorption 

isotherms of nitrogen at 77 K using a potential taken from the literature76 and absolute adsorption 

isotherms of DMMP at 298 K were simulated in the three UiO-67-X MOFs from GCMC 

simulations using the RASPA71 software package. Density Derived Electrostatic and Chemical 

(DDEC) charges for the atoms in each MOF were computed using the DDEC677-80 formalism 

based on DFT derived electron density calculations. Ewald summation68 was used to calculate all 

electrostatic interactions. The Lennard-Jones parameters for the MOF atoms were taken from 

DREIDING,81 except zirconium, which was sourced from UFF,82 as has been done previously.83 

The potential was truncated at a cutoff of 14.0 Å and standard tail corrections were applied.84 

Lorentz-Berthelot combining rules were used for unlike interactions. Helium void fractions were 

calculated for each MOF (Appendix Table A9), and the ideal gas Rosenbluth weight of DMMP 
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was calculated to be 0.00556.71 A supercell containing eight primitive cells with fixed MOF atoms 

was used for all GCMC simulations. One cycle was defined as N steps, where N was the number 

of adsorbates in the system at the beginning of the cycle. Each state was run for 5×104 equilibration 

cycles and 2×105 production cycles. 

1.3 Results and Discussion 

1.3.1 Functional Group Selection 

Binding energies for DMMP on periodic crystal models of UiO-67-X for X = H 

(unfunctionalized), CH3, SH, NH2, N3, NO2, Br, and Cl are shown in Figure 2a. The strongest 

binding energy for each pair is plotted. A parity plot of binding energies computed from crystal 

and cluster models in given in Appendix Figure A4; trends in binding energies do not agree for 

the crystal and cluster calculations. The order from weakest to strongest binding for the crystal 

model is H < SH < Cl ~ NO2 < N3 < CH3 < Br < NH2. The cluster binding energies are ordered 

from weakest to strongest as H < Cl < Br < N3 < CH3 < NO2 < SH < NH2. Both models agree that 

H is the weakest, NH2 is the strongest and CH3 is intermediate. We therefore chose these three 

systems for experimental study. UiO-67-CH3 has not been previously reported in the literature, 

although UiO-66-CH3 has been synthesized.32 The geometries of the most favorable binding 

configurations for these three systems are also shown in Figure 2. 

Examination of the energy local minima of DMMP and the crystal MOF model reveals that 

DMMP interacts with the confluence of linkers around the SBU of the MOF in each case (Figure 

2 and Appendix Figure A5 through Appendix Figure A12). This demonstrates that while 
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functionalization of the ligand indeed appears to impact the binding energy of the MOF, the cluster 

model is not appropriate for making binding strength predictions; even if it produced substantially 

better agreement with the crystal model than that observed here, it is not an accurate physical 

representation of the interaction of interest; that of DMMP in an environment with several linkers. 

It is important to note that the DMMP does not interact directly with the SBU in the absence of 

missing linker defects, as can be seen from the closest pairwise interactions between DMMP and 

the framework coming from O atoms on DMMP interacting with H atoms on the linkers (Figure 

2). It is also instructive to note that DMMP does not directly interact with the CH3 functional group 

in UiO-67-CH3, as can be seen from Figure 2c. We surmise that the CH3 group provides steric and 

van der Waals interactions that increase the binding energy of DMMP relative to some other 

functional groups. The energy trend compares quite favorably with the desorption energies 

determined via temperature programmed desorption (TPD, done by experimental colleagues), with 

DFT predicting weaker binding than the experiments by around 10 kJ/mol. 
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Figure 2. (a) Crystal binding energies computed from CP2K DFT calculations. (b) Optimal binding geometry 

of DMMP with UiO-67-NH2. Dashed lines indicate hydrogen bonds of 2.34 Å (top) and 2.45 Å (bottom). (c) 

Optimal binding geometry of DMMP with UiO-67-CH3. Dashed lines indicate hydrogen bonds of 2.28 Å 

(vertical) and 2.40 Å (horizontal). (d) Optimal binding geometry of DMMP with UiO-67. Dashed line indicates 

hydrogen bond of 2.76 Å. For panels (b), (c), and (d), Zr shown in light blue, oxygen shown in red, carbon 

shown in gray, nitrogen shown in blue, hydrogen shown in white. Visualizations created with OVITO.85 

  

(a) (b) 

(c) (d) 
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Table 1. Kinetic parameters extracted from desorption profiles following 1000 L DMMP on UiO-67-X, along 

with DFT predictions of the negative of the binding energies.  

MOF *Tdes (K) Edes (kJ/mol) EDFT (kJ/mol) 

UiO-67-NH2
 334 87 ± 2.0 74 

UiO-67-CH3 307 81 ± 0.5 71 

UiO-67 260 76 ± 2.0 64 
*Tdes shown for single TPD spectra at 1000 L DMMP 

exposure with a heating rate of 2.2 K/s.  

 

1.3.2 Simulated DMMP Adsorption Isotherms 

We simulated adsorption isotherms of DMMP in the three MOFs at 298 K using the GCMC 

method. Our simulated isotherms are shown in Figure 3. At low pressures, the amount adsorbed 

follows the binding energy trends predicted by DFT calculations. This is reasonable because the 

adsorbate-adsorbent interactions are expected to be dominated by the most attractive binding sites 

at low coverage. At higher loading, surface area is the dominating factor in adsorption, following 

the trend predicted by BET analysis and surface area calculations (Appendix Figure A13 and 

Appendix Figure A14 respectively). A logistic 3P function was fit to each isotherm, and statistical 

analysis was conducted. The results of this analysis, tabulated in Appendix Table A10 and 

Appendix Table A14, indicate that the differences in isotherms for the MOFs are statistically 

significant.  
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Figure 3. Absolute adsorption isotherms computed from GCMC simulations for DMMP at 298 K in UiO-67-

NH2, UiO-67-CH3, and UiO-67. 

1.4 Conclusions 

Density functional theory has been used to predict ligand functionalizations that yield 

differential uptake of DMMP in a UiO-67 family MOFs. Three functionalized MOFs were 

synthesized based on DFT predictions of differential binding energies. TPD experiments showed 

that the functionalized MOFs indeed exhibit the same order of adsorption affinities for DMMP 

predicted from DFT calculations and classical GCMC simulations. These results demonstrate that 

functionalized MOF domains with differential affinity for CWAs can be fabricated, providing a 

foundation on which stratified MOFs for CWA capture may be based. Our calculations and 

experiments predict that a stratified MOF consisting of UiO-67-NH2⊂UiO-67-CH3⊂UiO-67 will 

show an equilibrium concentration gradient of DMMP induced by the differential binding of 

DMMP. 
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2.0 Modeling of Diffusion of Acetone in UiO-66 (accepted) 

2.1 A Note on Chapter 2 

All diffusion calculations described in this chapter were conducted by undergraduate 

students under my joint supervision with Prof. J. Karl Johnson. These calculations used scripts I 

developed to allow for direct insertion of molecules into MOF pores, run simulations, and collect 

and process data. I also wrote the backbone script used in running the molecular dynamics 

simulations. Additional intellectual contributions include measurement of distances between 

ligands of pore windows during molecule transits to assess the importance of framework flexibility 

on diffusion.  

2.2 Introduction 

Metal-organic frameworks (MOFs) are porous materials comprised of metal oxyhydroxide 

secondary building units (SBUs) connected by organic ligands (linkers). MOFs have applications 

in a variety of fields,86-87 with substantial efforts focused on the use of MOFs for gas separations88-

91 and adsorption.1, 92-95 MOFs have also been used for chemical warfare agent (CWA) capture and 

degradation. Specifically, UiO-66 and its derivatives have been widely studied for this purpose.1, 

96-100 Effective use of these materials requires an understanding of mass transport limitations 

because agents must rapidly adsorb and diffuse into the interior of the MOF, where they are 
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temporarily captured (through physisorption) and can react at active sites (through chemisorption 

at open metal sites) within the MOF.  

 

UiO-66 has a formula unit containing one SBU constructed of 6 Zr atoms with 4 µ3-O atoms 

and 4 µ3-OH groups, coordinated by 12 benzene dicarboxylate (BDC) moieties [Zr6(µ3-O)4(µ3-

OH)4](C8H4O4)6]. The µ3-OH groups may form hydrogen bonds with some CWAs and CWA 

simulants, which could significantly impact adsorption and diffusion. We note that it has been 

reported that UiO-66 may be reversibly dehydroxylated by heating to high temperature in 

vacuum,29, 101 which eliminates the µ3-OH groups. We do not consider the dehydroxylated form in 

this work because under practical conditions UiO-66 would be in its hydroxylated state. The SBUs 

of UiO-66 are 12 coordinated by BDC linkers, with each linker shared between two SBUs, making 

all the Zr atoms in the SBU fully coordinated in pristine UiO-66. CWAs are typically too large to 

diffuse at appreciable rates in pristine UiO-66.102 In practice it is defective UiO-66 that is of 

interest. However, we first seek to understand baseline interactions, adsorption, and diffusion in 

pristine UiO-66.  

 

Ramsahye and Maurin provide an excellent overview of the calculation of diffusion in MOFs 

from molecular simulation.103 Simulation based methods have been used to study diffusion in 

MOFs, almost exclusively through the use of classical molecular dynamics.104-116 However, there 

is at least one study using density functional theory calculations,117 but time scales for these 

simulations are three orders of magnitude smaller (10s of ps rather than 10s of ns) than classical 

potential simulations.  
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Diffusivities of a variety of molecules in MOFs are reported in the literature, including: 

hydrogen,106-108, 115, 117-119 noble gasses,105, 115, 120 CO2,
110, 113, 115 N2,

110, 115 alkanes,107, 110-111, 113-115 

acetylene,109 terephthalic acid,112 benzene,116 and mixtures.107-108, 110, 121-122 

An important consideration in simulation studies of diffusion in MOFs is whether to model the 

framework as rigid or flexible. Many previous simulation studies of diffusion approximated the 

MOFs framework as being rigid.104-115 The use of rigid frameworks makes the simulations more 

computationally efficient and greatly simplifies the construction of the potentials used for 

simulating the MOFs. Simulations of diffusion using flexible frameworks have also been 

performed.105, 113, 116-117 Simulations report self-diffusivities,105-117, 120 as well as corrected and 

transport diffusivities.113, 115, 120 We note that these three types of diffusivities are equivalent in the 

limit of low loading.123 In this work we report self-diffusion, as calculated from the Einstein 

relation given by  

𝐷𝑆 =
1

2𝑡𝑑
〈∑|𝑟𝑖(𝑡) − 𝑟𝑖(0)|2〉 

(2-1) 

 

 

 

Where t is the time, d is the dimensionality of the system, the sum is over all atoms of diffusing 

molecules in the system, and the angle brackets denote an ensemble average. 

The transport diffusion of benzene, toluene and xylene through UiO-66 via isothermal diffusion 

experiments has been studied with in situ infrared (IR) spectroscopy. The pore window was found 

to limit diffusion, and diffusion rates decreased with increasing molecular size.124 Diffusion 

coefficients were on the order of 10-10 m2/s to 10-16 m2/s and although the guest molecules are 

nonpolar, IR spectroscopy indicated hydrogen bonding interactions with the framework µ3-OH 

groups. Sharp et al. considered the transport of n-butane using in situ IR in UiO-66 and reported 

diffusion coefficients on the order of 10−10 cm2 s−1.125 
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In this work we seek to elucidate the impact of framework flexibility and hydrogen bonding on 

adsorption and diffusion of polar molecules in UiO-66. As a first step, we have chosen to study 

adsorption and diffusion of acetone in pristine UiO-66, reasoning that one should first understand 

the pristine material before including the impact of missing linker defects, since these defects are 

difficult to fully characterize. We chose acetone for this study because it is small enough to be 

expected to diffuse rapidly through the small windows of UiO-66 and also because it is a strongly 

polar hydrogen bond acceptor but does not self-hydrogen bond. Thus, any hydrogen bonding 

observed experimentally must be due to acetone-µ3-OH interactions. We present a combined 

experimental and theoretical approach to investigate acetone-UiO-66 interactions. We have 

synthesized and characterized low-defect UiO-66 samples. We have measured µ3-OH hydrogen 

bonding in UiO-66 dosed with acetone with FT-IR under ultra-high vacuum (UHV) conditions as 

a function of temperature. We have used molecular simulations to study adsorption and diffusion 

of acetone in pristine UiO-66.  

2.3 Computational Methods 

Molecular dynamics calculations were carried out with Large-scale Atomic/Molecular 

Massively Parallel Simulator (LAMMPS).69 Simulations were conducted at zero loading up to and 

somewhat beyond saturation. Zero loading simulations were conducted by turning off interactions 

between the acetone molecules, thus rigorously excluding any adsorbate-adsorbate interactions. 

This allowed for simulation of the low loading limit, while obtaining better statistics than 

simulations having a single molecule in the simulation cell. 
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A UiO-66 supercell was created that contained 32 formula units (primitive cells). One formula 

unit contains two tetrahedral pores and one octahedral pore. We used two different flexible force 

fields for UiO-66, the UFF force field parameters described by Boyd et al.126 and the Rogge et al. 

potential.127 We used atom centered charges computed from analysis of our density DFT electron 

density calculations with the DDEC6 and Chargemol programs77, 79-80, 128 calculations for both of 

these potentials. The TraPPE model was used for acetone.129 A Lennard-Jones model was used for 

neon.130 LAMMPS input files containing all the necessary parameters are provided in the 

Supporting Information. Periodic boundary conditions were applied, and the cutoff was 12.5 Å. A 

timestep of 0.5 fs was used for all simulations. Each run was equilibrated for 50 ps in the canonical 

(NVT) ensemble using the Nosé-Hoover thermostat.131-132 Data were collected over 25 ns in the 

microcanonical (NVE) ensemble to avoid artifacts due to the thermostat on the dynamics of the 

system. Multiple time origins and multiple independent simulations (from 10 to 50) were used to 

improve statistics.  

Acetone in flexible UiO-66 was studied at three temperatures: 325 K, 350 K, and 425 K. Each 

simulation involved 100 non-interacting (i.e., zero loading) acetone molecules inserted into the 

MOF. Additional simulations were conducted at finite loading using 32, 64, 128, 160, and 224 

acetone molecules per simulation cell to model the effect of loading up to saturation. These 

simulations correspond to 1, 2, 3, 5, and 7 molecules per formula unit, respectively. Saturation 

loading at 298 K was determined to be about 6 molecules per formula unit from an adsorption 

isotherm of acetone using a methodology we have reported previously.90, 133 Hence, a loading of 7 

molecules per formula unit corresponds to an external pressure of acetone beyond the saturation 

pressure. Acetone in rigid UiO-66 was simulated at 325 K. 100 molecules were inserted, and 50 

independent runs were used at zero loading. 
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Simulations of neon in flexible and rigid UiO-66 were conducted at 325 K and contained 500 

non-interacting (zero loading) neon atoms. 50 runs were taken for both rigid and flexible models. 

The mean-squared displacement (MSD) for all molecular dynamics runs was calculated every 100 

timesteps for each run using the center-of-mass formalism. Runs were block averaged using 5 

blocks. The data was processed as 250 evenly spaced multiple time origins, and diffusion 

coefficients were calculated using the Einstein relation, eq (2-1).  

2.4 Prediction of Binding Energies from Density Functional Theory 

The primitive cell of pristine UiO-66 has three distinct pores: a tetrahedral pore containing 4 µ3-

OH groups, a tetrahedral pore containing 4 µ3-O groups, and the octahedral pore. The lowest 

energy configurations of an acetone molecule in the three different pores of pristine UiO-66 was 

estimated from density functional theory (DFT) as implemented within CP2K 5.1.55-57 Minimum 

energy structures were identified using a modified basin hopping technique described in our 

previous paper.1 The PBE functional47 Goedecker-Teter-Hutter pseudopotentials59 were used with 

the DZVP-MOLOPT-SR basis set,60 and Grimme’s D3 dispersion correction50 was applied. The 

cutoff and relative cutoff values were 400 Ry and 50 Ry, respectively. Convergence of these 

parameters has been verified previously1 for UiO-67, which is expected to be transferable to UiO-

66. The conjugate gradient orbital transformation minimizer134 and LBFGS optimizer61 were used. 

Relaxation calculations were performed on the periodic UiO-66 primitive cell (a = b = c = 14.83 

Å, 𝛼 = 𝛽 = 𝛾 = 60°). The energy of acetone was calculated by relaxing an isolated molecule of 

acetone in a cubic box 19 Å on a side. All three pristine pore environments were studied 
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independently. A single acetone molecule was placed into each of the three pores: the µ3-OH 

tetrahedral pore, the µ3-O containing pore, and the octahedral pore. 

Ab initio molecular dynamics (AIMD) simulations in the canonical ensemble were carried out 

on each of the three periodic systems at a temperature of 1000 K using the GLE thermostat.62-63 

The AIMD simulations were run for 5 ps, using a time step of 0.5 fs. The coordinates of the AIMD 

simulations were saved every 100 timesteps and the sampled geometries were relaxed to their local 

minima. The resulting energies were then used to calculate binding energies defined as  

 ∆𝐸bind = 𝐸MOF/𝐴 − 𝐸MOF − 𝐸𝐴 (2-2) 

 

 

 

where 𝐸MOF/𝐴 is the energy of the MOF + acetone system, and 𝐸MOF, 𝐸𝐴 are energies of the empty 

MOF and acetone in the gas phase, respectively.  

2.5 Results and Discussion 

Plots of the MSD divided by time (MSD/t) as a function of time for acetone in flexible and rigid 

UiO-66 using the Boyd et al. potential126 are shown in Figure 4. Fickian diffusion, described by eq 

(2-1), will result in MSD/t being a constant at long times, and this is what is seen for the flexible 

UiO-66 potential in Figure 4a. In contrast, MSD/t for the rigid model continually and dramatically 

decreases with time (note the log scale in Figure 4b), indicating that acetone does not diffuse in 

the rigid model over the time scales of the simulation. We have computed diffusion coefficients 

for acetone at zero loading as a function of temperature in UiO-66 using three flexible MOF 

potentials: the Boyd et al. potential,126 the Rogge et al. potential,127 and our modification to the 



 20 

Rogge et al. potential, referred to as TraPPE/Rogge et al., which we describe below. The diffusion 

coefficients are reported in Table 2 and plotted in Figure 5. The data were fit to an Arrhenius 

equation of the form D = D0 exp(−EA/RT) to calculate the activation energies of diffusion for these 

potentials, which are EA = 15.8, 16.5, and 27.2 kJ/mol for the Boyd et al., Rogge et al., and 

TraPPE/Rogge et al. potentials, respectively.  

  



 21 

 

Figure 4. Mean-squared displacement divided by time of acetone in UiO-66 using the (a) flexible or (b) rigid 

framework model of Boyd et al.126 at 325 K. Note the semi-log scale in (b), required to show exponential decrease 

in MSD/t with time.  
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Table 2. Diffusion constants of acetone at zero loading in a) Boyd et al. flexible UiO-66;126 b) Rogge et al flexible 

UiO-66;127 c) TraPPE modified Rogge et al. UiO-66. Uncertainties in the least significant digits, given by two 

standard deviations of the mean, are given in parentheses, e.g., 2.80(30) × 10-11 means 2.8 × 10-11 ± 3.0 × 10-12, 

and 4.88(150) × 10-12 means 4.88 × 10-12 ± 1.5 × 10-12.  

T (K) a) Ds (m2/s) b) Ds (m2/s) c) Ds (m2/s) 

325 2.80(30) × 10-11 4.02(48) × 10-11 4.88(150) × 10-12 

350 4.17(44) × 10-11 6.12(150) × 10-11 9.15(360) × 10-12 

425 1.11(62) × 10-10 1.69(30) × 10-10 5.14(140) × 10-11 

 

 

 

 

Figure 5. Arrhenius fit of diffusion coefficients for acetone in flexible UiO-66 for three different UiO-66 

potentials. 
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To determine whether reasonable diffusion coefficients could be obtained for any molecule 

using the rigid UiO-66 model, we considered Ne, which has a kinetic diameter of 0.275 nm,135 

compared with the approximate window size of UiO-66 of about 0.6 nm.27 One would not expect 

flexibility to play a measurable role when the diffusing species is significantly smaller than the 

window size. Surprisingly, we found that Ne diffuses 30% faster in the flexible MOF compared 

with the rigid model and that this difference is statistically significant. Diffusivities are given in 

Table 3. Hence, flexibility has an impact on diffusion, even when the window size is much larger 

than the kinetic diameter of the diffusing species for UiO-66. This indicates that simulation of 

diffusion in UiO-66 should use a flexible MOF model to obtain reliable results, especially when 

the size of the diffusing molecule is close to the size of the pore window. This is in contrast to 

MOFs such as NU-1000, where a rigid model has produced reasonable diffusion coefficients due 

to large pore size and channels present in the MOF.114 The diffusion mechanism of light alkanes 

has been reported as intercage jumps in UiO-66,113, 136 and that behavior is expected for this system 

as well. These results, taken together, indicate that ligand flexibility plays a significant role in the 

movement of molecules through pore windows in UiO-66. 

 

 

Table 3. Diffusivities of Ne in UiO-66 using Boyd et al. flexible and rigid framework models. 

Force field Ds (m2/s) 

Flexible 2.15(5) × 10-8 

Rigid 1.44(6) × 10-8 

 

 

We have investigated the molecular-level mechanism of how framework flexibility impacts the 

diffusivity of acetone by measuring distances between pairs of specific carbon atoms on the 
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benzene rings of adjacent BDC linkers making up the triangular window between the pores of 

UiO-66 during the process of acetone traversing the pore window. Plots of the distance between 

atoms on adjacent pairs of linkers are given in Figure 6. The BDC linkers are roughly oriented so 

that one side of the ring is oriented toward the octahedral cage (blue lines) and one pointing at the 

tetrahedral cage (orange lines). Also shown in Figure 6 is the distance of the center of mass of the 

acetone molecule from the center of the window, along the tetrahedral to octahedral path. We see 

from Figure 6 that the orientation of the linkers dynamically respond as the acetone moves through 

the window. We note that the acetone molecule does not go through the exact middle of the 

window but is sometimes closer to one pair of linkers than the others during the transit. The plots 

show that the linkers open and close to allow acetone to move through the window with a lower 

barrier. We note that each linker is part of four different windows, so that when a pair of linkers 

“open” to allow a molecule to traverse the window, the windows to other pores are “closed”. Hence 

it is impossible to orient the linkers such that they are “open” for all pores to which they belong. 

Plots of the distances between adjacent linkers, similar to the plots in Figure 6, but in the absence 

of acetone, are presented in Figure S7 of the Supporting Information. Comparison of Figure 6 and 

Figure S7 shows that the dynamic response of the linkers to the presence of acetone is dramatic.  
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Figure 6. Distances between pairs of carbon atoms making up the window linkers as a function of time 

(snapshot) for acetone in transit from the tetrahedral to the octahedral pore. The blue lines are for the side of 

the rings facing the octahedral pore and the orange lines are for the tetrahedral pore facing side of the rings. 

Distances shown between (a) linkers 1 and 2, (b) linkers 1 and 3, and (c) linkers 2 and 3, with linkers identified 

in (d). The black line (right axis) is the distance from the acetone center of mass to the center of the transition 

window.  
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We next turn to the impact of finite loading on the diffusivity of acetone. We have computed the 

diffusivity as a function of loading for both the Boyd et al. and Rogge et al. potentials, as shown 

in Figure 7. We see qualitative agreement between these two potentials; diffusivity increases with 

increasing coverage, until the pores are filled with a liquid-like density of acetone, where the 

diffusivity decreases. This result is in agreement with reported literature results for CO2 and CH4 

in dehydroxylated UiO-66, where diffusivity increased at low loading, and decreased approaching 

saturation.113 Diffusion coefficients are included in Table 4.  

We note that differences in the estimated errors for the diffusion coefficients in Table 4 are a 

result of using a different number of independent runs. We used 50 for the Boyd et al. potential, 

25 for the Rogge et al. potential, and 10 for the TraPPE/Rogge et al. potential. Hence, the errors 

for the latter potential are much larger than the others but are still sufficiently small to distinguish 

the values from the other potentials. Use of a smaller number of independent simulations was for 

the sake of computational efficiency.   
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Figure 7. Effect of loading on the diffusion coefficient for the Boyd et al.126 and Rogge et al.127 potentials. 

 

 

Table 4. Diffusion as a function of loading for acetone in a) Boyd et al. flexible UiO-66;126 b) Rogge et al flexible 

UiO-66;127 c) TraPPE/Rogge et al. UiO-66 at 325 K. Uncertainties in the least significant digits are given in 

parentheses (See Table 2). 

N (molecules/cell)2 a) Ds (m2/s) b) Ds (m2/s) c) Ds (m2/s) 

0 2.80(30) × 10-11 4.02(48) × 10-11 4.88(150) × 10-12 

1 3.18(54) × 10-11 8.33(180) × 10-11 7.67(280) × 10-12 

2 5.35(50) × 10-11 2.52(26) × 10-10 1.92(53) × 10-11 

3 1.24(4) × 10-10 4.13(44) × 10-10 4.40(190) × 10-11 

5 1.78(7) × 10-10 6.07(40) × 10-10 1.44(48) × 10-10 

7 1.40(4) × 10-10 2.49(40) × 10-10 8.47(100) × 10-11 

 

 

We note that the quantitative values of diffusion coefficients from the Boyd et al. and Rogge et 

al. potentials are not in agreement within the estimated errors of the simulations, with the latter 

potential giving larger diffusivities (Table 4). After observing these differences, we carefully 
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examined the structures of UiO-66 predicted by these two potentials and found that the Boyd et al. 

potential gives a relaxed structure of the SBU that is unphysical, with some µ3-O atoms relaxing 

toward the center of the SBU and overlapping. This can be seen from Figure S8 in the Supporting 

Information and a movie of the relaxation (just showing the SBU) also in the Supporting 

Information. This is surprising because the Boyd et al. potential was reported to give good values 

of the bulk modulus (UFF in Table 2 of Boyd et al.126). We therefore assume that the diffusivities 

computed from the Rogge et al. potential are more accurate than those computed from the Boyd 

et al. potential.  

Up to this point, we have used published classical potentials to compute diffusivities of acetone 

in UiO-66. The Lennard-Jones terms for these potentials, which govern the van der Waals 

interactions between the acetone and framework, were taken from UFF.82 However, we have not 

examined whether these classical potentials correctly account for hydrogen bonding between the 

µ3-OH and acetone. Before doing this, it is important to establish whether or not acetone-

framework hydrogen bonding is important.  

As a second method for assessing the importance of acetone-framework hydrogen bonding, we 

have carried out DFT calculations to identify the most favorable binding sites for acetone in UiO-

66. The strongest binding configuration found was of acetone in the µ3-OH tetrahedral pore, with 

a binding energy of -87.5 kJ/mol. This configuration, shown in Figure 8, was strongest due to the 

formation of a hydrogen bond between the µ3-OH hydrogen and the acetone oxygen. This value is 

in rough agreement with TPD-MS calculated binding energies. The strongest binding 

configurations found in the µ3-O tetrahedral and octahedral pores are shown in Figure 9 and Figure 

10, respectively. The energies of these configurations are -59.0 kJ/mol and -48.8 kJ/mol 
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respectively. These energies and relative binding energies are summarized in Table 5. The binding 

modes are likely dominated by electrostatic interactions.  

 

  

Figure 8. Configuration of local minima with the strongest binding energy for acetone in the µ3-OH tetrahedral 

pore of UiO-66. The hydrogen bond between the µ3-OH and the ketone oxygen is shown by the black dashed 

line. Atoms are as follows: White: H, gray: C, red: O, cyan, Zr. Created with OVITO.85  

 

 

Table 5. Binding energies and relative binding energies of acetone in the three distinct pores of UiO-66,  

∆∆𝑬𝐛𝐢𝐧𝐝,𝒊 = ∆𝑬𝐛𝐢𝐧𝐝,𝒊 − 𝐦𝐢𝐧 (∆𝑬𝐛𝐢𝐧𝐝,𝒊)  

Pore ∆𝑬𝐛𝐢𝐧𝐝 (kJ/mol) ∆∆𝑬𝐛𝐢𝐧𝐝 (kJ/mol) 

Tetrahedral with µ3-OH -87.5 0 

Tetrahedral with µ3-O -59.0 28.5 

Octahedral -48.8 38.7 
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Figure 9. Configuration of local minima with the strongest binding energy for acetone in the µ3-O tetrahedral 

pore of UiO-66. Atoms are as follows: White: H, gray: C, red: O, cyan, Zr. Created with OVITO.85  

 

 

 

Figure 10. Configuration of local minima with the strongest binding energy for acetone in the octahedral pore 

of UiO-66. Atoms are as follows: White: H, gray: C, red: O, cyan, Zr. Created with OVITO.85  
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We have calculated binding energies of acetone in the different pores of UiO-66 using the Rogge 

et al. potential and the standard UFF Lennard-Jones terms and our calculated charges. We found, 

however, that this potential does not account for hydrogen bonding, as can be seen from the 

difference in binding energies of acetone in the tetrahedral µ3-OH and µ3-O pores of only 5.5 

kJ/mol (Table S3 of the Supporting Information). Examination of the potentials identified the 

problem as being the Lennard-Jones diameter parameter used for hydrogen in the µ3-OH group; 

this parameter effectively prohibits the oxygen atom of acetone from getting closer than about 0.28 

nm to the H atom of µ3-OH, whereas hydrogen bonds are typically less than 0.2 nm. Indeed, our 

DFT calculations give a hydrogen bond distance of about 0.18 nm for acetone µ3-OH. We have 

therefore developed a modified potential for the adsorbate-framework cross interactions by 

replacing the O and H Lennard-Jones parameters for the µ3-OH cross interactions with adsorbate 

molecules with the O and H parameters used for the TraPPE isopropanol potential,137 namely, 

𝜎H = 𝜀H = 0, 𝜎O = 0.302 nm, 𝜀O = 93 K. The binding energies for acetone in the pores using these 

cross-parameters are in very good agreement with our DFT calculations, with the binding energy 

of acetone in the tetrahedral µ3-OH pore about 23 kJ/mol and 40 kJ/mol more favorable than in 

the tetrahedral µ3-O and octahedral pores, respectively (see Table S4 of the Supporting 

Information). The absolute binding energy of acetone in the tetrahedral µ3-OH pore is -75.4 kJ/mol, 

which is about 12 kJ/mol more weakly bound than predicted by DFT, and in excellent agreement 

with the TPD-MS results. 

We have used this TraPPE/Rogge et al. potential to compute the diffusivities of acetone at zero 

loading as a function of temperature. The calculated values (Table 2) are roughly an order of 

magnitude smaller than the corresponding values for the Rogge et al. potential, which indicates 

that adsorbate-framework hydrogen bonding has a profound impact on the diffusivity. The 
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calculated barrier to diffusion computed from the Arrhenius equation from the TraPPE/Rogge et 

al. simulations (Figure 5) is 27.2 kJ/mol, which is 10.7 kJ/mol higher than without hydrogen 

bonding.  

The diffusivities of acetone for the TraPPE/Rogge et al. potential as a function of loading are 

given in Table 4. Comparison with the diffusivities from the Rogge et al. potential reveal that 

hydrogen bonding decreases the diffusivity by about one order of magnitude at low loading and 

about a factor of 3 at high loading. A plot of the loading dependent diffusivities for the Rogge et 

al. and TraPPE/Rogge et al. potentials is given in Figure 11. We see from this figure that the 

diffusivity is qualitatively the same with and without hydrogen bonding but shifted to much lower 

values. From this we conclude that accounting for adsorbate-framework hydrogen bonding is 

necessary to get a quantitative picture of diffusion, but not required if one is only interested in the 

qualitative behavior.  
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Figure 11. Loading dependent diffusivities for acetone in UiO-66 computed from the Rogge et al. potential and 

the TraPPE/Rogge et al. potential.  

 

 

We have computed the fraction of acetone molecules that are hydrogen bonded to µ3-OH groups 

as a function of loading (average over the length of the simulation) and also the fraction of µ3-OH 

groups that are hydrogen bonded to acetone as a function of loading, shown in  

Figure 12. As expected, the fraction of acetone molecules hydrogen bonded decreases with 

increased loading and the fraction of µ3-OH groups hydrogen bonded increases with loading. Even 

at high loading, the fraction of acetone molecules hydrogen bonded is surprisingly high. The 

fraction of µ3-OH groups hydrogen bonded is always less than 50%, which indicates that steric 

hindrance likely prevents more than two acetone molecules in a single pore from forming hydrogen 

bonds to the µ3-OH groups on the SBUs.  
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Figure 12. Fraction of acetone hydrogen bonded to framework µ3-OH groups and the fraction of framework 

µ3-OH groups that are hydrogen bonded to the node as a function of acetone loading in UiO-66 using the 

TraPPE/Rogge et al. potential. 

 

2.6 Conclusions 

We have shown that a flexible model potential model is necessary to obtain qualitatively correct 

diffusivities of acetone in UiO-66 and that the mechanism of diffusion involves the BDC linkers 

dynamically accommodating acetone as it moves through the triangular window of the pore. 

Diffusivities initially increase with loading at low coverage then decrease as saturation is 

approached. Hydrogen bonding between acetone and the framework µ3-OH groups has been 

shown to be important from both experimental (TP-IR) and theoretical (DFT) studies. However, 

the potentials from the literature we have tested do not allow for an accurate accounting of 
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hydrogen bonding. We have constructed a modified potential that allows for hydrogen bond 

interactions between adsorbate molecules and the framework. Diffusivities computed with 

hydrogen bonding are roughly an order of magnitude smaller than when hydrogen bonding is 

ignored.  
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3.0 Interaction of HD and 2-Chloroethyl Ethyl Sulfide with a Series of Functionalized UiO-

67 MOFs 

3.1 Introduction 

Recent events138-141 have motivated interest in the development of novel materials to 

protect against chemical weapon attacks. While vesicants have not attracted as much recent 

attention as the nerve agent classes (G and V), they are still an important consideration in the 

development of new CWA mitigation materials. The ideal material should be effective across a 

range of agent classes, including both vesicants and nerve agents. We have recently studied the 

metal organic framework (MOF) UiO-67-X, with X being a series of ligand functionalizations, for 

the capture of the nerve agent simulant dimethyl methyl phosphonate (DMMP).1 We aim to use 

stratified MOFs containing a different functionalization in each strata37 to concentrate CWAs for 

detection and destruction. Therefore, while there are known methods to destroy HD,142-144 it is 

important to evaluate our new technology on the vesicant class to determine if it might meet the 

criteria of a widely effective material. In our previous work, we found that UiO-67-NH2 had the 

greatest affinity for DMMP out of the MOFs studied, while UiO-67 had the least affinity.1 

MOFs have drawn substantial attention for toxic species removal.5, 145-151 Simulant 

molecules are often used as safer (and legal, with regard to experimental work) surrogates to 

approximate the behavior and properties of HD. Among these simulants, 2-chloroethyl ethyl 

sulfide (2-CEES)152-157 is most common, although dialkyl sulfides158 and thilolane159 have also 

been used. Of particular interest here is the work of Roy et al.157 who studied degradation of both 

HD and 2-CEES on HKUST-1 and found the 16 min-1 2-CEES half-life was half the 35 min-1 half-
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life of HD. This raises questions about the suitability of using 2-CEES as a simulant for HD in 

MOFs that we aim to address here, although we limit the scope of our work to considering 

physisorption processes. It is further important to consider that the degradation products of HD 

decomposition are often toxic themselves,160-162 with some exceptions being the partial oxidation 

of HD to the non-vesicant sulfoxide163 and hydrolysis to thiodiglycol.164-165 Therefore any study 

of HD that considers degradation must also consider the reaction products. Nanocatalysts have 

shown promise in CWA applications,166 and we aim to use them as the reaction site, allowing the 

MOFs to remain intact. Therefore, we limit the scope of this work to non-reactive systems.  

Peterson et al. considered loading of 2-CEES on UiO-67-NH2.
34 They varied levels of 

missing linker defects from 0.55 to 1.27 defects out of 12 per secondary building unit (SBU) (while 

noting that analysis showed missing SBUs as well) and found only moderate changes in loading 

and an uptake of ~4.5 mol/kg, which was comparable to loading of Cl2, a much smaller molecule. 

They proposed that the amine group is reactive toward 2-CEES, although that may be unlikely 

because aniline is both a poor nucleophile and a weak base. It may be that reactions are occurring 

at defective sites within the MOF; Vo et al.167 have demonstrated the importance of defects on 

reactivity of organophosphates on UiO-66, and it is possible that defects are required for reactions 

of HD/2-CEES as well. 

Here we use density functional theory (DFT) to evaluate the effect of ligand 

functionalization on UiO-67-X interactions with HD and the simulant 2-CEES. We evaluate the 

systems to identify the optimal binding site for each MOF with both HD and 2-CEES and compare 

the performance of the MOFs at trapping both analytes, and determine whether 2-CEES is 

sufficient in these systems to serve as a simulant molecule for HD. This will inform our design of 

stratified MOFs capable of capturing a wide range of CWAs. 
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3.2 Methodology 

We consider the ligands shown in Appendix Figure B1 based our previous work on MOFs 

and CWA simulants.1 Ligands were functionalized to produce multiple pore environments within 

the µ3-OH tetrahedral pore of UiO-67 in the following manner: functionalization sites were chosen 

to give environments with 0, 1, 2, and 3 functionalized rings neighboring a µ3-OH site. Binding 

energies for both HD and 2-CEES in the periodic MOF structures were calculated using a 

procedure which has been reported previously.1 In summary, the functionalized linkers were 

incorporated into perfect UiO-67 primitive cells. The atom positions, using lattice parameters of 

relaxed UiO-67 (a = b = c = 19.1 Å, 𝛼 = 𝛽 = 𝛾 = 60°), were then relaxed using DFT as 

implemented in CP2K.55-57 The lattice parameters of each MOF were not relaxed because it has 

been shown that there is minimal difference between the cell parameters of functionalized ligand 

MOFs.58 The Goedecker-Teter-Hutter pseudopotentials59 were used with the DZVP-MOLOPT-

SR basis set,60 and Grimme’s dispersion correction50 was applied. The cutoff and relative cutoff 

were 400 Ry and 50 Ry, respectively. These values have been verified as converged previously.1 

The conjugate gradient orbital transformation minimizer134 and LBFGS optimizer61 were used. 

These settings were used for all other CP2K calculations in this work. Isolated gas phase HD and 

2-CEES molecules were also relaxed using this procedure, with a box length of 23 Å. 

The ground state energy of a single HD and 2-CEES molecule in each UiO-67-X MOF was 

estimated using the following procedure: A single analyte molecule was randomly placed into the 

µ3-OH containing tetrahedral pore of each primitive cell. Ab initio molecular dynamics (AIMD) 

simulations in the canonical ensemble were carried out on the periodic system at a temperature of 

1000 K using the GLE thermostat.62-63 The AIMD simulations were run for 7.5 ps, using a timestep 

of 0.5 fs. The coordinates of the AIMD simulations were saved every 100 timesteps and the 
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sampled geometries were relaxed in CP2K to their local minima using the procedure described in 

this work. The lowest energy structure identified was used to compute the binding energy for each 

functionalized MOF as described in Chapter 1. Strongest binding energy structures for each MOF 

were then retested by substituting functional groups for all other MOFs into these structures as 

additional configurations to test.  

Strain calculations were performed to measure the changes to each MOF due to the 

presence of the analyte. The analyte was removed from the binding configuration of each MOF, 

and a single point energy was calculated using the same settings as the geometry optimization 

calculations. The strain energy was calculated using eq (3-1), where 𝐸𝐴∗𝐵 is the energy of the 

binding configuration with the analyte removed, and 𝐸𝐵 is the energy of the relaxed MOF structure. 

 

𝐸𝑠𝑡𝑟𝑎𝑖𝑛 = 𝐸𝐴∗𝐵 − 𝐸𝐵 (3-1) 

 

3.3 Results and Discussion 

The strongest binding site observed is the two neighboring functionalizations µ3-OH group 

found within the tetrahedral pores of each MOF. This trend is consistent across all MOF studied 

for both analytes. Calculated binding energies are reported in Figure 13 and tabulated in Appendix 

Table B1. The MOFs are ordered from greatest to least binding energy between HD and each 

MOF. The average binding energy with HD is 17 kJ mol stronger than that of 2-CEES. This may 

have implications for calculations of transport properties such as diffusion. It is known that the 

mechanism of diffusion through UiO-6X MOFs is jumps between tetrahedral and octahedral 
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pores.113 The energy differences observed here indicate that HD may diffuse more slowly than 2-

CEES through these MOFs. The standard deviations of the binding energies are ~11 kJ/mol. 

 

 

 

Figure 13. Binding energies of local minima for HD and 2-CEES with functionalized UiO-67-X MOFs. 

 

 

The binding configurations of HD and 2-CEES in UiO-67-NH2 are shown in Figure 14. 

Hydrogen bonds and electrostatic interactions are shown with dashed lines. For HD, the primary 

modes of interaction are electrostatic attractions on the order of 3 Å between the Cl atoms and 

hydrogen atoms on the ligands, and through a 2.65 Å hydrogen bond between the µ3-OH group on 

the secondary building unit (SBU) of the MOF and the S atom in HD. 2-CEES has a similar binding 

mode, but is not bound as strongly because there is only one Cl atom forming electrostatic 
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interactions with the ligands. Overall, UiO-67-NH2 has the strongest interactions with both HD 

and 2-CEES, which can likely be attributed to the ~2.9 Å interactions between the HD Cl atoms 

and the NH2 substituent. While this interaction cannot be considered a hydrogen bond under the 

updated IUPAC guidelines due to the deviation from a 180° angle,168 it is a strong electrostatic 

interaction relative to most of the other interactions observed in this work based on the distance 

between the atoms. These same binding configurations were observed for the other hydrogen 

bonding functionalizations considered, UiO-67-OH and UiO-67-SH, which are shown in 

Appendix Figure B2 and Appendix Figure B3 respectively. The binding energies of UiO-67-NH2 

and UiO-67-OH are effectively the same, both are ~ -132 kJ/mol with HD and ~ -114 kJ/mol with 

2-CEES. However, the binding energies of HD and 2-CEES with UiO-67-SH are -116 kJ/mol and 

-97 kJ/mol, a difference of ~17 kJ/mol for each. Differences in energies of these three MOFs with 

the analytes are probably not attributable to the increasing distance and decreasing angle168 of the 

XH-Cl interaction, where X is ordered as N, O, S. These values are included in Appendix Table 

B2. The difference in XH-Cl distances is negligible, and the change in angles in consistent across 

all three functional groups, which does not explain the similar energies obtained for UiO-67-NH2 

and UiO-67-OH. It may be that the electronegativity of the hydrogen bond acceptor impacts the 

strength of these interactions. S is in the third period, while N and O are both in the second. 
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Figure 14. Binding configurations in UiO-67-NH2 a) HD: The distances for upper Cl-H electrostatic interactions 

are, from left to right, 3.98 Å, 3.99 Å, and 3.37 Å. The S···H hydrogen bond is 2.65 Å. The NH-Cl interaction is 

2.89 Å. The distances for lower Cl-H electrostatic interaction is 3.68 Å. b) 2-CEES: The S···H hydrogen bond 

is 2.58 Å. The Cl-H electrostatic interaction distance is 3.57 Å and the NH-Cl interaction distance is 2.91 Å. Zr 

is shown in teal, C in grey, O in red, H in white, S in yellow, Cl in green, and N in blue. 

 

 

The binding configurations of HD and 2-CEES with UiO-67-CH3 are shown in Figure 15. 

The energy difference between the HD and 2-CEES binding energies can be attributed to additional 

electrostatic interactions on the order of 3 Å between H atoms on the ligands and the second Cl 

atom found in HD, as was the case for UiO-67-NH2. Relative to the other MOFs studied, these 

interactions are the second strongest after UiO-67-NH2. The methyl substituents on the ligands 

allow for weak electrostatic interactions between the methyl H atoms and the HD and 2-CEES Cl 

atoms, similar to the hydrogen bonder functionalizations. There are also two methyl groups 

interacting with each analyte, further increasing the magnitude of the binding energy.  

b) a) 
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Figure 15. Binding configurations in UiO-67-CH3. a) HD: The distances for upper Cl-H electrostatic 

interactions are, from left to right, 3.99 Å, 3.96 Å, and 3.16 Å. The S···H hydrogen bond distance is 2.62 Å. The 

lower Cl-H electrostatic interaction distances, clockwise from vertical, are 3.18 Å, 3.33 Å and 3.09 Å. b) 2-

CEES: The S···H hydrogen bond distance is 2.58 Å. Cl-H electrostatic interaction lengths, clockwise from 

vertical, are 3.16 Å, 3.38 Å, and 3.00 Å. Zr is shown in teal, C in grey, O in red, H in white, S in yellow, and Cl 

in green. 

 

 

The binding configurations of HD and 2-CEES in UiO-67 are shown in Figure 16. The HD 

structure has similar interactions to those seen with UiO-67-CH3, but in this case the distances tend 

to be larger as the interacting hydrogens are on the aromatic rings as opposed to the methyl groups. 

This is apparent from the energies as well, with HD interacting more strongly with UiO-67-CH3 

by 5 kJ/mol. The 2-CEES binding modes for UiO-67-CH3 and UiO-67 are similar in that there is 

effectively no energy difference between the structures: both are -107 kJ/mol.  

b) a) 
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Figure 16. Binding configurations in UiO-67. a) HD: The upper Cl-H electrostatic interaction distances are, 

from left to right, 4.02 Å, 3.93 Å, and 3.64 Å. The S···H hydrogen bond distance is 2.63 Å. The lower Cl-H 

electrostatic interaction distances are, clockwise from vertical, 3.54 Å and 4.45 Å. b) 2-CEES: The Cl-H 

electrostatic interaction distances are, from left to right, 4.07 Å, 3.94 Å, and 3.60. The S···H hydrogen bond 

distance is 2.55 Å. Zr is shown in teal, C in grey, O in red, H in white, S in yellow, and Cl in green. 

 

 

The binding configurations of HD and 2-CEES with UiO-67-I are shown in Figure 17. As 

was the case for the hydrogen bonders, UiO-67-CH3, and UiO-67, the stronger interaction between 

HD as compared to 2-CEES results from the electrostatic interactions between the additional Cl 

atom in HD and the ligands. This trend is repeated for the Br, Cl, and F functionalized MOFs, 

configurations which are shown in Appendix Figure B4 through Appendix Figure B6. Unlike the 

other MOFs studied, there is a repulsive interaction in each of HD configurations between a Cl 

atom in HD and a halogen on the ligand. These atom pair distances are tabulated in Appendix 

Table B3, and do not change significantly based on the halogen present in the ligand. While the 

b) a) 
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binding energies appear to follow a periodic trend, with smaller binding energies as 

electronegativity increases, the energies are so close that drawing such a conclusion is not justified. 

As an example, the energies for UiO-67-I and UiO-67-Br differ by no more than 0.1 kJ/mol for 

both HD and 2-CEES. Overall, there is effectively no difference among any of the halogens. The 

mean energy with HD is -120 kJ/mol with a standard deviation of 2.7 kJ/mol, while the mean 

energy for 2-CEES binding is -103 kJ/mol with a standard deviation of 2.5 kJ/mol. 

 

 

 

Figure 17. Binding configurations in UiO-67-I. a) HD: The upper Cl-H electrostatic interaction distances are, 

from left to right, 4.07 Å, 4.01 Å, and 3.46 Å. The S···H hydrogen bond distance is 2.58 Å. The Cl-I distance is 

3.65 Å. The lower Cl-H electrostatic interaction distance is 3.06 Å. b) 2-CEES: The Cl-H electrostatic 

interaction distances are, from left to right, 4.15 Å, 4.05 Å, and 3.38 Å. The S···H hydrogen bond length is 2.52 

Å.  Zr is shown in teal, C in grey, O in red, H in white, S in yellow, Cl in green, and I in purple. 

 

b) a) 
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The binding configurations of HD and 2-CEES in UiO-67-N3 are shown in Figure 18. 

While the optimal configurations resemble those found for other MOFs, the energies for both are 

~20 kJ/mol weaker than the next weakest interactions, those with UiO-67-SH. To understand why 

the azide group binds so weakly compared to the other groups studied, we calculated dihedral 

torsion angles between the two aromatic rings in each linker using the atomic coordinates shown 

in Appendix Figure B7 and Avogadro 1.2.169 Using the ligand labels shown in Appendix Figure 

B8, the dihedral torsions for UiO-67-N3 are reported in Table 6. From examining these data, the 

deviation from equilibrium position of the ligands is ~4.5° on each ligand. Greater deviations from 

the angles of the empty MOF correspond to increased ring strain, which negates some of the 

favorable interactions formed between the analyte and MOF, reducing the binding strength. The 

nature of the azide functional group lends itself to greater ring strain. As the group is larger than 

others considered here and linear, the introduction of analyte molecules into the pore results in 

close unfavorable electrostatic interactions between N3 and the analyte to a greater degree than 

that exhibited by other functionalizations, as shown in Figure 19 and confirmed by the dihedral 

torsion angles calculated for the other MOFs considered in this work, tabulated in Appendix Table 

B4 through Appendix Table B 12, and reported in the order they were mentioned. The average 

deviations for all of these are < 2° except for the SH and CH3 functionalizations. This results in 

significantly lower binding energies for UiO-67-N3 as compared to the other MOFs studied.  
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Figure 18. Binding configurations in UiO-67-N3 a) HD. The upper Cl-H electrostatic interaction distances are, 

from left to right, 4.09 Å, 4.13 Å, and 3.39 Å. The S···H hydrogen bond length is 2.56 Å. The Cl-H electrostatic 

interaction distance is 3.55 Å. The Cl-N distance is 3.98 Å.  b) 2-CEES. The Cl-H electrostatic interaction 

distances are, from left to right, 4.13 Å, 4.04 Å, and 3.35 Å. The S···H hydrogen bond length is 2.49 Å. Zr is 

shown in teal, C in grey, O in red, H in white, S in yellow, Cl in green, and N in blue.  

  

b) a) 
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Figure 19. Strain energies calculated for each MOF analyte pair. 

 

 

 

Table 6. Dihedral torsion angles for the ligands of UiO-67-N3. 

 Angle (°) Δ° 

Ligand HD 2-CEES Void MOF HD/2-CEES HD/Void 2-CEES/Void 

A 45.4 46.2 39.0 0.8 6.4 7.2 

B 38.5 39.4 44.4 0.9 5.9 5.0 

C -39.9 -40.0 -44.2 0.1 4.3 4.2 

D -43.3 -42.0 -39.3 1.3 4.0 2.7 

E -45.1 -45.2 -41.1 0.1 4.0 4.1 

F -39.6 -39.6 -43.6 0.0 4.0 4.0 

Average (magnitude) 42.0 42.1 41.9 0.5 4.8 4.5 

Std Dev 2.7 2.7 2.2 0.5 1.0 1.4 
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3.4 Conclusions 

The strongest affinity for HD and 2-CEES was UiO-67-NH2, as was the case for our study 

on DMMP. We find that while 2-CEES may be suitable for predicting HD trends in MOFs, studies 

focused on reliable property calculations should use HD where possible. In particular, the 

interactions of HD with the MOFs generally involve multiple ligands, and this effect is likely to 

impact studies of transport properties. We further find that ligand functionalization does affect the 

binding energy of HD and 2-CEES in UiO-67-X MOFs; although it does not change the binding 

site, there are configurational differences that result in substantial contributions to the binding 

energies. The main interaction observed is the formation of a hydrogen bond between the µ3-OH 

group and the S atom in both HD and 2-CEES. The interaction that modifies the binding strength 

of each MOF with the analytes is electrostatic interactions. We find that both repulsive and 

attractive electrostatic interactions contribute to the interactions identified in this work.  
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4.0 Interaction of GB, VX, and A-234 with Pristine Functionalized UiO-67-X Metal-

Organic Frameworks 

4.1 Introduction 

There have been several attacks using chemical warfare agents in the past decade that 

motivate this work. The first of these incidents is the deployment of munitions containing GB in 

Syria in 2013.138 GB has two isomers. The S isomer (S-propan-2-yl methylphosphonofluoridate), 

shown in Figure 20, is more toxic,170-171 and will be a subject of this work. 

 

 

 

Figure 20. The S isomer of GB. 

 

The second incident involves the assassination of Kim Jong-nam with VX in the Kuala 

Lumpur International Airport in 2017.139 There are two isomers of VX. As in GB, the S isomer 

(O-ethyl S-[2-(diiso-propylamino)ethyl] methylphosphonothioate), shown in Figure 21, is the 

more toxic of the two,170 and is a subject of this work.  
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Figure 21. The S isomer of VX. 

 

 

The third and fourth incidents are the attempted assassinations of Sergei Skripal in 

Salisbury, England, in 2018,140 and Alexei Navalny in 2020.141  There has been some debate 

regarding the identity of the suspected agent, A-234 (ethyl N-[(1E)-1-(diethylamino)ethylidene]-

phosphoramidofluoridate).172-174 Here, we will consider A-234 to be the structure proposed by 

Mirzayanov,174 shown in Figure 22, following the lead of previous literature accounts.175-177 There 

is little mention of A-234 in the published literature, as interest in the Novichok agents has largely 

developed because of these attacks. We note that phosphorous is a stereocenter in Mirzayanov’s 

representation of A-234. We have not found any literature indicating whether the R or S isomer is 

more toxic, so we will proceed using the S stereoisomer following the pattern of GB and VX.  
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Figure 22. A-234 as identified by Mirzayanov,174 with the specification of S stereochemistry. While other 

authors172-173 report a different molecule, previous literature accounts175-177 focus on the molecule presented 

here. 

 

 

These incidents have motivated research into new materials and methods capable of 

mitigating the damage wrought by such attacks. One material that has shown promise in capturing 

and degrading CWAs are metal-organic frameworks. 

 

While there are published examples of experimental work13, 34, 157, 176 on CWAs with 

MOFs, prohibitions on the possession of such materials limit such work to a select few 

governmental institutions. As such, published research, including simulation-based work, focuses 

on simulant molecules, with some common examples being 2-CEES178 for the blistering agent 

HD, and both DMMP1, 22, 179 and DMNP98, 178, 180-181 for G class nerve agents including GB (sarin) 

and GD (soman). While some studies consider GD13, 34 here we will focus on GB because it was 

used in the attack described above. It is also easier to synthesize and less expensive than GD, with 

the latter requiring pinacolyl alcohol as opposed to isopropanol.182 Further, separation of the four 

stereoisomers produced in the synthesis of GD adds a further hurdle to its use,183 so one might 

expect that GB is more likely to be used in an attack. For these reasons, we will focus on GB. 
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In our previous work, we considered the interactions of 2-CEES and HD with a series of 

10 functionalized UiO-67-X MOFs. We found significant differences in the interaction energies 

of 2-CEES and HD with several of the MOFs studied. Soares et al. found differences in adsorption 

of between agent and simulant molecules in adsorption Monte Carlo simulations.184 This motivates 

the need for more computational studies of agents to help develop effective materials for capture 

and destruction. In situations where similarities between agent and simulant behavior break down, 

or the risk of live agent studies is greater than the potential benefits of the work, simulation-based 

methods can fill the gap. 

Some published works that consider reactive systems do not address the effect of defects19, 

98 although it has been shown that the presence of missing linker defects is a major contributor to 

the destruction of both agent and simulant using MOFs.22, 185 While UiO-67 MOFs have been 

synthesized in the range 0% to 30% missing linker defects,186-187 here we consider pristine systems 

to develop understanding of the MOF + agent interactions in a non-reactive environment. 

Peterson et al. studied the effect of missing linker defects (0.55, 1.02, and 1.27 linkers 

missing per secondary building unit (SBU)) on the uptake of Cl2, and 2-CEES, and the hydrolysis 

(in an N-ethylmorpholine buffer) of DMNP, GD, and VX in UiO-66-NH2.
185 They found a tradeoff 

between reactive sites and diffusion in their synthesized materials. The removal of additional 

linkers allowed for diffusion deeper into the MOF but removed active sites. DMNP, GD, and VX 

all underwent hydrolysis reactions. Katz et al.19 found that UiO-67 is a stronger catalyst (again in 

N-ethylmorpholine) for methyl-paraoxon hydrolysis (an organophosphate pesticide) than UiO-66. 

They propose that methyl-paraoxon is so large that it does not enter the MOF; only the surface 

sites of UiO-66 were catalytically active. Katz et al. also consider UiO-67-NH2 and find that it has 

similar activity, with turn-over frequencies on the same order of magnitude. They expect that only 
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surface sites are active on UiO-67, and do not consider the effect of defects on their results. 

Peterson et al. found a half-life one order of magnitude greater for all agents studied in their 

experiments with the best performing MOFs than that reported for methyl-paraoxon by Katz et al. 

and several orders of magnitude greater than those predicted by Katz el al. for low-defect materials, 

which indicates variability in hydrolysis rates for different organophosphates. An important 

limitation of both of these works is the necessity of a buffer for hydrolysis. This may not be realistic 

for field applications; hence the use of buffer solution and solvents will not be considered here. 

For this study, we selected UiO-67 as the base MOF, considering that Peterson et al. found the 

pores of UiO-66 were too small to admit the studied organophosphates, and Katz et al. studied 

methyl paraoxon, which contains a bulky benzene group that may hinder diffusion of the molecule 

into the MOF; noting that the three agents considered here do not contain such a bulky group. We 

examine the NH2 functionalization analogous to that studied by Peterson et al, along with the 

hydrogen bonding OH functionalization and the unfunctionalized MOF to understand the 

contributions of the functional group to the MOF + agent interaction. 

Here we describe, for the first time, interactions of CWAs, including a Novichok agent, 

with UiO-67-X MOFs through the application of density functional theory (DFT). To the best of 

our knowledge, there are no examples at all of MOF studies that consider A-234. We hope to 

develop an understanding of how A-234 interacts with the functionalized UiO-67 MOFs and 

compare that to the behavior of GB and VX. The ideal protection material must function against a 

variety of chemical agents.  

A-234 is easier to synthesize and more persistent than VX.175 As such, we expect it will 

garner greater attention in coming years as nations develop defenses for it, and rogue actors attempt 
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to obtain stockpiles of it for future attacks. Therefore, we hope this work serves as the first of many 

studies targeted to protection against attacks with A-234.    

 

4.2 Computational Methods 

We consider the ligands shown in Figure 23 based on our previous work on MOFs and 

CWAs.1 

 

 

 

Figure 23. Biphenyl dicarboxylate (BPDC) based ligands considered in this work are based on previous studies.1 

From left to right: BPDC-OH, BPDC-NH2, BPDC. 

 

 

Ligands were functionalized to produce multiple pore environments within the µ3-OH 

tetrahedral pore of UiO-67 in the following manner: functionalization sites were chosen to give 

environments with 0, 1, 2, and 3 functionalized rings neighboring a µ3-OH site. Binding energies 

for GB, VX, and A-234 in the periodic MOF structures were calculated using a procedure which 
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has been reported previously.1 In summary, the functionalized linkers were incorporated into 

perfect UiO-67 primitive cells. The functional groups were placed to create pockets with 0, 1, 2, 

and 3 functional groups on the adjacent rings of the ligands. The atom positions, using lattice 

parameters of relaxed UiO-67 (a = b = c = 19.1 Å, 𝛼 = 𝛽 = 𝛾 = 60°), were then relaxed using 

DFT as implemented in CP2K 5.1.55-57 The lattice parameters of each MOF were not relaxed 

because it has been shown that there is minimal difference between the parameters of 

functionalized ligand MOFs.58 The Goedecker-Teter-Hutter pseudopotentials59 were used with the 

DZVP-MOLOPT-SR basis set,60 and Grimme’s dispersion correction50 was applied. The cutoff 

and relative cutoff were 400 Ry and 50 Ry, respectively. These values have been verified as 

converged previously.1 The conjugate gradient orbital transformation minimizer134 and LBFGS 

optimizer61 were used. These settings were used for all other CP2K calculations in this work. 

Isolated gas phase GB, VX, and A-234 molecules were also relaxed using this procedure. 

The ground state energy of a single GB, VX, and A-234 molecule in each UiO-67-X MOF 

was estimated using the following procedure: Two systems were considered for each MOF + 

analyte pair. In the first, a single analyte molecule was placed into the octahedral pore of each 

primitive cell. In the second, the analyte was placed into the µ3-OH tetrahedral pore. Ab initio 

molecular dynamics (AIMD) simulations in the canonical ensemble were carried out on the 

periodic system at a temperature of 1000 K using the GLE thermostat.62-63 The AIMD simulations 

ran for 5 ps, using a timestep of 0.5 fs. The coordinates of the AIMD simulations were saved every 

100 timesteps and the sampled geometries were relaxed in CP2K to their local minima. The lowest 

energy structure from the two systems for each MOF + analyte pair was used to compute the 

binding energy via eq (4-1). Strongest binding energy structures for each MOF were then retested 

by substituting functional groups for all other MOFs into these structures as additional 
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configurations to test. Additional structures were generated by swapping agent molecules at strong 

binding sites. 

∆𝐸bind = 𝐸𝐴𝐵 − 𝐸𝐴 − 𝐸𝐵 (4-1) 

 

4.3 Results 

4.3.1 GB  

 Binding energy differences and configurations of GB in UiO-67-X are shown in Figure 

24. Binding energies and binding energy differences are tabulated in Table 7. 
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Figure 24. Binding energies and configurations of GB in UiO-67-X. a) Binding energies. b) GB in UiO-67-OH. 

c) GB in UiO-67. d) GB in UiO-67-NH2. Zr is shown in teal, C in grey, O in red, H in white, F in olive, P in 

orange, and N in blue. 

  

a) b) 

d) c) 
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Table 7. Binding energies and binding energy differences for GB in the functionalized MOFs. 

MOF Energy (kJ/mol) ΔΔEnergy (kJ/mol) 

OH -95.82 -5.58 

H -90.72 -0.48 

NH₂ -90.24 0.00 

 

 

The optimum binding configuration in the OH functionalized MOF is not the same as the 

NH2 functionalized and unfunctionalized MOFs. However, the equivalent configuration has a 

binding energy of -92.9 kJ/mol and is included in Appendix Figure C1. The configuration shown 

in Figure 24b has an OH···O hydrogen bond length of 1.78 Å, while the configuration in Appendix 

Figure C1 has an OH···O hydrogen bond length of 2.05 Å. 

The interaction shown in Figure 24b likely has the strongest energy of the three because it 

is able to form a strong hydrogen bond outside of the pocket environment where there is more 

open space, allowing for a reduction in repulsive interactions between analyte and ligands. This is 

also likely true for the comparison geometry shown in Appendix Figure C1, where there is also an 

OH – F electrostatic interaction of 3.25 Å resulting in similar energies. 

The OH···O hydrogen bond in the UiO-67 configuration is 1.79 Å. The UiO-67-NH2 

configuration’s hydrogen bonds are OH···O 2.05 Å and NH···F 3.05 Å, and there is a weak 

electrostatic interaction: CH···N 2.88 Å. The 0.25 Å difference in hydrogen bond length between 

GB and the µ3-OH group indicates that the NH2 groups are unnecessary to make a strong binding 

site. GB relaxes out of the pocket to interact with those groups, resulting in similar energies 

between the two configurations. 
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4.3.2 VX 

Binding energy differences and configurations of VX in UiO-67-X are shown in Figure 25.  
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Figure 25. Binding energies and configurations of VX in UiO-67-X. a) Binding energies. b) VX in UiO-67-OH. 

c) VX in UiO-67-NH2. d) VX in UiO-67. Zr is shown in teal, C in grey, O in red, H in white, S in yellow, P in 

orange, and N in blue. 

  

a) b) 

d) c) 
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All three of the MOFs have similar binding configurations with VX. The binding energies 

are all within 4 kJ/mol of each other as shown in Table 8. 

 

 

Table 8. Binding energies and binding energy differences of VX in functionalized MOFs. 

MOF Energy (kJ/mol) ΔΔEnergy (kJ/mol) 

OH -185.56 -3.88 

NH₂ -185.12 -3.44 

H -181.68 0.00 

 

 

There is a hydrogen bond between the phosphonyl oxygen and the H atom of the µ3-OH 

group. The hydrogen bond length for all three structures is ~1.79 Å (values in Appendix Table 

C1). The similarity in binding energies and hydrogen bond lengths indicates that the functional 

groups do not have an effect on the binding strength in this system. VX in such a large molecule 

that the substituent groups may prevent any stronger interactions between the ligand 

functionalizations from forming with the core of the agent.  

 

4.3.3 A-234 

Binding energy differences and configurations of A-234 in UiO-67-X are shown in Figure 

26. 
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Figure 26. Binding energies and configurations of A-234 in UiO-67-X. a) Binding energy differences. b) A-234 

in UiO-67-NH2. c) A-234 in UiO-67-OH. d) A-234 in UiO-67. Zr is shown in teal, C in grey, O in red, H in white, 

F in olive, P in orange, and N in blue.  

b) 

d) c) 

a) 
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The strongest binding configurations in UiO-67-NH2 and UiO-67 occur in the octahedral 

pore. The strongest binding configuration for UiO-67-OH occurs in the µ3-OH tetrahedral pore. 

The corresponding binding energies are tabulated in Table 9. 

 

 

Table 9. Binding energies and binding energy differences for A-234 in functionalized UiO-67. 

MOF Energy (kJ/mol) ΔΔEnergy (kJ/mol) 

NH₂ -147.32 -43.14 

OH -119.52 -15.34 

H -104.18 0.00 

 

 

In UiO-67-NH2, A-234 strongly interacts with two NH2 functionalized ligands, shown in 

Figure 26b. The NH···O hydrogen bond is 1.98 Å, and the NH···F hydrogen bond is 2.53 Å. The 

OH functionalized MOF configuration is 28 kJ/mol weaker and has a 1.68 Å hydrogen bond 

between one ligand OH group and the phosphonyl oxygen. We evaluated the OH functionalized 

analogue of UiO-67-NH2 + A-234 configuration shown in Figure 26b, and found the configuration 

shown in Appendix Figure C2. Here, the OH···O hydrogen bond is 1.83 Å, and the OH···F 

hydrogen bond is 2.65 Å. The binding energy is -75.6 kJ/mol. This is ~ 70 kJ/mol weaker than the 

corresponding configuration with UiO-67-NH2. We evaluated the hydrogen bond angles, shown 

in Appendix Table C2, in an attempt to explain this energy discrepancy, and found that while the 

UiO-67-OH configuration has smaller angles, the differences are not substantial enough to explain 

the binding energy difference. 

 

Comparing the binding energies of the three agents, those of VX are almost 100 kJ stronger 

than those of GB. This difference can be attributed to VX being a larger molecule with many more 
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opportunities for the formation of weak electrostatic interactions between the ligands and the 

analyte. 

Comparing VX and A-234, structures were identified that featured the formation of a 

hydrogen bond between the phosphonyl oxygen of A-234 and the µ3-OH group found in some 

tetrahedral pores. The strongest of these for UiO-67-NH2 had a binding energy of -122 kJ/mol, and 

a hydrogen bond length of 2.06 Å, corresponding to a weaker energy by 63 kJ/mol and a hydrogen 

bond 0.27 Å longer than the corresponding VX in UiO-67-NH2 structure. This configuration is 

shown in Appendix Figure C3. While the energy difference may be attributable to the additional 

weak electrostatic interactions possible between the larger VX molecule and the ligands, the 

difference in hydrogen bond length indicates that the greater steric bulk of A-234 may be 

preventing it from interacting with the µ3-OH site as strongly. 

4.4 Conclusions 

We find no difference in the binding energies for different MOFs for either GB or VX. 

This is attributable to strongest binding site being located in the µ3-OH containing tetrahedral 

pores. However, this is not the case for A-234, where the strongest binding sites are located in the 

octahedral pore. While there are local minima at the µ3-OH site, stronger interactions occur 

through multiple ligand interactions in the octahedral pore, where there is more space for the steric 

bulk of A-234. 
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5.0 From “In-situ NMR Investigation of Molecular Adsorption and Kinetics in MOF UiO-

66” (under review) 

The primitive cell of pristine UiO-66 has three distinct pores: a tetrahedral pore containing 4 µ3-

OH groups, a tetrahedral pore containing 4 µ3-O groups, and the octahedral pore. The lowest 

energy configurations of an IPA molecule in the three different pores of pristine UiO-66 was 

estimated from density functional theory (DFT) as implemented within CP2K 5.1.55-57 Minimum 

energy structures were identified using a modified basin hopping technique described in our 

previous paper.1 Goedecker-Teter-Hutter pseudopotentials59 were used with the DZVP-MOLOPT-

SR basis set,60 and Grimme’s D3 dispersion correction50 was applied. The cutoff and relative cutoff 

values were 400 Ry and 50 Ry, respectively. Convergence of these parameters has been verified 

previously1 for UiO-67, and we have successfully used these parameters with UiO-66. The 

conjugate gradient orbital transformation minimizer134 and LBFGS optimizer61 were used. 

Relaxation calculations were performed on the periodic UiO-66 primitive cell (a = b = c = 14.83 

Å, 𝛼 = 𝛽 = 𝛾 = 60°). The energy of IPA was calculated by relaxing an isolated molecule of IPA 

in a cubic box 25 Å on a side. All three pristine pore environments were studied independently. A 

single IPA molecule was placed into each of the three pores: the µ3-OH tetrahedral pore, the µ3-O 

containing pore, and the octahedral pore. 

Ab initio molecular dynamics (AIMD) simulations in the canonical ensemble were carried out 

on each of the three periodic systems at a temperature of 1000 K using the GLE thermostat.62-63 

The AIMD simulations were run for 5 ps, using a time step of 0.5 fs. The coordinates of the AIMD 

simulations were saved every 100 timesteps and the sampled geometries were relaxed to their local 

minima. The resulting energies were then used to calculate binding energies defined as  
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 ∆𝐸bind = 𝐸MOF/𝐴 − 𝐸MOF − 𝐸𝐴 (5-1) 

 

 

 

where 𝐸MOF/𝐴 is the energy of the MOF + IPA system, and 𝐸MOF, 𝐸𝐴 are energies of the empty 

MOF and IPA in the gas phase, respectively. The strongest binding configuration found was of 

IPA in the µ3-OH tetrahedral pore, with a binding energy of -89.9 kJ/mol. This configuration, 

shown in Figure 27, was strongest due to the formation of a 1.77 Å hydrogen bond between the 

µ3-OH hydrogen and the IPA oxygen. The strongest binding configurations found in the µ3-O 

tetrahedral and octahedral pores are shown in Figure 28 and Figure 29, respectively. The energies 

of these configurations are -59.4 kJ/mol and -50.5 kJ/mol respectively. These energies and relative 

binding energies are summarized in Table 10. The binding modes are likely dominated by 

electrostatic interactions.   
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Figure 27. Configuration of local minima with the strongest binding energy for IPA in the µ3-OH tetrahedral 

pore of UiO-66. The hydrogen bond between the µ3-OH and the ketone oxygen is shown by the black dashed 

line. Atoms are as follows: White: H, gray: C, red: O, cyan, Zr. Created with OVITO.188 

 

 

 

Table 10. Binding energies and relative binding energies of IPA in the three distinct pores of UiO-66.  

∆∆𝑬𝐛𝐢𝐧𝐝,𝒊 = ∆𝑬𝐛𝐢𝐧𝐝,𝒊 − 𝐦𝐢𝐧 (∆𝑬𝐛𝐢𝐧𝐝,𝒊) 

Pore ∆𝑬𝐛𝐢𝐧𝐝 (kJ/mol) ∆∆𝑬𝐛𝐢𝐧𝐝 (kJ/mol) 

Tetrahedral with µ3-OH -89.9 0 

Tetrahedral with µ3-O -59.4 30.5 

Octahedral -50.5 39.4 
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Figure 28. Configuration of local minima with the strongest binding energy for IPA in the µ3-O tetrahedral 

pore of UiO-66. Atoms are as follows: White: H, gray: C, red: O, cyan, Zr. Created with OVITO.188 
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Figure 29. Configuration of local minima with the strongest binding energy for IPA in the octahedral pore of 

UiO-66. Atoms are as follows: White: H, gray: C, red: O, cyan, Zr. Created with OVITO.188 
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6.0 Publications 

This chapter contains a list of all publications, published, submitted, and planned, to which I 

contributed along with a list of those contributions. 

 

1. Li, L., Zhang, S., Ruffley, J. P., & Johnson, J. K. (2018). Energy Efficient Formaldehyde Synthesis 

by Direct Hydrogenation of Carbon Monoxide in Functionalized Metal–Organic Frameworks. 

ACS Sustainable Chemistry & Engineering, 7(2), 2508-2515. 

doi:10.1021/acssuschemeng.8b05413 

a. Isotherm calculations of H2 and CO in UiO-67-NBF2 

b. UiO-67-NBF2 graphic 

c. Wrote part of the experimental methodology and revised manuscript. 

 

2. Mohamed, M. H., Yang, Y., Li, L., Zhang, S., Ruffley, J. P., Jarvi, A. G., . . . Rosi, N. L. (2019). 

Designing Open Metal Sites in Metal–Organic Frameworks for Paraffin/Olefin Separations. 

Journal of the American Chemical Society, 141(33), 13003-13007. doi:10.1021/jacs.9b06582 

a. Isotherm calculations of N2 in Cu(I)-MFU-4l and Zn(II)-MFU-4l 

b. MOF surface area calculations 

c. Blocked pore estimations 

d. Contributions to supporting information methodology 

 

3. Ruffley, J. P., Goodenough, I., Luo, T.-Y., Richard, M., Borguet, E., Rosi, N. L., & Johnson, J. K. 

(2019). Design, Synthesis, and Characterization of Metal–Organic Frameworks for Enhanced 

Sorption of Chemical Warfare Agent Simulants. The Journal of Physical Chemistry C, 123(32), 

19748-19758. doi:10.1021/acs.jpcc.9b05574 

a. Cluster and crystal density functional theory calculations 

b. Proposed 6 novel MOFs. CAS numbers: 2376615-42-6, 2376615-43-7, 2376615-45-9, 

2374313-47-8, 2376447-74-2, 2376447-75-3 
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c. Developed classical DMMP potential 

d. Isotherm calculations of DMMP in UiO-67-NH2, UiO-67-CH3, UiO-67 

e. Isotherm calculations of N2 in UiO-67-NH2, UiO-67-CH3, UiO-67 

f. Surface area calculations for UiO-67-NH2, UiO-67-CH3, UiO-67 

g. Lead writer 

 

4. Vo, M. N., Ruffley, J. P., Johnson, J. K., (2021) Impact of Defects on the Decomposition of 

Chemical Warfare Agent Simulants in Zr-based Metal Organic Frameworks AIChE Journal 

2021;e17156. 

a. Optimized periodic MOF geometries 

b. Writing and revisions 

 

5. Wardzala, J.J., Ruffley, J. P., Bagusetty, A., Goodenough, I., Schmidt, A. M., Shukla, P. B., 

DeSouza, M., Das, P., Wei, X., Thompson, D. J., Karwacki, C. J., Wilmer, C. E., Borguet, E., 

Rosi, N. L., Johnson, J. K., Modeling of Diffusion of Acetone in UiO-66. The Journal of Physical 

Chemistry C 2020, 124, 52, 28469–28478 

a. Literature review 

b. Created molecular dynamics simulation input files 

c. Wrote bulk job submission scripts 

d. Wrote analysis scripts 

e. Developed method to dynamically insert acetone molecules into MOF pores 

f. Density functional theory binding energy calculations of acetone in UiO-66 

g. Intellectual contributions: Method to identify pore window behavior during acetone transit 

h. Supervision of undergraduate students 

i. Lead writer 
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6. An, Y., Kleinhammes, A., Doyle, P., Chen, E-Y., Song, Y., Morris, A. J., Gibbons, B., Cai, M., 

Johnson, J. K., Shukla, P. B., Vo, M. N., Wei, X., Wilmer, C. E., Ruffley, J. P., Huang, L., 

Tovar, T. M., Mahle, J. J., Karwacki, C. J., Wu, Y. In-situ NMR Investigation of Molecular 

Adsorption and Kinetics in MOF UiO-66. The Journal of Physical Chemistry Letters (under 

review) 

a. Density functional theory calculations of IPA in UiO-66 

b. Writing 

 

7. Harper, D. K., Klan, J. M., Ruffley, J. P., Gan, X-Y., Millstone, J. E., Johnson, J. K., A 

Theoretical Study of the Impact of Vacancies and Disorder on the Electronic Properties of Cu2-

xSe, The Journal of Physical Chemistry C (to be submitted) 

a. Literature review 

b. Writing 

c. Supervision of undergraduate students 

 

8. Ruffley, J. P, Johnson, J. K., Interaction of HD and 2-Chloroethyl Ethyl Sulfide with a Series of 

Functionalized UiO-67 MOFs. The Journal of Physical Chemistry C (to be submitted) 

a. Project idea 

b. Density functional theory binding energy calculations on 2-CEES, HD in 10 UiO-67 MOFs 

c. Density functional theory strain calculations 

d. Writing 

 

9. Ruffley, J. P., Johnson, J. K., Interaction of GB, VX, and A-234 with Pristine Functionalized UiO-

67-X Metal-Organic Frameworks The Journal of Physical Chemistry C (to be submitted)  

a. Project idea 

b. Density functional theory calculations on GB, VX, A-234 in UiO-67-NH2, UiO-67-OH, 

UiO-67 

c. Writing 



 74 

7.0 Future Work 

One next step for this work would be to develop robust classical potentials for the blister 

and nerve agents studied here. A major limitation of chemical warfare agent (CWA) research is 

the lack of such potentials, limiting computational studies to ab initio approaches. While potentials 

have been reported for GB and GD,64, we were unable to reproduce that literature account during 

my PhD, and have had discussions with other scientists who also could not reproduce that account. 

While ab initio methods can be used to study reactivity, they preclude calculation of properties 

such as diffusion and adsorption, both of which would greatly advance our ability to identify 

materials for CWA capture.  

Another important contribution to this work would be to understand the interface of 

plasmonic nanoparticles encapsulated in MOFs through simulations. This might influence 

nanoparticle and MOF design to enhance potential reactivity. 

MOFs must also be designed to allow for reaction products to diffuse out. If such products 

sorb more strongly to the MOFs than agents of interest, the material will be ineffective. In 

conjunction with this work, studies must be undertaken which consider the interactions between 

agents and degradation products when both are in a MOF. As agent concentrates in the MOF, 

interactions between multiple agent molecules will occur. The effects of such interactions on the 

efficacy of the MOF materials must also be evaluated. 
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Appendix A Additional Figures and Tables for Chapter 1 

Appendix Table A1. Convergence criteria for ORCA geometry optimizations. G is the gradient and D is 

displacement. 

type tolerance 

E 5×10-6 Eh 

RMSG 1×10-4 Eh/bohr 

Max G 3×10-4 Eh/bohr 

RMSD 2×10-3 bohr 

Max D 4×10-3 bohr 

 

 

 

Appendix Table A2. Gaussian 09 cluster binding energies between DMMP and ligand models for UiO-67, with 

counterpoise corrected energies. While the counterpoise correction energies result in substantial error of over 

50% for the weakest binding energies, applying the correction does not change the relative order of binding 

strength. 

Interaction Pair ΔEbind (kJ/mol) ECP (kJ/mol) ΔEbind,CP (kJ/mol) 

DMMP + aniline -25.33 3.19 -22.14 

DMMP + thiophenol -20.74 3.25 -17.49 

DMMP + nitrobenzene -17.88 3.57 -14.31 

DMMP + bromobenzene -11.31 2.60 -8.71 

DMMP + toluene -10.70 2.84 -7.86 

DMMP + chlorobenzene -9.80 2.80 -7.00 

DMMP + phenyl azide -8.32 2.96 -5.36 

DMMP + benzene -6.36 2.50 -3.85 
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Appendix Figure A1. Binding energies calculated between DMMP and functional groups using DFT with the 

PBE functional and DLPNO-CCSD(T). Orca46 was used for all calculations. The only change in the relative 

binding strength is the N3 functionalized ligand. However, the energies in question differ by less than 1 kJ/mol, 

making this change in relative binding strength inconsequential.  
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Primitive cell optimizations, done with CP2K 4.1,55-57 required selection of both cutoff and 

relative cutoff at converged values. Convergence was defined as no change in the single point 

energy to 1×10-5 hartree. Converged values were 400 rydberg cutoff and 50 rydberg relative cutoff. 

 

 

Appendix Figure A2. Convergence of the cutoff for UiO-67 using CP2K.  
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Appendix Figure A3. Convergence of the relative cutoff for UiO-67 using CP2K. 
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The united atom DMMP potential was described by eq (A-1), where the bond contribution 

was determined by eq (A-2), the angle contribution was determined by eq (A-3), and the dihedral 

torsion contribution was determined by eq (A-4). 

 

 

 𝑉 = 𝑉𝑏𝑜𝑛𝑑 + 𝑉𝑏𝑒𝑛𝑑 + 𝑉𝑡𝑜𝑟𝑠𝑖𝑜𝑛 (A-1) 

 𝑉𝑏𝑜𝑛𝑑 =
1

2
𝐾𝑟(𝑟 − 𝑟0)2 (A-2) 

 𝑉𝑎𝑛𝑔𝑙𝑒 =
1

2
𝐾𝜃(𝜃 − 𝜃0)2 (A-3) 

 𝑉𝑡𝑜𝑟𝑠𝑖𝑜𝑛 = 𝐾𝜑[1 + cos{m(φ − φ0)}] (A-4) 

 

 

QuickFF66 parameters were generated using standard accuracy and output from a VASP189-

192 vibrational calculation. 

It is expected that the bonded potential terms will be widely applicable for force-field based 

simulations of DMMP, as QuickFF has been shown to be robust and generally applicable to a 

variety of molecules.66 While the Lennard-Jones and electrostatic parameters developed here were 

not tested over a range of states for accuracy, the goal of this work is not to develop such a widely 

robust model. Rather, the intention is to produce a model that will give a reasonable prediction of 

the behavior of DMMP. Here, a density of 1143 kg/m3 at 298 K and 1 atm is obtained, while the 

literature value at these conditions is 1145 kg/m3.  
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Appendix Table A3. Simulation parameters for LAMMPS NPT to fit an atomic potential for DMMP. 

cutoff 14 Å 

molecules 155 

equilibration steps 100,000 

production steps 500,000 

timestep 0.25 fs 

 

 

Appendix Table A4. Simulation parameters for RASPA NPT to fit an atomic potential for DMMP. 

cutoff 14 Å 

molecules 155 

equilibration cycles 100,000 

production cycles 300,000 
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Appendix Table A5. Lennard-Jones 12-6 potential parameters and atomic charges used to calculate non-

bonded contributions to the potential for the DMMP molecule. 

atom ε (kcal/mol) σ (Å) q (e) 

CH3(-O) 0.169 3.75 0.135 

CH3(-P) 0.169 3.75 0.021 

O 0.095 2.80 -0.360 

O(=P) 0.137 3.05 -0.691 

P 0.149 4.00 1.120 

 

 

 

Appendix Table A6. Bond stretch parameters for the DMMP molecule. Parameters were used with eq (A-2) to 

calculate the bond stretch contribution to the potential. 

bond Kr (kcal/(mol*Å2)) r0 (Å) 

CH3 - O 682.44 1.469 

CH3 - P 444.2 1.801 

O - P 684.62 1.633 

O = P 1335.98 1.47 

 

 

 

Appendix Table A7. Bending parameters for the DMMP molecule. Parameters were used with eq (A-3) to 

calculate the angle contribution to the potential. 

angle Kθ (kcal/(mol*rad2)) θ0 (degree) 

CH3 - O - P 56.451 111.13 

CH3 - P - O 87.035 101.9 

CH3 - P = O 71.5 118.7 

O - P - O 88.928 106.08 

O - P = O 77.731 113.55 
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Appendix Table A8. Dihedral torsion parameters for the DMMP molecule. Parameters were used with eq (A-

4) to calculate the dihedral torsion contribution to the potential. 

torsion Kφ (kcal/mol) m φ0 (degree) 

CH3 - O - P - CH3 0.7192 3 0 

CH3 - O - P - O 0.0809 3 0 

CH3 - O - P = O 0.6096 3 0 

 

 

 

Appendix Table A9. Helium void fractions calculated for each MOF were used to calculate excess adsorption 

isotherms in RASPA. 

MOF He void fraction 

UiO-67 0.6793 

UiO-67-NH2 0.6429 

UiO-67-CH3 0.6289 

 

 



 83 

 

Appendix Figure A4. Comparison of cluster and crystal binding energies between DMMP and functionalized 

MOFs, as calculated from Orca and CP2K respectively. Only the strongest binding energy is shown.  
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Appendix Figure A5. UiO-67-Br interaction with DMMP. Zr shown in light blue, oxygen shown in red, carbon 

shown in gray, bromine shown in burgundy, hydrogen shown in white. 
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Appendix Figure A6. UiO-67-Cl interaction with DMMP. Zr shown in light blue, oxygen shown in red, carbon 

shown in gray, chlorine shown in lime green, hydrogen shown in white. 
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Appendix Figure A7. UiO-67-SH interaction with DMMP. Zr shown in light blue, oxygen shown in red, carbon 

shown in gray, sulfur shown in yellow, hydrogen shown in white. 
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Appendix Figure A8. UiO-67-CH3 interaction with DMMP. Zr shown in light blue, oxygen shown in red, carbon 

shown in gray, hydrogen shown in white. 
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Appendix Figure A9. UiO-67 interaction with DMMP. Zr shown in light blue, oxygen shown in red, carbon 

shown in gray, hydrogen shown in white. 
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Appendix Figure A10. UiO-67-N3 interaction with DMMP. Zr shown in light blue, oxygen shown in red, carbon 

shown in gray, nitrogen shown in blue, hydrogen shown in white. 
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Appendix Figure A11. UiO-67-NH2 interaction with DMMP. Zr shown in light blue, oxygen shown in red, 

carbon shown in gray, nitrogen shown in blue, hydrogen shown in white. 

 



 91 

 

Appendix Figure A12. UiO-67-NO2 interaction with DMMP. Zr shown in light blue, oxygen shown in red, 

carbon shown in gray, nitrogen shown in blue, hydrogen shown in white. 
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Appendix Figure A13. Nitrogen adsorption isotherms at 77 K from experiments (points) and simulations (lines). 

The model is too attractive at low to moderate pressures, but it correctly captures the behavior of the isotherms. 

There is no hysteresis in the experimental isotherms, as seen from agreement between adsorption (filled 

symbols) and desorption (open symbols). The model gives reasonable agreement at saturation.  
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Appendix Figure A14. Surface areas for the synthesized MOFs computed from simulations and from 

experimental BET measurements based on N2 isotherms at 77 K. The data shown as black bars were computed 

from a geometric algorithm involving rolling an argon atom over the surface of the MOF. The data shown as 

red bars were computed from applying the BET equation to simulated N2 isotherms at 77 K (Appendix Figure 

A13). The blue bars represent BET surface areas from experimental N2 isotherms at 77 K (Appendix Figure 

A13). The slight difference in geometric and BET surface areas is to be expected from different definitions of 

the surface area. Overall, the agreement is very good between the experiments and simulations.   
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The results of statistical analysis tabulated in Appendix Table A10 through Appendix Table 

A12 show that the models of adsorption for each MOF significantly differed from the mean. This 

is only one way of conducting a statistical analysis for non-linear models. Another way to examine 

the data for significant differences is by conducting an equivalence test, which directly compares 

the models to each other. Here, UiO-67-CH3 was selected to be the reference model. For both 

analysis methods, α was set at 0.05. The results of this analysis are tabulated in Appendix Table 

A13 and Appendix Table A14. That a significant result is observed in this analysis as well cements 

the assertion that there is a significant difference in DMMP adsorption based on the model 

developed here. 

 

 

Appendix Table A10. Analysis of means found that the growth rate term of the models was significantly 

different from the mean for the methyl and unfunctionalized MOFs. 

level lower limit estimate upper limit limit exceeded 

UiO-67 1648 2705 2384 upper 

UiO-67-CH3 1783 1695 2249 lower 

UiO-67-NH2 1775 2064 2257  

 

 

Appendix Table A11. Analysis of means found that the inflection points of the models were significantly 

different from the mean for all three of the models. 

level lower limit estimate upper limit limit exceeded 

UiO-67 0.002516 0.003635 0.002762 upper 

UiO-67-CH3 0.002529 0.002892 0.002749 upper 

UiO-67-NH2 0.002575 0.002283 0.002703 lower 
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Appendix Table A12. Analysis of means found that the asymptotes of the models were significantly different 

from the mean for all three models. 

level lower limit estimate upper limit limit exceeded 

UiO-67 147 162 152 upper 

UiO-67-CH3 147 143 152 lower 

UiO-67-NH2 147 145 152 lower 

 

 

 

Appendix Table A13. Equivalence tests between the model for UiO-67-CH3 and UiO-67 show that the growth 

rate and inflection points of the models were significantly different. 

level lower CL ratio upper CL limit exceeded 

growth rate 1.38 1.60 1.81 both 

inflection point 1.21 1.26 1.30 upper 

asymptote 1.12 1.13 1.15  

 

 

 

Appendix Table A14. Equivalence tests between the model for UiO-67-CH3 and UiO-67-NH2 show that the 

growth rate and inflection points of the models were significantly different. 

level lower CL ratio upper CL limit exceeded 

growth rate 1.06 1.22 1.37 upper 

inflection point 0.76 0.79 0.82 lower 

asymptote 1.00 1.01 1.03  
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The differences in binding energies for DMMP in the UiO-67-NH2, UiO-67-CH3, and UiO-

67 MOFs can give rise to equilibrium concentration differences in a stratified MOF. Assume a 

three-stratum MOF UiO-67-NH2⊂UiO-67-CH3⊂UiO-67 (inner most stratum MOF UiO-67-NH2). 

The DFT calculated binding energies for DMMP in these MOFs are -74, -71, and -64 kJ/mol, 

respectively. Assuming a Boltzmann distribution and referencing to UiO-67 (differential binding 

energies of -10, -7, 0 kJ/mol, respectively) gives Boltzmann factors of 55.1 and 16.6 for UiO-67-

NH2 and UiO-67-CH3, respectively. Thus, the concentration of DMMP in the UiO-67-NH2 stratum 

should be 55.1 times larger than in UiO-67.  
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Appendix B Additional Figures and Tables for Chapter 3 

 

Appendix Figure B1. Ligands considered in this work are based on our previous work.1 From left to right: 

BPDC, CH3-BPDC, OH-BPDC, SH-BPDC, NH2-BPDC, N3-BPDC, F-BPDC, Br-BPDC, Cl-BPDC, I-BPDC. 

 

 

Appendix Table B1. Tabulated binding energies of HD and 2-CEES in UiO-67-X  

 HD 2-CEES 

MOF Energy (kJ/mol) Energy (kJ/mol) 

UiO-67-NH2 -132.5 -114.7 

UiO-67-OH -131.0 -114.0 

UiO-67-CH3 -129.6 -107.4 

UiO-67 -124.4 -107.1 

UiO-67-I -122.2 -106.2 

UiO-67-Br -122.1 -106.1 

UiO-67-Cl -117.7 -101.5 

UiO-67-F -117.2 -102.1 

UiO-67-SH -116.4 -97.5 

UiO-67-N3 -92.1 -76.9 

STDDEV 11.5 10.68 

mean -120.5 -103.36 
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Appendix Figure B2. Binding configurations in UiO-67-OH. a) HD: The S···H hydrogen bond is 2.65 Å. The 

upper Cl-H electrostatic interactions are, from left to right, 4.05 Å, 4.09 Å and 3.23 Å. The Cl-HO electrostatic 

interaction is 2.93 Å. The lower Cl-H electrostatic interaction is 3.73 Å. b) 2-CEES: The S···H hydrogen bond 

is 2.58 Å. The Cl-HO electrostatic interaction is 2.98 Å. The Cl-H electrostatic interaction is 3.63 Å. Zr is shown 

in teal, C in grey, O in red, H in white, S in yellow, and Cl in green. 

ba) 
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Appendix Figure B3. Binding configurations in UiO-67-SH. a) HD: The upper Cl-H electrostatic interactions 

are, from left to right, 4.13 Å, 4.21 Å, and 3.17 Å. The S···H hydrogen bond is 2.65 Å. The SH-Cl electrostatic 

interaction is 3.02 Å. The lower Cl-H electrostatic interaction is 3.34 Å. b) 2-CEES: The S···H hydrogen bond 

is 2.56 Å. The Cl-H electrostatic interaction is 3.26 Å. The SH-Cl electrostatic interaction is 3.00 Å. Zr is shown 

in teal, C in grey, O in red, H in white, S in yellow, and Cl in green. 

 

 

Appendix Table B2. Distances and angles of the XH-Cl interaction found in the hydrogen bonder functionalized 

MOFs with HD.  

 HD 2-CEES 

X Distance (Å) Angle (°) Distance (Å) Angle (°) 

N 2.89 135.4 2.91 133.2 

O 2.93 125.0 2.98 125.3 

S 3.02 112.5 3.00 111.1 

 

ba) 
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Appendix Figure B4. Binding configurations in UiO-67-Br. a) HD: The upper Cl-H electrostatic interactions 

are, from left to right, 4.05 Å, 4.02 Å, and 3.49 Å. The S···H hydrogen bond is 2.59 Å. The Cl-Br electrostatic 

interaction distance is 3.67 Å, and the Cl-H interaction distance is 3.21 Å. b) 2-CEES: The Cl-H electrostatic 

interactions are, from left to right, 4.16 Å, 4.04 Å, and 3.37 Å. The S···H hydrogen bond is 2.54 Å. The Cl-Br 

electrostatic interaction has a distance of 3.63 Å, and the Cl-H interaction has a distance of 3.18 Å. Zr is shown 

in teal, C in grey, O in red, H in white, S in yellow, Cl in green, and Br in pink. 

ba) 
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Appendix Figure B5. Binding configurations in UiO-67-Cl a) HD: The upper Cl-H electrostatic interactions 

are, from left to right, 4.03 Å, 3.99 Å, and 3.48 Å. The S···H hydrogen bond is 2.67 Å. The Cl-Cl distance is 3.73 

Å, and the lower Cl-H electrostatic interaction is 3.29 Å. b) 2-CEES: The Cl-H electrostatic interactions are, 

from left to right, 4.07 Å, 4.05 Å, and 3.42 Å. The S···H hydrogen bond is 2.51 Å. Zr is shown in teal, C in grey, 

O in red, H in white, S in yellow, and Cl in green. 

 

ba) 
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Appendix Figure B6. Binding configurations in UiO-67-F a) HD: The upper Cl-H electrostatic interactions are, 

from left to right, 4.03 Å, 3.99 Å, and 3.48 Å. The S···H hydrogen bond is 2.67 Å. The Cl-F distance is 3.73 Å, 

and the lower Cl-H electrostatic interaction is 3.29 Å. b) 2-CEES: The Cl-H electrostatic interactions are, from 

left to right, 4.16 Å, 4.10 Å, and 3.54 Å. The S···H hydrogen bond is 2.50 Å. Zr is shown in teal, C in grey, O in 

red, H in white, S in yellow, Cl in green, and F in olive. 

 

 

 

Appendix Table B3. Cl-X repulsion distances in UiO-67-X + HD configurations. 

X Distance (Å) 

I 3.65 

Br 3.63 

Cl 3.73 

F 3.73 

 

ba) 
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Appendix Figure B7. Atomic coordinates of the carbons labeled A, B, C, and D were used to calculate dihedral 

torsions via Avogadro 1.2169  

 

 

Appendix Figure B8. Ligand labels for reporting torsion angles. The analyte occupies the pocket formed by 

ligands A, B, and D. 
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Appendix Table B4. Dihedral torsion angles for UiO-67-NH2. 

 Angle (°) Δ° 

Ligand HD 2-CEES Void MOF HD/2-CEES HD/Void 2-CEES/Void 

A 42.9 40.1 41.6 2.8 1.3 1.5 

B 37.9 38.6 43.5 0.7 5.6 4.9 

C -41.7 -41.4 -41.0 0.3 0.7 0.4 

D -42.0 -42.0 -39.6 0.0 2.4 2.4 

E -41.6 -41.5 -41.7 0.1 0.1 0.2 

F -42.0 -41.0 -41.1 1.0 0.9 0.1 

Average (magnitude) 41.4 40.8 41.4 0.8 1.8 1.6 

Std Dev 1.6 1.1 1.2 1.0 1.8 1.7 

 

 

 
Appendix Table B5. Dihedral torsion angles for UiO-67-OH. 

 Angle (°) Δ° 

Ligand HD 2-CEES Void MOF HD/2-CEES HD/Void 2-CEES/Void 

A 43.1 40.8 40.7 2.3 2.4 0.1 

B 40.7 39.0 42.8 1.7 2.1 3.8 

C -42.3 -41.5 -42.6 0.8 0.3 1.1 

D -41.3 -41.7 -41.2 0.4 0.1 0.5 

E -43.3 -42.9 -43.6 0.4 0.3 0.7 

F -42.0 -42.0 -42.4 0.0 0.4 0.4 

Average (magnitude) 42.1 41.3 42.2 0.9 0.9 1.1 

Std Dev 0.9 1.2 1.0 0.8 0.9 1.2 

 

 

 

Appendix Table B6. Dihedral torsion angles for UiO-67-SH. 

 Angle (°) Δ° 

Ligand HD 2-CEES Void MOF HD/2-CEES HD/Void 2-CEES/Void 

A 49.1 43.8 46.7 5.3 2.4 2.9 

B 44.0 42.5 47.7 1.5 3.7 5.2 

C -47.0 -45.5 -46.5 1.5 0.5 1.0 

D -46.4 -46.1 -45.7 0.3 0.7 0.4 

E -47.4 -45.7 -47.3 1.7 0.1 1.6 

F -49.1 -45.8 -47.2 3.3 1.9 1.4 

Average (magnitude) 47.2 44.9 46.9 2.3 1.6 2.1 

Std Dev 1.7 1.3 0.6 1.6 1.3 1.6 
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Appendix Table B7. Dihedral torsion angles for UiO-67-CH3. 

 Angle (°) Δ° 

Ligand HD 2-CEES Void MOF HD/2-CEES HD/Void 2-CEES/Void 

A 43.2 41.0 44.3 2.2 1.1 3.3 

B 40.2 38.6 45.7 1.6 5.5 7.1 

C -44.0 -42.0 -44.9 2.0 0.9 2.9 

D -43.4 -42.2 -44.4 1.2 1.0 2.2 

E -44.0 -41.9 -45.4 2.1 1.4 3.5 

F -44.0 -42.3 -45.7 1.7 1.7 3.4 

Average (magnitude) 43.1 41.3 45.1 1.8 1.9 3.7 

Std Dev 1.3 1.3 0.6 0.3 1.6 1.6 

 

 

 

Appendix Table B8. Dihedral torsion angles for UiO-67. 

 Angle (°) Δ° 

Ligand HD 2-CEES Void MOF HD/2-CEES HD/Void 2-CEES/Void 

A 32.6 32.4 30.1 0.2 2.5 2.3 

B 26.5 28.6 30.7 2.1 4.2 2.1 

C -31.8 -31.3 -31.5 0.5 0.3 0.2 

D -33.0 -32.5 -31.0 0.5 2.0 1.5 

E -31.6 -31.5 -31.6 0.1 0.0 0.1 

F -31.4 -31.8 -32.1 0.4 0.7 0.3 

Average (magnitude) 31.2 31.4 31.2 0.6 1.6 1.1 

Std Dev 2.2 1.3 0.7 0.7 1.5 0.9 

 

 

 

Appendix Table B9. Dihedral torsion angles for UiO-67-I. 

 Angle (°) Δ° 

Ligand HD 2-CEES Void MOF HD/2-CEES HD/Void 2-CEES/Void 

A 46.1 46.9 46.4 0.8 0.3 0.5 

B 45.8 46.0 47.3 0.2 1.5 1.3 

C -46.2 -47.3 -46.9 1.1 0.7 0.4 

D -45.2 -44.9 -46.7 0.3 1.5 1.8 

E -46.3 -47.4 -48.9 1.1 2.6 1.5 

F -46.7 -47.9 -48.6 1.2 1.9 0.7 

Average (magnitude) 46.1 46.7 47.5 0.8 1.4 1.0 

Std Dev 0.5 1.0 0.9 0.4 0.8 0.5 
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Appendix Table B 10. Dihedral torsion angles for UiO-67-Br. 

 Angle (°) Δ° 

Ligand HD 2-CEES Void MOF HD/2-CEES HD/Void 2-CEES/Void 

A 45.0 45.1 45.2 0.1 0.2 0.1 

B 44.4 44.2 45.8 0.2 1.4 1.6 

C -45.1 -45.2 -45.5 0.1 0.4 0.3 

D -44.0 -43.1 -44.6 0.9 0.6 1.5 

E -45.2 -45.1 -46.2 0.1 1.0 1.1 

F -45.7 -45.8 -45.8 0.1 0.1 0.0 

Average (magnitude) 44.9 44.8 45.5 0.2 0.6 0.8 

Std Dev 0.6 0.9 0.5 0.3 0.5 0.7 

 

 

 

Appendix Table B11. Dihedral torsion angles for UiO-67-Cl. 

 Angle (°) Δ° 

Ligand HD 2-CEES Void MOF HD/2-CEES HD/Void 2-CEES/Void 

A 45.9 43.2 43.1 2.7 2.8 0.1 

B 42.7 42.7 43.4 0.0 0.7 0.7 

C -44.3 -44.1 -44.7 0.2 0.4 0.6 

D -43.6 -43.3 -44.5 0.3 0.9 1.2 

E -44.1 -43.9 -44.9 0.2 0.8 1.0 

F -44.8 -44.4 -45.6 0.4 0.8 1.2 

Average (magnitude) 44.2 43.6 44.4 0.6 1.1 0.8 

Std Dev 1.0 0.6 0.9 0.9 0.8 0.4 

 

 

Appendix Table B 12. Dihedral torsion angles for UiO-67-F. 

 Angle (°) Δ° 

Ligand HD 2-CEES Void MOF HD/2-CEES HD/Void 2-CEES/Void 

A 34.1 34.0 34.1 0.1 0.0 0.1 

B 33.5 34.9 38.5 1.4 5.0 3.6 

C -34.7 -35.1 -36.0 0.4 1.3 0.9 

D -34.5 -34.4 -33.1 0.1 1.4 1.3 

E -35.7 -36.2 -36.7 0.5 1.0 0.5 

F -34.1 -34.6 -35.7 0.5 1.6 1.1 

Average (magnitude) 34.4 34.9 35.7 0.5 1.7 1.3 

Std Dev 0.7 0.7 1.7 0.4 1.6 1.1 
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Appendix C Additional Figures and Tables for Chapter 4 

 

Appendix Figure C1. UiO-67-OH and GB comparable binding configuration to those shown for UiO-67-NH2 

and UiO-67 in Figure 24. Zr is shown in teal, C in grey, O in red, H in white, F in olive, and P in orange.  
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Appendix Table C1. Hydrogen bond lengths of the functionalized MOFs with VX. 

MOF 

H Bond Length 

(Å) 

OH 1.78 

NH₂ 1.79 

H 1.78 

 

 

 

Appendix Figure C2. UiO-67-OH Corresponding structure to UiO-67-NH2 + A-234 shown in Figure 26b. The 

OH···O hydrogen bond length is 1.83 Å and the OH···F hydrogen bond length is 2.65 Å. Zr is shown in teal, C 

in grey, O in red, H in white, F in olive, P in orange, and N in blue. 
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Appendix Table C2. Hydrogen bond angles comparing the A-234 interactions shown in Figure 26b and 

Appendix Figure C2.  

Bond Angle (°) 

NH···O 156.4 

OH···O 150.0 

NH···F 144.5 

OH···F 141.6 

 

 

 

Appendix Figure C3. Optimum binding configuration of UiO-67-NH2 and A-234 in the µ3-OH tetrahedral pore. 

The OH···O hydrogen bond is 2.06 Å and the NH···F hydrogen bond is 2.48 Å. Zr is shown in teal, C in grey, 

O in red, H in white, F in olive, P in orange, and N in blue. 
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