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Estimating Food Volume in a Bowl Based on Geometric Image Features

Boyang Li, M.S.

University of Pittsburgh, 2021

Image-based dietary assessment is important for health monitoring and obesity manage-

ment because it can provides quantitative food intake information. In this thesis, a novel

image processing method that estimates the volume of food within a circular bowl (i.e.,

the top rim of the bowl is a circle) is presented. In contrast to the Western culture where

circular plates are most commonly used as food containers, circular bowls are the primary

food containers in Asian and African culture. This thesis focuses on estimating the volume

of amorphous food (i.e., food without a clear shape, such as a bowl of cereal) instead of food

with usual shapes (e.g., an apple). Four geometric features of the food, namely food orienta-

tion, food area ratio, normalized curvature and normalized shape vertex, are extracted from

2D images. Based on these features, food volume is estimated using a linear or quadratic

regression model. Our experiments show that, for 135 images of six different foods in a bowl

of known shape, the mean absolute percentage error of our estimation was less than 20%,

evaluated using a five-fold cross-validation technique.

Keywords: food volume estimation, Hough transform, image segmentation, curvature,

regression.
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1.0 Introduction

There is an increasing concern about chronic health problems related to diet including

obesity, hypertension, diabetes and heart disease. Diet education programs have been de-

veloped to advertise the effect of overweight and encourage people to have healthier dietary

habits. Determining what someone eats during each meal provides valuable insights for

addressing the dietary problem and helps to prevent many chronic diseases [3]. The need

for a dietary assessment system to accurately measure dietary and nutrient intake becomes

imperative. Also, evaluating precise dietary intake is considered as an open research problem

in health and nutrition fields [4].

Traditionally, dietary assessment is usually conducted by self-reporting [5]. This type

of dietary assessment is usually carried out in three methods: 24-hour dietary recall, food

diary, and food frequency questionnaire.

The 24-hour dietary recall is a scientifically well-designed 20 to 60 minutes interview to

record the total amount of each specific food and beverage consumption by the participants

in the past 24 hours [6]. Instead of an automated self-assessment system, the interviews are

typically administered by a trained interviewer. Interviewers will translate the description

from the respondents into the energy and nutrients intake. The Foods Surveys Research

Group (FSRG) of the United States Department of Agriculture (USDA) has made huge effort

to make this method accurate [4]. The 24-hour dietary recall is precise because of the short

interval, while the disadvantages of this method include high cost and long administration

time.

Food diary is another well-known self-reporting method in which the research participant

records his/her food intake as soon as the eating event completes [7]. The time interval of food

diary usually lasts for a period of one or more days. Primary nutrients and food are recorded

in a hand-written questionnaire, which will be evaluated and assessed by experienced experts

to calculate the nutrients and food intake. Compared to the 24-hour dietary recall which is

often used for population-based studies, food diary is a preferable dietary assessment method

for clinical studies because it is generally more accurate [7].
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Food frequency questionnaire (FFQ) is a dietary assessment tool that provides in a

form of questionnaire to estimate the frequency of food item consumption and also the

portion size information over a reference period [8]. Food frequency questionnaire has become

a very important method for assessing dietary intake in epidemiological studies. Large

health survey mainly gives a broadly representative roundup of the health condition within

a specific population [9]. Compared with other dietary assessment methods, food frequency

questionnaire is relatively economical and practical, easy and quick to operate [10].

As smartphones become more and more popular in the last 10 years. Mobile application

could be used as a self-reporting method which helps to collect dietary supplement data over a

shorter period of time. Respondents take pictures of each food before and after the meal (the

after-meal picture is for possible left over). A number of mobile apps have been developed

for dietary assessment using self-report. SapoFitness [11] is a conventional prototype of a

mobile application for dietary evaluation. The application helps users to record daily diet

and exercise. Also, SapoFitness could be used for intelligently setting diet plans based on

customized objectives. Social network connection and alerting systems are included to help

users to be more motivated during the process of controlling weight. Mobile applications

could easily integrate many more functionalities to help people get healthier eating styles, but

from a dietary assessment perspective, SapoFitness still uses a self-reporting conventional

method.

Because of the complexity and diversity of different food recordings, self-reporting di-

etary assessment system is vulnerable to under-reporting. Portion size estimation is one of

the main contributors to the under-reporting of the self-reporting dietary assessment pro-

cess [4]. Respondents without enough training could lead to inaccurate results for the food

volume estimation. Solid food portion size estimation could be significantly improved after

training, while amorphous food volume is still hard to be estimated. Plus, self-report di-

etary assessment is time consuming and lack of consistency. Overall, although self-reporting

provides the most intuitive and comprehensive way of dietary assessment data collection,

automatic or semi-automatic monitoring systems are still indispensable.
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One means of improving the data collected in these self-reporting processes is using

technology. Technology assisted assessment could provide more consistent and high-quality

results. Also, it could reduce the burden on both users and dietitians.

Computer vision based dietary assessment systems have been proposed and studied by

a number of investigators in the last few years [12]. Two steps are usually involved into

computer vision based dietary system workflow: visual data collection and portion size

estimation.

Input data of computer vision based dietary systems could vary from images, video or

3D rangefinder. For image input, it could vary from a single image to multiple images

from different angles. On the one hand, more visual input usually helps to improve the

estimation result. On the other hand, it requires more human intervention which is not ideal

for automatic dietary assessment system.

Portion size estimation is very hard because food shape and appearance could vary a

lot due to food preparation conditions [3]. In majority, portion size estimation relies on 3D

reconstruction model to transfer 2D image into 3D model with the correct scale. In these

processes, a size reference (usually a checkerboard card) is placed next to the food to help

estimate food scale from the image [4]. Model-based portion size estimation is a special case

of portion size estimation, which evaluates the food volume based on the pre-defined and

user-selected food 3D shape models.

1.1 Visual Data Collection

Visual data collection has been evolved in years and different methods and customized

devices were proposed by different researchers. There are many existing technology-assisted

diet assessment systems to proceed food images with a mobile device [13, 14]. DietCam [15]

is a mobile system to help to evaluate food intake and aim to minimizing human intervention.

A credit card needs to be first placed beside the plate, then users are required to take three

pictures around the dishes approximately every 120 degree or shoot a short video. The 3D

food model will be reconstructed based on the visual input. To compute the food size, a
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credit card is used as the reference object since credit cards have a universally identical size.

Users need to be involved to take pictures or shoot videos before and after meals. Since

smartphones are the most popular and powerful mobile platform, the data collection process

is appealing and not extremely hard. When the scene has less than six food items, DietCam

could achieve a recognition accuracy of 92% which is quite promising. When the food shape

and appearance is arbitrary (food residue), the predefined shape models are not feasible here.

Different dedicated wearable devices were proposed to help evaluate food, calories and

nutrition intake [16, 17]. A wearable electronic device (eButton [18, 19]) is specifically

used for objective dietary assessment data collection. eButton is a small electronic device

containing a microphone, a miniature camera and several other sensors. It collects the visual

data, which will be transferred in a predefined rate to the registered dietitian’s computer for

further image-based data processing. This device is designed to not affect users’ life. This

feature is particularly important as either questionnaire (self-reporting method) or mobile

phone could tell if users are under an experiment for dietary assessment, which may lead to

data inaccuracy.

A mobile structured light system (SLS [20]) contains a laser attachment and a mobile

smartphone. Laser attachment projects grids on the food and the mobile phone will collect

grid videos containing depth maps for the intersection points within each video frame. Depth

map will be further combined with other 3D reconstruction techniques to reconstruct the 3D

model of the food. Laser attachment is added in the system to provide more information for

reconstruction from 2D image into 3D model. This system is burdensome and not suitable

for daily use.

1.2 Model-based Portion Size Estimation

After food items are correctly segmented and identified, accurately estimating food vol-

ume in the image is the key step to determine the nutrient content of the food. Model-based

portion size estimation is usually used for rigid or solid food without too much shape or

appearance change. The basic idea is pre-defining or user-selecting a set of food items with

4



3D shape model templates, then trying to fit the 3D model into the object within the 2D

image. The model template could be simple (e.g. sphere, cone) or complex (e.g. banana,

pear).

Woo et al. proposed a method to automatically calculate portion size through volume

estimation using a single image [14]. First, the camera calibration step computes camera

intrinsic and extrinsic parameters, which would help to extract the geometry information

in the 3D world. In this work, volume estimation method was developed for both spherical

and prismatic shapes. With the assumption of the 3D model, feature points in 2D image are

unprojected into the 3D world based on the parameters of the geometric class.

Jia et al. [21] used a wearable camera (eButton [19]) device to collect eating occasion

information. It makes use of a known-size plate as the geometric reference. A few of simple

geometric model shapes are predefined and manual adjustment is required.

3D/2D Model-to-Image Registration [5] is an improved method for estimating food vol-

ume from a single-view 2D image. The method utilizes the food global contour to resolve

the position, scale and orientation of the user-selected and predefined 3D shape model. This

method provides a robust solution for the simple food items, while doesn’t give solutions to

more complex 3D shape models. Also, this method only focuses on the outline of the food

object and discards the internal structure of the food. (e.g. texture)

Food container mentioned in the previous work is mainly a circular plate, which is the

most popular food container in Western countries. The developed dietary assessment system

based on previous work theory would work well for Western country dietary research. In

contrast, people usually use bowls instead of plates in Eastern countries. Model-based 3D

reconstruction will be restricted as well since the side of the bowl will block the 3D shape

model outline. Amorphous food is more common in Eastern cuisine. 3D predefined or

user-selected shape models are inconsistent with the food object present in the image. This

research focuses on estimating food volume within an circular bowl. (e.g. the top rim of the

bowl is circular).
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1.3 Thesis Outline

In Chapter 2, we review the related theories and specify the objectives of this work.

It includes image segmentation, curvature, Hough transform, machine learning regression

models and performance metrics, etc.

Chapter 3 details the methodology we opted for throughout the research. This chapter

captures the details for data collection, features extraction and regression models we use in

this research.

The results and discussion of this study are described in Chapter 4, emphasizing on

the individual feature analysis, regression models and their performance evaluation. Also a

detailed discussion related to the findings of this study based on the evaluation results using

different regression models is included in this chapter.

Finally, we summarize this work and give future insights in Chapter 5.
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2.0 Related Studies

2.1 Image Segmentation

2.1.1 Overview

An image contains lots of useful information. Thus, understanding the image or in other

words extracting information from the image is an important technology. Image segmenta-

tion is an important topic in the field of computer vision. It is the first step in image analysis,

the foundation of computer vision, and an important part of image semantic understanding.

To be specific, image segmentation refers to the division of an image into several disjoint

regions based on features such as grayscale, color, texture and geometric shapes, etc.. These

features will be similar in the same region and show clear difference between different regions.

In simple words, image segmentation is to separate the target from the background in an

image.

The current image segmentation techniques include region-based segmentation, edge de-

tection segmentation, segmentation based on clustering, and segmentation based on weakly-

supervised learning in CNN (convolutional neural network), etc [2]. Edge detection segmen-

tation and segmentation based on clustering are used in this thesis for data preprocessing.

In recent years, deep-learning based image segmentation has advanced really fast. The

technology-related scene object segmentation, human body front background segmentation,

face and human body parsing, three-dimensional reconstruction and other technologies have

been widely used in many different industries such as security monitoring and self-driving

systems.
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2.1.2 Algorithm Types

There are many commonly used images segmentation algorithms, mainly under the scope

of the following five categories: threshold segmentation method, regional growth segmenta-

tion, edge detection segmentation method, segmentation based on clustering and segmenta-

tion based on weakly-supervised learning in CNN, etc [2].

Threshold segmentation is a classic method in image segmentation. It uses the difference

in pixel value between the target and the background from the grayscale image, and divides

the pixel level into several categories. Grayscale image will be converted into a binary image

with the threshold enforcement. Threshold segmentation can usually be divided into two

categories: local threshold method and global threshold method. The local threshold method

needs to select multiple segmentation thresholds and divides the image into multiple target

regions and background regions [2]. The global threshold method divides the image into two

regions of target and background by a simple threshold [22].

The most critical step of this algorithm is to solve the optimal gray threshold according to

a certain criterion function. The Ostu algorithm [23] is considered to be the most commonly

used and the best algorithm for threshold selection in image segmentation. It is simple

to calculate and is not affected by image brightness and contrast. Another outstanding

threshold segmentation method is KSW entropy algorithm. Entropy represents the amount

of information within the image. The greater the amount of image information is, the larger

the entropy will be. Besides these two methods, there are fuzzy set method, and moment

preserving method, etc.

The threshold segmentation method is simply to compute and can always use closed

and connected boundaries to define non-overlapping areas. Generally speaking, images with

stronger contrast between background and the target can get a better segmentation result.

The basic idea of regional growth segmentation is to combine pixels with similar at-

tributes to form regions. Region-based segmentation is a technique to partition an image

into regions directly, where two steps are usually involved: to determine the initial seed

points first, and then merge the surrounding neighborhood with similar attributes to the

pixels in the region.

8



Edge detection segmentation focuses on the measuring, monitoring and positioning of

the gray level changes of the image. The method aims to extract the features from the

discontinuous parts in the image. Algorithms for edge detection usually contain four steps:

filtering, enhancement, detection, and localization. There are some first derivative edge

detectors such as Roberts Operator, where Gx and Gy are calculated using the following

kernels

1 0

0 −1

 0 −1

1 0

 . (2-1)

The Roberts cross operator provides a simple approximation to the gradient magnitude

[24]. Sobel Operator is another commonly used edge detection operator. It places an em-

phasis on pixels that are closer to the center of the mask. Then Sx and Sy can be calculated

using convolution kernels


−1 0 1

−2 0 2

−1 0 1




1 2 1

0 0 0

−1 −2 −1

 . (2-2)

The Prewitt operator uses the same equations as the Sobel operator does, except that

the constant c = 1. This operator does not place any emphasis on pixels that are closer to

the center of the kernels, therefore [24]


−1 0 1

−1 0 1

−1 0 1




1 1 1

0 0 0

−1 −1 −1

 . (2-3)

Comparing these three edge detection operators, the effect of the Sobel operator is the

best, because the influence of the Sobel operator on the position of the pixel is weighted.

Laplacian operator is an isotropic second order differential operator. It is more appro-

priate to be used when the main concern is to find the position of the edge regardless of the

pixel gray scale difference around it [25]. In addition, Laplacian operator could not be used

for finding the orientation of edge. In the presence of noise, the Laplacian operator needs

to be accompanied with a low-pass filter before detecting the edge [2]. Therefore, the usual
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segmentation algorithm combining with the Laplacian operator and the smoothing operator

is used to generate the new template [2]. The formula of the Laplacian of a function f(x, y)

is

∇2f =
∂2f

∂x2
+
∂2f

∂y2
. (2-4)

Moreover, the Laplacian operator can be expressed as following

∇2 =


0 1 0

1 −4 1

0 1 0

 . (2-5)

Sometimes, it is better to give more weight to the center pixels in the neighborhood [25].

Therefore, the Laplacian operator can be expressed as

∇2 =


1 4 1

4 −20 4

1 4 1

 . (2-6)

The Laplacian operator is used to improve the blurring effect since it conforms to the descent

model [2].

The method of merging similar pixels in grayscale images and color images is called

clustering. The image is represented as different regions by clustering, which is the so-called

clustering segmentation methods. This method is to partition the feature space according to

their aggregation in the feature space, and then map them back to the original image space

to obtain the segmentation result.

K-means is one of the most commonly used clustering algorithms, which uses distance as

a similarity evaluation index. The basic idea of the algorithm is to put samples into different

clusters according to distance. The closer the distance between two points gets, the greater

the similarity will be. As a result, compact and independent clusters can be obtained as the

clustering target [2]. The implementation process of K-means is expressed as follow [2]

• Initialize k constant and random-selected initial cluster centers.
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• Calculate the distances from each sample to all cluster center and then classify each

sample to the nearest cluster center.

• For each cluster, take the mean of all samples as the new center of the cluster.

• Repeat steps 2 to 3 until the cluster center no longer changes or the preset number

of iterations is reached, then output the final cluster center and the category to which

each sample belongs.

The biggest advantage of this algorithm is its simplicity and fast calculation speed, and

the key to the algorithm is the selection of the initial center and the distance formula.

Deep learning has achieved many breakthroughs and been widely used in many fields

such as image classification, detection and segmentation. Lin et al. proposed a weakly

supervised learning method based on Scribble marking [26]. ScribbleSup contains two steps.

The first step is to spread the pixel category information from scribbles to other unlabeled

pixels and automatically completes the labeling of all training images; the second step is to

use these labeled images to train CNN. Papandreou et al. has further studied the use of

bounding box and image-level labels as labeled training data based on DeepLab [27]. The

Expectation Maximization Algorithm (EM) is used to estimate the category of unlabeled

pixels and the parameters of the CNN [2].

2.2 General Equations of Ellipse

The standard equation for an ellipse is as follow:

x2

a2
+
y2

b2
= 1. (2-7)

It represents an ellipse centered on the origin with width 2a and height 2b. In most cases, the

ellipse is centered at a random point, and its axis is not parallel to the coordinate axis. In

this scenario, it is always possible to obtain the ellipse function from an ellipse in a standard

position and then implement rotation or translation. Therefore, by applying rotation and

translation to the standard equation of an ellipse the equation of any ellipse can be found.
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Using the equations to rotate a point about the origin by angle α clockwise the inverse

operation can be obtained by rotating through 2π−α. Then combining the standard ellipse

equation the rotated ellipse equation can be expressed as

(x cosα + y sinα)2

a2
+

(x sinα− y cosα)2

b2
= 1. (2-8)

2.3 Curvature

Curvature is a geometry quantity to describe the degree of curvature such as the degree

to which curved surface deviates from a plane or the degree to which a curve deviates from

a straight line.

A plane curve is defined by the equation y = f(x) and and the tangent line is drawn to

the curve at point M(x, y). The tangent line then forms an angle α with the horizontal axis.

Figure 1 [1] shows that, there are two tangent lines at point M and M1 respectively [1].

When point M moves to M1 along the curve, the distance traversed is ∆s and the angle

between the corresponding tangent line and the horizontal axis changes from α to α + ∆α.

Therefore, as the point moves by distance ∆s, the tangent rotates by the angle ∆α [1]. We

can then obtain the curvature of the curve at the point M

K = lim
∆s→0

∣∣∣∣∆α∆s

∣∣∣∣ . (2-9)

According to the Equation 2-9, the curvature at a point of the curve represents the

rotation speed of the tangent point of the curve at that point.

If a curve is defined as an equation y = f(x), the curvature at a point M(x, y) can then

be expressed in terms of the first and second derivatives of the function f(x) and has the

following form [1]

K =
|y′′(x)|

[1 + (y′(x))2]
3
2

. (2-10)
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Figure 1: Curvature definition, adopted from [1].
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If a curve is defined as the polar equation r = r(θ), the curvature at the point M(x, y)

is expressed as [1]

K =
|r2 + 2(r′)2 − rr′′|

[r2 + (r′)2]
3
2

, (2-11)

where the curvature is the reciprocal of radius of curvature, which means the curvature is

K =
1

R
, (2-12)

where R is the radius of curvature. Thus, the radius of curvature at a point M(x, y) can be

expressed as the following form [1]

R =
[1 + (y′(x))2]

3
2

|y′′(x)|
. (2-13)

2.4 Image Histogram

An image histogram is a statistical table that reflects the distribution of pixels in an

image. The horizontal axis of the table represents the pixel value of the image, which can be

grayscale image or colored image. The vertical axis represents the total number of pixels of

each pixel value in the image or the percentage of all pixels. Since the image is composed of

pixels, the histogram reflecting the pixel distribution can often be used as a very important

feature of the image.

2.5 Feature Extraction

Feature extraction is a widely used computer vision and image processing technic to

extract non-image descriptions from image data. Usually, the input data of the algorithm

is very large and often cannot be directly processed. Thus, it can be converted into non-

redundant features vector. This process of converting original input data into feature sets is
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called feature extraction. In pattern recognition and image processing, feature extraction is

a special form of dimensionality reduction. The main goal of feature extraction is to obtain

the most relevant information from the original data and represent that information in a

lower dimensionality space [28].

In general, each image has features that can be distinguished from other images. Exam-

ples of these features include those that can be obtained directly from the image itself, such

as brightness and texture, and those that need to be obtained through certain transforma-

tions such as histograms, etc. The selected features must not only describe the image well,

but more importantly, it should be able to distinguish different types of images well.

Feature extraction is an important step in the construction of any pattern classification

and aims at the extraction of the relevant information that characterizes each class [28].

2.6 Hough Transform

2.6.1 Basic Hough Transform

Hough transform is a feature-extraction technology in image processing, which uses vot-

ing algorithm to detect objects with specific shapes. This process is carried out in a parameter

space. A set conforming to the specific shape is obtained by calculating the local maximum

of the cumulative result, and it is then taken as the Hough transform result. The Hough

transform was first proposed by Paul Hough in 1962 [29] and later popularized by Duda

and Hart in 1972, who called it a “generalized Hough transform” [30]. At first, the classical

Hough transform was used to detect straight lines within the image. Later it was extended

to detect the objects of arbitrary shapes, mostly circles and ellipses.

The linear Hough transform algorithm estimates the two parameters that define a straight

line. For example, if (ρ, θ) are used to represent a straight line, then ρ is the distance from

the line to the origin and θ is the angle between the orthogonal line and the x-axis. Figure 2

shows this expression.
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Figure 2: Linear Hough transform.

Figure 3 shows the Linear Hough transform diagrams. The main idea of using Hough

transform to detect straight lines is: suppose a straight line in n directions for each point,

and calculate the (ρ, θ) coordinate of the n straight lines to obtain n coordinate points. If

there are N points to be judged, the number of (ρ, θ) coordinate will be (N ×n). Regarding

to these (N ×n) number of (ρ, θ) coordinates, θ is a discrete angle with a total of 180 values.

If multiple points are on a straight line, then the θ of these points must be equal and the ρ

of these points are also approximately equal.

There are three points shown in the Figure 3. And for each data point, a number of

lines are plotted going through it, all at different angles. The perpendicular distance of each

line from the origin and angle of each support line are calculated. From the result, it can be

seen that in either case the support line at θ = 60◦ has similar r. It’s clear that the support

lines which shown in blue ones are very similar, which illustrates that all three data points

lie close to the blue line.
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Figure 3: Line Hough transform explanation, adapted from [2].

The use of the Hough transform to detect circles was first outlined by Duda and Hart [30].

If the circle is parameterized by its center coordinates (a, b) and radius r, then these three

parameters correlate to the position of edge points (x, y) and form a circle via a constraint

[31]

(x− a)2 + (y − b)2 = r2. (2-14)

Figure 4 shows a circle Hough transform detection. When detecting a circle with a certain

radius, a circle in the circle image space corresponds to a point in the Hough parameter space

and a point in the Hough parameter space corresponds to a circle in the image space. If the

parameters of the points on the same circle in the circle image space are the same, then their

corresponding circles in the Hough parameter space will pass the same point. According to

the degree of aggregation of the points in the Hough parameter space, after transforming all

the points in the original image space to the parameter space, it’ll be clear whether or not

there is a figure similar to a circle in the image space.

When the radius of the circle is unknown, it can be regarded as the detection of a circle

with two parameters - the center and the radius. Each point in the image space corresponds

to a cluster of circular curves in the Hough parameter space, which is actually a cone.
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Figure 4: Circle Hough transform, courtesy of MATLAB.

2.6.2 Ellipse Hough Transform

By improving the Hough transform algorithm, it can be used to detect ellipses too. In

this case, there are four parameters need to be known, which are the center of the ellipse,

orientation, major and minor axis. Therefore, the dimension of the parameter space will

increase to 4 and the amount of calculation will also be increased.

Our group previous research proposed a new improvement method to detect the ellipse

information in images. The steps are as follows:

• Rotate and stretch the image, in order to use Circle Hough transform to find ellipse

as circle.

• After finding the circle, locate the ellipse in original image by calculation.
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2.7 Machine Learning Regression Algorithm

2.7.1 Overview

Regression analysis is a method of predictive modeling technology that studies the rela-

tionship between the outcome variable and the predictors. This technique is used in fore-

casting time series models and finding causal relationship between variables. In the same

set of data predicted in regression analysis, there is a certain relationship between different

variables that can be quantified. To obtain the functional expression of this relationship, we

use the statistical techniques and it’s believed that this relationship can be deduced from the

sample if there are enough data samples. Due to the uncertainty of this reverse deduction,

we need to make multiple assumptions and then verify it. The most important feature in

regression analysis is that the predicted results are continuous.

2.7.2 Linear Regression Model

Linear regression is the most well-known and simplest modeling technique among all the

regression models. In a linear regression model, the dependent variable is continuous and

the independent variable can be continuous or discrete. Linear regression establishes the

relationship between the dependent variable Y and one or more independent variables X by

using the best fitting straight line, which is also called the regression line.

In the general linear regression model, the random variable yi satisfies

yi = β0 + β1xi1 + · · ·+ βpxip + εi i = 1, . . . , n, (2-15)

where xi
Tβ is the inner product between vectors xi and β. The n equations together with

the assumptions about εi can be written in matrix notation as

y = Xβ + ε ε ∼ (0, σ2In), (2-16)
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where y is a vector of observed values yi(i = 1, . . . , n) of the variable called the regressand. X

can be seen as a matrix of the independent variables. β is a vector of regression parameters

and ε refers to a vector of independent and identically distributed noise.

y =


y1

y2

. . .

yn

 X =


xT1

xT2

. . .

xTn

 =


1 x11 . . . x1p

1 x21 . . . x2p

...
...

. . .
...

1 xn1 . . . xnp

 β =


β1

β2

. . .

βp

 ε =


ε1

ε2

. . .

εn

 (2-17)

The advantages of linear regression models are:

• Modeling is fast and simple, which is especially suitable for situations where the

relationship to be modeled is not very complex and the amount of data is small.

• Linear regression model is very sensitive to outliers.

• It is easy to give a more intuitive understanding and explanation

2.7.3 Polynomial Regression Model

Although the linear regression model is the simplest model, it has many assumptions.

One of the most important one is to assume a linear relationship between the response

variable and the explanatory variable. However, in many real datasets, the linear relationship

is often weak and even non-exist. Therefore, some nonlinear regression models have been

proposed. Polynomial regression is a linear combination polynomial that converts a feature

into a high-order feature. It is thus a curve that fits into the data points.

Polynomial regression is a special case of multiple regression with only one independent

variable X. One-variable polynomial regression model can be expressed as the following[32]

yi = β0 + β1xi + β2x
2
i + β3x

3
i + · · ·+ βkx

k
i + ei i = 1, . . . , n, (2-18)

where k is the degree of the polynomial, which is also called the order of the model.
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2.8 Performance Metrics

The regression task is to use other relevant independent variables to predict the state

of the outcome variable at a specific point. Unlike classification tasks, regression tasks

output continuous values within a given range. According to the problem to be solved,

researchers use different performance indicators such as mean squared error MSE, mean

absolute percentage error MAPE, R-squared R2 ( coefficient of determination), etc.

• Mean squared error MSE:

MSE =
1

n

n−1∑
i=0

(yi − ŷi)2. (2-19)

Mean squared error is the most used performance indicator of the regression system. It is

the average of the squared difference between the target value and the value predicted by

the regression model. In the above equation, yi is the actual value and ŷi is the predict

value.

• Mean absolute percentage error MAPE:

MAPE =
100%

n

n∑
i=1

∣∣∣∣ ŷi − yiyi

∣∣∣∣ . (2-20)

Mean absolute percentage error MAPE can measure relative performance, which is a

useful measure to compare the accuracy of prediction between different items. This

metric is the expected value of the relative error loss.

• R-squared R2:

R2 Score = 1−
∑n−1

i=0 (yi − ŷi)2∑n−1
i=0 (yi − ȳi)2

. (2-21)

R2 is also called the coefficient of determination, which reflects the degree of interpreta-

tion of the independent variable to the change of the dependent variable. The R2 score

is always between zero and one. The closer it is to 1, the better the model fits. When

the R2 value is 0.5 or below, the regression explains only 50% or less of the variation in

the data and the prediction may be poor [32].
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• Explained variance score:

Explained V ariance Score = 1− V ar{y − ŷ}
V ar{y}

. (2-22)

Explained variance score indicates how close the dispersion of the difference between all

predicted values and the sample is to the dispersion of the sample itself.
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3.0 Proposed Methods

3.1 Overview

In this research, we use a machine learning process to solve the food volume estimation

problem within a circular bowl. Common machine learning steps consist of data collection,

data preparation, model selection, model training, model evaluation, parameter training

and prediction steps. Data is collected with a mobile phone with known camera parameters.

Camera calibration is used to estimate the parameters of a lens or video cameras. These

parameters will then be used to correct lens distortion, which helps to measure the size of

an object in world units correctly.

Instead of using every individual pixel information within the captured food image,

features are extracted based on the overall pixel information in the bowl. For the first step, we

segment pixels within the bowl with improved Hough transform and food pixels with k-means

image segmentation algorithm. This work concentrates on examining volume estimation and

assumes that food items have been properly segmented. One manual segmentation method

is added to ensure food pixels are segmented properly.

Afterwards, bowl geometric features and food volume related features are extracted from

the segmented pixel information. We define four different features in our work to represent

food volume: food orientation, food area ratio, normalized curvature, and normalized shape

vertex. Food orientation is a geometric feature which demonstrates the photo shooting angle

and position. Food area ratio demonstrates the ratio of food pixels to the number of pixels

within the bowl, which shows the food amount to a certain extent. Normalized curvature

and normalized shape vertex demonstrate the bulge of the amorphous food outline contour

because amorphous food will present a “hilly” shape as we add more food into the bowl.

In this work, machine learning training process regression model is used instead of clas-

sification model. Fundamentally, classification is used for predicting a label and regression is

about predicting a quantity. Regression models could give us more insight and more accurate

food volume within the bowl. The definition of volume we use in this work is the same as the
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Figure 5: Examples of input images.

volume definition in Physics: three-dimensional space occupied by a substance or enclosed by

a surface. Food volume is solved with density and mass. To be more specific, we adopt both

linear regression model and polynomial regression model, which require the least amount of

computing resources. These two regression models will provide us more flexibility if we want

to integrate the machine learning process into a real-time dietary assessment system.

3.2 Data Collection

We use 6 different kinds of Chinese food in our dataset with 135 images in total. Each

food has 4 different volumes. From Figure 5, we can see the food we used in Chinese cuisine

is usually amorphous and without a clear shape.

3.3 Label

From the Table 1, we can see that the weight of the empty bowl is 340 grams and the

volume is 620 ml. The right image within Figure 5 demonstrates how we collected the weight
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Food Name (#) Food Density (g/ml) Bowl Weight (g) Total Weight (g) Net Food Weight (g) Food Volume (ml) Bowl Volume (ml) Fullness

#1 0.57 340 654 314 547 620 0.88

#1 0.57 340 567 227 395 620 0.64

#1 0.57 340 485 145 252 620 0.41

#1 0.57 340 388 48 84 620 0.14

#2 0.91 340 796 456 501 620 0.81

#2 0.91 340 698 358 393 620 0.63

#2 0.91 340 601 261 287 620 0.46

#2 0.91 340 490 150 165 620 0.27

Table 1: Food Fullness.

of the food for a certain image. According to the weight and density of the food we measured,

we can get the ratio of the volume of the food to the total volume of the bowl. We define

the ratio as Fullness, which will be treated as the regression model label during the machine

learning step.

Fullness =
VFood

VBowl

(3-1)

3.4 Features

3.4.1 Food Orientation

Food orientation is a key feature to demonstrate the distortion of the bowl because of

the different photo shooting angles. This distortion also applies to food outline contours.

Since amorphous food outline contours are usually irregularly shaped, estimating distortion

based on food outline contours is very challenging. On the other hand, since the rim of a

bowl is usually round we could use bowl contour as a reference to estimate the distortion of

the image.

Within the image segmentation step, we use improved and adaptive Hough transform to

find the bowl contour. The adaptive Hough transform mentioned in the related theory part

could handle the ellipse detection case within a 2D image. The angle between optic axis
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Figure 6: Food orientation.

and vertical direction could significantly affect the ellipse shape. Also, the distance between

camera and the food is another contributor. Reversely, we also want to develop a feature

to effectively demonstrate the camera position and the shooting angle. Food orientation is

defined as the ratio of the ellipse major axis length to the ellipse minor axis length, which

refers to the ratio of LCD to LAB in Figure 6. Larger food orientation means a flatter ellipse,

while smaller food orientation means a more circular ellipse.

Food Orientation =
LMajor Axis

LMinor Axis

(3-2)

3.4.2 Food Area Ratio

Food area ratio is another key feature to estimate the volume of the food in a bowl. The

larger the area occupied by food in the 2D image, the larger the amount of food there is.

Since different camera shooting distances and angles will significantly affect the amount of

the food pixels, we use the ratio between the number of pixels occupied by the food part and

the total pixels within the bowl as the food area ratio. This feature is used to approximately

estimate the amount of food in the bowl. This feature can be expressed as the following
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Figure 7: Food area vs bowl area.

form

Food Area Ratio =
NFood P ixels

NTotal P ixels

. (3-3)

Figure 7 shows that the pixels surrounded by green line refer to food pixels, while the

pixels surrounded by red line refer to bowl pixels. Food area ratio refers to the ratio of food

pixels to bowl pixels.

Figure 8 shows the workflow we used to compute the food area ratio feature. For the

first step, we obtained the number of pixels within the bowl by performing adaptive Hough

transform on the 2D image. Then, food pixels were extracted with k-means image segmen-

tation method. Since this work concentrates on examining volume estimation and assumes

that food items have been properly segmented, manual image segmentation with GIMP is

used to obtain the ideal food segmentation result when k-means couldn’t. At last, food area

ratio is calculated based on Equation 3-3 for each 2D image.
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Figure 8: Food area ratio computing workflow.

3.4.3 Normalized Curvature

Usually, when we add more food into the bowl, the amorphous food will apply a “hilly”

shape. The bulge of the food within the bowl affects the accurate estimation of the food

volume. Therefore, we want to find an appropriate parameter to describe the bulge of

the food. In this case, food contour outline, especially upper contour outline, is extracted

to evaluate the bulge of the food. Curvature demonstrates the amount by which a curve

deviates from a straight line, and curvature is a good measurement to describe how curvy a

line or plane is. Based on this, the maximum curvature for the convex upper contour is first

selected as one of the features to estimate food volume.

According to the concept of the curvature, the scale of maximum curvature could vary

a lot which is against the stability of the classification or regression model in later steps.

We came up with a meaningful way to normalize the maximum curvature of the food upper

contour. Normalized curvature is proposed as the product of maximum curvature of the food

upper contour and square root of the food area in 2D image, which is shown in Equation 3-4.

Normalized Curvature = Maximum Curvature×
√
Number of Food P ixels (3-4)

Figure 9 demonstrates the workflow for computing normalized curvature. K-means image

segmentation method is first performed to segment food areas out of the background. Since

we mainly focus on the outline of the food contour, Canny edge detection is used to get
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Figure 9: Normalized curvature computing workflow.

the edge information of the binary segmentation image. Either because segmentation result

is not ideal or there is small food residue on the side of the bowl, we usually find multiple

closed areas detected by the food segmentation step. We usually refer food area to the largest

closed area in the segmentation image.

To find the largest closed boundary, we first perform ½ scale interpolation to make every

boundary point continuous. After this, we set a horizontal line to split the food area into two

parts so that we can get the upper contour of the food area. After obtaining the boundary

of the upper half of the food contour, we use the quadratic curve fitting method to fit the

boundary. Finally, we can find the maximum curvature based on the fitted curve function.

Normalized curvature is designed to be a feature evaluating the bulge of the food. If

the containing food is liquid, the outline of the food is usually either a circle or an ellipse

because of distortion. In circular cases, normalized curvature is constant since circle radius

is inversely proportional to the curvature. Based on this, if the “hilly” shape of the food is

sharper, the normalized curvature will be larger.

3.4.4 Normalized Shape Vertex

Normalized shape vertex is the last extracted feature which is used to calculate the

food volume. When the food volume is greater than the bowl volume, which is possible for

amorphous food, normalized shape vertex is also a parameter to demonstrate the bulge of

the food upper contour. Figure 10b shows the definition of the normalized shape vertex.

Point A refers to the highest point of the food upper contour and B is the projection point
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of A onto the minor axis of the bowl ellipse. Point C refers to the center of the ellipse.

Normalized shape vertex is equal with the distance between B and C over the length of

minor axis of the bowl ellipse.

(a) Input image. (b) Definition.

Figure 10: Normalized shape vertex.

Figure 11 shows the workflow for computing the normalized shape vertex. We can get the

food contour outline with the same method mentioned in the normalized curvature section.

Minor axis line function could be computed based on the ellipse parameters (center coordi-

nates, rotation angle, etc.) generated by adaptive Hough transform. With this information,

we could project all the points within the food contour outline onto the ellipse minor axis,

and then obtain the highest projection point.

3.5 Regression

Regression model is adopted over classification model since we aim to obtain more accu-

rate food volume estimation. Linear regression model is first chosen because of the features
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Figure 11: Normalized shape vertex computing workflow.

described above, especially food area ratio and normalized shape vertex, share the same

trend as the food volume. Therefore, we first use the multivariate linear regression model

which is described in Equation 3-5, where y refers to dependent variable (Fullness), and xi

refers to explanatory variables (features extracted from 2D images). β0 is the y-interception

constant term and βp is the slope coefficients for each explanatory variable. ε refers to the

linear regression model’s error term (residue), where our objective is to minimize the residue.

y = β0 + β1x1 + β2x2 + · · ·+ βpxp + ε (3-5)

In addition to the multivariate linear regression model, we also used the quadratic re-

gression model to analyze the data. As the workflow demonstrated in previous sections,

different features may be correlated with each other. Therefore we take all the cross terms

into account while transforming a quadratic regression problem into a multivariate linear

regression model. 2-variable quadratic regression model could be described as Equation 3-6

and we will extend this into 4-variable quadratic regression model in this work.

y = β0 + β1u+ β2v + β3u
2 + β4uv + β5v

2 + ε (3-6)

Mean squared error, mean absolute percentage error, R-squared, and the explained vari-

ance score are the error metrics we use to evaluate the performance of the trained regression

models.
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4.0 Results

4.1 Features

(a) Input image. (b) Bowl detection. (c) Food segmentation.

(d) Max curvature. (e) Peak projection.

Figure 12: Feature results.

Fig 12 shows the features extracted from a single 2D food image. Adaptive Hough

transform is used to obtain the ellipse shape of the bowl contour, shown in Fig 12b. With

the parameters of the ellipse, we could calculate the orientation as the ratio of the length of

the ellipse major axis and the length of the ellipse minor axis.
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Fig 12c demonstrates the food segmentation result based on k-means image segmentation

method, which helps us get the amount of food pixels within the image. Food area ratio

feature is calculated as the ratio of the number of food pixels over the number of pixels

within the bowl.

Based on the food segmentation result, we could obtain the food contour and perform

quadratic fitting on the food upper contour to get the maximum curvature point (the red

point shown in Fig 12d). Then we could calculate the normalized curvature value using the

product of the maximum curvature and the square root of the number of the food pixels.

Fig 12e shows the shape vertex projection computing result, where the shape vertex

point on the food contour is projected onto the minor axis of the ellipse. Then normalized

shape vertex is computed using the ratio of the distance between the shape vertex projection

point and the ellipse center over the ellipse semi-minor axis length.

Food area ratio is the most intrinsic feature to represent the food volume. Usually, when

the food area ratio is larger, the Fullness is larger. Fig 13 shows the effects of the food area

ratio on the Fullness for a certain food (Stir fry Pork with Tofu skin). As we can see in the

figure, food area ratio and Fullness usually share the same trend.

Fig 14 shows the maximum curvature and the shape vertex projection results for the

same food (Stir Fry Pork with Cowpea) with different volumes. Maximum curvature is

computed based on the food upper contour outline. When the shot angle is flat, the food

upper contour outline demonstrates the bulge of the hilly shape of the food, which is shown

in the second rows of Fig.3. When the shot angle is high, the food upper contour outline

shows the arc shape of the boundary between food and the side of the bowl. That’s also the

reason why we added the food area factor into this feature to demonstrate the food volume

while the shot angle is high.

Similarly, normalized shape vertex is extracted to show the bulge of the food while the

shot angle is flat, which is shown in the third row of Fig 14. When the shot angle is high,

normalized shape vertex is used to demonstrate the food volume directly.
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Figure 13: Food area ratio effects on fullness.
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Figure 14: Normalized curvature/shape vertex effects on fullness.
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4.2 Regression

(a) Linear regression test result. (b) Linear regression error.

(c) Quadratic regression test result. (d) Quadratic regression error.

Figure 15: Regression model test result.

In total we have processed 135 different 2D images, and we perform 5-fold cross validation

to evaluate the performance of the regression model. Fig 15 shows the test results for one of

the five attempts. The results include the error and the comparison between the prediction

value and the test value. Mean absolute error of linear regression model within the 5-fold

cross validation is 0.061, which is similar to that of the quadratic regression model (0.059).

Overall, linear regression has the similar performance as quadratic regression.
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4.3 Discussion

Fig 12 shows the features extracted from a sample input image. According to the defini-

tion of normalized curvature and normalized shape vertex, we have noticed that sometimes

these features won’t be able to accurately demonstrate the property of the bulge of the food.

Figure 12d shows the maximum curvature of the boundary between food and the side of

the bowl. In this case, curvature does not help us to demonstrate the bulge of the food.

When the bulge of the food in the bowl is not obvious or the detected bulge is not the actual

bulge of the food, a large error may occur for this feature. Similarly, Figure 12e shows the

shape vertex projection of the interaction between food and the side of the bowl, which also

cannot achieve the goal to estimate the bulge of the food. But in this scenario, normalized

shape vertex and normalized curvature can be used to demonstrate the food volume directly.

Fig 14 shows the scenario when maximum curvature and shape vertex projection could help

to demonstrate the bulge of the food. When the shooting angle is flat, the upper food con-

tour clearly shows the bulge of the food. Otherwise, the upper food contour usually shows

the interaction between the food and the side of the bowl.

Our model uses 4 features to estimate the food fullness and could obtain acceptable

results. However, in order to better understand which features contribute more to the model,

we have conducted more experiments. We reduced the number of features and then observe

the changes in the regression model results. We found that when measured food orientation

and food area ratio are removed, the results of the model will become very poor. We believe

that these two features contribute the most to the regression model. According to Fig 13,

we can see food area ratio share the same trend with the Fullness for a single kind of food.

When we use food area ratio only in our feature set, we could produce a reasonable result but

not as good as the result with 2 features (food orientation and food area ratio). According

to our experiment, the ranking for the features would be: food area ratio, food orientation,

normalized curvature/shape vertex and every feature contributes to the performance of the

regression model.

Fig 16 shows the five-fold result for the proposed regression models. Each color represents

a different food type. In total we have 135 2D images from 6 different kinds of food. As
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we can see from the result, the error for a single kind of food usually goes into the same

direction, either negative or positive. This means the regression model results are largely

depending on the food types. Different food types may contribute to the performance of

the regression machine learning model. If we want to improve the regression model, we may

need to take food internal characteristics into consideration.

(a) Linear regression five-fold validation error.

(b) Quadratic regression five-fold validation error.

Figure 16: Regression model five-fold validation result.
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5.0 Conclusions and Future Work

5.1 Conclusions

In this thesis, we have introduced a novel method to estimate the amorphous food (Chi-

nese cuisine) volume in a circular bowl based on geometric features detected from a single

image. Four features, food orientation, food area ratio, normalized curvature and normalized

shape vertex were defined and extracted in this work. Linear and quadratic regression mod-

els were selected to estimate the food volume based on input feature set. The mean absolute

error was less than 0.085 while using 135 input food pictures. This represents a significant

improvement over the current self-reporting method which is inaccurate and unreliable.

This work focuses on the food volume estimation with a circular bowl instead of a plate

as the container. Bowl is the most commonly used container in eastern cuisine and the

shade of the side of the bowl on food may bring a lot of difficulties on the 3D reconstruction

step. Also, amorphous food without clear pre-defined shape makes the 3D reconstruction

step extremely hard. This work also focused on the bulge of the food which is the most

important characteristic of the amorphous food. This work proposed the method to only

extract the geometric features from a single 2D image without the need of 3D reconstruction

and achieved good results.

5.2 Future Work

This work mainly focuses on the amorphous food volume estimation based on geometric

features detected from a single image. According to the discussion in Chapter 4, we have

found that the regression result is significantly affected by the type of the food, which means

we may need some food internal features to distinguish the difference of each food, such

as food texture. Also, normalized curvature and normalized shape vertex, which are the

features designed to demonstrate the bulge of the food, contribute not much to our current
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regression model. We may need to come up with more effective features to demonstrate the

bulge of amorphous food since this is the most obvious property from the visual perspective.

Circular bowl is used as the food container throughout this work. Based on the predefined

food container shape, we adopt adaptive Hough transform to extract the ellipse bowl contour

within the 2D image. Most of our features were extracted based on the ellipse shaped bowl

contour. In order to increase the flexibility of the research, arbitrary bowl shape could be

introduced into the future work of the amorphous food volume estimation.
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