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In adults 65 years or older, falls or other neuromotor dysfunctions are often framed as walking-related declines in motor skill; the frequent occurrence of such decline in walking-related motor skill motivates the need for an improved understanding of motor skill in walking. Simple gait measurements, such as speed, do not provide adequate information about the quality of the translation of the body motion during walking. Furthermore, there is a great need in the clinical literature and clinical practice for more accurate measures of the loss of the motor skill of walking, so that clinical practice can provide better therapeutic interventions to improve the motor skill of walking. This dissertation suggests a consensus on what the motor skill of walking is and dissects it into seven interrelated characteristics and traits. Subsequently, we purport that these characteristics of the motor skill of walking cannot be represented by simple gait measurements or raw sensor measurements alone. Gait measures from accelerometers placed on the lower trunk, or trunk-acceleration gait measures, can enrich measurements of walking and motor performance. To support our claim, we will map these acceleration gait measures (AGMs) to the various aspects of the motor skill of walking. Additionally, influential AGMs will be elected through feature selection methods. Various machine learning algorithms ranging from logistic regression, non-linear regression, evolutionary algorithms, and ensemble methods will be used to make predictions on age-related gait-related difficulty outcomes (such as fall risk). Overall, we hope to find that the combination of high-fidelity artificial intelligence algorithms and acceleration gait measures derived from low-cost sensors can fulfill the severe and crucial need for the clinical measurement of the motor skill of walking in older adults.
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1.0 Introduction

1.1 Motivation

1.1.1 Increasing Global Life Expectancy of Older Adults

In 2019, according to the World Population Prospects 2019 report by the United Nations, 1 in 11 people were over the age of 65; predictions indicate that the population of older adults may increase to 1 in 6 people being over the age of 65, by 2050 [237]. Furthermore, life expectancy for older adults has grown over the years, with those aged 65 years or over expecting to live an average of an additional 19.1 years, and those who are 80 years or over may live an average of a further eight years [263]. However, increased life expectancy can correspond to an increased number of patients in the health system; moreover, older adults typically have higher rates of chronic disease and other pre-existing conditions [263].

1.1.2 Gait Difficulties in Older Adults

Falls are one of the common causes of injury in older adults [33]. Some of the factors that may lead to falls are gait and balance disorders [33]. Typically, walking is acquired through motor learning [321]. The hallmark of the motor skill of walking is a smooth and efficient movement that requires minimal attention [321]. Among older adults, the motor skill of walking varies widely [99, 208, 308] with declines in motor skill being among the most significant causes of falls [13], morbidity [118], and low quality of life [57, 119, 100]. Age-related decline in sensorimotor function further increases motor decline and detrimental changes to gait [9].
1.2 Gait

1.2.1 Anatomy and Human Movement

In this work, we present and study the human body in its anatomical state. There are three anatomical planes that body is partitioned in; these planes will define how we describe human movement. We define three anatomical planes of the human body: coronal plane, the transverse plane, and the saggital plane. We will also define the anterior-posterior (AP), mediolateral or medial-lateral (ML), and vertical (V) directions, which are the directions in which the body moves. A reference figure can be found in Figure 5 in [111].

The coronal plane partitions the body into the anterior (front) and posterior (rear) sections. Anterior locations are on the front, while posterior locations are on the back of the body. This plane is also called the “frontal” plane. Movement about this plane occurs in the AP direction. Example movements in the coronal plane are abduction and adduction. Abduction is defined to be the movement that is moving away from the midline of the body or from an adjacent part of the body. Adduction is to move inward toward the median axis of the body or toward an adjacent part of the body.

The transverse plane partitions the the body into superior (upper) and inferior (lower) sections. Movement about this plane is on the longitudinal or V axis. Example movements in this plane include internal and external rotations, such as twisting.

The saggital plane partitions the body into left and right halves. Movement about this plane occurs around the ML axis. Example movements in the saggital plane are called flexion and extensions.

1.2.2 The Gait Cycle

Walking can be described as the way humans move across space, using their legs in an alternating manner for propulsion and support. The period in which walking occurs is represented by: the gait cycle or a stride. The gait cycle, or a stride, can be divided into a variety of several events. Broadly speaking, it can be divided into the stance phase and the swing phase. Each leg occupies about 60% and 40% of the gait cycle in the stance and
swing phase, respectfully.

1.2.2.1 Stance Phase  The stance phase can be further divided into the initial contact phase, the loading response phase, the midstance phase, the terminal phase, and the pre-swing phase [241].

A leg enters the stance phase when its foot is in contact with the ground (this is called initial contact). Both legs can be in this position during the gait cycle, and that is called the double support period [241].

If we start with the left foot, initial contact begins when the left foot first makes contact with the ground. In normal walking, this is when the heel first strikes the ground (i.e., heelstrike). This is also the beginning of the double support event.

The loading response, which accounts for about 10% of the gait cycle, is next and it is considered the period in which the left foot rocks from its heel to midfoot and accepts the weight of the body. This phase occurs all the way up to the toe-off event of the right foot.

Midstance follows the loading response of the left foot. The weight of the body is on the left leg (single support), while the right foot swings from its toe-off towards its next heelstrike. Midstance accounts for about 25% of the gait cycle.

Terminal stance (about 20% of the gait cycle) follows midstance, and it is still in single support. This phase marks the moment the heel of the supporting foot rises off the ground until the footstrike of the swinging ipsilateral leg.

The pre-swing sub-phase (about 10% of the gait cycle) follows next, where the body is again in double support. However, the weight shifts from the left leg to the right leg and the left foot continues to rock from midfoot to toe-off. This phase positions the limb for the swing phase.

1.2.2.2 Swing Phase  The swing phase follows the pre-swing sub-phase. The swing phase allows the left foot to advance forward and position the foot in preparation for the next stance phase. The swing phase can be subdivided into the sub-phases: initial swing, midswing, and terminal swing [241].

The initial swing (about 13% of the gait cycle) happens when the left foot leaves the
ground until the swing foot is next to the stance foot. Midswing occurs when the feet are adjacent to each other, and it continues until the tibia of the swing leg is vertical. The terminal swing comes next, and it is the final sub-phase of the gait cycle. The terminal swing begins when the tibia of the swing leg is vertical and lasts until the foot makes contact with the floor.

1.2.3 Definition of Walking

Walking is defined as gait with intent, specifically, the control of the body’s center of mass and the continuation of movement; it involves multiple aspects of motor skill, which we call “the motor skill of walking” [321, 49]. In the most general sense, walking can be thought of as moving the body through space by repetitive stepping (i.e., gait cycle) while maintaining postural stability and balance [337]. Postural stability refers to the inter-segmental coordination during locomotion, including pelvic, torso, and head control, as well as arm swing coordination. Balance is the ability to remain upright while walking. Thus, walking requires complex coordination to be successful [337].

The motor skill of walking is the set of learned coordinated actions that result in the translation of the body through space while maintaining postural control and balance [321, 49]. In various real-world environments (e.g., indoor, outdoor, in crowded malls, uneven or littered ground), motor skill needs to be tractable. For example, this tractability can be defined for three general paths of walking: a straight path, a curved path, and an obstacle avoidance path (Figure 1.1) [321, 35, 65, 43]. In each case, changes in foot placement and postural adjustments are superimposed upon the gait cycle. Kinematic measurements during walking are used to quantify aspects of gait in order to evaluate the motor skill of walking. Several metrics can be calculated from these characteristics, which focus on particular aspects of the motor skill of walking. Aligning the right metrics to the particular aspect of the motor skill of walking is imperative in defining healthy walking and impairments.
Figure 1.1: For each of the three walking tasks: straight-path, curved-path, and obstacle avoidance, we define “good” motor skill of walking.

1.2.4 Characteristics of the Motor Skill of Walking

The intact motor skill of walking results in a smooth and efficient translation of the body over the surface. A decline in motor skills often leads to coordination loss, haphazard timing of stepping, postural instability, and asymmetries in the phases of gait during walking. Each of these aspects of motor skill is important in the evaluation of locomotion towards defining impairments and guiding rehabilitation. Based on the literature search, we defined seven critical characteristics of the performance outcome of the motor skill of walking:

- **Smoothness** is the consistent forward progression and regular, repeatable pattern of steps during walking [44, 215, 146]. Specifically, the smoothness of walking refers to the acceleration and deceleration of the trunk during walking. An interruption of the gait cycle events, such as heel strike and toe-off, can lead to uneven walking, characterized by
an extended deceleration of the "the leading limb at heel strike and altered accelerations of the trunk to advance the trailing limb [321, 44, 215]."

- **Efficiency** is inversely related to the energy expenditure during walking; the higher energy cost of walking, the lower the efficiency [321, 330].

- **Automaticity** is the reproducibility of walking motor skill with limited attentional, central nervous system resources for guidance [321, 66].

- **Adaptability** is the set of accommodations to walking based on the response before or after the loss of postural balance (due to obstacles or biomechanical defects) [122].

- **Variability** (or Regularity) is the change or fluctuation in walking from one stride to the next [108]. Multiple metrics claim to measure gait variability, leading to many ambiguous definitions; however, gait variability refers to stride to stride fluctuations [200].

- **Stability** is the notion that when a body, in and out of motion, goes out of equilibrium, forces or moments will restore the original condition of the body [341, 142, 122]. Furthermore, stability refers to the capability of maintaining an upright balance during walking [158].

- **Symmetry** is the agreement between the actions and behavior of the lower limbs during walking [271, 254]. While smoothness and variability may include some aspects of symmetry, symmetry is more focused on the concordance of contralateral motion while walking [203, 44, 173].

The above characteristics can be evaluated in various locomotor tasks. For example, in straight-line walking, good motor skill is indicated by clinical measures of low gait variability. In contrast, for curved-path and obstacle-avoidance walking, excellent performance is indicated by clinical measures of high gait adaptability, particularly in step lengths and widths. Furthermore, in curved-path walking, a good motor skill can be indicated by high gait variability [35]. Hallmarks of poor straight-path and curved-path walking are a decrease in walking speed, a decrease in stride length, a reduction in trunk movement, decreased strength and flexibility, and decreased balance [70]. Signs of poor obstacle-avoidance walking are decreased swing velocity, rapid stepping to maintain balance, shorter step lengths, shorter obstacle-heel strike distance, and freezing/stopping in motion.
1.2.5 Impact of Gait Difficulties in Older Adults

In those with gait-related difficulties, the limited motor skill of walking or a mobility disability can lead to exorbitant healthcare costs (e.g., 31.3 - 49.5 billion US dollars were spent on treating fatal and nonfatal fall injuries in the hospital, ED, and outpatient settings in 2014-2015 [120]). The motor skill of walking is affected by age- and disease-related metabolic, cardiovascular, musculoskeletal, and neurological changes. Thus the altered motor skill of walking can be a functional indication of the aging system decline or disease states. For example, for those who have Parkinson’s, walking in a straight path is more accessible than walking on a curved path or through/over obstacles [116]. Even in the presence of adequate muscle strength and endurance, and pain-free, the greater difficulty navigating curved-path walking and obstacle avoidance illustrate the disease-related altered basal ganglia to cortical communication impact on the timing and coordination, and adaptability of walking necessary for these walking tasks [230, 38].

While there are therapeutic options such as exercise and physical therapy, exercise therapies only make a small dent in reducing gait difficulties (e.g., less than 0.07 m/s improvements). Motor learning physical therapies make a slightly more significant dent in reducing these gait difficulties (e.g., an increase in walking speed and gait efficiency).

1.2.6 Evaluation of Gait Difficulties

In order to improve the motor skill of walking, there is a scientific imperative to quantify the loss of the motor skill of walking through gait measures. Gait measures, such as gait speed, step length, and step temporal variability [57, 243], are used to characterize specific aspects of motor skill; however, these measures are somewhat limited. For example, some older adults may walk slowly with adapted optimal motor skill, while others may walk slowly with poor motor skill. Older adults with or without diagnosed disease may walk at clinically normal speeds with altered control [129, 321]. Other measures of walking that are a better match to specific aspects of motor skill may prove to be useful when evaluating the gait of older adults.

The evaluation of the motor skill of walking considers multiple environmental factors.
Evaluating walking in the clinic, while useful, is limited and may not capture the multiple dimensions of skills in everyday mobility. The recent emergence of wearable technology can capture numerous gait characteristics in a variety of settings (e.g., clinical facilities, community settings, and in the home). Indeed, the amount of physical activity and human movement data that can be collected from wearables is virtually unlimited; however, much of the data are not analyzed or used in a meaningful manner [182]. One way of making better use of this new source of data is to develop metrics that match the motor skills of interest in older adults. This endeavor will require a collaborative effort between researchers in geriatrics of mobility and experts in engineering and data analytics.

1.3 Directions and Goals

One wearable technology that has gained prominence and has great potential to match with motor skills of gait is accelerometry. Acceleration gait measures (AGMs), which are derived or calculated from the raw acceleration values acquired with accelerometer wearables, capture the motion of body segments. Researchers have proposed that AGMs, particularly those derived from accelerations in the lower trunk, can be global indicators of the motor skill of walking [164, 288, 167, 133, 228]. AGMs are not only widely used [111] but can be proxies for center-of-mass dynamics [253, 336].

It is crucial to investigate motor skill in walking concerning aging and illness. AGMs can help with the clinical measurement of the motor skill of walking. Trunk acceleration measurements have been used in the evaluation of normal aging [216], Parkinson’s disease [210], the impact of Alzheimer’s disease [207], and numerous other impacts on gait and balance [164, 124]. Previous studies found that older adults adopt more conservative gait patterns than younger adults, potentially to compensate for degeneration in physiological systems such as those associated with vision, sensation, and lower limb strength [216, 169]. These conservative gait patterns result in reduced walking velocity and accelerations, accompanied by reduced step length and increased step width [216].

Since AGMs are more robust than simple gait measures and are associated with the
motor skill of walking, the goals of this dissertation are to fortify AGM use in future gait literature and to demonstrate how AGMs can descry longitudinal changes in mobility in older adults.

1.4 Dissertation Scope

The goal of this dissertation is to establish and evolve the understanding and the use of feature selection methods and machine learning algorithms using accelerometer data. The limitation of machine learning is the quality of the input data and whether or not the right feature is selected. Since gait patterns differ from human to human due to disease, age, and other bio-demographic factors, this research will use machine learning to investigate how well AGMs as features aid in predicting different modes of walking in older adults.

1.5 Main Contributions

This research will elucidate the methods by which raw accelerometer signal data gathered from various points on the human body can be processed to produce simple and acceleration gait measures. Further, this research will demonstrate the usage of these acceleration gait measures in measuring aspects of the motor skill of walking, using statistical analysis and machine learning modeling.

- We will investigate whether we can perform symbolic regression to produce non-linear symbolic models of human locomotion using accelerometer data.
- We will predict the spatiotemporal location of the foot by determining the step length and width based on the acceleration signals.
- From a large dataset of older adults, aged 65-91 years, we will perform feature extraction and selection methods to determine the most influential AGMs for predicting gait speed.
- The AGMs mentioned above will be used to classify fall-risk in older adults.
From a large dataset of older adults in the Emergency Department, we will use deep learning to detect and classify past and future falls, respectively.

1.6 Dissertation Organization

Chapter 2 will define the terms and methods to understand aspects of the motor skill of walking, accelerometry, data acquisition, acceleration gait measures, signal processing methods, and machine learning. Chapter 3 will describe the datasets used in this research and address areas of study where there are open questions in the gait literature from both the clinical and engineering domains. These open areas are:

- Is it possible to model the human body as a network using accelerometers?
- Can we predict the spatiotemporal location of the foot by determining the step length and width based on the acceleration signals?
- Is it possible to model and classify fall-risk in a large dataset of older adults walking, using accelerometers?
- Is there a concordance (and validation) of the smoothness of walking measures in the literature?
- Using accelerometers, is it also possible to model and classify falls in older adults who present themselves to the Emergency Department?

Chapters 4-8 will be proposed papers that address the open questions highlighted in Chapter 3. Finally, Chapter 9 will detail future work and the proposed research for further study.
2.0 Background

Various parts of Chapter 2 are part of a peer-reviewed review paper [78]. Co-authors of this review paper include: Jessie Vanswearingen, Alan Godfrey, Mark Redfern, Manuel Montero-Odasso, and Ervin Sejdić.

2.1 Acceleration Gait Measures (AGMs)

2.1.1 Categories of AGMs

In this dissertation, AGMs are grouped by methodologies and metrics: 1) gait cycle event timings, 2) statistical features, 3) signal-frequency features, 4) time-frequency features, and 5) information-theoretic features. In Table 2.1, we define each of the categories and compare/contrast the differences between them. For the following attributes, we compare the strengths and weaknesses across AGM categories: 1) “Ease of calculation” refers to the difficulty of calculation of the AGMs, 2) “Directly applicable to clinical problems” refers to how contextually relevant the AGMs are without further explanation or back-calculation, 3) “Popular across literature” is how prevalent these set of AGMs are, 4) “Reduce complexity and dimensionality” is the extent to which AGMs capture a wide amount of information, and 5) “Tied to multiple aspects of walking” refers to how well the AGMs relate to walking elements (Table 2.1).

Table 2.1: Qualitative attributes of the different categories of acceleration gait measures.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Gait Cycle Event Timings</th>
<th>Statistical Features</th>
<th>Signal Frequency Features</th>
<th>Time-Frequency Features</th>
<th>Information-Theoretic Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of Calculation</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Directly Applicable to Clinical Problems</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Popular Across Literature</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Reduce Complexity and Dimensionality</td>
<td>-</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Tied to Multiple Aspects of Walking</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
</tbody>
</table>

● = strength; - = weakness
2.1.1.1 Gait Cycle Event Timings  The coordinated trajectories of each leg define the gait cycle into the swing and stance phases of each leg during single support and double support [270, 80, 334]. Specific events of particular interest are heel contact, foot flat, heel off, mid-swing, and toe-off (see [227] for details on gait cycle parameterization) (Figure 2.1). Using AGMs to measure gait cycle characteristics often requires knowing these events and how often they occur (i.e., the number of strides).

Combining the knowledge of the gait cycle with simple measures, such as gait speed and speed variability [352], we can estimate the times of each of these events and phases (e.g., lengths and times of stance, swing, step, and strides [131, 140, 222, 291, 294, 295, 293, 350, 351, 353, 247, 292]). Cadence [222, 291, 295, 344, 353, 162, 292, 16, 90, 201], stride frequency [19, 109, 191, 199], step or stride irregularity [76], stride or step amplitude [209], and stride frequency variability [287, 265] can be calculated with AGMs. Other articles may provide some good insight into how gait cycle AGMs are measured and used [145, 312, 345, 346, 347].

2.1.1.2 Statistical Features  In the majority of studies, statistical summaries are performed on different gait cycle metrics over a time period [59]. These include:

- The mean trends of the acceleration signal amplitudes in the mediolateral (ML), vertical (V), and anterior-posterior (AP) directions from different gait phases and activities can be used to characterize a feature of the specific gait phase or activity [117, 79].

- Correlation and covariance of the acceleration signal amplitudes between the pairs of ML, V, and AP directions (ML-V, ML-AP, V-AP) can help elucidate differences among activities that involve translation in just one dimension [79]. For example, in Dasgupta et al. and Sejdić et al., correlations and covariances were calculated as a basic statistical features [288, 79]. Additionally, the auto-covariance can also be used to estimate stride time and stride regularity [265, 227]. Cross-correlations are a measure of similarity between signals [115]. The autocorrelation coefficient of the acceleration signal is the cross-correlations of a signal with itself [227, 316].

- The coefficient of variations of gait parameters, like gait speed and stride time, can help us see the fluctuations between strides, steps, or other gait phases [126].
• Skewness and kurtosis of the acceleration signal amplitude in the ML, V, and AP directions respectively describe the lack of symmetry and whether the amplitude signals are peaked or flat relative to a normal distribution [219, 288, 103].

• The maximum and minimum acceleration signal amplitude in the ML, V, and AP directions can be used to estimate stride time variability [265].

• Mean, standard deviations, median, percentiles, correlation, covariance, coefficient of variation, skewness, and kurtosis of variables and gait events/phases, which are not raw acceleration signals, can also be done to reduce the complexity of those features [265].

• The root mean square of the acceleration signal amplitudes can measure the magnitude of the acceleration signal and can be correlated with walking speed [224, 223, 132, 290] and can be used to estimate the variability of the signal [215, 15].

2.1.1.3 Signal-Frequency Features  Signal-frequency features are those acquired by the frequency spectra of the acceleration signals. Signal-frequency features include:

• The peak frequency is the frequency when the maximum spectral power takes place, and it can be an indicator of gait cycle events [288, 289, 219, 304, 239]. The spectral centroid, like peak frequency, is another marker of spectral change in signal [288, 289, 219].

• The bandwidth of the signal expresses the spectral spread of the signal and is often used to differentiate between walking tasks [288, 219].

• The index of harmonicity is the spectral power of the basic harmonic divided by the sum of the power of the first six harmonics [161, 160]. Harmonic ratios can evaluate the harmonic balance and content for a stride, step, or gait phase [89, 288]. The total harmonic distortion of the signal is represented by how much distortion the signal-frequency has from other factors [17]. All these measures are known to assess motor skill of gait [252].

2.1.1.4 Time-Frequency Features  Time-frequency features are features from the information from signal and time dimensions, using time-frequency functions [285], such as short-time Fourier transform and wavelet transformations. While some of the time-frequency features in this section may fit into the other AGM categories, they are specifically grouped
here by the way they are extracted from the acceleration signals. Time-frequency features include:

- Estimation of initial contact/final contact of the foot can be done with wavelet transformations, bi-orthogonal spine wavelet, and jerk cost functions [112, 56].
- Wavelet transforms are used to determine the relative energy from each time-frequency band [288]. Overall, wavelet transforms of acceleration signal data are useful in segmenting gait cycle events, gait surveillance and monitoring, and many advanced statistical calculations such as principal components analysis and independent components analysis are used in conjunction with wavelet transformation [242].
- Wavelet entropy measures the “degree of time-frequency based order-disorder of the acceleration signal,” and it is computed by wavelet decomposition [288].

2.1.1.5 Information-Theoretic Features Information-theoretic features measure the amount of variability and uncertainty in the information context of a signal [311, 288]. Many of these features can be measured for each direction or a gait event (i.e., a stride). Information-theoretic features include:

- Entropy can measure the uncertainty of a specific variable, which means that the entropy rate can be used to measure the regularity of the acceleration signal [288]. With regards to gait, it can be used to assess the predictability of acceleration signals (from one step/stride to the next step/stride) [5].
- Cross-entropy rate measures the entropy rate between data points from two different signals [288]. Cross-entropy between acceleration signals were used to differentiate walkers with Parkinson’s disease and without Parkinson’s disease [18].
- Lempel-Ziv complexity can be used to assess discrete time signals, in terms of their dynamics, complexity, bandwidth, and variability [2]. Lempel-Ziv complexity has been used as a measure of complexity in the non-linear analysis of gait patterns in those with Parkinson’s disease [95].
- Fractal dynamics can capture the non-linear aspects of gait, typically through analysis like the Detrended Fluctuation Analysis [306, 128]. Hausdorff et al. studied stride-to-
stride changes using fractal dynamics [127].

- Lyapunov exponents can measure disruptions or perturbations in signals, which can expose new insights about gait variability [50, 306, 338, 319].
- Local dynamic stability (LDS) is measured by evaluating the maximal finite time Lyapunov exponents [50, 86]. LDS can measure the gait stability and quality [265].

### 2.2 Data Collection

Accelerometers are used to study age- and illness-related changes in walking [72]. Accelerometers measure the accelerations of objects in motion along three orthogonal axes, often generally aligned with anatomical coordinates (e.g., ML, superior-inferior or V, and AP [343]; these accelerations are time-series, and an example is shown in Figure 2.1. Inertial measurement units (IMUs) and accelerometers are preferred over other wearables because the acceleration measurements can be used to validate the velocity of walking, distance walked, and the intensity of movement [12, 343]. Accelerometers can also predict the rotation and orientation of objects. These characteristics allow accelerometers to determine body postures [343].

Accelerometers are often located at the level of the L3-L5 vertebrae [44], and they estimate the accelerations of the center of mass of the body and can measure aspects of motor skill, such as smoothness and symmetry. From a clinical perspective, lower-trunk placement succeeds because the trunk segment covers over half the mass of the body, and so is prioritized by the nervous system [167].

Data collection also involves handling technical issues [217], such as designating the sampling rates used, frequency response requirements for different tasks, placement, and alignment of the accelerometer on the trunk [124], and how the sensors are attached for long-term and short-term use.
Figure 2.1: Example of acceleration signals (mediolateral, vertical, and anterior-posterior) from an accelerometer placed on the lower back. A full gait cycle of the right foot (starting from a heel strike) is shaded (data and gait extraction done by [79]).
2.3 Signal Pre-Processing

To derive AGMs, there are several pre-processing steps that can be used to prepare the signal data [219, 317]. These techniques involve formatting, cleaning, removing errant/redundant/missing data, resampling, and normalizing the signal data. Some specific tasks include filtering or extracting noise from the signals [113, 335, 41], event detection and labeling [305, 244, 287, 265, 227], wavelet analysis and decomposition [328, 58, 270], integration [317, 11, 42], and tilt correction [219].

There are many sources of noise in a signal: human-made, artifacts of the measurement procedure, and random noise. Often noise is erratic and incalculable. Filtering signals refer to the reduction of noise and other artifacts through smoothing filters (e.g., low-pass filter, Kalman filter, and median filter) [113, 335, 41].

Raw signals are often resampled (or normalized) to ensure that the time intervals between the acceleration sample timepoints are the same [322, 236]. These signals can either be upsampled or downsampled through linear interpolation, cubic interpolation, or spline interpolation [236]. Information on tilt, or the angle of the wearable on the individual, can help researchers get closer to the actual signal. Tilt correction is done by measuring the rotation matrix component of the signal, relative to the gravitational field. Another way to process the signal is to perform integration of acceleration values concerning time to calculate velocities and positional displacement.

One of the ways that signal processing can be approached is through finding cycles of gait events in the raw acceleration; these gait events are then manually and algorithmically labeled. The most typical components of the gait cycles that are captured are stance time, swing time, step time, and stride time. Signal segmentation is the temporal or event-based segmentation of the signal data.

Data points are often removed to eliminate any start-up, pausing, and ending effects that were caused by the subject becoming familiar with the exercise. Outliers based on average stride time are removed using the interquartile range (IQR) rule [314]. An Analysis of variance (ANOVA) test (null hypothesis: no statistical difference in means of stride features between strides) can be done before and after errant data removal.
2.3.1 Stride Extraction

Acceleration signal based stride extraction is a clinically useful tool to evaluate cognitive changes while walking concerning the gait cycle [46]. A gait cycle is defined to start when one foot’s heel strikes the floor and ends when the same foot’s heel next strikes the floor. For both the right and left foot, successive heel strikes and toe-offs on the same side have been used to define stride, stance, and swing intervals [105]. Heel strike and toe-off events were extracted from the lower back sensor using the algorithm outlined in Sejdić et al. [287]. Local minima points in the V direction correspond to toe-offs, and local minima points in the AP direction were related to heel strikes [287]. The order of which foot initially made the first step is found by taking the average of the first 10 milliseconds of acceleration in the ML direction [287]. If there is a positive mean value, the right foot came first; otherwise, the left foot came first [287].

2.3.2 Window Extraction

A simpler alternative to stride extraction is the creation of sliding observation windows, by partitioning sensor signals into smaller time segments [259]. Sliding observation windows are commonly used in the activity monitoring and machine learning analysis of accelerometer data [259]. For each of the subject’s four raw datasets, one additional dataset was formed: acceleration signals split up in 5-second intervals with a fifty percent overlap.

2.4 Machine Learning for Accelerometer Signal Analysis

Mapping AGMs to the aspects of motor skill walking can aid in differentiating gait-related outcomes through machine or statistical learning. The overall goal of machine learning is to predict or classify unknown outcomes based on a set of past exposures/features. Often, these predictions or classifications are made based on probability measures. Machine learning algorithms classify these outcomes via a learning process in which the algorithm models on a training dataset and then apply the model mentioned above on a testing dataset.
In machine learning, there are two tasks: supervised learning and unsupervised learning. In the field of motor skill research, the goal of supervised learning is to learn a function from labeled data and approximate the relationship between the observable exposure and outcome variables in the data; in unsupervised learning, walking tasks, other gait-related, or motor decline outcomes are not labeled, and the goal is to deduce the relationships within the data.

Figure 2.2: A. Stride extraction sample: subject 1’s toe-offs and heel-strikes, which were determined from foot pressure recordings during treadmill walking and acceleration signal recorded using the lower back sensor. The top graph shows the pressure readings from the treadmill, the middle graph are the V acceleration readings, and the bottom graph are the AP acceleration readings. Red and blue colored lines and labels depict the right and left foot respectively. B. Acceleration signal extraction during walking: subject 3’s AP acceleration signals from the back sensor. 5 second observation windows with 50% overlap are shown.
Among the paradigms of classifiers for recognizing gait-related outcomes, regression, Naïve Bayes, support vector machines, decision trees, k-nearest neighbors, Hidden Markov Models, neural networks, and deep learning are the most popular. Typically, the pipeline for machine learning with acceleration signals follows the following steps: 1) signal acquisition (Section 2.2) and signal pre-processing (Section 2.3), 2) derive AGMs through feature extraction and selection, 3) label the outcomes (if performing supervised learning), 4) use a single classifier or a combination of classifiers to test and validate the model, and 5) applying models to test data to predict probabilities of class assignments. This dissertation will primarily consider supervised learning methods.

However, with the use of machine learning and AGMs, it can be challenging to determine which selected features (AGMs) are less significant than others. Mechanistically, there are feature selection methods, such as forward or backward or recursive methods. However, it can be more clinically useful to pick out relevant AGMs that fit the context of the clinical problem.

This section is not a comprehensive overview of machine learning, but rather, it is a summary of the most well-developed and well-used algorithms and techniques used in machine learning for accelerometer signal analysis. The section is organized in the following sub-sections: feature extraction methodology, feature selection methodology and reducing dimensionality, a brief description of various categories of supervised learning models, between-subject modeling, within-subject modeling, leave-one-subject-out modeling, and validation techniques.

2.4.1 Feature Extraction

A feature is a characteristic of the events being observed in the sample space. The feature matrix is the collection of all the features extracted from the set of exposures and information of each of the samples or observations. The feature matrix typically contains rows and columns, which correspond to the observations and features, respectively. These features include AGMs as well as other bio-demographical data. In machine learning, the aim is to have non-redundant features that can directly aid in the learning of the model. The
following sub-sections include statistical calculations and transforming methods (Laplace, Fast Fourier, and Discrete Wavelet Transforms).

### 2.4.1.1 Statistical Calculations
These statistical calculations include performing the calculations laid out in Section 2.1.1.2. Many of these statistical calculations include basic summary statistics and measures of statistical spread (e.g., standard deviation, root-mean-square, and cross-correlation).

### 2.4.1.2 Fast Fourier Transform
The Fourier series is the expansion of a periodical function, which is the additive combination of sine and cosine waves [302]. When a particular function has a period that is very magnanimous and has a discrete set of frequencies, a Fourier transform can be used on that function to produce a continuous spectrum. The Fourier transform (and similar transformations) are used to fit simpler, algebraic models (such as sinusoidal waves) to processes that would otherwise need to be modeled with complex calculus or differential equations. The Fourier transform is ideal for assessing continuous, steady signals.

The discrete Fourier transform (DFT) is used for converting a discrete function from the time domain with equally spaced samples to the frequency domain [302]. The fast Fourier transform (FFT) is a technique to compute the DFT [302].

### 2.4.1.3 Laplace Transform
Related to the Fourier transform, the Laplace transform is used to determine changes in the signal - particularly those moments when the stepping changes during walking [302]. It is beneficial with the use of discrete-time signals.

### 2.4.1.4 z-Transform
The z-transform is very similar to the Laplace transform, except that it is used for discrete temporal datasets, instead of continuous ones.

### 2.4.1.5 Discrete Wavelet Transform
Wavelets can be used, in addition to transforms, to decompose signals into waves - these waves can be assessed for their symmetry or regu-
larity. This is just another way of reducing the complexity of the signal and enable AGM or feature extraction.

The Fourier transform cannot calculate when the frequency components of a signal occur even though it finds the frequency components. The discrete wavelet transform (DWT) can capture both the frequency and when the frequency occurs. Wavelet transforms are made up of a wavelet basis function and the integral of the product of the two functions that make up the signal; some conventional wavelets are the Haar wavelet, Meye wavelet, and the Morlet wavelet.

2.4.2 Feature Selection and Reducing Dimensionality

High dimensionality may lead to over-fitting in machine learning analysis, and it is advantageous to reduce the number of features. Feature selection is performed to produce a final feature set that can be inputted in the machine learning model; this feature set is the subset of the entire feature matrix that was previously extracted. Some of the reasons for conducting feature selection are: allowing for a more straightforward interpretation of the models, reducing model training time, reducing overfitting, increasing model generalization, and reducing dimensionality. There are many ways to perform feature selection, such as principal components analysis, independent components analysis, linear discriminant analysis [23], generalized discriminant analysis, correlation feature selection, and feature selection methods within learning algorithms. Examples of some of the latter methods are: a correlation matrix between each feature is constructed, and highly correlated features ($r \geq 0.75$) are eliminated; logistic regression models can run step-wise variable selection via a likelihood ratio test, which selects the model with the lowest Akaike information criterion (AIC) value [6].

2.4.2.1 Principal Components Analysis and Independent Components Analysis

Principal components analysis (PCA) is typically used to reduce dimensions in a dataset without compromising on the information, by maximizing the variance and identifying orthogonal linear combinations with the most substantial covariance. Assumptions of PCA
include having multiple continuous variables, and there is a linear relationship between the variables. This assumption is essential because PCA is based on Pearson correlation coefficients.

We assume that we may not need every predictor in the dataset and that a weighted combination of predictors may be more beneficial. PCA does this by “projecting the entire dataset onto a different feature (sub)space” in the hopes that the new subspace can filter out the potential noise in the original dataset and reveal hidden dynamics. Accurately, principal components (PCs) are sequentially captured the maximum variability among the columns of the dataset, thus guaranteeing minimal information loss; principal components are also uncorrelated. However, the downside to PCA is that each PC is a linear combination of all p variables, and the loadings are typically nonzero, which means there could be other types of interactions between variables.

The way that the PCA is performed is as follows: first, the data is standardized, the eigenvectors and eigenvalues are computed from the covariance matrix or the correlation matrix, the eigenvalues are sorted, eigenvectors are chosen, the projection matrix is created from the chosen eigenvectors, and the original dataset is transformed through the projection matrix.

Independent Component Analysis (ICA) finds the independent components in the data. With PCA, PCA attempts to compress the data to reduce dimensionality globally; ICA aims to separate the data into independent elements. This means that we do not have the same amount of independent components (ICs) as we have dimensions (which we see in PCA). It is not necessary for independent components (ICs) to be orthogonal, and they are not ranked or ordered (as is with PCs). The purpose of ICA is to separate linearly mixed sources, by maximizing non-Gaussian elements in the dataset. This means that normally distributed sources will be hard to be separated. Non-independent sources can still have ICA performed on them because ICA will still try to find a subspace where they are maximally independent.
2.4.3 Supervised Learning Models

2.4.3.1 Linear Regression Algorithms  Linear regression algorithms include linear regression and logistic regression. Regression often predicts and computes the outcome from a set of covariates or features. Linear models assume and ascertain a linear relationship between these covariates. Logistic regression is often commonly used as a simple machine learning classifier because it is often used in a predictive analysis where there is a binary dependent variable. The logistic regression model gives the relationship between this binary dependent variable and the predictor variables [339].

2.4.3.2 Non-Linear Regression Algorithms  Many biological systems are not linear, but many of our tools rely on assumptions of linearity because of the ease of calculation. Nonlinear techniques can help give meaning to randomness in the data because it can fit multiple polynomial or algebraic equations to the unknowns in the data.

Symbolic regression is similar to other regression techniques, in that it searches for parameters for a mathematical model to fit data; however, unlike linear regression, symbolic regression also frames the structure and operators within the model. In other words, symbolic regression is capable of generating minimally constrained nonlinear models, while linear regression can only find a linear combination of parameters to scale regressors. Symbolic regression is not restricted to a linear format.

2.4.3.3 Classification and Regression Methods  One of the popular classification and regression methods is known as a support vector machine (SVM). SVMs are kernel-based, where an optimal hyperplane is found for linearly (or radially or quadratically, depending on the kernel function used) separable patterns in the dataset. SVMs aim to maximize the geometric margin on the training set and minimizes the training error.

2.4.3.4 Evolutionary Algorithms  Evolutionary algorithms (EA) mimic how biological evolution works; one such EA is genetic programming (GP). Although all EAs are slightly different from one another, they typically follow the same structure: 1) the initialization
phase, 2) the fitness evaluation phase, 3) the selection of candidate solutions phase, and 4) the application of the genetic operators phase. The initialization phase creates a population of chromosomes/candidate solutions. The fitness evaluation phase, which is often the most computationally expensive part of the EA, determines how effective each of the candidate solutions are at solving the given problem; the effectiveness of the candidate solution is known as the fitness of the given candidate solution. In this study, symbolic regression is performed. Thus the fitness value is the mean squared error of the regressed model to the actual recorded signal (the typical fitness measure when performing symbolic regression). The ultimate goal of the evolutionary search is to find a candidate solution with a high-quality fitness value.

The selection and application of genetic operators phases work together. Once every candidate solution’s fitness is calculated, a tournament selection is performed by 1) choosing two random candidate solutions, 2) selecting the better candidate solution, and 3) repeating step 1-2 with another two random candidate solutions. This tournament selection then produces two reasonably good candidate solutions to be propagated into the next generation. Once two reasonably satisfactory candidate solutions are selected, there is a chance the genetic operators will be applied to them before they enter the next generation’s population. There are two types of genetic operators: crossover and mutation. The idea behind crossover is to take the two selected candidate solutions and mate them and place their offspring into the next generation. The motivation is that mating two reasonably effective candidate solutions may result in even better candidate solutions. Mutation acts on a single candidate solution at a time and will result in some random change that may add diversity to the population and improve results over time. This selection and application of genetic operators repeat until the next generation’s population is full. Once the new population is full, the algorithm returns to the fitness evaluation phase, and the whole process continues to repeat until some stopping criteria are met. These criteria may be after some number of generations have occurred, or until some fitness threshold is met. Typically, the evolutionary algorithm will run for a high number of generations as it will take some time before the algorithm can converge on a high-quality solution.

The GP implementation used for this dissertation is heavily inspired by Schmidt et al.’s work [281]. The major strengths of this system are in the use of subpopulations, an acyclic
graph representation, and the use of fitness predictors. Unlike traditional GP systems where the chromosomes are tree-based S-expressions, this study’s application uses an array-based acyclic graph representation of the underlying mathematical expressions. The benefits of such representation include faster runtimes, easy reuse of subexpressions, and the reduction of bloat (a GP phenomenon where the trees grow arbitrarily complex with no meaningful improvement in the quality of the effectiveness).

2.4.3.5 Other Algorithms Other algorithm categories are regularization algorithms, ensemble methods, Bayesian algorithms, clustering algorithms, and deep learning algorithms. Three common regularization algorithms are elastic net, decision tree, and classification and regression trees. Decision trees are often used in the clinical space; these trees have a node/root, leaves, and internal nodes, where the internal nodes utilize particular features to split the instance space into two or more sub-spaces, and the leaves refer to the outcome classes. Decision trees can be ensembled to form the random forest algorithm. In the random forest algorithm, the nodes are split using the best split among a random subset of features; generally, random forests are very robust and provide high accuracies in classification. Other ensemble algorithms include AdaBoost, other boosting approaches, and other bagging approaches. Bayesian algorithms include Naive Bayes and Bayesian networks. Clustering algorithms include k-means and artificial neural networks (ANN) (e.g., perceptron, back-propagation). ANNs can lead to deep learning, which refers to a whole set of neural networks, specifically convolutional neural networks (CNN). CNNs have a large number of parameters, often with a magnanimous amount of observations.

2.4.4 Between-Subjects and Within-Subject Modeling

For the within-subjects model, each subject’s dataset is appended to each other. For the between-subjects model, all subjects’ datasets were appended.
2.4.5 Leave One Subject Out Modeling

A leave one subject out cross-validation can be done to capture how well other subjects’ features and data can predict an individual's gait-related outcome. This was done by combining all subjects’ datasets. Each model is trained on n-1 out of the n subjects, and the model is tested on the remaining subject.

2.4.6 Validation

2.4.6.1 Metrics For a binary outcome, metrics from a confusion matrix is typically used to evaluate the performance of a classifier or algorithm 2.2. As shown in [123], the confusion matrix contrasts the results from the prediction with the true classification labels; these result in the following sub-samples: true positives, true negatives, false positives, and false negatives. Many metrics can be derived from the confusion matrix such as accuracy, true positive rate (TPR) or sensitivity, true negative rate (TNR) or specificity, false-positive rate (FPR), positive predictive value (PPV) or precision, negative predictive value (NPV), and area under the curve (AUC). The formulas for these metrics are shown below:

Table 2.2: Example of a confusion matrix, which gives the performance of a classifier algorithm.

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Actual</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
<td>Negative</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>True Positive</td>
<td>False Positive</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>False Negative</td>
<td>True Negative</td>
<td></td>
</tr>
</tbody>
</table>

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (2.1)
\]

\[
\text{TPR} = \text{Sensitivity} = \frac{TP}{TP + FN} \quad (2.2)
\]
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\[ TNR = \text{Specificity} = \frac{TN}{TN + FP} \]  

(2.3)

\[ FPR = \frac{FP}{TN + FP} \]  

(2.4)

\[ PPV = \text{Precision} = \frac{TP}{TP + FP} \]  

(2.5)

\[ NPV = \frac{TN}{TN + FN} \]  

(2.6)

The AUC refers explicitly to the area under the receiver operating characteristic (ROC) curve; the ROC curve is formed by plotting the TPR against the FPR at different thresholds. The AUC is the density of the area underneath the ROC curve. The AUC can help compare the performance of classifiers; a “good” classifier has an AUC of 0.9-1.0 while a “poor” classifier has an AUC of 0.5-0.6.

For binary or multiple outcomes, accuracy is a widely used measure of the performance of a classifier. Accuracy is defined as the rate of correct predictions (Equation 2.1).

### 2.4.6.2 Cross-Validation and Holdout Validation

Overall, validation techniques are used to evaluate the generalization of a trained classifier on a test set. During the learning or training process of the classifier, the accuracy is often estimated from a portion of the dataset that is left out of the training.

Conventional validation techniques are k-fold cross-validation and holdout validation. For the k-fold cross-validation, the dataset is randomly partitioned into k subsets of equal size. The model is trained for k iterations, where each iteration uses one k subset for testing and the remainder k-1 subsets for training. The final accuracy is the average of these k iterations. For the holdout validation technique, the dataset is randomly partitioned into a training set and a test set (often, this partition is the Pareto split of 80%/20%, respectively). The model is trained on the training set, and then the accuracy is evaluated on the testing set. Multiple runs of the holdout validation technique may be run with different random training-testing splits.
2.5 AGMs in Action

2.5.1 Motor skill and AGMs

Understanding the use of AGMs as proxies for the aspects of the motor skill of walking will provide better clinical features for models that can potentially predict the motor skill of walking. Clinically, mapping motor skill characteristics (Section 1.2.4) to categories of AGMs (Table 2.1) may be capable of providing relevant and accurate measurements. In Table 2.3, we summarized a selection of references for each of the aspects of motor skill–AGM mappings. By doing so, we also identify the existing gap by seeing how researchers have combined multiple features extracted from gait accelerometry signals into a derived AGM that could potentially be a marker for walking-related changes in physical function.

Table 2.3: Literature citations that depict the mapping between the seven aspects of the motor skill of walking and acceleration gait measures.

<table>
<thead>
<tr>
<th>Aspects of Motor Skill</th>
<th>Gait Cycle Event Timings</th>
<th>Statistical Features</th>
<th>Signal-Frequency Features</th>
<th>Time-Frequency Features</th>
<th>Information-Theoretic Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variability</td>
<td>[216, 124, 128, 174, 165, 36]</td>
<td>[288, 228, 265, 227, 191, 201, 174, 159]</td>
<td>[288, 108, 19, 316, 153]</td>
<td>[288, 54]</td>
<td>[288, 153, 54]</td>
</tr>
<tr>
<td>Stability</td>
<td>[341, 19, 159]</td>
<td>[265, 159, 191, 201]</td>
<td>[219]</td>
<td>-</td>
<td>[307]</td>
</tr>
<tr>
<td>Smoothness</td>
<td>[192]</td>
<td>[290, 293, 21, 88, 342]</td>
<td>[44, 88, 224, 223, 290, 293, 21, 88, 342]</td>
<td>[146, 56]</td>
<td>-</td>
</tr>
<tr>
<td>Automaticity</td>
<td>[321, 294, 293, 351, 201, 342, 20, 102, 166, 296]</td>
<td>[321, 296, 191, 201, 20, 176]</td>
<td>[294, 293, 351, 201, 342, 20]</td>
<td>-</td>
<td>[5]</td>
</tr>
<tr>
<td>Adaptability</td>
<td>[131, 140, 222, 291, 294, 295, 293, 350, 351, 353, 247, 292, 134, 272, 84, 226]</td>
<td>-</td>
<td>[288]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Symmetry</td>
<td>[133, 271, 140, 244, 19, 109, 191, 174, 21, 20, 156, 301]</td>
<td>[219, 288, 103, 344, 19, 191, 174, 21, 20, 301]</td>
<td>-</td>
<td>-</td>
<td>[2, 174]</td>
</tr>
</tbody>
</table>

2.5.1.1 Variability Typically, gait variability is calculated through simple measures (and by simple methods), such as step/stride length/time [165]. Because accelerometers can collect massive amounts of data over time, they are especially useful in assessing stride-to-stride or step-to-step variability of walking [174]. Some common AGMs describing variability presented are:
• Standard deviation and coefficient of variation of the gait cycle events can directly measure variability [174].

• The median of the modal frequencies for the V, ML, and AP directions and the strength of the relative fluctuations in the phase progression can determine step/stride frequency [265].

• The autocorrelation coefficient of the signal can capture inter-stride variability [228, 174].

• The peak values of the first and second dominant periods of the autocorrelation function, simple statistical features, individual curve estimates, and adaptive peak thresholds can determine step/stride variability [316, 108, 19].

• Root mean square of the acceleration signal can be a measure of variability. For example, Rispens et al. define “movement intensity” as the root mean square of the acceleration [265, 159, 191, 201].

• Entropy, entropy rate, and Lyapunov exponents are indicators of variability [288, 5].

While many gait cycle events are used for variability, step duration is a much better measure than step length when investigating loss of balance in older adults [124, 216, 128, 36]. Statistical summaries of step length, in conjunction with a low root mean square value are often indicative of a typical gait pattern during walking. On the other hand, autocorrelation coefficient of the signal and other signal-frequency features can better pick up characteristics of overall walking patterns. Finally, information-theoretic features can provide some insight into variability if other motor skill aspects are also being investigated [288]; for example, the regularity of a time series can be captured via entropy or entropic features [54].

Some specific examples in the literature have shown that measuring variability via AGMs is helpful to differentiate between classes of older adults. Older adults who have neuromotor difficulties have one or more of the following: lower step/stride variability, lower step/stride frequency, and higher movement intensity in all forms of walking [108, 216]. In [153], the authors use linear (mean velocity, the peak-to-peak amplitude of accelerations, root mean square, and frequency dispersion) and non-linear AGMs (Lyapunov exponent and entropy) instead of simple footfall data, to measure the gait variability in patients with multiple sclerosis. In [213], the authors posit that gait variability AGMs can be part of a clinical screening method for the locomotive syndrome since AGMs provide a complete, accurate,
and personalized measurement of locomotive disorder in older patients with or without the musculoskeletal disease. Gait irregularities and variability can also be measured to create a reference database, investigate outcomes in patients with gait disorders, and study rehabilitation for those with limited knee function [293, 291, 294, 295]. Similarly, other articles directly assess gait variability through trunk AGMs [347, 21, 292, 91].

2.5.1.2 Stability To measure how people maintain gait stability, many papers test a strategy of changing walking speeds or measuring accelerations. However, raw trunk acceleration data could enrich the measure of stability. V accelerations can show the moments when toe-offs and heel strikes occur - decreased moments and low acceleration at heel contact, foot flat, mid-swing, and initial push-off are more prevalent in older adults [341, 19, 159]. Additionally, measures such as root mean square [265, 159, 191, 201], standard deviations, and coefficient of variations of the acceleration signals can provide a better depiction of stability.

Even so, root mean square, standard deviations, and coefficient of variations of the acceleration signals have limitations in estimating the non-linear features of human movements, such as stability. LDS can address those limitations because it is measured with the maximal Lyapunov exponent from chaos theory. LDS is often used to assess gait stability and falling risk [307]. The LDS per stride can be measured by dividing LDS by the stride frequency. A high LDS is indicative of good motor control and dynamically-stable gait. Other non-linear measures of stability are the step stability index and the harmonic ratio. The step stability index is a function of standard deviations of the intrinsic mode functions (which are derived from acceleration signals from the vertical direction).

2.5.1.3 Smoothness Walking smoothness is a high indicator of fall-risk in older adults. The most common way to measure smoothness is through root mean square [290, 293, 21, 88, 342], indices of harmonicity, or harmonic ratios (estimated for each of the three directions as the index of harmonicity) [44, 89, 224, 223]. Larger harmonic ratios can indicate a smoother gait pattern, while a lower ratio is found in older adults and older adults with unsteady gaits [44, 90, 201, 293, 342, 288]. During, most modes of walking, the most significant impact on
the harmonic ratio, due to increased age, is in the ML direction. Another way to measure smoothness is to measure the jerk-cost function [146, 56] from gait movement. Lower jerk indicates higher smoothness in gait and higher motor control [146]. In [176], they used power spectrum entropy of the acceleration signals to differentiate persons likely to fall and persons not likely to fall, by their gait.

2.5.1.4 Automaticity Automaticity often goes hand in hand with variability/regularity [66]. Many of the features that measure inter-step or inter-stride variability in walking can be indicative of automaticity. For instance, the coefficient of variation of stride velocity, coefficient of variations of the axial directions of accelerations, and swing time variability are measures of automaticity [321, 102, 166]. Other useful AGMs include the periodicity of accelerations [20, 201, 294, 293, 342, 351], and measures of efficiency [296]. For example, in patients who freeze or momentarily stop walking, a sign of Parkinson’s disease, these measures are particularly useful [333, 87, 249, 22]. Moreover, automaticity becomes an important motor skill to investigate when studying cognitive impairment or load within aging adults [326].

2.5.1.5 Efficiency Efficiency, the inverse of energy expenditure, can also be used to assess gait and evaluate balance in older adults [320, 330]. In [296], they measured energy expenditure along with the center of mass accelerations in all forms of walking to come up with guidelines on how older adults can improve their walking. Another way to measure efficiency is through measuring periodicity, specifically constant acceleration periods and changes [191, 199, 295, 219, 291]. While these AGMs are effective in measuring efficiency, validation methods such as measuring the oxygen rate during walking are often used [320, 196].

2.5.1.6 Adaptability Adaptability is directly tied to stability since people try to increase their stability in the ML direction to maintain an upright posture. Similarly, adaptability can be tied to variability/regularity, since people adapt back into their regular gait pattern when they are perturbed [226]. Thus, measures of stability and variability can apply
to adaptability. Statistical features of gait cycle events and the harmonic ratio can be used to measure gait adaptability [288]. In obstacle avoidance studies [134, 272, 84], gait pattern adaptations were measured via step length variability. Step length variability is measured in the following studies: [131, 140, 222, 291, 294, 295, 293, 350, 351, 353, 247, 292, 292].

2.5.1.7 Symmetry Similar to variability, fractal dynamics [174] and autocorrelation coefficient of the signal [174], the mean, standard deviation, coefficient of variation, and correlation of the gait cycle events [174, 156, 140, 21, 191, 301] are used to determine symmetry. In [19, 20, 344], symmetry was derived from the autocorrelation function of the vertical acceleration signal. There are more metrics of symmetry [271]: step asymmetry [109], symmetry ratio, symmetry index, gait asymmetry, and symmetry angle using step length, swing time, stance time, double support time and an intra-limb ratio of swing: stance time.

Gait symmetry is often a necessary clinical measure when older patients are in recovery from falls, stroke, amputation, osteoarthritis, and hip replacement [133]. In [133], the authors measured trunk movement regularity and stride asymmetry to characterize asymmetry among persons with history of chronic stroke.

2.5.2 Example Uses of Motor Skill–AGM Mapping for Gait-Related Outcomes

Adverse motor skill and slowing down could be caused by peripheral muscle fatigue and can be measured by multiple AGMs. The amount of walking, changes in walking speed, and the amount of physical activity can be derived from velocity, statistical measurements, and variability measurements. Another use for motor skill–AGM mapping is to measure energy expenditure and pelvic displacement, pelvic rotation, pelvic tilt, and stance knee flexion – it has been shown that vertical displacement of the pelvis during walking can be a predictor of oxygen consumption, and in turn, energy expenditure [330].
2.6 Selection and Use of AGMs

The literature is overpopulated with multiple AGMs, and very few researchers can say they measure specific aspects of motor skill. Thus, there are several issues to be addressed to move the field of gait and rehabilitation forward.

Extracting AGMs from raw acceleration values is a natural step in biomedical informatics research. With the increased use of artificial intelligence, feature selection and specification is necessary for scientists to build statistical models in order to make predictions in the context of their problem. Clinical researchers in rehabilitation and physical-activity sciences may find utility and insight from conducting more studies in observational and clinical trials with AGMs in order to further the field.

However, the current selection and use of AGMs in research have limited value because of a lack of gold-standard information from acceleration measurements. Only a few studies have compared various AGMs within the same sample or dataset, let alone in different study designs. Moreover, there is a discrepancy in how AGMs are used between age, sex, gender, and disease groups. Further, previous research is limited to comparing AGMs to common simple gait measurements [202]. Collectively, research has a minimal consensus on the validity of using many of these AGMs.

There is little consensus on the most useful AGMs to use for analyzing locomotion in general, and particularly with an accelerometer located on the lower back. There are very few studies that examine more than one AGM from one dataset [242]. Most of the current single AGMs studies only differentiate generalized populations (e.g., older adults vs. young adults) as opposed to more specific groups (e.g., older adults who are more prone to falling vs. older non-fallers). To improve the accuracy of the AGMs for detection of gait impairment, future research needs to combine multiple AGMs through modeling [242]. Analyzing AGMS collected pre- and post-intervention can examine discriminative ability, responsiveness and construct validity for various AGMs [309, 242].
2.7 Issues in validity and interpretation of AGMs

There are multiple construct validity issues with the use of AGMs, because of the various methods for the derivation of an AGM from gait accelerometry and no known means to compare across the derived AGMs. It is not certain if various AGMs represent the same findings of the motor skill of walking, or if differences in the ability of various AGMs to distinguish the level of physical functioning in daily life.

In the studies that we have identified that investigate the impact of aging and illness on specific walking tasks, older adults adopt more conservative and compensatory gait patterns [169]. Older adults typically have reduced walking velocity and trunk-accelerations accompanied by reduced step length; these reduced accelerations are possibly induced to compensate for degeneration in vision, sensation, and lower-limb strength [216]. Notably, in straight path walking and curved-path walking, older adults have increased sub-movements, deceleration, and hesitancy [146].

Furthermore, few studies have researched how multiple AGMs within the same sample can effectively improve a statistical model. Several investigators report individually defined indexes of the acceleration signal, derived by proprietary algorithm methods [274, 53]. Little replication of AGMs in the same target population exists, including by the same investigator in subsequent studies of a similar sample. As a result, the clinical investigator has little to base an informed decision about the usefulness of derived AGMs to describe, detect and monitor walking abnormalities, and determine intervention outcomes. Therefore, there is an obligation for further study into comparing AGMs in a more standardized way.

AGMs can also be used in combination with other measures to investigate gait measures. For example, Salarian et al. developed a Timed Up and Go test using from five to seven accelerometer sensors; which had good psychometric properties at a pilot study for Parkinson’s patients; main features that demonstrated association with the Unified Parkinson’s disease rating scale, extracted from instrumented Timed Up and Go are step counting, seconds, peak arm velocity, cadence, stride and turning and among the sub-elements of the instrumented Timed Up and Go test, gait, turning, and turn-to-sit were the most reliable [273].
2.8 Other Limitations

Even though stride extraction is more clinically relevant for each subject, window extraction is often done to compare how machine learning algorithms perform without respect to gait cycle events. Accuracy values between windows and strides are often comparable. Due to the time and memory consuming task of signal processing, window extraction is preferable.

The data collection process for producing AGMs has multiple limitations. Even though there may be low generalizability of the gait data acquired by subjects, this can be remedied by future work including a higher sample size and a more extensive set of acceleration signals. Furthermore, statistical signal processing is a tedious task, which involves not only implementing the algorithm outlined in [287], but also manual checks to ensure biological accuracy. While stride extraction was not validated in this dissertation, a consistent number of strides with a small standard deviation was found amongst study participants per trial [79]. This limitation could be further addressed with video or pressure report validation [313].

Cognitive task abandonment and lack of recording cognitive mistakes are other limitations. Some participants could have either abandoned or incorrectly performed the cognitive task for short periods during the trials, and these periods were difficult to identify and remove. For example, these cognitive abandonment may correlate with walking pauses because the participant may pause when they have strayed away from task or they may not correlate with walking pauses, because pauses may represent better focus on the cognitive task.
3.0 Datasets and Aims

This chapter summarizes the three datasets used in this paper and lays out the aims that Chapters 4-8 will address.

3.1 Healthy Subjects Dataset

3.1.1 Study Design and Procedures

This data collection is of a repeated-measurements design, where subjects were their own controls. Participation in this data collection consisted of two sessions in which each session had five stages: affixing the sensors (10 to 20 minutes), first walking trial (10 minutes), a rest period (10 to 20 minutes), second walking trial (10 minutes), and sensor detachment (10 minutes). The two sessions of this study for each participant occur with at least 48 hours between each session. Each session lasted for about 75 to 90 minutes.

The walking trials were performed on a treadmill which rested on top of a flat non-compliant surface. The treadmill captured pressure data (in units of Newton force (N)). The treadmill was set at a steady pace of 2.2 mph, which is 0.98m/s which is less than the usual adult walking speed of 1.2-1.3 m/s. This treadmill speed was chosen so that all participants would be at a comfortable, and slower than usual walking speed to be closer to a speed common among community-dwelling older adults and persons with walking difficulties. The first walking trial consisted of walking, while the second walking trial consisted of walking while counting backward from 10,000 in increments of 7, an arithmetic task that is mentally involved. We will refer to the first walking trial as normal walking while referring to the second walking trial as walking under cognitive load.

Participants were affixed with six wGT3X-BT triaxial accelerometer sensors (produced by ActiGraph LLC, Fort Walton Beach, Florida, USA) located on their chest, bilateral ankles, wrists, and lower back (Figure 3.1). These sensors captured linear accelerations (in
Figure 3.1: A wGT3X-BT triaxial accelerometer sensor was placed on each of the following six locations: the participants’ chest, bilateral ankles, wrists, and lower back.

units of $\frac{m}{s^2}$ at a frequency of 80 Hz from the x, y, and z directions which correspond to the ML, V, and AP directions. Overall, each sensor relayed 48,000 data points for each walking trial. The sensors were all clinically accepted monitoring devices and presented minimal risk to the subjects. All recorded data did not include any personal identifying information.
3.1.2 Subjects

Volunteers were recruited from the Pittsburgh area in Pennsylvania, USA. Participation in the study was entirely voluntary and could be discontinued at any time. Acceleration and treadmill pressure data were collected from ten healthy volunteers (18-35 years old) at the University of Pittsburgh. Other than age and a subjective perception of healthiness, no other screening criteria were included in the volunteer recruitment. Demographic characteristics for the participants, for the variables of age (mean (sd)), gender (N (%)), height (mean (sd)), weight (mean (sd)), and BMI (mean (sd)) were: 21.40 (4.38), 5 (50%), 1.72 m (0.09), 66.36 kg (8.41), and 22.87 (1.65).

3.2 PRIMA Dataset

This dataset is from the Program to Improve Mobility in Aging (PRIMA), and thus, this dataset will be known as the “PRIMA dataset”. PRIMA is supported by The National Institute on Aging (AG045252).

3.2.1 Study Design, Procedures, and Subjects

PRIMA is a five-year “randomized single-blind two arm intervention trial to compare the effects on mobility, activity and participation of a standard strength, endurance, and flexibility program to the standard plus timing and coordination program in 248 community-dwelling older adults walking slower than the desired gait speed of 1.2 m/s.” Participants were asked to come into the lab in the University of Pittsburgh for a baseline assessment, a 12-week post-intervention assessment, a 24-week post-intervention assessment, and a 36-week post-intervention assessment. Overall, this study planned to enroll “community-dwelling older adults who walk faster than 0.60 m/s and slower than the desired gait speed of 1.2 m/s. We plan to enroll approximately 124 subjects who walk slowly (i.e. gait speed > 0.60 and < 1.0 m/s) and approximately 124 faster walkers (i.e. gait speed ≥ 1.0 and < 1.20 m/s) for a total of 248 subjects.”
Accelerometers were attached to participants on the skin over the L3 segment of the lumbar spine, left ankle, right ankle, left wrist, and right wrist. These trunk accelerations were sampled at 200 Hz. Participants are roughly between 65 – 91 years of age. The participants were surveyed on their fall history and screened for depression, mobility, pain, sleep, and confidence in walking. Blood pressure and heart rate measurements were taken from these participants. Subsequently, they were asked to perform in triplicate a short walk from an orange cone to another orange cone. A six minute walk test was done with the accelerometers. Afterwards a treadmill and strength test were done.

3.3 Elder Falls in Emergency Room Dataset

3.3.1 Study Design and Procedures

Participants were affixed with one triaxial accelerometer sensor on their lower back. This sensor captured linear accelerations (in units of m/s^2) at a frequency of 100 Hz from the x, y, and z directions which correspond to the ML, V, and AP directions. Participants were asked to sit and then do 5 tasks consecutively: stand up, walk 10 steps forward, turn around 180 degrees, walk 10 steps back to their original location, and sit down. These tasks are coded 1, 2, 3, 4, and 5 respectively.

3.3.2 Subjects

Volunteers were recruited from the Pittsburgh area in Pennsylvania, USA. Participation in the study was entirely voluntary and could be discontinued at any time. Survey data were collected from 166 volunteers (60-96 years old) who were also patients in the Emergency Room at the University of Pittsburgh. Of these 166 patients, 153 patients had acceleration data collected. A table of the demographic characteristics and responses to physical activity questions are shown in Table 3.1.
### Table 3.1: Demographic and survey data from older adult patients in the emergency room.

<table>
<thead>
<tr>
<th>Variables</th>
<th>n = 166</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (mean (SD))</td>
<td>69.92 (8.46)</td>
</tr>
<tr>
<td>Identified Gender = Woman (%)</td>
<td>71 (42.8)</td>
</tr>
<tr>
<td>Race (%)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>48 (28.9)</td>
</tr>
<tr>
<td>White</td>
<td>116 (69.9)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Hispanic or Latino = No (%)</td>
<td>164 (98.8)</td>
</tr>
<tr>
<td>Marital Status (%)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>58 (34.9)</td>
</tr>
<tr>
<td>Single</td>
<td>74 (44.8)</td>
</tr>
<tr>
<td>Separated</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Widowed</td>
<td>32 (19.3)</td>
</tr>
<tr>
<td>Living Arrangement (%)</td>
<td></td>
</tr>
<tr>
<td>Live by Self</td>
<td>63 (38.0)</td>
</tr>
<tr>
<td>Live with another, age ¡65 years</td>
<td>37 (22.3)</td>
</tr>
<tr>
<td>Live with another, age º65 years</td>
<td>39 (23.5)</td>
</tr>
<tr>
<td>Live with multiple family members</td>
<td>27 (16.3)</td>
</tr>
<tr>
<td>Current Mobility (%)</td>
<td></td>
</tr>
<tr>
<td>I have no problems walking</td>
<td>118 (71.1)</td>
</tr>
<tr>
<td>I have slight problems walking</td>
<td>24 (14.5)</td>
</tr>
<tr>
<td>I have moderate problems walking</td>
<td>16 (9.6)</td>
</tr>
<tr>
<td>I have severe problems walking</td>
<td>8 (4.8)</td>
</tr>
<tr>
<td>Mobility Prior to Injury (%)</td>
<td></td>
</tr>
<tr>
<td>I had no problems walking</td>
<td>129 (77.7)</td>
</tr>
<tr>
<td>I had slight problems walking</td>
<td>19 (11.4)</td>
</tr>
<tr>
<td>I had moderate problems walking</td>
<td>13 (7.8)</td>
</tr>
<tr>
<td>I had severe problems walking</td>
<td>5 (3.0)</td>
</tr>
<tr>
<td>Self-care Ability (%)</td>
<td></td>
</tr>
<tr>
<td>I have no problems washing or dressing myself</td>
<td>156 (94.0)</td>
</tr>
<tr>
<td>I have slight problems washing or dressing myself</td>
<td>6 (3.6)</td>
</tr>
<tr>
<td>I have moderate problems washing or dressing myself</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>I have severe problems washing or dressing myself</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Routine Activity Ability (%)</td>
<td></td>
</tr>
<tr>
<td>I have no problems doing my usual activities</td>
<td>150 (90.4)</td>
</tr>
<tr>
<td>I have slight problems doing my usual activities</td>
<td>7 (4.2)</td>
</tr>
<tr>
<td>I have moderate problems doing my usual activities</td>
<td>4 (2.4)</td>
</tr>
<tr>
<td>I have severe problems doing my usual activities</td>
<td>5 (3.0)</td>
</tr>
<tr>
<td>Pain during Walking (%)</td>
<td></td>
</tr>
<tr>
<td>I have no pain or discomfort</td>
<td>91 (54.8)</td>
</tr>
<tr>
<td>I have slight pain or discomfort</td>
<td>28 (16.9)</td>
</tr>
<tr>
<td>I have moderate pain or discomfort</td>
<td>23 (13.9)</td>
</tr>
<tr>
<td>I have severe pain or discomfort</td>
<td>17 (10.2)</td>
</tr>
<tr>
<td>I have extreme pain or discomfort</td>
<td>7 (4.2)</td>
</tr>
<tr>
<td>Fall(s) in the Last Year? (%)</td>
<td></td>
</tr>
<tr>
<td>Fallen in the Last Year</td>
<td>72 (43.4)</td>
</tr>
<tr>
<td>Have Not Fallen in the Last Year</td>
<td>93 (56.0)</td>
</tr>
<tr>
<td>Don’t Remember if Fallen in the Last Year</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Fall Frequency (%)</td>
<td></td>
</tr>
<tr>
<td>Once</td>
<td>41 (56.9)</td>
</tr>
<tr>
<td>A few times</td>
<td>28 (38.9)</td>
</tr>
<tr>
<td>Monthly</td>
<td>1 (1.4)</td>
</tr>
<tr>
<td>Weekly</td>
<td>2 (2.8)</td>
</tr>
<tr>
<td>Fall Injuries? = No (%)</td>
<td></td>
</tr>
<tr>
<td>Use of Cane = No (%)</td>
<td>138 (84.7)</td>
</tr>
<tr>
<td>Unsteady during Walking = No (%)</td>
<td>105 (63.3)</td>
</tr>
<tr>
<td>Hold Furniture at Home during Walking = No (%)</td>
<td>116 (69.9)</td>
</tr>
<tr>
<td>Fall Worry = No (%)</td>
<td>118 (71.1)</td>
</tr>
<tr>
<td>Push with Hands to Stand Up = No (%)</td>
<td>102 (61.4)</td>
</tr>
<tr>
<td>Trouble Stepping onto Curb = No (%)</td>
<td>122 (73.5)</td>
</tr>
<tr>
<td>Feel Rushed to the Toilet = No (%)</td>
<td>80 (48.5)</td>
</tr>
<tr>
<td>Loss of Feeling in Feet = No (%)</td>
<td>128 (77.1)</td>
</tr>
<tr>
<td>Medication that Makes you feel Light-headed or More Tired than Usual = No (%)</td>
<td>129 (77.7)</td>
</tr>
<tr>
<td>Medication that Helps Sleep or Improve Mood = No (%)</td>
<td>120 (72.3)</td>
</tr>
<tr>
<td>Drink More than a couple of Alcoholic Drinks in One Day = No (%)</td>
<td>134 (80.7)</td>
</tr>
</tbody>
</table>
3.4 Dissertation Aims

There are various aims of this dissertation.

Chapter 4 will discuss how, while hypothesizing that accelerometer data can model this BSN, we collected accelerometer signals from six body areas from ten healthy participants performing a cognitive task. Chapter 4 will also discuss how machine learning based on genetic programming was used to produce a collection of non-linear symbolic models of human locomotion.

Chapter 5 also uses the healthy subjects dataset. In this chapter, we estimate the step length and step width using raw acceleration signals, using two methods: the acceleration-peak finding method and the inverted pendulum method. These two methods are supplemented by an algorithm (with the aim of improving the spatiotemporal estimates) called the piecewise aggregate approximation method.

Chapter 6 and 7 use the PRIMA dataset. Chapter 6 discusses how we use the PRIMA dataset’s acceleration datasets to create AGMs. We calculated around 213 AGMs. These AGMs were used to assess whether we could predict gait speed. The aforementioned AGMs were also used to classify and recognize falls in older adults.

Chapter 7 discusses how concordant other smoothness of walking measures are with a validated measure, the harmonic ratio. A concordance analysis was done, using Bland-Altman plots.

Chapter 8 uses the dataset with older adults in the Emergency Department. Using the collected data, we implemented a hybrid-convolutional recurrent neural network. With this deep learning framework, results may indicate that clinicians do not have to conjecture which feature(s) to include in a machine learning model.
4.0 Is Human Walking a Network Problem?: An Analysis Using Symbolic Regression Models with Genetic Programming
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4.1 Introduction

The human body is a network of moving parts, and the concept of “network medicine” can investigate how these moving parts interact. Network medicine is the biometric concept of modeling and identifying a person by using their body attributes [168, 349, 348, 27, 163, 26, 233, 62, 29]. This branch of clinical analysis overlaps with the goals of the fields such as “personalized medicine” or “systems biology.” Specifically, it refers to the concept of considering the relationship between the unique traits or features of a specific individual to make diagnostic decisions.

In particular, the topics of network medicine and human gait analysis have been investigated by multiple medicine-adjacent fields, such as biomechanics, computer science, and robotics [349, 348]. Using model-based approaches, researchers have modeled the human body’s motion through the individual’s body structures [168, 29]. Walking requires nodes of the body, such as the arms, legs, chest, and lower back, to move the body through space while preserving stability and balance [321]. While walking, the body’s center of gravity vacillates between the right and left sides; the coordination of all these nodes makes walking a complex task, where all the nodes of the body must work in concert [349, 321, 268, 269, 157]. Viewing walking as a network can help create individual-specific gait models based on walking patterns [205].

In walking-related network medicine studies, how walking can be modeled using the current statistical and analytical approaches is the open research question. In conjunction with signal processing algorithms and wearable devices, machine learning algorithms may
provide a way to monitor walking as a network [114]. Gait data collection is often done through non-invasive, inexpensive accelerometers, which can be placed in various locations on the body as a body sensor network (BSN), allow for continuous monitoring, and are used in clinical settings [229, 83, 79]. The resulting datasets often result in large time-series datasets per subject, which has been shown to give favorable results in studies with low sample sizes [79, 73, 327, 32]. While these datasets can sometimes be “noisy,” where some of the data are artifacts of the accelerometer, signal processing methodology analysis of these datasets can provide reliable measurements and the creation of clinical gait variables.

Symbolic regression (SR) networks are machine learning models that may be more adaptable and robust than other statistical approaches in modeling walking behavior [151]. SR is similar to other regression techniques. SR searches for parameters for a mathematical model to fit data; however, unlike linear regression, SR also frames the structure and operators within the model. SR has been widely used in medicine and physiology to study various topics, such as transcriptomics, metabolomics, the dynamics of the human gut microbiome, and the cardiovascular signals in sleep apnea patients [197, 61, 206]. SR has also been used for signal modeling in modeling bipedal locomotion and physiological signals [245, 206]. In gait studies, genetic programming (GP) can be used to search through clinical gait variables for the best predictors to put into SR models of human locomotion [1, 179, 180, 181].

We hypothesize that human locomotion can be considered as a network of well-connected nodes, or areas of the body. The objective of this study is to use GP to perform SR on accelerometer data to generate human BSN models for each individual in the study. By doing so, a “network of walking” will emerge where the models are a representation of distributed nodes, proxied by the placement of accelerometer on different parts of the body, and their interactions. Explicitly, this study records and uses signal processing methods to transform gait accelerations from six separate accelerometers on the body, which are referred to as the nodes in the human network. The novelty of this approach is that these SR models can be used for gaining insight into the underlying kinematics and can also be used as a predictive model, without the use of other machine learning algorithms, such as artificial neural networks or support vector machine, since the models should represent the system’s metastable state.
4.2 Methods

4.2.1 Participant Demographics

This study included ten human volunteers (five male and five female) from the University of Pittsburgh in Pittsburgh, Pennsylvania, USA. The ages of the participants ranged from 18-35 years, with a mean of 21.40 and a standard deviation of 4.38. The mean height was 1.72 m (sd = 0.09) and the mean weight was 66.36 kg (sd = 8.41). Based on these basic measurements, the participants were considered “healthy” individuals. Further information about the participants is found in Table 1 of Dasgupta et al. [79].

4.2.2 Materials

Six wGT3X-BT triaxial accelerometer sensors (produced by ActiGraph LLC, Fort Walton Beach, Florida, USA) were placed on participants’ chest (C), bilateral ankles (left ankle (LA) and right ankle (RA), wrists (left wrist (LW) and right wrist (RW), and lower back (LB) (a figure of these locations can be found in [79]). These sensors are known to be accepted monitoring sensors, and they present minimal risks to participants. Each sensor collected linear accelerations (meters per second squared) at a frequency of 80 Hz over from the mediolateral (ML), vertical (V), and anteroposterior (AP) directions. Treadmills were set at a constant speed of 2.2 miles per hour (or 0.98 m/s).

4.2.3 Data Collection

Data were collected from ten participants from two sessions. These two sessions were wholly identical and were scheduled at least 48 hours or more apart.

For each session, there were five phases: 1) the six sensors were fastened on the participants, 2) the first walking trial, consisting of walking for 10 minutes, 3) the participants were asked to rest for a period of 10 to 20 minutes, 4) the second walking trial, consisting of walking for 10 minutes with a counting activity, and 5) then the sensors were unfastened from the participant.
The first trial consisted of walking on the treadmill, and the second trial involved walking while under an arithmetic cognitive load counting backward from 10,000 in increments of 7. During each trial, each of the six sensors transmitted 48,000 time points for each of the mediolateral (ML), vertical (V), and anteroposterior (AP) directions, resulting in 18 streams of data for each participant for each trial.

4.2.4 Experimental Design

First, PCA was performed on each of the six sensors for all recording sessions. Each sensor recorded three dimensions or axes (ML, V, and AP); however, variations in the physical orientation of the sensor may have had negative consequences as the dimensions may be askew. Thus, for each of the sensors, the ML, V, and AP values were transformed into three principal components. Even if the ML, V, and AP axes were misaligned, the PCA will linearly transform and order the axes based on the amount of variation in the recorded data. The first dimension on all sensors had the most variation, the second orthogonal dimension had the second most variation, and the third orthogonal dimension had the least variation.

Evolutionary searches were used to find a candidate solution with a high-quality fitness value. Typically, the evolutionary algorithm will run for a high number of generations as it will take some time before the algorithm can converge on a high-quality solution. EAs typically follow the same structure: 1) the initialization phase, 2) the fitness evaluation phase, 3) the selection of candidate solutions phase, and 4) the application of the genetic operators phase. In this study, symbolic regression is performed, and thus the fitness value is the mean squared error of the regressed model to the actual recorded signal (the typical fitness measure when performing symbolic regression).

The GP implementation used for this work is heavily inspired by Schmidt et al.’s work [281]. The symbolic regression models are \( \hat{y} = f(X_1, X_2, \ldots, X_m) \), where the function \( f \) is some combination of the independent variables and linear and nonlinear basis functions defined by the GP system’s language.

Four broad sets of experiments (described below) were separately performed on the same data, which includes both walking regularly and walking under cognitive load. For every
individual, session, and trial, each sensor’s data (48,000 data points) were broken into ten collections (or batches) of 4,800 time points. For statistical significance and, given the stochastic nature of GP, to increase the chance of generating a high-quality model, 100 models were generated for each of the batches of 4,800 time points. A total of 40,000 models were generated for each of the four broad experiment sets described above (160,000 in total).

For generating these models, one of the directions/axes from a single accelerometer was selected to be fit to the dependent variable ($\hat{y}$), and all other axis/features were used as independent variables of the equation ($X$). The goal is to develop a model of $\hat{y}$ in terms of $X$, which accurately approximates $y$; $y \approx \hat{y} = f(X)$.

A summary of the GP system settings for these runs is presented in Table 4.1. Throughout the evolutionary process, the mean squared error was used as the fitness metric. The number of mating events is low, and the mutation rate of the GP is relatively high compared to traditional GP settings. Thus, preliminary results with longer run times showed significantly better results but provided minimal absolute improvements in the means. The higher mutation rate is a consequence of the acyclic graph representation as not all genes will be represented in the final expression, resulting in some mutations having no impact.

4.2.4.1 Experiment 1  The first experiment set was generated using only data collected from an accelerometer located on the subjects lower back due to it being the most typical accelerometer placement in the existing literature; however, both lower back and hip accelerometer placements have been touted to be the “best” location for providing data to detect an array of human activities [214, 39, 67]. The dependent variable ($y$) was the axis with the most variance.

4.2.4.2 Experiment 2  The second experiment set included data recorded from the subjects’ left and right ankles, left and right arms, and chest in addition to the lower back data. The dependent variable was the axis with the most variance from the lower back (same as the first set’s).
4.2.4.3 Experiment 3  The third experiment set was the same as the second (included all axis from all six accelerometers), except the dependent variable was the axis with the most variance from the right ankle.

4.2.4.4 Experiment 4  The fourth experiment set was the same as the second, except the models were fit to only a tiny subset (100) of time points per data set. Testing was two-fold: first, we tested the models against only 100 time points, and then we applied the models to all the data from each batch. These types of models are desirable as fitting to fewer data points will speed up run times, require less computing resources, and may be less susceptible to overfitting.

4.2.5 Computational Resources

Models were generated on a desktop computer with two quad-core (8 cores) i7-4770 CPUs at 3.4GHz with 8GB of RAM. Runtimes for models fit 4,800 data points took between 7-11s each, and the models fit only 100 data points (experiment set four) took between 0.4-0.5s. Evolutionary searches have an element of stochasticity, and even though these runtimes are slow for linear regression, they are fast for a typical EA.

Table 4.1: Parameter settings for GP System. The values for migrations and generations per migration to 100 each when performing the analysis on models fit to a subset of data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elitism</td>
<td>1</td>
</tr>
<tr>
<td>Population</td>
<td>101</td>
</tr>
<tr>
<td>Subpopulations</td>
<td>7</td>
</tr>
<tr>
<td>Migrations</td>
<td>5</td>
</tr>
<tr>
<td>Generations</td>
<td>100 per migration (500 total)</td>
</tr>
<tr>
<td>Crossover</td>
<td>80%</td>
</tr>
<tr>
<td>Mutation</td>
<td>10% (x2 chances)</td>
</tr>
<tr>
<td>Trainers</td>
<td>15</td>
</tr>
<tr>
<td>Predictors</td>
<td>20</td>
</tr>
<tr>
<td>Predictor Pop. Size</td>
<td>10% of Dataset</td>
</tr>
<tr>
<td>Max # Graph Nodes</td>
<td>16</td>
</tr>
<tr>
<td>Fitness Metric</td>
<td>Mean Squared Error: $\frac{1}{n} \sum_{i=1}^{n}(y_i - \hat{y}_i)^2$</td>
</tr>
<tr>
<td>Language</td>
<td>+, -, *, /, exp, abs, sin, cos, tan</td>
</tr>
</tbody>
</table>
4.3 Results

For each experiment, from the 100 models generated for each subject, the one with the lowest training error was selected as the top model (no rigorous model selection strategy was done). Additionally, in our initial data analysis between the trials, many clinical aspects of the participants’ gait had no noticeable difference (t-test p-value < 0.05). Some of these aspects include stride lengths/times and cognitive behavior. This is with respect to the idea that there would be a different manifestation of the action depending on if the subject’s brain was under a load.

Table 4.2 presents the median training errors over all top models, for each subject’s recording, (400 total) along with median testing error calculated by applying all top models to every batch from the same subject, excluding the batch the model was fit to (3,600 total); for each model (400 total), there were 9 unseen batches. For these, the mean absolute error (MAE) and mean absolute percentage error (MAPE) was calculated for all cases, and then the median was presented here. This shows both the MAE and MAPE. Note that this percentage error is related to the mean relative error presented in the time series figures below (Figure 4.1). Although the MAE is reported, the MAPE is a more balanced view of how the models performed relative to one another because not all datasets were within the same range. Observe that although no rigorous model selection was performed and some overfitting is likely present, the models still generalized very well; the difference in errors from training and testing is small.
Table 4.2: Median errors and interquartile range over all subject, session, and trial on all of the broad experiment sets. The median mean absolute error and mean absolute percentage error are presented on both the data the models were fit to (training) and all batches from the same subject (from each trial), excluding the batch the model was fit to (testing). For the training, the models were averaged over all 400 instances, and for the testing, the models were averaged over all batches excluding the batch the model was fit to.

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th></th>
<th>Testing</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median MAE (IQR)</td>
<td>Median MAPE (IQR)</td>
<td>Median MAE (IQR)</td>
<td>Median MAPE (IQR)</td>
</tr>
<tr>
<td>Set 1 (Lower Back Only)</td>
<td>0.099 (0.019)</td>
<td>150.404 (48.503)</td>
<td>0.100 (0.020)</td>
<td>151.967 (54.269)</td>
</tr>
<tr>
<td>Set 2 (Lower Back)</td>
<td>0.078 (0.017)</td>
<td>114.341 (38.322)</td>
<td>0.082 (0.023)</td>
<td>117.979 (42.960)</td>
</tr>
<tr>
<td>Set 3 (Right Leg)</td>
<td>0.230 (0.071)</td>
<td>205.378 (87.952)</td>
<td>0.241 (0.081)</td>
<td>208.221 (96.844)</td>
</tr>
<tr>
<td>Set 4 (Lower Back 100tp)</td>
<td>0.074 (0.023)</td>
<td>103.597 (46.987)</td>
<td>0.096 (0.037)</td>
<td>123.036 (73.992)</td>
</tr>
<tr>
<td>Set 4 (Lower Back 100tp on All)</td>
<td>0.094 (0.032)</td>
<td>130.367 (56.122)</td>
<td>0.098 (0.035)</td>
<td>132.107 (60.642)</td>
</tr>
</tbody>
</table>

Table 4.3: Probability values obtained with a Mann-Whitney U test comparing the MAPE testing results from each of the experimental sets to each other. Note that this matrix of information is symmetric and the diagonal compares each set to itself. Be aware that all p-values for set 3 are 0. This is due to precision errors and should be interpreted as very small, but not exactly 0.

<table>
<thead>
<tr>
<th></th>
<th>Set 1</th>
<th>Set 2</th>
<th>Set 3</th>
<th>Set 4</th>
<th>Set 4 (on All)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1 (Lower Back Only)</td>
<td>0.5</td>
<td>4.331 * 10^{-258}</td>
<td>0.000</td>
<td>4.168 * 10^{-95}</td>
<td>6.690 * 10^{-61}</td>
</tr>
<tr>
<td>Set 2 (Lower Back)</td>
<td>4.331 * 10^{-258}</td>
<td>0.5</td>
<td>0.000</td>
<td>5.388 * 10^{-8}</td>
<td>9.426 * 10^{-53}</td>
</tr>
<tr>
<td>Set 3 (Right Leg)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.5</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Set 4 (Lower Back 100tp)</td>
<td>4.168 * 10^{-95}</td>
<td>5.388 * 10^{-8}</td>
<td>0.000</td>
<td>0.5</td>
<td>1.125 * 10^{-13}</td>
</tr>
<tr>
<td>Set 4 (Lower Back 100tp on All)</td>
<td>6.686 * 10^{-61}</td>
<td>9.426 * 10^{-53}</td>
<td>0.000</td>
<td>1.125 * 10^{-13}</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 4.3 presents a symmetrical matrix of probability values from a Mann-Whitney U test comparing the MAPE values obtained in testing each of the broad experimental sets. The diagonal represents the case where the experimental set was compared to itself. The Mann-Whitney U test’s p-values comparing the training and testing errors on the median MAPEs are 0.243, 0.006, 0.025, 1.785 * 10^{-18}, and 0.085 respectively (Table 4.3).
Figure 4.1 shows excerpts of the models plotted against the data they were fit to (training data), and the models alongside unseen data from the same subject, session, and trial they were applied to (testing data). In part A, example times series of a model fit with lower back only. Top graph plots the model against the data it was fit to (MAE of 0.136 and mean relative error of 0.247), and the bottom plots the model against unseen data from the same subject (MAE of 0.135 and mean relative error of 0.203). This particular example came from the second and third segment of 4800 time points of Subject 10’s first trial of session 1. In part B, example time series of a model fit to lower back but fit with all features. Top graph plots the model against the data it was fit to (MAE of 0.131 and mean relative error of 0.210), and the bottom plots the model against unseen data from the same subject (MAE of 0.147 and mean relative error of 0.188). This particular example came from the second and ninth segment of 4800 time points of Subject 10’s first trial of session 1. In part C, example time series of a model fit to right leg but fit with all features. Top graph plots the model against the data it was fit to (MAE of 0.187 and mean relative error of 1.04), and the bottom plots the model against unseen data from the same subject (MAE of 0.255 and mean relative error of 0.781). This particular example came from the tenth and seventh segment of 4800 time points of Subject 3’s first trial of session 2. In parts D1 and D2, example timeseries of a model fit to lower back but fit with all features and only on 100 time points. Top graph plots the model against the data it was fit to (MAE of 0.129 and mean relative error of 0.173), middle graph plots the model against all data points from the same data segment the 100 time points came from (MAE of 0.157 and mean relative error of 0.221), and the bottom plots the model against unseen data from the same subject (MAE of 0.163 and mean relative error of 0.225). This particular example came from the seventh and eighth segment of 4800 time points of Subject 10’s first trial of session 1. These particular models were selected as they were the ones with the best (lowest) error when applied to unseen data from their own experimental set (no rigorous model selection was performed). In other words, these models were not necessarily the ones with the lowest testing error. The errors reported here are MAE and mean relative error (multiply this by 100 to obtain the MAPE).

On the right side of Figure 4.2, the left most matrix is all models applied to all data from each subject, session, trial, and batch instances. In the left matrix, rows correspond to
Figure 4.1: Example models from each of the 4 experimental sets (respectively). In these models, the variable corresponds to the component from the accelerometer the data came from, 0 being the component with the highest variance. Additionally, these models correspond to the models presented in the time-series.

<table>
<thead>
<tr>
<th>Example Models for Each Experiment</th>
<th>Example Time Series of Model Fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Experiment 1 (Lower Back Only)</td>
<td>![Model for Lower Back Only]</td>
</tr>
<tr>
<td>( LB_0 = LB_2 - \cos(LB_2 \cdot 5.0612 + 13.870) \cdot 0.198 )</td>
<td>![Time Series Model Fit]</td>
</tr>
<tr>
<td>B. Experiment 2 (Lower Back)</td>
<td>![Model for Lower Back]</td>
</tr>
<tr>
<td>( LB_0 = \cos(RA_2 \cdot \cos(RA_0 + LB_2)) )</td>
<td>![Time Series Model Fit]</td>
</tr>
<tr>
<td>C. Experiment 3 (Right Leg/Ankle)</td>
<td>![Model for Right Leg]</td>
</tr>
<tr>
<td>( RL_0 = \frac{RA_2}{-3.688} - RL_1 \cdot \tan(\cos(LB_2)) )</td>
<td>![Time Series Model Fit]</td>
</tr>
<tr>
<td>D1. Experiment 4 (Lower Back 100 tp)</td>
<td>![Model for Lower Back 100 tp]</td>
</tr>
<tr>
<td>( LB_0 = RA_2 + (e^{C_0} \cdot (LA_1 + LB_2)) )</td>
<td>![Time Series Model Fit]</td>
</tr>
<tr>
<td>D2. Experiment 4 (Lower Back 100 tp on All)</td>
<td>![Model for Lower Back 100 tp on All]</td>
</tr>
<tr>
<td>( LB_0 = RA_2 + (e^{C_0} \cdot (LA_1 + LB_2)) )</td>
<td>![Time Series Model Fit]</td>
</tr>
</tbody>
</table>

the specific instance and columns to the top model created for that instance and diagonal represents the case when the top generate model for a given instance is being applied to the instance it was fit to. The center matrix contains the averaged errors each model obtained on all batches from the same subject, session, and trial combination. The right most matrix
Figure 4.2: Each row corresponds to the following experiments: A corresponds to experiment 1, B corresponds to experiment 2, C corresponds to experiment 3, and D corresponds to experiment 4. **On the left:** Number of time each feature appeared in the models generated. Rows correspond the feature and columns specific subject, session, trial, and batch instances. The percentage of models each feature appeared in each collection of data (every row and column combination) is represented by a color, as laid out in the color bars. The first matrix corresponds to the first set of experiments (lower back only), second matrix corresponds to the second set, and so on. Note that the last row in each matrix is solid red as it was forced to be in each model since it was the left-hand side of the equation. **On the right:** Three error matrices generated by applying all generated models to every collection of data for the first set of experiments.
averages the errors of all models generated for a given subject, session, and trial combination for all batches from the same subject, session, and trial combination. In all matrices, the MAPE is represented by color.

On the left side of Figure 4.2, these error matrices give an idea of how well these models generalize to other subjects. The best model in this case was the one with the lowest training error. The errors reported here are the MAPEs, not the MAEs. Although these matrices are of error values, they can occasionally be seen as a means of quantifying how similar subjects are. For example, if the subject A’s model obtained a similar error when applied to itself and subject B’s data, then the two subjects’ walking manifestations may be intrinsically similar. However, note that this will not be the case in general. For example, note subject 4 and 5 obtain similar error values on each other, but they also obtain similar error values on all other subject’s data (Figure 4.2). Although there are similarities in the feature counts, it is by no means obvious that these subject’s models produce these results (Figure 4.2).

4.4 Discussion

This study created models that portray the network relationship between six different areas of the human body. While studies typically use only the accelerometer placed on the lower back, by using accelerometers placed in various places of the body and treating the system as having a network relationship between these body parts, not only do the models fit their data better, but models are far more able to generalize to unseen data.

4.4.1 Symbolic Regression with Genetic Programming

This study produced symbolic regression models with GP. Symbolic regression is similar to other regression techniques, in that it searches for parameters for a mathematical model to fit data; however, unlike linear regression, symbolic regression also frames the structure and operators within the model. The major strengths of this particular implementation of producing symbolic regression models with GP are in the use of subpopulations, an acyclic
graph representation, and the use of fitness predictors. Unlike traditional GP systems where the chromosomes are tree-based S-expressions, this study’s application uses an array-based acyclic graph representation of the underlying mathematical expressions. The benefits of such representation include faster runtimes, easy reuse of subexpressions, and the reduction of bloat (a GP phenomenon where the trees grow arbitrarily complex with no meaningful improvement in the quality of the effectiveness [278]).

Typically, the evaluation of a candidate solution involves applying all data points to it. For example, when performing symbolic regression, all data points are applied to the expression and the error the candidate solution is measured from the actual measured data. Since this evaluation is the most computationally expensive part of the evolutionary search, fitness predictors were used to alleviate the computational load. Fitness predictors are a small, always changing subset of data points selected for their ability to reasonably represent the whole data set while also selecting data from areas of the search space the models have less consensus on (if the models have little consensus on an area of the search space, then the training should focus on that area). This approach has been shown to improve runtimes, produce higher quality results, and even reduce overfitting [279, 280].

4.4.2 Comparison of Experiments

As mentioned previously, lower back and hip accelerometer placements are ubiquitous in the literature. After fitting the data collected from the lower back accelerometer only to the dependent variable (the axis from the lower back accelerometer with the most variance) (experimental set 1), the resulting models generalized to all other subjects far better than the other experiments. The error matrices for this experiment also indicate that these models could generalize the best, and the diagonal is not particularly well pronounced, indicating little intrasubject overfitting (Figure 4.2). Figure 4.1, showing the model for set 1, has the second-best testing MAPE at 0.203.

Adding the data from the subjects’ left and right ankles, left and right arms, and chest, as well as the lower back (experimental set 2), increased the performance of the models when considering the testing results (Table 4.2). Table 4.3 also indicates that these results
outperformed other experiments by a significant amount. Figure 4.1 showing a model for set 2 had the best testing MAPE (0.188), which does align with the overall results seen in Table 4.2.

In our next experiment, we changed the dependent variable to the axis with the most variance from the right ankle, while keeping the data or features the same (experiment set 3). This change allows for an analysis of the network model of human locomotion but from a different perspective. Despite having all the same data to fit with, these models had very distinct features when compared to the previous experiment (Figure 4.2). This finding also corresponds to the observations made when discussing Table 4.2; the network arising depends on the dependent variable. Unfortunately, these models appear not to generalize well; however, some of the observations made about subject outlier errors (subject’s 1, 2, 6, and 10 discussed above) from the other matrices cannot be seen here, suggesting that the choice of dependent variable is crucial (Figure 4.2).

Next, we tried altering the second experiment by fitting the models to only 100 time points and then subsequently applied to all 4,800 time points (experimental set 4). These models were still performing very well and fit significantly better than those fit to only the lower back’s accelerometer. It seems that very few data points are required to create a useful model of this complex system. This finding is advantageous in a real-world application as it would require much less data gathering, less pre-processing, and less computational power to generate the models.

Even though these models were able to fit its data the best (experimental set 4), it should be noted that this testing error was calculated on only 100 time points as opposed to the 4,800 time points all other sets used. For this reason, one should focus on the second version of experimental set 4, where the models fit to 100 time points were applied to the full 4,800 time points to calculate the errors.

When comparing the second and fourth experimental sets, the error matrices all look similar with a well pronounced diagonal (Figure 4.2). Both sets appear to have overfit nuances in the few data points they saw (Figure 4.2).

Regardless of the experimental set, one can see that the models track the signals well. The most considerable deviations seem to come from the spikes in the signals; some of the
higher frequencies can be found near the middle of the signal. However, the example shown in time series corresponding to experimental set 4 did not fit the signal as well as those seen for sets 1 and 3 when considering the testing error (Figure 4.1).

In the error matrices in Figure 4.2, we can see some common trends between all four experiments, which may be due to the experimental setup, rather than any biological explanation. For example, subject 10’s trial one in both sessions appear to be markedly worse. A similar thing can be seen in session two for subjects 1 and 2 and on subject 6’s trial one of session one. Perhaps these subjects’ devices were in markedly different locations, or there were problems with accelerometer calibration. Additionally, the high MAPEs are likely due to significant spiking events and other artifacts in the signal.

While the third experiment also treated the system as a network relationship, but those models performed poorly and significantly worse than those fit to just the lower back’s accelerometer. It seems that this network relationship is necessary for describing the system, but the choice of the dependent variable is critical. For example, the experiment fitting the lower back as the dependent variable substantially outperformed the experiment having the right ankle as the dependent variable.

4.4.3 Distinguishing Cognitive Load

We expected that cognitive load would affect these models. However, in this study, we found no noticeable differences between the trials (walking regularly vs. walking under cognitive load). This is in direct contrast to the study by Dasgupta et al., where they could distinguish between the features from the accelerometer data from the two trials, using machine learning models [79]. This result could be due to the small sample size in conjunction with a sample of solely healthy adults whose gait only changes slightly with an added cognitive load. Additionally, perhaps symbolic regression models are better at distilling noise; in this case, noise could be the inconsistent differences caused by cognitive load [150]. Hypothetically, symbolic regression models may only capture high level trends, and other modelling techniques, such as those used in Dasgupta et al., may be better methods [79].
4.4.4 Network of Walking

One of the main, interesting results of this study is that a network relationship was found between the different body parts. The network models fit to the lower back’s accelerometer were able to describe subject-specific data the best when compared to all other models by a significant amount, suggesting the network relationship is essential in describing the system. This is as expected since there was more information to fit with, and the testing results show that overfitting was not a significant problem. The quality of the network models depended on what feature the models were fit to — as one would expect based on the literature, the lower back appears to be critical for developing high-quality models. The second best performing models were network models fit to only 100 time points, as opposed to the 4,800 all others were fit to. Although these models did not perform as well as the lower back network models, it shows that with high-quality data, very few data points are required to generate effective models.

The features arising in the models had little consistency between subjects, but there was an emphasis on the network relationship within the same subject, session, and trial. We suspect the importance of the feature in describing the system is dependent on the location and orientation of the accelerometer.

Although the network models fit to the lower back were the most effective intrasubject, the models fit with only the lower back were the best at generalizing between subjects. However, subjects 4 and 5’s models were still beneficial at generalizing to other subjects across all experimental sets. This is not surprising as these models were fit to data with fewer features, which would result in smaller errors.

No apparent trends can be seen in the feature counts in Figure 4.2 with respect to which features arose in the models. The largest trend that can be seen is the features arising in all batches from the same experimental set (from all the subjects), or sometimes between the same subject in the same experimental set. Unsurprisingly, the models’ fit for experimental sets 2 and set 4 (both fit to lower back with all features) have a lot in common. In general, the same features arise, but to a lesser extent in experimental set 4’s models.

Because there is little consistency in features for each subject, it seems that this sys-
tem (human locomotion) can be explained with a large variety of models, or perhaps the usefulness of a feature in a model is very dependent on the precise physical location of an accelerometer. Although PCA would align the axes, variations in the physical location of the accelerometer between subjects, or even between sessions or trials, cannot be corrected. More focus is concentrated on the latter as the commonality in counts between set 2 and 4’s models show consistency. This does provide more evidence for the necessity of a network relationship for describing the system; however, some between-subject generality may be lost.

With the results presented here, little consistency arose in the features between subjects, and it seems that these models are very subject specific. This could be a result of different physiology (weight, size, and shape) between individuals or our modeling strategy. Given this, it would be challenging to develop a general-purpose network relationship model with the presented strategy as is, however, alterations to the modeling strategy may be able to generate a more general model. Thus, this network of modeling can be an additional data perspective to existing biological databases that target cognitive or neuromotor disease.

4.4.5 Conclusions

Overall, we presented a collection of nonlinear models of a complex dynamic system: human locomotion. These models were developed to analyze nonlinearities in the system and explore the network relationship between body parts during locomotion. These models were also developed to understand how the presence of a cognitive load (in the form of a cognitive task) affects these models, although no significant trends were noticed.
5.0 Spatiotemporal Estimations using Accelerometers

Co-authors include: Mark Redfern and Ervin Sejdić.

5.1 Introduction

Spatiotemporal measures of gait help evaluate the progression of diseases and related conditions, ranging from Parkinson’s disease and Alzheimer’s disease to obesity and arthritis. For example, people with Parkinson’s disease often walk with both a reduced gait speed and step length [81]. Spatiotemporal gait parameters have also been used to identify people at high risk for falls and older adults with altered cognitive states [232, 138, 231]. Changes in these parameters have been linked to increased falls, comorbidities, and injuries [125]. Thus, the evaluation of human locomotion is now recognized as an important clinical measure.

Current, non-exhaustive spatiotemporal estimation techniques include the use of laboratory-grade gait analysis equipment (e.g., GAITRite, Vicon) or clinical, observation-based screenings [82, 92]. However, these gait analysis methods have limitations: space, decreased portability, high financial cost, and a limited number of gait cycles collected [12, 92]. Other methods of clinical gait analysis rely on clinical observation and subjective evaluation (e.g., the functional gait analysis [283]); however, these methods are qualitative and often have only moderate interrater reliability among health professionals. One recent measurement system that holds much promise is the use of inertial measurement units (IMUs) that contain linear accelerometers, gyroscopes, and magnetometers. IMUs are low-cost, and set-up is easily managed in either research, clinical, or home environments [82]. Low-cost estimation of spatiotemporal estimation may even be performed using acceleration signals from IMUs integrated into smartphones [351].

Processing IMU data to obtain gait parameters has been a challenge to obtain the most clinically valuable measures from various environments. Accuracy depends on several factors, including the location of the IMU on the body, walking speed, and navigation (i.e., straight
path or turning). Some common approaches to spatiotemporal estimation have included thresholding [240] and peak detection techniques on accelerometer and gyrometer signals [246]. However, the efficacy and accuracy of these methods under various conditions are not fully known [97].

In this study, we focus on two established methods to estimate spatiotemporal gait parameters from acceleration signals using IMUs and propose a method to improve them for slower gait speeds and make them less dependent upon the IMU location. These two methods use an acceleration peak-finding [79] and an inverted pendulum model [112]. In 2003, Zijlstra and Hof did a set of experiments, where they estimated spatiotemporal gait parameters including stride time, step length, and walking speed from lower-trunk accelerations of healthy subjects during overground walking using an inverted pendulum approach [352]. The acceleration peak-finding algorithm chosen was one we have used previously [79]. However, in each case, the methods did not investigate accelerations from other body-sites other than the lower back, nor during slower gait speeds. Expanding to other sites on the body and for slower speeds can have tremendous value clinically [97]. Further, step width was not able to be reliably estimated in either technique.

We focus on spatiotemporal aspects of a person’s gait, expressly the number of steps, step length, and step width [79, 251, 112]. We hypothesize that the acceleration peak-finding method and the inverted pendulum algorithms will accurately estimate these spatiotemporal measures. Moreover, we use an instrumented treadmill to establish a ‘gold standard for these measurements during data collection.

5.2 Methods

5.2.1 Participants and Data Collection

Ten healthy volunteers (5 male, 21.4 (4.2) years, 1.72 (.09) m height, 66.4 (8.4) kg weight) were recruited. All participants were in good overall physical health and reported no current medical conditions that could affect gait. Participants were equipped with six
wGT3X-BT triaxial accelerometer sensors (ActiGraph LLC, Fort Walton Beach, Florida, USA) positioned on their chest, bilateral ankles, bilateral wrists, and lower back (Figure 5.2) [79]. These sensors captured 3 orthogonal linear accelerations at a sampling frequency of 80 Hz. The axes were aligned approximately with the mediolateral (ML), vertical (V), and anteroposterior (AP) directions when in standard anatomical position (Figure 5.2) [79]. In Figure 5.2, we show exemplar data from the ML, V, and AP acceleration signals for each sensor across two consecutive steps.

The protocol consisted of walking on an instrumented treadmill (10 minutes), a rest period (10-20 minutes), and walking again (10 minutes). This was performed twice, once in each of two sessions with at least 48 hours between each session. In this study, we used the data from the first session’s first trial only. For further information on the data collection methods see Dasgupta et al. [79]. An institutional review board at the University of Pittsburgh approved the data collection (No. PRO14060107), and all subjects participating in the study provided informed consent [79].

The instrumented treadmill (Noraxon USA, Scottsdale, Arizona, USA) captured foot force data for later calculations of foot contact times, step length, and step width [79]. The treadmill speed was approximately 1.0 m/s, which is less than the usual adult walking speed of 1.3 m/s [79]. This treadmill speed was chosen so that all participants would be at a comfortable and slower than usual walking speed, which is closer to a speed common among community-dwelling older adults and persons with walking difficulties [79].

5.2.2 Algorithms for Spatiotemporal Estimation

The following methods will highlight the peak-finding and the inverted pendulum methods used. From these two methods, we extracted the number of steps (#), step length [m], and step width [m], which correspond to the distance between the ipsilateral and contralateral heel strikes [51]. We applied these two methods to acceleration signals from all six body sites. We compared these measures with measures recorded with the treadmill. Note that stride and step duration [s] was not analyzed due the constant speed set by the treadmill.
5.2.2.1 Method 1: Acceleration Peak-Finding The peak-finding method of stride and step extractions used was based on the methodology used in Dasgupta et al. and Sejdic et al., stride and step extractions were done using a peak-finding methodology from the back accelerometers and other sites [79, 286]. We also applied this methodology to all the accelerometers for the six body sites. The steps in this algorithm implementation include: (1) pre-processing gait accelerometry signals via median filters, (2) determine which foot came first by calculating the average of the ML acceleration signals in the first 10 ms, (3) identify heel strike events via the local minima points in the AP signals, and (4) identify toe-off events via the local minima points in the V signals. (Extractions of heel strike events are shown in dotted lines in Figure 5.2.) Heel strike and toe-off events were used to identify stride and step timings. After stride extraction, the number of steps were calculated. Step length was found by multiplying gait speed by step time. Step width was not found through this method.

5.2.2.2 Method 2: Inverted Pendulum Model This method is based upon an inverted pendulum model which predicts the body’s center of mass trajectory during walking. (See [112] for details.) This model leads to the step length estimation via Equation 1, where \( h \) is the double integration of the V acceleration (Equation 5.2), and \( l \) is height from which the back accelerometer from the ground. (This is approximately the leg length, which can be estimated to be 45% of the height of the individual) [12, 212, 352, 185, 112]. In Equation 5.2, \( t_0 \) and \( t_1 \) are the two consecutive instants of foot-flat during the gait cycle, and \( c_1 \) and \( c_2 \) are the two offsets in the integration process [12]. Step width was estimated by using a similar equation (Equation 5.3) as for Method 2, except with \( h \) as the double integration of the ML acceleration instead (Equation 5.3). Equation 5.3 was found using triangulation estimates using the Law of Sines (estimating 30 degree separation between steps) on Equation 5.1.

\[
2\sqrt{2lh - h^2} = 0
\]

\[
\int_{t_0}^{t_1} (a_V + c_1) dt = 0
\]

\[
\int_{t_0}^{t_1} \left( \int_{t_0}^{t} (a_V + c_1) dt \right) c_2 dt = 0
\]
\sqrt{2lh - h^2} \quad (5.3)

5.2.3 Determining Step Metrics from Instrumented Treadmill

The gold standard for step metrics were derived from treadmill underfoot force data. Briefly, the forces from the loadcells within the treadmill are used to calculate a center or pressure across the surface. This center of pressure (CoP) time series is then used to identify heel strike and toeoff event timing, number of steps, step length and step width. (A description of metric extraction from the treadmill is given in Dasgupta et al. and Truong et al. [79, 313].)

5.2.4 Overall Validation and Statistical Analysis

Means and standard deviations were calculated for each metric (number of steps, step length, and step width). The normal distribution for each metric were tested with a Kolmogorov-Smirnov test (all metrics were normally distributed). An equivalence test (two one-sided test (TOST) for paired data) was performed to determine significant similarities between the three metrics using the acceleration peak-finding method, the inverted pendulum methods, and the treadmill gold standard results [189]. For TOST, the level of significance was set at p<0.05 for similarity.

The TOST procedure specifies an upper (DU) and lower equivalence bound (DL) based on the smallest effect size of interest. Two null hypotheses are tested: H01: Δ ≤ −DL and H02: Δ ≥ DU [189]. When both the one-sided tests can be statistically rejected, then we can conclude that the observed effect is close enough to zero to be considered equivalent (or if the observed effect falls between the equivalence bounds: -DL<Δ<DU) [189].

All analyses (extraction and statistical) were done in RStudio version 1.3.1073 via R version 4.0.3 [262].
5.3 Results

Using our gold-standard technique, treadmill observations, the number of steps per trial across subjects was 996 (±47). The mean step length was 0.59 (±0.03) m and the mean step width was 0.12 (±0.03) m. Estimates made for the low-back accelerometer for the acceleration peak-finding method and the inverted pendulum method were similar to the treadmill results. However, there were significant differences between the methods when using some of the other body sites (Figure 5.1). The acceleration peak-finding method did not find gait metrics similar to the treadmill observations for most non-low back accelerometers.

The analysis of step width was applied to the inverted pendulum model. We found that using the inverted pendulum method, we were able to produce similar mean step widths for each subject for all body sites (Figure 5.1). The back accelerometer site was not significantly different than the treadmill gold standard for all three spatiotemporal estimates.

Figure 5.1: Means (standard deviation) for method 1 and 2’s step length, number of step results, and step width for each accelerometer for each body site. For all values, one significant figure is shown. Green highlighted values show a p-value of <0.05, which indicates significant similarity to the gold standard.

<table>
<thead>
<tr>
<th>Method 1: Acceleration Peak-Finding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Steps:</td>
</tr>
<tr>
<td>Step Length</td>
</tr>
<tr>
<td>1000 (60)</td>
</tr>
<tr>
<td>0.60 (0.03)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method 2: Inverted Pendulum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Steps:</td>
</tr>
<tr>
<td>Step Length</td>
</tr>
<tr>
<td>1000 (50)</td>
</tr>
<tr>
<td>0.60 (0.07)</td>
</tr>
</tbody>
</table>

| Step Width | Back | Chest | LA | RA | LW | RW |
| 0.10 (0.05) | 0.10 (0.06) | 0.10 (0.06) | 0.10 (0.06) | 0.10 (0.1) | 0.10 (0.01) |
5.4 Discussion

This study demonstrates the two methods of extracting the number of steps and step length from accelerometers. We also demonstrate that it is possible to extract average step width from accelerometers. The step extractions from the accelerometer (methods 1 and 2) and treadmill (gold-standard) are very similar. For instance, the step length means are comparable. However, the standard deviations for these means are much tighter from the treadmill measurements, suggesting that the accelerometer measurements may have wider inconsistencies from one measurement to the next. Our findings conclude that, on average, nearly all the number-of-step estimates were lower or slightly lower than the treadmill measurements. Feng et al. corroborate this result, who found that accelerometers may underestimate step counts in slow speeds [97].

There may be two reasons that there is a decreased accuracy of average step counts from accelerometers: an intrinsic fault in the algorithms or decreased sensitivity for step detection at lower speeds [97]. Further research needs to be done on the sensitivity of accelerometer data in capturing changes in various gait speeds and those of a variety of ages.

Our data and results reinforce the use of the inverted pendulum model (method 2) and the assumption that the left-to-right trunk accelerations are correlated with the left and right foot positions as one walks (i.e. step widths). Clinically, the left foot support phase shows right trunk accelerations, while the right foot support phase shows left trunk accelerations [352]. These accelerations are not periodic during the support phase, and they have small amplitudes. It is useful to check the lateral accelerations around the heel strike gait event; there is often a large lateral acceleration spike during this gait event. With lower gait speeds, these spikes may seem small, but they are significant. With higher gait speeds, these spikes are much larger and more noticeable. Thus, these lateral acceleration spikes may indicate that further clinical investigation is needed; even though there is a large variability between subjects, the subjects’ ML accelerations reflect individual walking patterns’ idiosyncrasies.
5.4.1 Limitations

This study’s primary limitations are the population (healthy adults) and the sample size (n=10). This study seeks to improve the techniques to capture basic measures of gait to be applied to larger datasets in the future. While our study’s population size is only ten, the amount of data collected within-subject was extensive (10 minutes of continuous walking). Furthermore, data was collected on a treadmill, as opposed to free-ranging walking. Thus, the measures captured overall characteristics of walking. The participants’ “healthy” status allows us to explore the effect of the treadmill’s slow speed on the device’s accuracy in spatiotemporal estimation. However, it may prevent us from interpreting abnormal gait results.

Additionally, while we used some common approaches to spatiotemporal extraction, such as filtering, thresholding, and peak detection techniques on accelerometer signals [246], limitations of these approaches are that these methods depend on multiple heavily-tuned computational parameters, such as width of the bandpass filter, window length, thresholds [246], many of which may have significant impact in a clinical environment.

Limitations to current feature extraction algorithms that estimate spatiotemporal gait elements are measured in either healthy subjects or a particular population (i.e., Parkinson’s patients). There needs to be concerted research on a wide variety of people so that the algorithms can generalize. Furthermore, few data correction procedures were done due to the accelerometer’s small sampling rates compared to other studies in the literature [124]. These data correction procedures include measuring the tilt of body parts, gravity artifacts, and skin motion artifacts.

5.4.2 Clinical Application and Future Directions

The assessment and interpretation of spatiotemporal gait metrics are essential for patient evaluation, predicting fall risk and determining gait implications of altered cognitive states [92]. Many healthcare professionals and therapists often rely on their observational skills alone or extensive lab setups. However, with the use of accelerometers, there is the potential to validate and improve the reliability of those observations [325]. For example, Wall et al.
state that “it is useful to gather data on spatial gait variables of step length and step width in patients with a locomotor disability” in addition to observations or video-recordings of a person’s gait [325]. This extends to older adults who have a history of falling have step length and step width abnormalities [325].

5.5 Conclusion

Our study found that accelerometer signals with accelerometer-based methods of calculating spatiotemporal estimates of walking when applied to a number of accelerometer body site locations were successful. This improvement is shown for slower walking, where estimating spatiotemporal parameters are more difficult. These results have the potential for improving clinical measures for patients and older adults. Further development and testing of models will allow application of these algorithms to a more generalizable population with varying gait speeds.
Figure 5.2: Schematic of the accelerometer locations and the corresponding acceleration signals (ML, V, and AP) over two steps from each of the accelerometer positions from subject 10. The red and blue dotted lines correspond to right and left heel strikes, respectively. Note the locations of the accelerometers: C = chest, B = back, LW = left wrist, RW = right wrist, LA = left ankle, RA = right ankle.
6.0 Using Acceleration Gait Features Associated with Gait Speed to Detect Fall-risk in Older Community-Dwelling Adults

Co-authors include: Jessie VanSwearingen, Jennifer Brach, and Ervin Sejdić.

6.1 Introduction

Multiple factors, including clinical neurological developments, can affect aging older adults’ motor skill of walking [40]. In particular, older adults’ walking difficulty is of concern due to the immense global healthcare cost of falls and fall-related injuries [130, 220, 120, 256]. The motor skill of walking is complex, skilled movements coordinated with muscle activation patterns on both sides of the body [193, 321]. Aspects of the motor skill of walking include adaptability, symmetry, smoothness, efficiency, and automaticity [321]. The continued, effective use of the aspects of the motor skill of walking in older adults promotes walking, with decreased risk of falls [321].

Gait analysis research often uses gait speed, a standard, widely used outcome metric for mobility, and a good predictor for “walking difficulty” in older adults [258, 37]. Older adults exhibit decreased gait speed, stride length, and cadence. Additionally, they also experience an increased stance and double support phase duration. However, gait speed alone isn’t enough to predict whether someone is going to fall, on a case by case basis. There have been studies on determining the relationship between gait speed and fall-risk [94, 261]. While a relationship exists: low gait speeds are associated with indoor fall-risk and fast gait speeds are associated with a outdoor fall-risk [261], multiple aspects of mobility along with gait speed is required to make a determination of whether someone is at fall-risk (e.g, adaptability and stability, aspects of the motor skill of walking, was quantified by Lyapunov exponents to aid in calculating fall-risk) [121].

Accelerometers can commonly measure motor skill factors and aspects [78, 303]. Acceleration gait measures (AGMs), features that are calculated from the time-series accelerometer
data, are crucial to proxying aspects of the motor skill of walking [78]. This proxying practice can help differentiate gait-related outcomes through machine or statistical learning. Machine and statistical learning’s overall goal is to predict or classify unknown outcomes based on past exposures/features. However, it can be computationally and mentally demanding to determine which selected AGM features are less significant than others.

AGMs may be able to investigate fall-risk behaviors more closely. In the literature, it is shown that the following AGMs are helpful in classifying fall-risk behavior in machine learning studies: descriptive statistics, cadence, stride time, Fast Fourier Transforms to produce a percentage of acceleration frequencies in the first quartile of the frequency plot, harmonic ratios (the ratio of even to odd harmonics), maximum Lyapunov exponents, local dynamic stability, discrete wavelet transform, sample entropy, and power spectral density [144, 264, 93, 78].

There exists no gold standard of specific AGMs for a particular aspect of motor skill, with respect to gait speed and fall-risk. It can be difficult to decide which AGM to pick to evaluate gait speed and determine who is at fall-risk. Often, researchers pick AGM features that are common in use in their particular field. Clinically, we could pick out relevant AGMs that fit the context of the clinical problem. Mechanistically, there are many feature selection methods, such as forward or backward or recursive methods. In this paper, we take the mechanistic approach to finding AGMs that are most descriptive or influential for gait speed in older adults. The argument is that the AGMs that are influential for gait speed are also influential for fall-risk, as gait speed is associated with the fall-risk in older adults [94, 71, 238].

This study seeks to find AGM features most influential for gait speed in older adults; since gait speed is associated with fall-risk, doing so will help differentiate those who are a fall risk. Secondly, the clinical relevance of the chosen AGM features will be explored and analyzed. We hypothesize that while multiple AGMs could be used in modeling gait speed, there can be differences in which AGMs prove to be more influential. We will calculate four categories of AGMs: statistical, signal-frequency, time-frequency, and information-theoretic features. Subsequently, we will implement a host of prominent wrapper and filter feature selection techniques. We will perform feature selection methods from a wide array of ma-
chine and deep learning algorithms. High-performing AGM features will be scored, and the clinical implications of including these AGM features in a model will be discussed. Using a multitude of various machine and deep learning methods, the AGM classes mentioned above will accurately classify whether someone has fallen (with baseline data).

6.2 Materials and Methods

6.2.1 Data Collection

This study uses the dataset from the “program to improve mobility in aging” (PRIMA) study [47]. The PRIMA study is a randomized, single-blind two-arm intervention trial of 249 community-dwelling older adults who walk > 0.60 m/s and < 1.2 m/s [47]. Thus, the inclusion into the PRIMA study was based on gait speed and age (65 years or older) [47]. Additionally, inclusion criteria also required participants to be ambulatory without an assistive device or the assistance of another person and have physician clearance to participate in a moderate-intensity exercise program [47].

Participants were recruited through the Pittsburgh Pepper Center Registry of over 2200 older adults who have signed consents to be directly contacted by participating researchers about mobility research studies. Each participant was measured at several time points: baseline, 12 weeks, 24 weeks, and 36 weeks. At each visit, we placed Actigraph (Actigraph, LLC; Pensacola, FL, USA.) accelerometers at the level of L3 on the lumbar spine. This study exclusively uses the overground files for the baseline and 12-week visits for the L3 location (of the 249 only 196 had measures at both time points and were considered eligible for the analyses in this paper). The demographics of these 196 participants are shown in Table 7.1.
Table 6.1: Demographic information and a selection of survey data from older adult patients in the PRIMA study. Note: SD = standard deviation.

<table>
<thead>
<tr>
<th>Variables</th>
<th>n=196</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (mean (SD))</td>
<td>77.69 (6.54)</td>
</tr>
<tr>
<td>Identified Gender = Male (%)</td>
<td>68 (34.7%)</td>
</tr>
<tr>
<td>Height [m] (mean SD))</td>
<td>1.67 (0.09)</td>
</tr>
<tr>
<td>Weight [kg] (mean SD))</td>
<td>79.51 (17.70)</td>
</tr>
<tr>
<td>Race (%)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>1 (0.5%)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>18 (9.2%)</td>
</tr>
<tr>
<td>Native Hawaiian or Other Pacific Islander</td>
<td>1 (0.5%)</td>
</tr>
<tr>
<td>White</td>
<td>172 (87.8%)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.5%)</td>
</tr>
<tr>
<td>Refused to Answer</td>
<td>3 (1.5%)</td>
</tr>
<tr>
<td>Live Alone = No (%)</td>
<td>110 (56.1%)</td>
</tr>
<tr>
<td>Last Grade Completed in School (%)</td>
<td></td>
</tr>
<tr>
<td>High School/Equivalent</td>
<td>32 (16.3%)</td>
</tr>
<tr>
<td>College</td>
<td>71 (36.2%)</td>
</tr>
<tr>
<td>Post-Graduate</td>
<td>85 (43.4%)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (4.1%)</td>
</tr>
<tr>
<td>Fall(s) within a year before baseline visit (%)</td>
<td></td>
</tr>
<tr>
<td>Fallen</td>
<td>135 (68.9%)</td>
</tr>
<tr>
<td>Have Not Fallen</td>
<td>61 (31.1%)</td>
</tr>
</tbody>
</table>

6.2.2 Data Processing

For each participant’s accelerometer data during an overground walk, the acceleration signals for the ML, V, and AP directions were pre-processed with the following steps: 1) we re-sampled the signals to 100 Hz, and 2) we filtered the signals through a fifth-order, low pass Butterworth filter [141]. For this Butterworth filter, we performed a harmonic analysis to determine an optimal cut-off frequency [337]. These pre-processing steps were crucial in reducing external noise sources from the accelerometer signal [110].

6.2.3 AGM Calculation Methods

We used window segmentation, where we segmented the processed acceleration signals in 10-second windows/vectors, each with a 50% overlap between two consecutive windows. For each window, we calculated popular AGMs in each of the four AGM categories (statistical features, signal-frequency features, time-frequency features, and information-theoretic features) [78]. We had 42 statistical features, 15 information-theoretic features, 99 time-frequency fea-
tures, and 57 signal-frequency features. Overall, we had 213 features for each window. These features and their descriptions are listed in the Appendix (Table 6.4, 6.5, 6.6, 6.7). These gait measures, and variations of them, are often used in machine learning modeling, and we will compare the performance of the popular AGMs to gait speed features.

6.2.4 Feature Selection and Importance Methods

The goal of feature selection is to find the subset of the calculated features that are most “important” to predict the value of the outcome. Several approaches attempt to rank individual features and to choose the most significant variables. However, there are disadvantages such as (1) choosing more variables than necessary because it does not take redundancy into account and (2) missing variables that are relevant together although useless individually.

Feature selection methods are also preferred over projection and compression techniques [171]. In order to contextualize the features clinically, we do not want to alter the features. There are three overall approaches to feature selection: filter, wrapper, and embedded. For example, wrapper feature selection methods were used to decrease the feature space for fall-risk prediction [141].

Apart from the removing correlated features, the approaches that we perform in this paper are random-forest based: intrinsic or model-based, filter methods, and wrapper methods. We restricted these methods to random forest, because random forests are also a useful technique for estimating feature importance [74].

6.2.4.1 Intrinsic or Model-Based Approaches Random forests do computation from the whole training data, and they compute feature importance based on out-of-bag error. In general, a random forest is composed of multiple decision trees, and each decision tree has a set of internal nodes and leaves. In each internal node, one of the features is used to decide on the dataset. In the internal nodes, the feature with the highest decrease in variance is chosen. In this way, we can assess how each feature decreases the impurity of the split. For each feature, the average of how it decreases the impurity over all the forest’s
decision trees measures feature importance. In this paper, we include the total decrease in node impurities, or the mean decrease Gini, (IncNodePurity) and mean decrease accuracy (%IncMSE) as measures of feature importance, where the highest of these metrics indicate how influential the feature is [74, 184].

The IncNodePurity metric measures the split’s quality for each node of the tree via the Gini Index. Higher IncNodePurity values represent “purer” nodes and higher variable importance. The %IncMSE is produced by “permuting” the values of each variable of the test data and contrasting it with the non-permuted test data. In regression, this is represented by the average increase in the test data’s squared residuals when the variable is permuted. A higher %IncMSE value shows higher variable importance.

6.2.4.2 Highly Correlated Features Redundant features can be assessed with unsupervised methods. Highly correlated features, a filter method, can increase computing time, introduce bias, or mask effects on a machine learning model’s outcome. Removing one of a pair of highly correlated features is an unsupervised method of feature selection.

The first method we used to eliminate highly correlated features was to create a correlation matrix of all the numerical features. We removed features with a 0.80 Pearson correlation or higher (Pearson for continuous variables); this correlation metric measures the linear correlation between two continuous variables, so it may not detect any non-linear correlation between the AGM features.

6.2.4.3 Wrapper Methods The wrapper method we use is the Recursive Feature Elimination (RFE); RFE operates by wrapping itself around a machine learning algorithm [77]. We use the random forest as the machine learning algorithm. RFE operates in a way that is different from other filter-based feature selection methods that score each feature and selects the feature with the most significant score (whether that is the largest or smallest) [183]. RFE operates by starting with all the features in the feature set and then removing features until a specific number (typically designated beforehand) of features is reached [183]. In this study, we set this number to be the number full feature set, and we evaluated each number of possible features. This is achieved by fitting the given machine learning algorithm used
in the core of the model, ranking features by importance, discarding the least important features, and re-fitting the model [183]. Features are then scored using the given machine learning model or using a statistical method [183]. In this study, we picked the set of features and the number of features by the lowest root mean squared error.

### 6.2.5 Machine Learning Methods and Validation for Gait Speed

The primary outcome for gathering influential features is mean gait speed because it is an indicator of morbidity and mortality. Mean gait speed was collected as part of the PRIMA study.

We produced model fits, using random forest [74], by using these methods to fit the training data (a random sample of 80% of the data) using all the features and the different chosen feature sets. We then fit the resulting model on test data (20% rest of the data). The metric for comparing the model fits the test data was the Root Mean Square Error (RMSE), which is the residuals’ standard deviation (prediction errors). We also reported the R-squared values, which represents the proportion of the variance for the outcome that’s explained by the AGM features, and the mean absolute error (MAE) values for comparing the model fits [218]. The mtry values, which define the number of variables randomly sampled at each split, for each model fit are also included.

### 6.2.6 Machine Learning Methods and Validation for Falls

For classifying and predicting falls (a binary outcome), we used a host of machine learning algorithms such as logistic regression, random forest, XGBoost, support vector machine (with linear and radial kernels), simple neural networks, and multi-layer perceptron models. We chose these algorithms because they are common and standard in many hypothesis-driven gait studies [52, 155, 318, 297, 143, 315].

For logistic regression, random forest, support vector machine, and simple neural networks, we implemented the machine learning models under default settings using the caret package in R [184].

To perform XGBoost, this paper used the xgboost package in R, created by Chen et
al. [60]. XGBoost (eXtreme Gradient Boosting) was implemented by Friedman et al. [101]. The package includes an efficient linear model and tree learning models, and this package is primarily used for regression, classification, and ranking. XGBoost is very popular and is known for its speed and high performance [60].

Using the keras and tensorflow packages in R, we used two different configurations for the multi-layer perceptron network model: MLP-1 and MLP-2 [63]. MLP-1 used two dense layers, with 8 hidden units in one layer and two units for the last layer. MLP-2 also used two dense layers, except we used 28 hidden units in the first layer. For these models, we used an adam optimizer and a binary cross-entropy loss function [63].

We performed both hold-out sampling (with 20% of the data as test data) and leave-one-out sampling (with one participant’s data as test data) techniques. We reported the leave-one-out sampling results due to its clinical use. Accuracy, sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), and F1-scores are reported.

6.3 Results

The mean gait speed for the sample at baseline was 0.96 m/s. The association between mean gait speed and falls, at baseline, had a Pearson correlation estimate of -0.04. A t-test between gait speed and falls, at baseline, was performed where the null hypothesis is the true correlation is equal to zero: the t-statistic of this test was -0.65 and the p-value is 0.52, indicating that we cannot reject the null hypothesis.

From the feature selection methods, intrinsic approach, removing highly correlated features method, and the recursive feature elimination method, we determined the recursive feature elimination method produced the best result in modeling mean gait speed with the lowest amount of features (Table 6.2). In Table 6.2, we determined the best feature selection result by performing the random forest algorithm.

There were 10 features that were identified through recursive feature elimination. These features were primarily from the groups: statistical features and time-frequency features, which include mean, mode, quantiles, and minimum of the vertical signals, biorthogonal
spline wavelet energy, entropy, and log energy of the acceleration signals, and the root mean square of the mediolateral signals.

Table 6.2: Random forest results with AGM feature sets from different feature selection methods.

<table>
<thead>
<tr>
<th>Feature Set (# of features)</th>
<th>RMSE</th>
<th>R-squared</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Features (213)</td>
<td>0.03</td>
<td>0.98</td>
<td>0.02</td>
</tr>
<tr>
<td>Features from Intrinsic RF method - IncNodePurity (27)</td>
<td>0.03</td>
<td>0.98</td>
<td>0.02</td>
</tr>
<tr>
<td>Features from Intrinsic RF method - %IncMSE (30)</td>
<td>0.05</td>
<td>0.95</td>
<td>0.03</td>
</tr>
<tr>
<td>After removing highly correlated features (45)</td>
<td>0.07</td>
<td>0.91</td>
<td>0.05</td>
</tr>
<tr>
<td>Features from RFE (10)</td>
<td>0.03</td>
<td>0.99</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Using the ten features we found through feature selection (with gait speed as an outcome), we classified past falls with baseline data using a variety of machine learning algorithms (Table 6.3). The main finding is that the MLP-1 and MLP-2 models, compared to other common machine learning models, provided a 100% accuracy using the overall leave-one-out model with the ten features described above.
Table 6.3: Table of classification and prediction validation metrics for each model for the LOO sampling method, using logistic regression, random forest, XGBoost, SVM (support vector machine), simple neural network, and multi-layer perceptron network models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (95% CI)</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV</th>
<th>NPV</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.46 (0.30 - 0.63)</td>
<td>0.52</td>
<td>0.33</td>
<td>0.64</td>
<td>0.24</td>
<td>0.57</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.69 (0.52 - 0.83)</td>
<td>1</td>
<td>0</td>
<td>0.69</td>
<td>NA</td>
<td>0.82</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.69 (0.52 - 0.83)</td>
<td>1</td>
<td>0</td>
<td>0.69</td>
<td>NA</td>
<td>0.82</td>
</tr>
<tr>
<td>SVM (Linear Kernel)</td>
<td>0.56 (0.40 - 0.72)</td>
<td>0.78</td>
<td>0.08</td>
<td>0.66</td>
<td>0.14</td>
<td>0.71</td>
</tr>
<tr>
<td>SVM (Radial Kernel)</td>
<td>0.69 (0.52 - 0.83)</td>
<td>1</td>
<td>0</td>
<td>0.69</td>
<td>NA</td>
<td>0.82</td>
</tr>
<tr>
<td>Simple Neural Network</td>
<td>0.69 (0.52 - 0.83)</td>
<td>1</td>
<td>0</td>
<td>0.69</td>
<td>NA</td>
<td>0.82</td>
</tr>
<tr>
<td>Multi-Layer Perceptron 1</td>
<td>0.73 (0.57 - 0.86)</td>
<td>0.93</td>
<td>0.18</td>
<td>0.76</td>
<td>0.5</td>
<td>0.84</td>
</tr>
<tr>
<td>Multi-Layer Perceptron 2</td>
<td>0.44 (0.29 - 0.59)</td>
<td>0.65</td>
<td>0.15</td>
<td>0.51</td>
<td>0.23</td>
<td>0.57</td>
</tr>
</tbody>
</table>

Classifying Past Falls (LOO)

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (95% CI)</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV</th>
<th>NPV</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.52 (0.44 - 0.59)</td>
<td>0.53</td>
<td>0.48</td>
<td>0.69</td>
<td>0.32</td>
<td>0.6</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.69 (0.62 - 0.75)</td>
<td>1</td>
<td>0.03</td>
<td>0.69</td>
<td>0.5</td>
<td>0.81</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.69 (0.62 - 0.75)</td>
<td>1</td>
<td>0</td>
<td>0.69</td>
<td>NA</td>
<td>0.82</td>
</tr>
<tr>
<td>SVM (Linear Kernel)</td>
<td>0.46 (0.39 - 0.54)</td>
<td>0.58</td>
<td>0.2</td>
<td>0.62</td>
<td>0.18</td>
<td>0.6</td>
</tr>
<tr>
<td>SVM (Radial Kernel)</td>
<td>0.69 (0.62 - 0.75)</td>
<td>1</td>
<td>0</td>
<td>0.69</td>
<td>NA</td>
<td>0.82</td>
</tr>
<tr>
<td>Simple Neural Network</td>
<td>0.69 (0.62 - 0.75)</td>
<td>1</td>
<td>0</td>
<td>0.69</td>
<td>NA</td>
<td>0.82</td>
</tr>
<tr>
<td>Multi-Layer Perceptron 1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>NA</td>
<td>1</td>
</tr>
<tr>
<td>Multi-Layer Perceptron 2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>NA</td>
<td>1</td>
</tr>
</tbody>
</table>
6.4 Discussion

Using data from an accelerometer on the L3 location on the trunk, we found a set of AGM features that would be most influential for older adults’ gait speed and use those features to predict and classify falls in those older adults. We also implemented several standard machine learning and deep learning algorithms to predict two binary outcomes: the occurrence of falls within the last year of the baseline visit. Out of the 213 features calculated, only a fraction was identified to be influential. Our main finding was that the ten features from the recursive feature selection proved to be most successful in modeling gait speed, which was the outcome chosen to proxy mobility in older adults. Using these ten features, we were able to achieve 100% accuracy in classifying and predicting falls by using multi-layer perceptron deep learning algorithms using a leave-one-out model.

AGMs are ubiquitous and varied through human gait-focused literature. In the machine-learning analysis of gait tasks, using all or a subset of the available AGMs 1) may not be appropriately correlated to specific aspects of the motor skill of walking and 2) could lead to disastrous overfitting, redundant information, and dimensionality issues, and 3) may lead to being vulnerable to adversarial data points. Our results indicate that simple, easy-to-calculate AGMs such as statistical features AGMs or time-frequency AGMs can be sufficient in modeling gait speed and predicting fall-risk [78].

Fall risk is determined by many intrinsic factors relating to mobility, gait, and balance. These factors not only include gait and balance, but they also include audio-visual factors, medication, depression, cognitive impairment, diabetes, and arthritis [315]. Tunca et al. report that understanding, gathering, and analyzing these intrinsic risk factors are quite complex (e.g., many of the factors require numerous medical visits and amassing many medical reports) [315]. These risk factors can be overcome by fewer visits with wearable technology, such as accelerometers. Combining deep learning algorithms, which outperforms most standard machine learning techniques, and clinical assessment of fall-risk can be highly beneficial, while misclassifying patients, especially if they are at high fall risk, can have severe consequences. Thus, our result of complete 100% accuracy with the multi-layer perceptron models is desired. Our results confirm that an individual’s gait characteristics can
be differentiated from other individuals’ gait characteristics.

Clinically, detecting fall-risk in patients could lead to an increased quality of life for patients as well as decreasing the costs to the healthcare system. While there are other risk factors for falls, such as cognitive decline, medication use, weak muscles, and other signs of aging, early detection based on unsteady gait or other abnormal gait patterns can reduce the risk of future falls.

6.5 Conclusion

We investigated whether we could capture the features that were influential for older adult mobility and whether or not we could detect past and future falls using machine or deep learning approaches applied to three-axis accelerometer data collected during overground walking among older community dwelling adults. With the leave-one-out model, the multi-layer perceptron model algorithm achieved the highest accuracy for both detecting past falls and predicting future falls. This is highly advantageous in clinical environments, where the combination of deep learning models with the leave-one-out approach could help health care professionals determine who is at risk for future falls over repeated visits.
Table 6.4: Table of Statistical Features - Acceleration Gait Measures. Note: ts represents the vector of acceleration signals at the frequency, which represents the frequency of the signal (100 Hz).

<table>
<thead>
<tr>
<th>AGM Group</th>
<th>Feature Name</th>
<th>Feature Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical Features</td>
<td>mean_x, mean_y, mean_z</td>
<td>Mean of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Statistical Features</td>
<td>median_x, median_y, median_z</td>
<td>Median of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Statistical Features</td>
<td>mode_x, mode_y, mode_z</td>
<td>Mode of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Statistical Features</td>
<td>min_x, min_y, min_z</td>
<td>Minimum of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Statistical Features</td>
<td>max_x, max_y, max_z</td>
<td>Maximum of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Statistical Features</td>
<td>q25_x, q25_y, q25_z, q75_x, q75_y, q75_z</td>
<td>25% and 75% percentile of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Statistical Features</td>
<td>iqr_x, iqr_y, iqr_z</td>
<td>IQR of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Statistical Features</td>
<td>sd_x, sd_y, sd_z</td>
<td>Standard Deviation of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Statistical Features</td>
<td>skewness_x, skewness_y, skewness_z</td>
<td>Skewness of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Statistical Features</td>
<td>kurtosis_x, kurtosis_y, kurtosis_z</td>
<td>Kurtosis of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Statistical Features</td>
<td>correlation_xy, correlation_yz, correlation_xz</td>
<td>Correlation between the acceleration signals (ML, AP, V)</td>
</tr>
<tr>
<td>Statistical Features</td>
<td>covariance_xy, covariance_yz, covariance_xz</td>
<td>Covariance between the acceleration signals (ML, AP, V)</td>
</tr>
<tr>
<td>Statistical Features</td>
<td>rms_x, rms_y, rms_z</td>
<td>Root mean square of the acceleration signals (ML, AP, V)</td>
</tr>
</tbody>
</table>

Table 6.5: Table of Information-Theoretic Features - Acceleration Gait Measures.

<table>
<thead>
<tr>
<th>AGM Group</th>
<th>Feature Name</th>
<th>Feature Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information-theoretic Features</td>
<td>cross entropy_x, cross entropy_y, cross entropy_z</td>
<td>Cross entropy of the acceleration signals (ML, AP, V)</td>
</tr>
<tr>
<td>Information-theoretic Features</td>
<td>dfa_x, dfa_y, dfa_z</td>
<td>Detrended fluctuation analysis (fractal dynamics)</td>
</tr>
<tr>
<td>Information-theoretic Features</td>
<td>entropy_x, entropy_y, entropy_z</td>
<td>Shannon entropy of the acceleration signals (ML, AP, V)</td>
</tr>
<tr>
<td>Information-theoretic Features</td>
<td>lzc_x, lzc_y, lzc_z</td>
<td>Lempel Ziv Complexity of the acceleration signals (ML, AP, V)</td>
</tr>
<tr>
<td>Information-theoretic Features</td>
<td>mle_x, mle_y, mle_z</td>
<td>Maximum Lyapunov exponent of the acceleration signals (ML, AP, V)</td>
</tr>
</tbody>
</table>
Table 6.6: Table of Time-Frequency Features - Acceleration Gait Measures.

<table>
<thead>
<tr>
<th>Feature Name</th>
<th>Feature Description</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.7: Table of Signal-Frequency Features - Acceleration Gait Measures.

<table>
<thead>
<tr>
<th>Feature Group</th>
<th>Feature Name</th>
<th>Feature Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal-frequency features</td>
<td>peak_freq</td>
<td>Number of frequency peaks of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Signal-frequency features</td>
<td>mean_peak_freq</td>
<td>Mean of the peak frequencies of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Signal-frequency features</td>
<td>centroid_freq</td>
<td>Centroid of the frequency of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Signal-frequency features</td>
<td>spectralpeak_freq</td>
<td>Frequency precision of the spectral signal of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Signal-frequency features</td>
<td>spectralmean_freq</td>
<td>Mean of the spectral signal of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Signal-frequency features</td>
<td>spectralmedian_freq</td>
<td>Median of the spectral signal of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Signal-frequency features</td>
<td>spectralmode_freq</td>
<td>Mode of the spectral signal of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Signal-frequency features</td>
<td>spectral25_freq</td>
<td>25% percentile of the spectral signal of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Signal-frequency features</td>
<td>spectral75_freq</td>
<td>75% percentile of the spectral signal of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Signal-frequency features</td>
<td>spectralentropy</td>
<td>Entropy of the spectral signal of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Signal-frequency features</td>
<td>spectralkurtosis</td>
<td>Kurtosis of the spectral signal of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Signal-frequency features</td>
<td>spectralentropy</td>
<td>Spectral entropy of the spectral signal of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Signal-frequency features</td>
<td>spectralbandwidth</td>
<td>Bandwidth of the spectral signal of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Signal-frequency features</td>
<td>HR_army</td>
<td>Harmonicity of the acceleration signal (ML, AP, V)</td>
</tr>
<tr>
<td>Signal-frequency features</td>
<td>ih</td>
<td>Index of harmonicity of the acceleration signal (ML, AP, V)</td>
</tr>
</tbody>
</table>
7.0 Concordance of Acceleration Gait Measures that Measure Smoothness of Walking in Older Adults

Co-authors include: Jessie VanSwearingen, Jennifer Brach, and Ervin Sejdić

7.1 Introduction

The smoothness of walking is not only an important aspect of the motor skill of walking, but it is an important aspect of walking to assess and inform physical rehabilitation [45]. However, along with multiple definitions of smoothness, there are also various metrics that quantify walking smoothness. The smoothness of walking definitions, such as the level of the regularity or intermittency of walking [45], all indicate the continuousness of walking. The measurements that quantify smoothness capture the irregular, or intermittent, movements during the gait cycle [30]. It is difficult to know how smoothness is defined in the field and how it is measured.

There are multiple acceleration gait measures (AGMs), measures derived from accelerometer use, that reflect smoothness, but in this paper, harmonic ratios from trunk accelerometers (estimated for the mediolateral (ML), vertical (V), and anterior-posterior (AP) directions) are considered the validated, gold standard for measuring the smoothness of walking [24, 45]. The harmonic ratio is a well-validated trunk-AGM for the smoothness of walking in a stride. Harmonic ratios are shown to capture the complex acceleration trajectories for each direction of motion (ML, V, and AP) as a single calculable value for a given stride by quantifying the departure from an ideally smooth and symmetrical acceleration pattern [203]. Higher harmonic ratio values represent increased gait stability, improved symmetry, smoothness, and rhythmicity [277]. With increased age, we see a significant impact on the harmonic ratio in the ML direction when walking. Larger harmonic ratios may show a smoother gait pattern while a lower harmonic ratio is shown in those with unsteady gait patterns [44, 90, 201, 293, 342, 288]. In Pau et al., lower harmonic ratios were seen in the
direction of motion (the AP direction) in people with Multiple Sclerosis [255].

Despite being the gold standard, harmonic ratios are inconsistently calculated across the gait literature (Table 1 of [252]), making it difficult to interpret. If proper stride segmentation is not done, harmonic ratios are greatly affected by gait variability [252]. There is no standard as to how harmonic ratios are to be calculated concerning how many harmonics should be included in the indices of harmonics estimation. While the literature agrees upon the number of 20 harmonics, this number seems arbitrary and random (Table 1 of [252]) [299]. Additionally, it is not easy to know how many strides the harmonic ratio needs to be calculated to represent one’s walking [252]. The harmonic ratio is also difficult to calculate and requires more calculation steps (e.g., Fourier transform) than the other smoothness measures. Lastly, harmonic ratios may measure step-to-step symmetry rather than smoothness, according to some authors [31, 25, 176, 252]. Smoothness and symmetry are different aspects of the motor skill of walking, and this inconsistency in the literature makes the use of harmonic ratios confusing. These reasons make harmonic ratios very inconsistent and hard to compare amongst different gait studies.

Comparing and contrasting the efficacy of measuring smoothness with other smoothness of walking AGMs may give us more insight into how to evaluate the smoothness of walking. The other smoothness AGMs (mean, maximum, jerk-cost, root mean square, and index of harmonicity) chosen in this paper are derived from AGM categories from Dasgupta et al. [78]. From Dasgupta et al.’s AGM and motor skill of walking categories, the AGM categories that are represented in this paper are statistical features, signal frequency features, and information-theoretic features [78]. However, many of these AGMs are related to more than just smoothness of walking (i.e., in addition to smoothness, these AGMs can also be tied to symmetry, stability, automaticity, efficiency, adaptability, and variability). In this paper, we have various expectations for each of these measures (Appendix Table 7.3), with regard to how they measure smoothness of walking. Each of these AGMs have associations with other aspects of the motor skill of walking as well as having finer associations with different aspects of the smoothness of walking. This study’s innovation is to challenge how well other smoothness measures agree with the harmonic ratio since it can be an inconsistently calculated measure.
The aim of this study is to assess other smoothness of walking AGMs' concordance with the harmonic ratio, derived from data collected from a clinical study conducted at the University of Pittsburgh [47]. Typically, with Bland-Altman plots, a concordance analysis is done where a measure is deemed to be the gold standard. In this case, we have determined that the harmonic ratio is that current gold standard [45]. We hypothesize that the various AGMs will show signs of concordance with the harmonic ratio measure (See “Expectations” column in Appendix Table 7.3). We expect that this concordance analysis will give more insight into smoothness and how comparable other AGMs are to harmonic ratios.

7.2 Methods

7.2.1 Procedures

The dataset for this work is from the “program to improve mobility in aging” (PRIMA) study [47]. The PRIMA study consists of 249 community-dwelling older adults (65 years or older) who walk > 0.60 m/s and < 1.2 m/s [47]. Additionally, inclusion criteria also required participants to be ambulatory without an assistive device or the assistance of another person and have physician clearance to participate in a moderate-intensity exercise program [47].

Older adults were recruited from the Pittsburgh Pepper Center Registry of over 2200 older adults, who have consented to be contacted about their interest in participation in mobility research studies. We measured each participant at several time points: baseline, 12 weeks, 24 weeks, and 36 weeks. This study includes analysis on only those participants that have been measured at each of the four timepoints (\( n_{\text{baseline}} = 203 \), \( n_{\text{12 weeks}} = 195 \), \( n_{\text{24 weeks}} = 166 \), and \( n_{\text{36 weeks}} = 148 \) for each visit.). Since gait can be altered under observation (Hawthorne effect), we included all results of each visit [75]. Additionally, in order to have a full set of data across all timepoints, we restricted our sample size to the 148 patients who had data from all four timepoints.
7.2.2 Data Collection

We used the acceleration data collected using the Actigraph accelerometers secured on the skin at the level of L3 vertebra of the lumbar spine (Actigraph, LLC.; Pensacola, FL, USA). The acceleration signals were sampled at 100 Hz. The acceleration signals were collected during overground walking. These accelerometers recorded data for the three directions of movement (vertical (V), anterior–posterior (AP), and medial–lateral (ML)).

7.2.3 Data Processing

For each subject, the accelerometer placed on the L3 region produced four variables of data: accelerations in the ML, V, and AP directions ($\frac{m}{s^2}$) and the time-stamps (s) for each measurement. Harmonic ratios are typically measured via strides [31]. Thus, we portioned each of the acceleration signals for each direction into gait strides, using the method outlined by Sejdić et al. [286].

7.2.3.1 Smoothness of Walking Measures For each of the strides, in each subject and for each visit, we calculated the following five smoothness of walking measures (further descriptions of these measures can be found in Appendix Table 7.3).

- The mean value of the acceleration signals in a stride [324, 79].
- The maximum value of the acceleration signals in a stride [323, 324].
- The jerk-cost metric in a stride is related to the time integral of squared jerk, where jerk is defined as the rate of change in acceleration, or the third time derivative of one's physical position [137]. Jerk-cost is the area under the jerk curve [147]. The formula for total jerk-cost can be found in Schneider et al. [282]. We did not use the magnitudinal or directional definitions of jerk-cost.
- The root mean square (RMS) of the acceleration signals in a stride [225, 290].
- The index of harmonicity (IH) of the acceleration signals in a stride [190, 152]. While doing spectral analysis, we first perform a discrete Fourier transform to estimate the power spectrum of the signal from the raw acceleration data. From the power spectrum, the
index of harmonicity is defined to be the power spectral density of the first harmonic multiplied by the cumulative sum of the power spectral density of the fundamental frequency and the first five superharmonics.

### 7.2.3.2 Harmonic Ratios of Acceleration Values

We will be comparing the above measures with the harmonic ratios of the acceleration signals in a stride. The harmonic ratios for each direction of the acceleration signals were calculated by performing a fast Fourier transform, where we generated the first twenty harmonics of the signal in the stride [265]. The ratio of the sum of the amplitudes of the even harmonics to the sum of the amplitudes of the odd harmonics make up the harmonic ratio for each acceleration signal and for each direction [152]. This calculation has been implemented by many in gait literature [215, 45]. Commonly, we see that higher harmonic ratios (in either of the three directions) represent smoother walking; this finding is corroborated with the fact that higher harmonic ratios mean that the accelerations are in-phase with the stride’s oscillations [194].

### 7.2.4 Data Analysis

To perform data processing, signal processing, the creation of the Bland-Altman plots, and all other mathematical and programmatic analyses, we used R version 4.0.3 within the RStudio integrated development environment (Vienna, Austria) [262]. The R (or “GNU S”) programming language and software environment is upheld by the R Foundation for Statistical Computing [262]. The official R software environment is written in C, Fortran, and R, and it is freely available to use under the GNU (GNU’s Not Unix!) General Public License [262]. R is used primarily for statistical computing and graphics, and many R packages are available on the Comprehensive R Archive Network (CRAN) [262].

#### 7.2.4.1 Bland-Altman Plots

We created a Bland-Altman plot for each individual and for each smoothness measure. The Bland-Altman plots show the differences between two measures (a smoothness measure and the harmonic ratio measure) vs. the means of those two measures [34]. Thus, the x-axis of the plot are the means of both the measures, and
the y-axis of the plot is the differences between the two measures. Each Bland-Altman plot has 3 horizontal lines; the middle horizontal line is the mean-of-differences line, while the other two lines are 1.96 standard deviations (95% confidence interval) away from the mean-of-differences line [34]. The two measures are said to be concordant if the majority of the points fall between these the standard deviation lines, and it is even more advantageous to have a mean-of-differences close to 0.

From investigating each Bland-Altman plot for each individual, we created a table to depict how many of the smoothness measures had a mean-of-differences close to zero (which would indicate high concordance).

Bland and Altman recommended that, under a clinically meaningful context, the placement of the limits of agreement can be determined; we used the upper and lower limits of ± 1 standard deviations [34]. We also tested each mean-of-difference with a one-sample t-test to test whether the mean-of-difference value was significantly different than zero.

We did not perform correlation analysis in this study, because the Bland-Altman analysis sufficiently shows deviation between a smoothness measure and the harmonic ratio [186]. Furthermore, in typical correlation analysis, a high correlation does not necessarily mean that the two measures are highly concordant or in agreement (i.e., a sample could be ubiquitous and extensive and could result in a high correlation).

### 7.3 Results

Our sample consists of older adults with an average age of 77.29 years and is predominantly female. We also noted that the sample consists of predominantly “White” race (89.9%) with the majority of the sample having up to some form of post-graduate degree (51.4%). The anthropometrics and demographics of this study’s 148 participants are shown in Table 7.1.
Table 7.1: Demographic information and a selection of survey data from older adult patients in the PRIMA study. Note: SD = standard deviation.

<table>
<thead>
<tr>
<th>Variables</th>
<th>n=148</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (mean (SD))</td>
<td>77.29 (6.69)</td>
</tr>
<tr>
<td>Identified Gender = Male (%)</td>
<td>46 (31.1%)</td>
</tr>
<tr>
<td>Height [in] (mean SD))</td>
<td>65.08 (3.99)</td>
</tr>
<tr>
<td>Weight [lbs] (mean SD))</td>
<td>170.50 (37.96)</td>
</tr>
<tr>
<td>Race (%)</td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>11 (7.4%)</td>
</tr>
<tr>
<td>Native Hawaiian or Other Pacific Islander</td>
<td>1 (0.7%)</td>
</tr>
<tr>
<td>White</td>
<td>133 (89.9%)</td>
</tr>
<tr>
<td>Refused to Answer</td>
<td>3 (2.0%)</td>
</tr>
<tr>
<td>Live Alone = No (%)</td>
<td>75 (50.7%)</td>
</tr>
<tr>
<td>Last Grade Completed in School (%)</td>
<td></td>
</tr>
<tr>
<td>High School/Equivalent</td>
<td>21 (14.2%)</td>
</tr>
<tr>
<td>College</td>
<td>48 (32.4%)</td>
</tr>
<tr>
<td>Post-Graduate</td>
<td>76 (51.4%)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (2.0%)</td>
</tr>
</tbody>
</table>

Each subject had a different trajectory of their smoothness measures from baseline to the other timepoints. Following the measurement of all the smoothness measures for each subject, Bland-Altman plots for each smoothness measure were examined (Figure 7.1). Diagonal trends seen on the graphs indicate a significant bias, not necessarily concordance, between the two measures [107]. This bias stems from a constant or average result arising from specific values - similar trends between the two measures may be seen [107]. Diagonal trends can also mean that there is a relationship between the two measures. The Bland-Altman plot only quantifies the bias and a range of agreement.

For the jerk-cost of the AP signals, consistently more than 80% of the mean-of-differences were close to zero for the following timepoints: baseline, 12 weeks, 24 weeks, and 36 weeks (Table 7.2). For the jerk-cost of the ML signals there was moderate concordance with the AP signals of the harmonic ratio than with the ML signals with the harmonic ratio (Table 7.2). For the jerk-cost of the V signals, there was moderate concordance with the AP signals of the harmonic ratio than with the V signals with the harmonic ratio (Table 7.2).

Other notable smoothness measures that showed signs of medium concordance were the mean of the AP signals, maximum of the ML signals, and the maximum of the AP signals (Table 7.2). No concordance demonstrated for the other AGMs with the harmonic ratio of smoothness.
Figure 7.1: Bland-Altman plots for each smoothness measure for a subject at baseline.

Each plot’s x-axis is the mean of the two measures, while each plot’s y-axis is the differences between the two measures. Note: the ML directions for each measure, including the harmonic ratio, are shown.

7.4 Discussion

The accelerometer signal’s harmonic ratios have been a well-validated metric to represent smoothness in walking in gait literature [104, 299, 225, 215]. However, harmonic ratios are inconsistently calculated in the literature. We hypothesized that the other smoothness AGMs would be all concordant with the harmonic ratio (Appendix Table 7.3). However, we found that out of all these smoothness measures, using concordance analysis, only the jerk-cost metric, in the AP direction, showed high concordance (mean of difference value close to zero according to the Bland-Altman plot) with the harmonic ratio of the accelerometer signal, for all directions. Other smoothness measures that showed medium concordance were the mean of the AP signals, maximum of the ML signals, and the maximum of the AP signals. This corroborates findings in the gait literature, where mean and maximum of the AP signals were shown to be associated with smoothness, because they were able to describe gait variability and stride-to-stride fluctuations [30]. A notable finding was that the concordance was not for the same direction of the acceleration measure for jerk-cost and the harmonic ratio. While there may be learning or improvement in performance over the different timepoints, that would not affect the concordance of the measures. Thus, the concordance differed from one
time point to another due to the stochasticity of repeated measures over a wide range of individuals.

Table 7.2: Percentage of participants whose mean-of-difference value is close to zero within the cut-points of within one standard deviation from their mean-of-differences (Bland-Altman plot) and is not significantly different than zero (t-test) for the comparison between the various smoothness measures and the Harmonic Ratio for the ML, V, and AP signals (respectively for each column at each visit). High percentages indicate high concordance of those measures, over all 148 patients, with the harmonic ratio.

<table>
<thead>
<tr>
<th>Smoothness Measure</th>
<th>Baseline</th>
<th>12 weeks</th>
<th>24 weeks</th>
<th>36 weeks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harmonic Ratio</td>
<td>ML V AP</td>
<td>ML V AP</td>
<td>ML V AP</td>
<td>ML V AP</td>
</tr>
<tr>
<td>Mean of the ML signals</td>
<td>5% 12% 12%</td>
<td>5% 12% 33%</td>
<td>5% 7% 38%</td>
<td>7% 12% 38%</td>
</tr>
<tr>
<td>Mean of the V signals</td>
<td>14% 14% 14%</td>
<td>12% 12% 21%</td>
<td>7% 10% 14%</td>
<td>19% 17% 31%</td>
</tr>
<tr>
<td>Mean of the AP signals</td>
<td>52% 52% 52%</td>
<td>38% 40% 43%</td>
<td>33% 33% 36%</td>
<td>43% 45% 50%</td>
</tr>
<tr>
<td>Maximum of the ML signals</td>
<td>17% 21% 29%</td>
<td>12% 38% 67%</td>
<td>12% 31% 64%</td>
<td>7% 21% 60%</td>
</tr>
<tr>
<td>Maximum of the V signals</td>
<td>14% 14% 14%</td>
<td>12% 12% 24%</td>
<td>10% 12% 19%</td>
<td>19% 21% 38%</td>
</tr>
<tr>
<td>Maximum of the AP signals</td>
<td>55% 60% 57%</td>
<td>40% 48% 52%</td>
<td>33% 43% 48%</td>
<td>45% 48% 50%</td>
</tr>
<tr>
<td>RMS of the ML signals</td>
<td>7% 10% 21%</td>
<td>14% 29% 55%</td>
<td>10% 10% 38%</td>
<td>7% 12% 33%</td>
</tr>
<tr>
<td>RMS of the V signals</td>
<td>2% 5% 2%</td>
<td>5% 7% 14%</td>
<td>5% 10% 19%</td>
<td>5% 10% 21%</td>
</tr>
<tr>
<td>RMS of the AP signals</td>
<td>0% 0% 2%</td>
<td>5% 12% 24%</td>
<td>2% 17% 21%</td>
<td>2% 7% 24%</td>
</tr>
<tr>
<td>Jerk-cost of the ML signals</td>
<td>52% 60% 74%</td>
<td>31% 43% 71%</td>
<td>43% 50% 76%</td>
<td>19% 33% 74%</td>
</tr>
<tr>
<td>Jerk-cost of the V signals</td>
<td>50% 52% 71%</td>
<td>62% 57% 88%</td>
<td>60% 74% 95%</td>
<td>52% 64% 88%</td>
</tr>
<tr>
<td>Jerk-cost of the AP signals</td>
<td>83% 86% 90%</td>
<td>90% 86% 98%</td>
<td>98% 90% 95%</td>
<td>100% 98% 100%</td>
</tr>
<tr>
<td>Index of Harmonicity of the ML signals</td>
<td>0% 0% 5%</td>
<td>5% 12% 45%</td>
<td>0% 7% 52%</td>
<td>0% 7% 50%</td>
</tr>
<tr>
<td>Index of Harmonicity of the V signals</td>
<td>0% 12% 21%</td>
<td>7% 29% 57%</td>
<td>2% 17% 67%</td>
<td>0% 14% 62%</td>
</tr>
<tr>
<td>Index of Harmonicity of the AP signals</td>
<td>0% 12% 24%</td>
<td>7% 33% 40%</td>
<td>0% 26% 57%</td>
<td>0% 14% 55%</td>
</tr>
</tbody>
</table>

Jerk-cost in the AP direction was found to be most concordant with all directions of the harmonic ratio. Moderate concordance can be seen in the jerk-cost in the ML and V signals. As mentioned by Fazio et al. and other authors, the repetitive patterns of the body during walking, which include information about the smoothness and variability of one’s walking, can be captured by jerk analysis [136, 96]. Typically, from a physics standpoint, jerk-cost
will increase, if there is unsmooth movement [136]. Jerk has been used in other areas, besides
gait, to great effect (e.g., swimming, chewing, head movement) [170, 106, 221, 48].

There are a variety of other jerk measures used in studies of walking and human move-
ment. While they each purport to characterize and quantify smoothness, they have widely
different results. In Hogan et al., they point out studies in patients with Parkinson’s disease
and Huntington’s disease reported statistically significant abnormalities of jerk measures,
but in studies with stroke patients and patients with cerebellar dysfunction did not report
statistically significant results with jerk measures [137]. Hogan et al. state that jerk mea-
sures may be scaled differently with movement amplitude, duration, and intervals of arrest
[137].

Dimensionless measures are more suited to measuring smoothness, because smoothness
is an aspect of the motor skill of walking that is different than speed and distance [137]. Jerk-
cost, which is derived from jerk, is not dimensionless, and jerk-cost may have some of the
biases of not picking up brief periods of arrest, as noted by Hogan et al. [137]. Dimensionless
jerk-derived measures may be better suited for measuring smoothness. For example, Brodie
et al. demonstrated that the dimensionless ratio, ML/V jerk, demonstrated 89% accuracy
in differentiating older from younger people, when measuring dynamic stability. Dynamic
stability is associated with smoothness, but it’s not exactly the same [78]; however, harmonic
ratios have been associated with stability as well [266].

Since harmonic ratio is a dimensionless measure, and if jerk-cost is highly concordant
with the harmonic ratio, then we must consider what is being measured: smoothness [45],
step-to-step symmetry [31], or dynamic stability [266]? It’s possible that all three are being
measured to some degree. In order to understand how jerk-cost of the AP signals and
the harmonic ratio (in all directions) are similar, we may need to look at granular aspects
of smoothness. Perhaps, smoothness of walking when measuring with the harmonic ratio,
only captures the rhythmicity of the acceleration patterns. The even harmonics for the AP
and V axes from the harmonic ratio calculation represents the in-phase components of the
acceleration signal, while the odd harmonics, in those directions, represent the the out-of-
phase components [164]. Healthy walking seeks to minimize these out-of-phase components
[164]. In a similar way, the AP direction of the jerk-cost may measure rhythmicity (as noted
by Palmerini et al. and Hubble et al., harmonic ratios, RMS, and jerk analyses may measure smoothness and rhythmicity [248, 149]).

Jerk-cost and other jerk analyses of the trunk accelerations may be capturing a measure of whole body movement, just like the harmonic ratios and RMS from trunk accelerations. However, a surprising result was the discordance of the index of harmonicity and RMS measures with the harmonic ratio measure. Index of harmonicity is shown to be discordant with the harmonic ratio, and the potential rationale for this discordance may be due to inconsistencies in the literature of where inertial measuring units or other measurement techniques are used. One of the primary uses of index of harmonicity comes from Lamoth et al. who placed accelerometers on ankles [190]. In a more recent article, Caramia et al. measured index of harmonicity from hand-held smartphones [55]. Another reason for the discordance could be due to differences in measuring symmetry versus smoothness. In Huijben et al., the harmonic ratio results and the index of harmonicity result differed; there was an increased index of harmonicity in the V direction with decreases in the ML and AP directions while the harmonic ratio had an increases in all directions [152]. While Huijben et al. were measuring symmetry with harmonic ratio and smoothness with the index of harmonicity, we believe that these differing results indicate that index of harmonicity does not follow the same trends as harmonic ratio [152].

Similarly, RMS was also discordant with the harmonic ratio in all directions. Menz et al. describes normalized RMS as a measure of dispersion of the data relative to zero [215]. Many studies, including Mizuike et al., have used this description to characterize smoothness, especially with RMS of the trunk-acceleration signals, because they purport that RMS reveals the magnitude of trunk fluctuations without a dependence on the gait speed during walking [222, 14]. This quantification of trunk fluctuations are shown here not to be concordant with the ratio of in-phase to out-of-phase harmonics. Trunk fluctuations may present as fluctuations in the acceleration signal but may not sync up to the transform of the signal (as is used to calculate the harmonic ratio). RMS may be more prone to peaks in the signal data, which wouldn’t necessarily corroborate with peaks in the transform of the signal. In this way, RMS may be more associated with the mean and maximum measures, which describe gait variability.
While we purport that all the AGMs chosen in this paper represent smoothness in a general way, the implications of these results are that there may be more granular aspects of smoothness that are not captured by the harmonic ratio or jerk-cost but by the other smoothness measures in this paper. Jerk-cost is also very different than the other measures of smoothness in this paper. For example, it’s an information-theoretic AGM, which represents the amount of variability and uncertainty in the information context of a signal [78]. Moreover, mean, maximum, and RMS could represent smoothness but only in interaction with symmetry and variability. IH may need to be calculated alongside the harmonic ratio to make conclusions on a person’s smoothness as it pertains to rhythmicity.

RMS may be tied to symmetry and variability in a more impactful way than it is tied to smoothness. Smoothness is also related to other motor skill of walking aspects, such as symmetry; gait metrics that reflect symmetry may also reflect smoothness [78]. However, the smoothness of gait is not equivalent to the symmetry of gait. According to Balasubramanian et al., a person can walk with a symmetric gait but an unsmooth or very intermittent gait pattern [25]. Additionally, according to Dasgupta et al., gait smoothness and symmetry have different definitions. Symmetry is concerned with the agreement of contralateral motion while walking [78]. In contrast, gait smoothness can also be considered the consistent forward progression and regular, repeatable pattern of steps during walking [78]. Thus, we might use RMS as a measure of symmetry more than we use it as a measure of smoothness.

7.4.1 Applications

In instances where health professionals need to measure or quantify smoothness of walking (e.g., stroke recovery), jerk-cost or one of the other moderately concordant measures may be used as a feature or variable in decision-making models or machine learning models. Statistical models, such as these, require informative features. If other features are not as informative as (or concordant with) the harmonic ratio, then it is dubious that the rhythmicity of walking is captured in the model; however, other aspects of the motor skill (or even finer aspects of smoothness) may be captured.
7.4.2 Limitations of the Study

Jerk-cost is a well-known smoothness metric for movement, but it is not often used for various reasons. Jerk-cost can be challenging to calculate because it may include corrections to jerk with respect to distance, and jerk may be influenced by noise in the acceleration signal. Jerk-cost has also been a metric that physical therapists haven’t used due to time and environmental constraints [340]. However, we purport that jerk-cost has a more consistent mathematical calculation than harmonic ratio; for example, there is no need to do spectral analysis.

One of our other main limitations is that we did not compare every measure of smoothness in the literature. We limited our analyses to measures that were common in the past ten years of gait literature. For example, Kojima et al. in 2008 proposed a novel measure for smoothness: the power spectrum entropy from acceleration signals during movement [177]. However, this method was not as standard as other statistical, time-frequency, signal-frequency, and information-theoretic acceleration measures. Other methods that are commonly used but were not included in this study is the general entropy measure. While entropy has been reported to have a link to smoothness (large entropies indicate low smoothness because the increase in high-frequency components indicates more fine adjustments of movements), entropy is often more associated with adaptability and variability in walking [340, 78].

Future studies should critically investigate new and old measures of smoothness in the literature with validated measures, such as the harmonic ratio. Other research can include investigating why discordant measures still measure smoothness but do not reveal similar trends and patterns as the harmonic ratio.

7.5 Conclusion

In this study, we acknowledge that the harmonic ratio from trunk-accelerations is a validated measure of the smoothness of walking, and we used concordance analysis techniques
to confirm whether other measures of smoothness used in the literature were concordant with
the harmonic ratio. Only jerk-cost showed a level of high concordance. Future work includes
the investigation of AGMs in all areas of the motor skill of walking; it will be important
to explain the varied associations of the AGMs with each other and attempt to define an
approach to the application of AGMs in recognition of human movement control in walking.
7.6 Appendix

Table 7.3: Descriptions of each smoothness of walking measure. Each measure also includes authors’ expectations of concordance with the harmonic ratio and the results from this paper.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Description</th>
<th>Expectations</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>The mean of the acceleration signal is often tied to the variability, symmetry, and smoothness of walking. Taking the average of the signals at a given frequency over a stride takes into account of the spread of the acceleration signals. Since mean is tied to the spread of the signals, it may capture gait variability (or how gait fluctuates from one stride to the next) and symmetry (concurrence between the actions and behavior of the lower limbs during walking). Higher mean acceleration values in the AP, ML, and V directions indicate higher levels of walking smoothness.</td>
<td>High concordance with the Harmonic Ratio for all directions.</td>
<td>Low concordance with the mean of the ML, V signals with the Harmonic Ratio’s ML, V, AP signals. Moderate concordance with the mean of the AP signals with the Harmonic Ratio’s ML, V, AP signals.</td>
</tr>
<tr>
<td>Maximum</td>
<td>The maximum of the acceleration signal is associated with smoothness. Higher maximum acceleration values in the ML and V directions indicate higher levels of smoothness; opposite trends can be seen in the AP direction. With maximum, the higher the maximum acceleration signals in a stride can indicate high peaks in the signal from which we can hypothesize that this measure will have moderate concordance with the harmonic ratio.</td>
<td>Medium concordance with the Harmonic Ratio for all directions.</td>
<td>Low concordance with the mean of the ML signals with the Harmonic Ratio’s ML, V, AP signals. Moderate concordance with the mean of the AP signals with the Harmonic Ratio’s ML, V, AP signals.</td>
</tr>
<tr>
<td>RMS</td>
<td>The root mean square (RMS) is used for measuring variability, smoothness, symmetry, automaticity, and stability. The root mean square (RMS) of the acceleration signals characterizes gait abnormality (according to Sokine et al.) [290]. Low RMS values in the ML direction are seen in people with impaired balance, while, generally, low RMS is seen in abnormal, unsmooth gait [225, 290]. RMS can represent variability because it captures movement intensity [265]. RMS is also associated with walking speed [223]. Due to these reasons, RMS most likely represents automaticity and smoothness – higher RMS occurs when individuals walk faster with more smoothness.</td>
<td>Medium concordance with the Harmonic Ratio for all directions.</td>
<td>Low concordance with the mean of the ML, V, and AP signals with the Harmonic Ratio’s ML, V, AP signals.</td>
</tr>
<tr>
<td>Jerk-cost</td>
<td>The jerk-cost metric is associated with stability and smoothness in not just trunk-acceleration studies, but other areas of human movement (e.g., head jerk) [48]. In trunk-AGM analysis, jerk-cost analysis is very similar to jerk analysis and RMS of jerk analysis, because all three measure smoothness. All three analyses are derived from jerk (rate of change in acceleration). Jerk quantifies the accelerations experienced by the trunk during walking; jerk also captures the cyclical movement of the trunk as it decreases and increases speed, rises and falls, and moves from side to side [96, 72]. Lower values of jerk indicate smoothness, and since jerk-cost is the area under the jerk curve, the same association applies: overall, decreased jerk-cost values indicate higher smoothness. Furthermore, maximizing smoothness in body movements may be modeled by minimizing the mean-square jerk, according to Hogan [135]. Jerk RMS, as shown by Fazio et al. and Angellini et al., may have use in assessing rigidity, an aspect of smoothness, while walking; Fazio et al. showed that their healthy subjects had higher jerk RMS values compared to those with ataxia and Parkinson’s disease [96, 14]. Jerk RMS has an inverse relationship with jerk (and jerk-cost), as Fazio et al. also states that the time-integrated square jerk decreases with increased smoothness of movement for those with ataxia and Parkinson’s disease [96]. In those with ataxia and Parkinson’s disease, jerk RMS were lower and more stagnant, and they hypothesize this is due to rigidity [96]. Jerk RMS quantifies the spread of jerk. The RMS of jerk is calculated differently from jerk-cost, but it characterizes the source of jerk by taking the square root of the mean jerk values. In walking, while lower jerk-cost values are preferred, increasing trends of jerk values in the ML and V directions indicate higher levels of smoothness; opposite trends can be seen in the AP direction [96].</td>
<td>Medium to high concordance with the Harmonic Ratio for all directions.</td>
<td>Medium to high concordance with the mean of the ML and V signals with the Harmonic Ratio’s ML, V, AP signals. High concordance with the mean of the AP signals with the Harmonic Ratio’s ML, V, AP signals.</td>
</tr>
<tr>
<td>HII</td>
<td>The harmonic index of harmonicity (HII) is similar to harmonic ratio, because, through spectral analysis, it evaluates the oscillating components to the observed coordination patterns [190]. Lower index of harmonicity values in the ML direction are seen with higher levels of smoothness [190]. A higher index of harmonicity in AP direction has been seen in those with a history of falls [318]. Lower index of harmonicity has also been seen in the V direction in older adults (e.g., persons with a history of stroke and at high risk for falls).</td>
<td>High concordance with the Harmonic Ratio for all directions.</td>
<td>Low concordance with the mean of the ML, V, and AP signals with the Harmonic Ratio’s ML, V, AP signals. Medium concordance with the mean of the AP signals with the Harmonic Ratio’s AP signals.</td>
</tr>
</tbody>
</table>
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8.1 Introduction

Older adults are prone to falls, which can lead to an inordinate amount of injuries, deaths, and financial costs to healthcare systems [33, 275]. According to Florence et al., in 2015 in the United States, the medical costs that were derivable from falls was about 50 billion USD [98]. In healthcare settings, questionnaires and subjective clinical scales are typically used to assess fall-risk behaviors. Rarely, healthcare providers make observations about the facility of movements by asking patients to perform actions such as standing up, walking a few steps, and sitting down. These tests provide some demonstrative evidence of identifying symptoms of cognitive and motor control disabilities [257]. However, these tests are limited by sub-optimal discrimination and unreliable inter-rater variability.

Wearable sensors that measure movement patterns could reduce the subjectivity of fall-risk assessments [229, 83, 257]. In particular, accelerometry used in conjunction with these clinical scales could help provide more objective data to evaluate patients’ fall risk [331]. For example, the Timed Get Up and Go test, often abbreviated as the timed GUG test, helps classify binary fall-risk with an accuracy of 63%, but adding accelerometry to the timed GUG test raises the classification accuracy of fallers to 87% [257, 331].

Accelerometry can provide researchers either raw acceleration signals or processed acceleration gait measures (AGMs). Traditionally, the analysis of acceleration data is often a complex process. This data type is time-series data and goes through multiple transformations, such as smoothing and normalization. Moreover, for machine learning processes, this transformed (or ”cleaned-up”) time-series data goes through segmentation and feature ex-
traction; subsequently, machine learning models use these AGM features as variables. These features are often statistical (e.g., mean) or directly signal-based (e.g., Fourier transforms). Conventional machine learning algorithms use these AGMs to train the models. However, with deep learning, features can be “abstracted” automatically from the raw or processed acceleration signals.

Deep learning is an umbrella term referring to a family of neural network machine learning algorithms [110]. Eponymously, neural networks operate by collecting neurons connected with a set of synapses [110]. Various researchers have used neural networks to abstract features from acceleration signals. Neural networks typically have three fundamental components: the input layer, one or more hidden layers, and the output layer. If the neural network has more than one hidden layer, the neural network becomes a deep network, hence the term “deep learning” [110]. Hidden layers detect “complicated patterns” [110].” Neural networks also perform forward- and back-propagation, which are non-exclusively, standard methods to adjust the weights in a neural network. The former applies a set of weights to the input data, and the latter calculates the margin of error of the output and adjusts the input weights accordingly [110]. Neural networks repeat both forward- and back-propagation until the weights are calibrated to predict an output accurately [110]. These weights are adjusted by gradient descent optimization methods, such as Stochastic Gradient Descent (SGD), Adam, or the RMSprop optimizer.

Convolutional neural networks (CNN) are a type of neural network that reduces the parameters from a typical neural network [7]. Notably, CNNs can abstract features as the input propagates through the layers [7]. These reasons are primarily why CNNs are preferred for complicated deep machine learning tasks, such as image or signal classification [7]. For example, Lee et al. show that CNNs outperform a standard machine learning approach, random forest [195]. Additionally, Santos et al. came up with an accelerometer-based framework using CNNs on three different datasets to improve fall detection in clinical spaces [275]. CNNs are particularly effectual with images [298]; their effectiveness may reach other data types. Addabbo et al. also used convolutional neural networks, specifically temporal convolutional neural networks (TCNN), to identify individuals based on the gait characteristics [4]. Incorporating different forms of deep learning tactics like CNN on biomedical data can
help tackle common biomedical dataset problems, such as imbalanced class labels, missing data, and high-dimensional low sample data [175].

Using acceleration signals from an accelerometer with deep learning may be able to pick up on human movements that conventional machine learning models cannot. In the literature, human gait has been considered a biometric trait - the identity and behavior of individuals based on their walking can be identified and classified, using deep learning models [110]. According to Horst et al., deep learning models, such as artificial neural networks, have been used to analyze human walking based on time-continuous gait patterns [139]. Applications of artificial neural networks have featured the following insights of deep learning gait analysis: gait patterns are different for individual people, emotional states can be identified, and gender and age-specific gait patterns can be classified [139]. In fact, many studies have successfully identified and categorized specific gait patterns into contextual, clinical groups [139, 58, 284].

We were motivated to use CNNs, RNNs, and ultimately CRNNs because of prior research stating that that gait patterns were detected by CNNs and LSTMs [10]. CNNs are capable of handling 1D, 2D, or 3D data, and CNNs are able abstract features from large datasets by implementing a convolution operation to the inputs. LSTMs (a type of RNN) are really good for time-sequence data because order is important (for the recursive process). Specifically, we wanted to see patterns of the inertial gait time series that were indicative of low motor skill of walking that might lead to a fall. With a CNN, there is a sequence of 1-D kernels that guarantees the output convolution features retain the properties of the input (1-second window time series data), then a RNN could be used process the resulting features for gait recognition [354].

This study aimed to evaluate a deep learning framework applied to inertial (i.e., accelerometry) data from smartphone sensors worn during a brief walking task to detect a history of falls and predict future falls in older adults receiving care in the emergency department. We hypothesized that hybrid CNNs could detect past and predict future falls over a 90 day period. We did not design the study to examine prediction of short-term falls (e.g. 7 days) our data did not provide such a granularity. Our experiments evaluated the performance of the following deep learning models: CNNs, recurrent neural networks,
hybrid convolutional recurrent neural networks, and conventional machine learning models (support vector machine, logistic regression, and random forest) using processed AGMs and accelerometer data. Both processed AGMs and accelerometer signals were used as inputs to these machine learning models, for comparison purposes.

8.2 Materials and Methods

8.2.1 Data Collection and Processing

We recruited volunteers for this study from patients from an urban emergency department in Pittsburgh, Pennsylvania, USA. Participation in the study was entirely voluntary, completed informed consent, and patients were allowed to discontinue at any time. We included a convenience sample of 166 older adults (60-96 years old) who were patients at the emergency department between May 2019 and October 2019. For each participant, we performed a 90-day follow-up phone call to ascertain if there was a fall within the 90-days post-enrollment. Table 1 shows the patients’ demographic characteristics and a selection of the patients’ responses to the baseline assessment. Of these 166 patients, 153 patients had acceleration data collected. Of these 153 patients, only 134 patients had data for both past falls (self-reported at the baseline assessment) and future falls (self-reported at the 90-day follow-up phone call) and thus, were included in the analyzed cohort. This leads us to two outcomes for patients: past falls and future falls.

During their emergency department visit, we affixed a smartphone on the lower back of the participants using an elastic belt. This smartphone captured linear accelerations (in units of $\frac{m}{s^2}$) at a sampling frequency set to 100 Hertz from the x, y, and z directions, which correspond to the mediolateral (ML), vertical (V), and anterior-posterior (AP) directions (Figure 8.1-A and B). While the sample frequency was set to 100 Hz, because of sampling jitter, the actual sampling frequency may be lower. In those cases, we re-sampled the signal to 100 Hz.

After the smartphone’s placement, we asked the participants to complete a walking trial:
a timed GUG test (Figure 8.1-A). The GUG consisted of starting from a sitting position on a chair and then doing five tasks consecutively: (1) Stand up from the sitting position. (2) Walk ten steps forward. (3) Turn around 180 degrees. (4) Walk ten steps back to their original location. (5) Sit down on the chair (Figure 8.1-A and B). During this walking trial, we manually coded these tasks: 1, 2, 3, 4, and 5, respectively (Figure 8.1-A and -B).

When the participant completed the walking trial, we removed the smartphone from the belt. The accelerometer data from the smartphone was retrieved using the phyphox app (www.phyphox.org). The data from the smartphone was downloaded to a secure file and coded by an identification number.

Table 8.1: Demographic information and a selection of survey data from older adult patients in the emergency department.

<table>
<thead>
<tr>
<th>Variables</th>
<th>n = 134</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (mean (SD))</td>
<td>69.01 (8.11)</td>
</tr>
<tr>
<td>Identified Gender = Woman (%)</td>
<td>53 (39.6)</td>
</tr>
<tr>
<td>Fall(s) in the Last Year (%)</td>
<td></td>
</tr>
<tr>
<td>Fallen in the Last Year</td>
<td>59 (44.0)</td>
</tr>
<tr>
<td>Have Not Fallen in the Last Year</td>
<td>75 (56.0)</td>
</tr>
<tr>
<td>Fall(s) 90 days after ED Visit (%)</td>
<td></td>
</tr>
<tr>
<td>Fallen</td>
<td>14 (8.4)</td>
</tr>
<tr>
<td>Have Not Fallen</td>
<td>120 (72.3)</td>
</tr>
<tr>
<td>Fall Frequency in the Last Year (%) (n=59)</td>
<td></td>
</tr>
<tr>
<td>Once</td>
<td>34 (58.6)</td>
</tr>
<tr>
<td>A few times</td>
<td>22 (37.9)</td>
</tr>
<tr>
<td>Monthly</td>
<td>1 (0.02)</td>
</tr>
<tr>
<td>Weekly</td>
<td>2 (3.4)</td>
</tr>
<tr>
<td>Fall Injuries in the Last Year = No (%)</td>
<td>32 (55.2)</td>
</tr>
<tr>
<td>Fall Worry in the Last Year = No (%)</td>
<td>39 (29.1)</td>
</tr>
</tbody>
</table>
Figure 8.1: A high-level overview of the data collection and signal pre-processing. (A) GUG tasks. (B) Raw acceleration signals for each GUG task. (C) Signal pre-processing for tasks 2 and 4, which includes an example of 1-second windowing with 50% overlap. Task 3 data was removed. (D1) AGM feature generation for each 1-second window, for tasks 2 and 4. (D2) AP triangle duration for tasks 1 and 5. (E) Processed acceleration signals for each 1-second window, for each patient.

Each accelerometer dataset consists of three streams of dependent variables (ML, V, and AP accelerations ($\frac{m}{s^2}$)) by the independent variable (time (s)) (Figure 8.1-B). Based on literature for classifying older adults’ fall behavior based on wearables, we analyzed each participant’s accelerometer data in the following way: the coded regions 1, 2, 4, and 5 were re-sampled to 100 Hz and filtered through a fifth-order, low pass Butterworth filter with a 12.5 Hz cut-off frequency [141] (Figure 8.1-C). A frequency response plot of the
Butterworth filter we used is depicted in the Appendix Figure 8.3. These pre-processing steps were crucial in reducing external noise sources from the accelerometer signal [110]. Subsequently, we segmented the coded regions 2 and 4 into windows of 1-second, each with a 50% overlap between two consecutive windows (Figure 8.1-C). Subsequently, we centered and scaled these 1-second windows. We used these 1-second windows as input vectors for the machine learning, based on previous literature using ranges of 0.1 - 10 sec windows for gait classification and prediction [234].

For each of the 1-second windows, we calculated a total of 26 features. This resulted in each of these 1-second intervals containing 26 elements in a single vector. These features include the descriptive statistical AGM features such as mean, maximum, standard deviation, the maximum difference (including maximum three-way difference), pair-wise correlation, and pair-wise covariance of the acceleration signals (ML, AP, V) [141] (Figure 8.1-C). We also included the harmonic ratio, which is the result of performing a fast Fourier transform of the acceleration signals (ML, AP, V); we generated the first twenty harmonics (Figure 8.1-C), and from these harmonics, we calculated the ratio of the sum of the amplitudes of the even harmonics (2,4,6, ..., n) to the sum of the amplitudes of the odd harmonics (1,3,5, ..., n) [141] (Figure 8.1-C). For coded regions 1 and 5, we computed the "AP triangle" (description given in [267]) (Figure 8.1-C). As shown in Rivolta et al. and Figure 8.1-C, the "AP triangle" is derived from the sit-to-stand and stand-to-sit activities where the AP signal has a local maxima signal amplitude peak, which looks like the titular triangle [331, 267]. The calculation for the "AP triangle" is to evaluate 1) the maximum slope of the triangle, 2) the minimum slope of the triangle, and 3) the acceleration peak of the triangle. This study uses the duration of the "AP triangle" as a feature. For task 3, we computed the step frequency by calculating the frequency peak from the power spectral density of the ML signal [267] (Figure 8.1-C). We also included the time to complete the GUG test both as a feature and as a possible interaction term.

For feature selection completed on the training set, we used the Wald test. The Wald test calculates the statistical significance of each coefficient in the model. If the test failed to reject the null (p-value > 0.05 used), those variables were removed from the model. The null hypothesis is that the coefficient of the variable in the model is significantly different.
from zero.

8.2.2 Machine Learning Methods

Two parent datasets were used for testing and training the machine learning models: 1) 1-second windows of processed acceleration signals from the ML, V, and AP directions described above (Figure 8.1-C); and 2) vectors of AGMs which were calculated from the 1-second windows of the first parent dataset (Figure 8.1-D1, -D2, and -E). We implemented machine learning models to detect past falls separately and predict future falls (both binary outcomes). We used the leave-one-out testing model to capture how well other subjects’ features and data can predict an individual’s outcome. By combining all subjects’ datasets, we trained each model on \( n - 1 \) out of the \( n \) subjects, and then we tested the model on the remaining subject.

8.2.2.1 Deep Learning Models  In our study, we implemented deep learning networks (neural networks, recurrent neural networks, CNNs, and hybrid convolutional recurrent neural networks) using the open-source packages of tensorflow and keras in R.

Our inputs are either in the form of acceleration data in 1-second vectors (overlapping 0.5 seconds), or the inputs are vectors consisting of acceleration gait measures as features from 1-second time intervals. Figure 8.2 shows an example of one of the input vectors from our training data. Each row of the input is a 1-second vector. The size of the tensor varies for each subject’s inputs based on how large or small their task 2 and 4 data was. For example, subject 1’s training tensor size was 665 by 2. In Table 8.2, the dimensions of the convolutional processes (for a CRNN) is shown as an example.

Neural network models work like how a brain or other sensory organ works. The analogy is like this: an input affects the brain, and that information is then directed through layers of neurons. These neurons are connected to other neurons, and information passes between them. A layer can be considered an output layer if a set of specific neurons receives enough information (or stimuli).

Analogies aside, the neural network model used in this analysis is a basic model with
one input layer, one hidden layer, and an output layer. Generally, neural networks are a compilation of mathematical operations. Each operation has an input and output (or tensors, which are in vector or matrix form). Each layer of the network has many tensors stored in it, and each layer is relational to the other layers via a weight system. The tensors in each layer are also called nodes; nodes are connected other nodes in another layer via weights. Each layer’s output is determined by the activation function of the values in the layer multiplied by the weights.

Figure 8.2: Generalized, abstract architecture of the deep learning framework of the hybrid convolutional recurrent neural network model. Three configurations were formulated for this study.
Table 8.2: An example of the output shape of each of the layers and the parameter size for subject 1 (whose input layer was 665 by 2).

<table>
<thead>
<tr>
<th>Layer</th>
<th>(type)</th>
<th>Output Shape</th>
<th>No. of Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv1d_2</td>
<td>(Conv1D)</td>
<td>(None, 1080, 24)</td>
<td>600</td>
</tr>
<tr>
<td>conv1d_1</td>
<td>(Conv1D)</td>
<td>(None, 1073, 48)</td>
<td>9264</td>
</tr>
<tr>
<td>batch_normalization_2</td>
<td>(BatchNormalization)</td>
<td>(None, 1073, 48)</td>
<td>192</td>
</tr>
<tr>
<td>spatial_dropout1d</td>
<td>(SpatialDropout1D)</td>
<td>(None, 1073, 48)</td>
<td>0</td>
</tr>
<tr>
<td>conv1d</td>
<td>(Conv1D)</td>
<td>(None, 1066, 12)</td>
<td>4620</td>
</tr>
<tr>
<td>global_average_pooling1d</td>
<td>(GlobalAveragePool)</td>
<td>(None, 12)</td>
<td>0</td>
</tr>
<tr>
<td>batch_normalization_1</td>
<td>(BatchNormalization)</td>
<td>(None, 12)</td>
<td>48</td>
</tr>
<tr>
<td>dropout_1</td>
<td>(Dropout)</td>
<td>(None, 12)</td>
<td>0</td>
</tr>
<tr>
<td>dense</td>
<td>(Dense)</td>
<td>(None, 48)</td>
<td>624</td>
</tr>
<tr>
<td>batch_normalization</td>
<td>(BatchNormalization)</td>
<td>(None, 48)</td>
<td>192</td>
</tr>
<tr>
<td>dropout</td>
<td>(Dropout)</td>
<td>(None, 48)</td>
<td>0</td>
</tr>
<tr>
<td>dense_output</td>
<td>(Dense)</td>
<td>(None, 3)</td>
<td>147</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>15,687</td>
</tr>
<tr>
<td>Trainable</td>
<td></td>
<td></td>
<td>15,471</td>
</tr>
<tr>
<td>Non-trainable</td>
<td></td>
<td></td>
<td>216</td>
</tr>
</tbody>
</table>

Recurrent neural networks differ from the general neural network models because they equally perform the same calculation for every input sequence element, or in other words, there are connections, which form a directed graph, between neurons with the same weights. Recurrent neural networks do not need to be fully connected. The outputs are dependent.
on the prior calculation [110]. In our study, we use bidirectional Long Short Term Memory networks, a type of bidirectional recurrent neural network that uses a “gating mechanism to allow better modeling of long-term dependencies in the time-series data” [110]. Moreover, our inputs are the generated features or the 1-second acceleration windows, ten hidden layers, and two outputs. Weights are automatically hyper-tuned using the caret package in R.

As stated earlier, CNNs is a type of fully fitted neural network where each neuron in one layer is connected to all the neurons in the next layer. The architectures of the convolutional recurrent neural network models used in this study consist of the following components: inputs, convolution layers, max-pooling layers, dropout layers, and output layers. The inputs are passed through a stack of convolutional layers. These convolutional layers have kernel sizes and filters. The kernel sizes we use are three by three, whereas the number of filters is increased with each convolutional layer. After each convolutional layer, we add a max-pooling layer with a size (2,2). Max-pooling is done to extract a more extensive set of features and, more specifically, select the most significant feature value from each set of feature vectors from the convolutional layer. The max-pooled result is concatenated to create a wide feature vector for each input vector. According to Giorgi et al., the previous three layers can be construed as a ”convolutional layer block” and can be applied as often as needed [110]. Each wide feature vector from the max-pooling layer contains the most noticeable and pertinent extracted feature. After each convolutional layer, we added a batch normalization layer to expedite the training process. The batch normalization layer speeds up the training process as a result of improvements in parameter convergence during training. Then we use a bidirectional Long Short Term Memory layer followed by a dropout and dense layer. We primarily tested two hybrid convolutional recurrent neural networks: Hybrid convolutional recurrent neural network-1 and hybrid convolutional recurrent neural network-2 (Figure 8.2). A third hybrid convolutional recurrent neural network (hybrid convolutional recurrent neural network-3) tests whether more layers affect performance. Hybrid convolutional recurrent neural network-1 uses one convolutional layer, a batch normalization layer, a max-pooling layer, a bidirectional Long Short Term Memory layer with 256 units, a dropout layer, and a dense layer (Figure 8.2). Hybrid convolutional recurrent neural network-2 consists of several convolutional layers with filters from 64 to 256 (increasing by a factor of 2), separated by
batch normalization layers and max-pooling layers, then a bidirectional Long Short Term Memory layer with 128 units, dropout layer, and dense layer (Figure 8.2). Hybrid convolutional recurrent neural network-3 has several convolutional layers with filters from 64 to 512 (increasing by a factor of 2), separated by batch normalization layers and max-pooling layers, and then a bidirectional Long Short Term Memory layer with 128 units, dropout layer, and dense layer (Figure 8.2).

### 8.2.2.2 Baseline Algorithms

We have chosen three standard or conventional machine learning classifiers to compare the performance of the deep learning algorithms: logistic regression, support vector machine, and random forest. All three approaches only use the generated AGM features as inputs (in other words, we did not perform these machine learning algorithms using just the acceleration signals from the 1-second acceleration windows). We tested these classifiers with all the features in the feature set and important features from the Wald test feature selection. We used the caret package in R to implement the other machine learning algorithms to compare against the deep learning models.

Logistic regression, a generalized linear model with a linear boundary, is a straightforward machine learning classifier because it is often used in the predictive analysis where there is a binary dependent variable (whether there was a fall or not). The model gives the relationship between this binary dependent variable (the odds of a fall vs. the odds of not a fall), and the predictor variables (the feature set), where $\beta$ are the parameters and $x$ represents the independent predictor variables (or features), as shown in the equation below (Equation 8.1).

$$\text{Log}(\text{odds}) = \beta_0 + \beta_1 x_1 + \ldots + \beta_n x_n$$  \hspace{1cm} (8.1)

Odds are a measure of probability or likelihood of an event (here, it is a fall). In our study, odds are calculated as a ratio of the number of events that lead to a fall to the number of events that do not (Equation 8.1).

The support vector machine is a popular machine learning algorithm, and it operates by finding an optimal hyperplane that linearly separates the data points. Overall, support vector machines aim to maximize the training set’s geometric margin and minimize the training error. The hyperplane equation splits the space into two areas, creating a decision
boundary that is often used to classify a binary outcome [276]. The support vector machine algorithm employs the Lagrange function, a linear kernel function, and a Lagrange multiplier in our study. The dataset is then mapped to a multidimensional space to become linearly separable [276].

The random forest algorithm is a bagging-based ensemble learning method that uses the Classification and Regression Tree algorithm to produce trees; the random forest algorithm splits nodes using the best split among a random subset of features [3]. Then the algorithm extends to several parallel trees. Generally, random forests are very robust and provide high accuracies in classification.

8.2.2.3 Validation Overall, validation techniques are used to evaluate the generalization of a trained classifier on a test set. We used a leave-one-out model for testing, with the binary outcome (fall vs. no fall) for each of the classification tasks (detecting past falls and predicting future falls). For each participant in the study, we trained on all the other participants. During the classifier’s learning or training process, we ran 10-fold cross-validation on this training group to find the model’s best parameters. Then, we tested the model on the participant that was left out of the training. The participant’s predicted class was labeled. After doing this with each participant, we created a confusion matrix for all 134 participants. The confusion matrix evaluates the performance of a classifier or algorithm. The confusion matrix contrasts the algorithm’s results from the predictions with the true classification labels; these result in the following sub-samples: true positives, true negatives, false positives, and false negatives [310]. We calculated and reported the true positive rate or sensitivity, true negative rate or specificity, and accuracy for our binary outcome [310].

Furthermore, we conducted two-way McNemar tests to compare the classifiers. McNemar tests check the discrepancies between two classifiers and checks if there is a significant difference between those counts [188]. The null hypothesis of the McNemar test is that the models will make errors in similar proportions [188].
8.2.3 Computing Environment

Computationally, we used the program, RStudio, which ran R version 3.5.2 and the following R packages: caret, signal, stats, and seewave [262]. The computer used to analyze the data had 2.2 GHz Intel Core i7 processor with 16 GB RAM and operated on a macOS Mojave operating system.

8.3 Results

The overall mean time to finish the GUG test was 26.55 seconds, with longer completion times among those who fell compared to no fall in the past year (27.12 vs. 26.12 sec; t-test p-value: 0.31). The mean time to finish the GUG test for those who fell within 90 days was longer than those who did not fall within 90 days (27.86 vs. 26.40 secs; t-test p-value: 0.38).

In the training phase of the hybrid CRNNs, we used a RMSprop optimizer. The training time for one iteration of hyperparameter tuning takes 66.5 minutes. The number of epochs were 200. Each layer consisted of several parameters that were hypertuned (e.g., 7,341,507 parameters for all the layers combined for one iteration).

In the testing phase, we evaluated and compared the performance of deep learning networks and standard machine learning models that used various input vectors during training. The input vectors used were 1-second windows and generated features from those 1-second windows. The overall mean number, over all 134 participants, of 1-second windows was 24 windows. The mean number of 1-second windows for those who fell in the past year was 24.90 windows. The mean number of 1-second windows for those who did not fall in the past year was 23.28 windows. The mean number of 1-second windows for those who fell within 90 days was 26.73 windows. The mean number of 1-second windows for those who did not fall within 90 days was 23.68 windows. The statistical spread of the 1-second windows was similar between the two groups (Figures 8.4 and 8.5) further indicating no significant difference of the GUG test timing between fallers and non-fallers for both before and after the ED visit.
For detecting past falls and future falls, after feature selection, the critical features (based on the Wald test) in the model were mean of ML signals, mean of AP signals, the standard deviation of V signals, the standard deviation of AP signals, the correlation between ML and V signals, the correlation between ML and AP signals, the correlation between V and AP signals, the covariance between V and AP signals, the covariance between ML and AP signals, the covariance between ML and V signals, the maximum value of the ML signal, AP duration during the coded 1 region, and AP duration during the coded 5 region (Table A1).

The sensitivity, specificity, and accuracy for our binary outcome are shown in (Table 8.3 and Table 8.4). Moreover, Table 8.5 and Table 8.6 show the results of the two-way McNemar tests between the performances of all the classifiers; if the p-value is less than 0.05, the null hypothesis is rejected, and both models have a different relative proportion of errors on the test set.

Table 8.3: Results from detecting past falls using generated features and acceleration signals using the leave-one-out model.

<table>
<thead>
<tr>
<th>Models</th>
<th>Generated AGM Features (before feature selection/after feature selection)</th>
<th>Detecting Past Falls</th>
<th>Accuracy</th>
<th>F1-score</th>
<th>No. Correctly Identified (n=134)</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>F1-score</th>
<th>No. Correctly Identified (n=134)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sensitivity Specificity Accuracy F1-score No. Correctly Identified (n=134)</td>
<td>Sensitivity Specificity Accuracy F1-score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>0.30/0.30 0.30/0.30 0.09/0.07 0.02/0.02 12/10 - - - - -</td>
<td>0.30/0.30 0.30/0.30 0.09/0.07 0.02/0.02 12/10 - - - - -</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>0.34/0.17 0.34/0.17 0.08/0.04 0.02/0.02 11/5 - - - - -</td>
<td>0.34/0.17 0.34/0.17 0.08/0.04 0.02/0.02 11/5 - - - - -</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>0.34/0.40 0.34/0.40 0.02/0.03 0.02/0.03 8/16 - - - - -</td>
<td>0.34/0.40 0.34/0.40 0.02/0.03 0.02/0.03 8/16 - - - - -</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NN</td>
<td>0.30/0.46 0.30/0.46 0.02/0.03 0.02/0.03 12/40 0 0 0 0 0</td>
<td>0.30/0.46 0.30/0.46 0.02/0.03 0.02/0.03 12/40 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RNN</td>
<td>0.60/0.50 0.71/0.71 0.60/0.60 0.60/0.60 93/92 0.30 0.30 0.09 0.02 12</td>
<td>0.60/0.50 0.71/0.71 0.60/0.60 0.60/0.60 93/92 0.30 0.30 0.09 0.02 12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN</td>
<td>0.75/0.75 0.76/0.76 0.75/0.75 0.76/0.76 93/92 0.30 0.30 0.09 0.02 12</td>
<td>0.75/0.75 0.76/0.76 0.75/0.75 0.76/0.76 93/92 0.30 0.30 0.09 0.02 12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hybrid CRNN1</td>
<td>0.82/0.82 0.86/0.86 0.84/0.84 0.76/0.76 112/112 0.86 0.81 0.70 0.72 94</td>
<td>0.82/0.82 0.86/0.86 0.84/0.84 0.76/0.76 112/112 0.86 0.81 0.70 0.72 94</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hybrid CRNN2</td>
<td>0.82/0.82 0.86/0.86 0.84/0.84 0.76/0.76 112/112 0.96 0.93 0.92 0.96 123</td>
<td>0.82/0.82 0.86/0.86 0.84/0.84 0.76/0.76 112/112 0.96 0.93 0.92 0.96 123</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hybrid CRNN3</td>
<td>0.82/0.82 0.86/0.86 0.84/0.84 0.76/0.76 112/112 0.96 0.93 0.92 0.96 123</td>
<td>0.82/0.82 0.86/0.86 0.84/0.84 0.76/0.76 112/112 0.96 0.93 0.92 0.96 123</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Predicting Future Falls</th>
<th>Generated AGM Features</th>
<th>Acceleration Signals</th>
<th>No. Correctly Identified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sensitivity</td>
<td>Specificity</td>
<td>Accuracy</td>
</tr>
<tr>
<td>LR</td>
<td>0.60/0.93</td>
<td>0.64/0.91</td>
<td>0.62/0.91</td>
</tr>
<tr>
<td>SVM</td>
<td>1.0/1.0</td>
<td>0.99/0.99</td>
<td>0.99/0.99</td>
</tr>
<tr>
<td>RF</td>
<td>0.96/0.97</td>
<td>0.96/0.97</td>
<td>0.90/0.93</td>
</tr>
<tr>
<td>NN</td>
<td>0.86/1.0</td>
<td>0.93/0.98</td>
<td>0.92/0.98</td>
</tr>
<tr>
<td>RNN</td>
<td>0.82/0.78</td>
<td>0.98/0.92</td>
<td>0.76/0.85</td>
</tr>
<tr>
<td>CNN</td>
<td>0.85/0.65</td>
<td>0.82/0.82</td>
<td>0.82/0.82</td>
</tr>
<tr>
<td>Hybrid CRNN1</td>
<td>0.90/0.90</td>
<td>0.93/0.93</td>
<td>0.92/0.92</td>
</tr>
<tr>
<td>Hybrid CRNN2</td>
<td>1.0/1.0</td>
<td>0.99/0.99</td>
<td>0.99/1.0</td>
</tr>
<tr>
<td>Hybrid CRNN3</td>
<td>1.0/1.0</td>
<td>0.99/0.99</td>
<td>0.99/1.0</td>
</tr>
</tbody>
</table>

Table 8.5: Two-way McNemar Tests of Model Significance done between the all models against all other models (for classifying past fall). Significant results (alpha level = 0.05) are bolded. Note: LR=Logistic Regression. SVM=Support Vector Machine. RF=Random Forest. NN=neural network. RNN=recurrent neural network. CNN=convolutional neural network. CRNN: hybrid convolutional recurrent neural network.
Table 8.6: Two-way McNemar Tests of Model Significance done between the all models against all other models (for predicting future fall). Significant results (alpha level = 0.05) are bolded. Note: LR=Logistic Regression. SVM=Support Vector Machine. RF=Random Forest. NN=neural network. RNN=recurrent neural network. CNN=convolutional neural network. CRNN: hybrid convolutional recurrent neural network.

<table>
<thead>
<tr>
<th>Models</th>
<th>LR</th>
<th>SVM</th>
<th>RF</th>
<th>NN</th>
<th>RNN</th>
<th>CNN</th>
<th>Hybrid CRNN1</th>
<th>Hybrid CRNN2</th>
<th>Hybrid CRNN3</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>-</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (0.008) / 0 (0.5)</td>
<td>0 (1) / 0 (0.5)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
</tr>
<tr>
<td>SVM</td>
<td>-</td>
<td>0 (0) / 0 (0.004)</td>
<td>0 (0.004) / 0 (1)</td>
<td>0 (0) / 0 (0.5)</td>
<td>0 (0) / 0 (0.5)</td>
<td>0 (0.001) / 0 (1)</td>
<td>0 (0.001) / 0 (1)</td>
<td>0 (0.001) / 0 (1)</td>
<td>-</td>
</tr>
<tr>
<td>RF</td>
<td>-</td>
<td>0 (1) / 0 (0.031)</td>
<td>0 (0) / 0 (0.125)</td>
<td>0 (0.002) / 0 (0.250)</td>
<td>0 (0.250) / 0 (1)</td>
<td>0 (0.250) / 0 (1)</td>
<td>0 (0.250) / 0 (1)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NN</td>
<td>-</td>
<td>0 (0) / 0 (0.5)</td>
<td>0 (0) / 0 (0.5)</td>
<td>0 (0.062) / 0 (1)</td>
<td>0 (0.062) / 0 (1)</td>
<td>0 (0.062) / 0 (1)</td>
<td>0 (0.062) / 0 (1)</td>
<td>0 (0.062) / 0 (1)</td>
<td>-</td>
</tr>
<tr>
<td>RNN</td>
<td>-</td>
<td>0 (1) / 0 (0.008)</td>
<td>0 (1) / 0 (0.001)</td>
<td>0 (1) / 0 (0.001)</td>
<td>0 (1) / 0 (0.001)</td>
<td>0 (1) / 0 (0.001)</td>
<td>0 (1) / 0 (0.001)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CNN</td>
<td>-</td>
<td>0 (1) / 0 (0.001)</td>
<td>0 (1) / 0 (0.001)</td>
<td>0 (1) / 0 (0.001)</td>
<td>0 (1) / 0 (0.001)</td>
<td>0 (1) / 0 (0.001)</td>
<td>0 (1) / 0 (0.001)</td>
<td>0 (1) / 0 (0.001)</td>
<td>-</td>
</tr>
<tr>
<td>Hybrid CRNN1</td>
<td>-</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
</tr>
<tr>
<td>Hybrid CRNN2</td>
<td>-</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
</tr>
<tr>
<td>Hybrid CRNN3</td>
<td>-</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
<td>0 (1) / 0 (1)</td>
</tr>
</tbody>
</table>

8.4 Discussion

This study evaluated several deep learning models and standard machine learning models to predict two binary outcomes: the incidence of past fall(s) and future fall(s) within 90 days of an emergency department visit for a sample of older community-dwelling adults. We used a smartphone device on the waist to measure acceleration signals in the ML, AP, and V directions while patients performed a timed GUG test. Our main finding was that the deep learning model we developed, a hybrid convolutional recurrent neural network model, had the highest accuracy for detecting past falls and predicting future falls.

The participants in our study were patients who came to the emergency department for non-fall-related reasons. This environment and setting introduce a bias in discovering fall-related behaviors. This sample represents realistic clinical constraints – the sample contains those who were not only emergency department patients but also those over the age of 60. This selection resulted in having a lower-than-ideal sample size, reducing the statistical power of our study. Ideally, a large number of training samples are required for deep learning, and
our sample size may have impacted our results (e.g., overfitting). While we don’t have proof that we overcame overfitting, we tested on unseen data to prevent it. Furthermore, using convolutional layers on the data in our deep learning framework was another strategy to avoid overfitting [110].

Regression modeling and conventional machine learning methods rely on careful consideration of which AGM features to include in the model. For example, any insight from a patient’s acceleration measurements may be confounded (for future falls) or deviate by/from their physical and mental condition during their emergency department visit. However, feature selection is a less critical methodological step with deep learning than with conventional machine learning techniques. Features are automatically selected from the acceleration signals within the neural network process. Our results, where the hybrid convolutional recurrent neural network-2 model performed with 92% and 97% accuracy for past falls and future falls, respectively, indicate that the deep learning model could filter through deviations from patient’s typical health that the emergency department setting may have had on the accelerometer measurements. While, accuracies may be less descriptive and explanatory when there are highly imbalanced classes, we included F1-scores as well. Moreover, the hybrid convolutional recurrent neural network-3 model performed as well as the hybrid convolutional recurrent neural network-2 model. The hybrid convolutional recurrent neural network-2 model uses one less convolutional layer block than the hybrid convolutional recurrent neural network-3.

Despite having favorable results from conventional machine learning models with generated features, such as our support vector machine result from Table 8.4, using conventional machine learning models with AGMs may not be a sustainable tool for older adults who come into the emergency department, due to time constraints. Falls in the emergency department are common, but the wearable data from emergency department patients are often non-linear [8]. The deep learning models, particularly CNN models, will consistently undertake these non-linearities. Logistic regression and support vector machine (with a linear kernel) may not sustain good results under these conditions. Signal pre-processing steps were crucial to prepare our datasets for deep learning and for more discriminatory ability between models. Our McNemar tests indicate that the hybrid convolutional recurrent neural network models
performed just as well (if not better) as the other CNNs and RNNs.

It is essential to note some of the influential variables in our models that used generated features. Weiss et al. investigated whether an accelerometer could enhance their GUG test when evaluating Parkinson’s disease [332]. They found that features derived from accelerometers were a useful measure that complemented both the GUG evaluation and other diagnostic criteria. Similarly, we could discern fall prognosis using only the accelerometer data from the GUG test’s walking portions (coded regions 2 and 4). Using our rudimentary feature selection analysis in this dataset, the AGMs/features chosen were a mix of statistical AGMs and the AP triangle duration (Table A1). One of the most important features was the AP triangle duration during tasks 1 and 5 of the GUG test. Clinically, this finding makes sense because sitting up and down from the chair can also test balance, which is a crucial fall-risk behavior [198, 172, 235]. Another essential feature that we included in the model was the time to complete the GUG test. We included this feature because it is clinically used to determine the patient’s mobility and the need for gait aid; longer GUG times indicate a higher risk for a future fall[198].

Our dataset had many more future non-fallers than fallers (Table 8.1). This sort of imbalance typically results in low performance from machine learning models. A statistical solution to this is to re-sample the data, either by under-sampling the majority class, oversampling the minority class, or balanced-sampling, with both under-sampling and oversampling [148]. However, these methods are controversial due to the lack of generalization of the machine learning experiments. In the computer vision field, where there are typically imbalanced classes, analysts often employ CNNs to tackle them. When we used CNNs and the hybrid convolutional recurrent neural network models, we achieved almost perfect classification accuracy (0.99 and 0.97 accuracies by using generated features and acceleration signals, respectively) [148].

Deploying the leave-one-out model was a tactical decision because we wanted to mimic clinical diagnosis conditions as much as possible. Typically, healthcare providers provide diagnoses based on their experience and evidence-based medical learning. However, with the innovative progress in biomedical healthcare, more data about each patient are being collected and stored [154]. By training our models on all the data from the patients in
this population (except for the patient whom we are advising), we eliminate the need for adjusting for confounding (due to age, sex, or other confounding factors) and simulate an artificial environment that mimics the natural environment [187, 178]. In future applications, this type of leave-one-out modeling can further the fields of precision medicine and precision public health [178].

Findings from this study support further research using deep learning with acceleration signals to predict future falls in older adults. Our computing environment is very easy to set up: the computing environment did not require a GPU, and it is easily accessible. These results could be computed remotely and securely. Furthermore, standard machine learning models are using more traditional weighted predictors which most likely relate to current gait function (which relates closely to past falls) but deep learning models may identify features that presage these traditional impairments in gait that are yet to have influenced past falls.

Timed GUG tests and other clinical scales are useful as crude measures of fall risk. Future studies should seek to determine whether AGMs are more informative than simpler gait measures, such as speed and other observable metrics (other than inertial sensors or wearables) to assess fall-risk. A feasible and more data-driven approach using accelerometer-based signals during gait and balance tasks in clinical settings could improve real-time clinical decision-making. For example, if healthcare providers could efficiently conduct these tasks (as we did in this study) as part of routine care and programs that could provide real-time prognostic information like low/ high fall risk. These at-risk patients could be linked to prevention-based interventions. There may be other applications for data-driven gait and balance tasks for other diseases (e.g., Parkinsonism). Also, repeated testing over time in the same individual may reveal patterns of change not evident using a single time point for testing.

Moreover, with the population of older adults increases in the US, older adults’ rates of ED visits continue to grow [64]. According to the American Geriatrics Society guidelines, ED care should include a multifactorial fall risk assessment that health professionals should perform for all older persons who live at home [250]. The American College of Emergency Physicians further endorses fall risk screening [28]. There are many fall risk assessment tools, few of which are practical to perform in the ED setting, and none have a good predictive
Figure 8.3: A frequency response plot of the Butterworth filter with a cut-off frequency at 12.5 Hz.

ability [204]. A feasible fall-risk screener such as the one we tested could help identify individuals who are at greater risk for falls and target them for physical therapy interventions focused on improving sit-to-stand transitions and gait stability.

8.5 Conclusion

We examined whether we could detect past and future falls using a deep learning approach applied to 3-axis accelerometer data collected during a brief gait task in the emergency department setting among older community-dwelling adults. With the leave-one-out model, the hybrid convolutional recurrent neural network deep learning approach achieved high accuracy for detecting past falls and predicting future falls. Looking to the future of clinical practice, the combination of such deep learning models with short gait and balance tasks and widely available smartphone sensors could transform the standard of care for older adults.
Figure 8.4: Boxplot of the number of 1-second windows in those who have not-fallen/fallen in the past year.

Figure 8.5: Boxplot of the number of 1-second windows in those who have not-fallen/fallen in the future 90 days.
Table A1: Important features, after feature selection, for detecting past falls and future falls.

<table>
<thead>
<tr>
<th>Important Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean of the ML acceleration signal amplitudes</td>
</tr>
<tr>
<td>Mean of the AP acceleration signal amplitudes</td>
</tr>
<tr>
<td>Standard Deviation of the V acceleration signal amplitudes</td>
</tr>
<tr>
<td>Pair-wise correlation between the ML and V acceleration signal amplitudes</td>
</tr>
<tr>
<td>Pair-wise covariance between the V and AP acceleration signal amplitudes</td>
</tr>
<tr>
<td>Pair-wise covariance between the ML and AP acceleration signal amplitudes</td>
</tr>
<tr>
<td>Pair-wise covariance between the ML and V acceleration signal amplitudes</td>
</tr>
<tr>
<td>Maximum value of the ML acceleration signal amplitudes</td>
</tr>
<tr>
<td>AP triangle duration</td>
</tr>
</tbody>
</table>
9.0 Conclusion

The use of accelerometers and AGMs is increasing due to the ease of use and low cost. The ultimate goal is to develop screening measures for a walking-related physical-function decline. Also, acceleration-based models and AGMs could inform intervention strategy and monitor outcomes. However, currently, there is a disparity in the literature in reviewing the different mapping of AGMs to aspects of motor skill. In this dissertation, we characterized the three different modes of walking, defined seven motor skill aspects of walking, categorized five broad categories of AGMs, and discussed the typical AGMs used for the aspects of the motor skill of walking (Supplemental Figures in [78]). This dissertation elucidated how AGMs supplement simple measures and improve our understanding of how AGMs can be used to investigate locomotion.

In Chapter 4, we demonstrated that it is possible to create a non-linear, symbolic model of the human body, as a network of body sensors (or a body sensor network). Symbolic models that are individualized to a person and how they walk would have multiple applications to the clinical field. For example, these models can be used as a means of quantifying how close a patient’s manifestation of walking is to an idealized model. If patient data does not fit these models well, it could be a sign of poor posture, injury, or some other underlying health problem. Furthermore, poor model fits can be used as a possible predictor of cognitive impairment or falls. These models could also be used to track therapy effectiveness; if the patient’s data becomes closer to the idealized model throughout treatment, then there is a good indication that the therapy is working.

Personalized or precision medicine, or the concept of identifying and aiding individuals by their data, can significantly benefit from these individualized models, perhaps in combination with other types of models, because they could be useful in situations where strict monitoring would be valuable. For example, athletes may want to monitor their movements to check for abnormalities that may be an indication of an underlying problem such as degenerative bone disease. Deployed military personnel can also test stresses or injury with these types of models. Active monitoring could be done on elderly individuals at risk of falling and
suffering injury, as well. If these models begin detecting abnormalities and deviations from what is expected, it could warn the user to refocus as they are currently at risk of falling.

In Chapter 5, we found that the accelerometer signals, from six different body sites, used within two methods: the acceleration peak-finding method and the inverted pendulum method produced spatiotemporal estimates of walking. The innovation and the contribution of this work is that we performed similarity tests for all the spatiotemporal estimates from both methods compared to a treadmill - our results showed that the back accelerometer consistently was able to produce similar results. This improvement in using these algorithms is shown for slower walking. These results have the potential for improving clinical measures for patients and older adults. Further development and testing of models will allow application of these algorithms to a more generalizable population with varying gait speeds.

Typically, the spatiotemporal aspect of gait has been measured via the combination of many expensive machinery, such as inertial sensors, instrumented mats, force platforms, special insoles, and camera-tracking systems [246]. Cheaper methods have emerged, such as using the IMUs from accelerometers, gyroscopes, and magnetometers. However, as mentioned in [85], researchers have not calculate step width and step width variability from using a single tri-axial accelerometer alone. Spatiotemporal estimation is at the core of understanding various pathological and physiological states in older adults and, particularly, adults with medical conditions.

Our work in estimating step width and width variability first comes from characterizing the observable simple gait measures. Further work will consist of creating a three dimensional model that can estimate the foot angle during the step, from which we can determine step width.

AGM calculation and its use is at the heart of this dissertation. In Chapters 6 and 8, linking motor skills of walking to AGM metrics proved useful in quantifying declines due to aging and other neuromotor factors. In application, AGMs have been used to detect differences and changes in motor performance due to learning/expertise, or task and environment manipulations.

This process first starts with the raw ML, AP, and V accelerations from the accelerometer as input data. Signal pre-processing methods are applied on this input data. Stride and/or
Figure 9.1: An overview of the supervised machine learning pipeline.

Window segmentation is performed to create samples/observations/rows for the feature set. Features are extracted as per the calculations required for each AGM. These features are ranked using the t-test; additionally, redundant features are eliminated if they are highly correlated. Features can also be transformed using PCA methodology.

Since AGMs are a promising component of motor skill research, machine learning with AGMs in the feature set may help older adults’ quality of life and reduce the strain on healthcare. An overview of a typical flow of tasks for machine learning is shown in Figure 9.1.

In Chapter 7, we pointed out that even validated measures of aspects of the motor skill of walking (such as smoothness) may not be well-validated throughout the literature. In this case, the harmonic ratio, was a well-validated metric for measuring the smoothness of walking - we wanted to see if there were any comparable measures of smoothness of walking.
We used a concordance analysis technique to confirm whether other measures of smoothness used in the literature were concordant with the harmonic ratio. Only jerk-cost showed a level of high concordance. Future work includes the investigation of AGMs in all areas of the motor skill of walking, so that further work can be done in helping individuals whose walking motor skill is affected.

9.1 Possible Future Work with AGMs

Without reliable and accessible tools within an established signal pre-processing pipeline, the use of AGMs in research cannot be feasible. Acceleration signal pre-processing can be a time-consuming task and can get in the way of diagnosing or analyzing a clinical problem. The assessment of gait in the clinical space lacks maturity with the use of these signal pre-processing tasks.

Computing languages, packages, and toolboxes will come and go, but there will always be a constant need for technological tools that are more accessible to researchers of all levels. Some of the attributes any tool processing the acceleration signal to AGMs should have are the ability to visualize accelerations, packages that can filter out signal noise, and the ability to extract signal features into a data structure, that can later be used in statistical modeling. While MATLAB, Python, and the other current tools have all of these pieces, tools with greater ease of use and reduced requirements for programming could make these measures more available to a broader audience of researchers and clinicians.

In Figure 9.2, the future of this field and how gait accelerometry research can be ameliorated through the use of AGMs, not just in the clinical space but also in the hands of patients and consumers. For instance, AGMs combined with electronic health and medical records may be used to identify those with a high risk of falls [211]. Since wearables are increasingly reducing in size, they can be used as a means to provide digital medicine with a harmonious set of biomarkers (risk, diagnostic, monitoring, prognostic, etc.) [69].
Figure 9.2: Comparison between the current and future state of acceleration gait measure use in research.
10.0 Abbreviations

- **AGM**: Acceleration Gait Measures
- **ML**: Mediolateral
- **V**: Vertical
- **AP**: Anterior-posterior
- **IMU**: Inertial measurement unit
- **LDS**: Local dynamic stability
- **IQR**: Interquartile range
- **ANOVA**: Analysis of variance
- **DFT**: Discrete Fourier transform
- **FFT**: Fast Fourier transform
- **DWT**: Discrete wavelet transform
- **AIC**: Akaike information criterion
- **PCA**: Principal components analysis
- **PC**: Principal component
- **ICA**: Independent Component Analysis
- **SVM**: support vector machine
- **EA**: Evolutionary algorithms
- **GP**: Genetic programming
- **ANN**: Artificial neural networks
- **CNN**: Convolutional neural networks
- **TPR**: True positive rate
- **TNR**: True negative rate
- **FPR**: False-positive rate
- **PPV**: Positive predictive value
- **NPV**: Negative predictive value
- **AUC**: Area under the curve
• **ROC**: Receiver operating characteristic
• **MAE**: Mean absolute error
• **MAPE**: Mean absolute percentage error
• **PRIMA**: Program to Improve Mobility in Aging
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