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Abstract 

Biomimetic Intracortical Microstimulation in Human Somatosensory Cortex for a 

Bidirectional Brain-computer Interface 

 

Christopher Hughes, PhD 

 

University of Pittsburgh, 2021 

 

 

 

 

Intracortical microstimulation (ICMS) of human somatosensory cortex can restore tactile 

sensations to people who have lost them. While ICMS can elicit tactile percepts that feel like they 

originate in the paralyzed hand and can improve brain-computer interface (BCI) control, the 

percepts can vary in terms of quality and naturalness. The goal of this work was to understand how 

modulating ICMS parameters can affect stimulation-induced tactile perception in humans. To this 

end, I asked how ICMS amplitude and frequency shape tactile perception. I found that ICMS 

amplitude consistently increased intensity. Surprisingly, increasing the ICMS frequency evoked 

more intense percepts on some electrodes but evoked less intense percepts on other electrodes. 

These different frequency-intensity relationships were divided into groups which also evoked 

distinct percept qualities at different stimulus frequencies. Further, changing the spacing between 

individual pulses without changing the overall charge or number of pulses changed the evoked 

percepts on half of the tested electrodes. 

I then created ICMS pulses trains based on neural data from non-human primates that 

represented different features of the cortical response to mechanical tactile input. Using these 

biomimetic ICMS trains, I found that biomimetic trains that mimicked the spiking patterns of 

individual cortical neurons had electrode specific effects and did not generally improve 

naturalness. However, biomimetic trains that mimicked the recruitment of populations of neurons 

by varying stimulus amplitude were able to increase the perceived naturalness across many tested 
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electrodes. These stimulus trains also increased the intuitiveness of stimulation, resulting in 

percepts that felt more like real mechanical input. Finally, we found that compared to fixed 

parameter stimulation, these biomimetic trains produced percepts that were more focal and were 

more likely to have the quality of “poke.” 

Biomimetic modulation then might provide a superior way to encode sensory input by 

evoking more focal percepts and improving the naturalness and intuitiveness of evoked percepts. 

Future work will need to evaluate if biomimetic amplitude modulation can produce similar effects 

in other people with electrodes implanted in somatosensory cortex. This method then can improve 

upon sensory feedback algorithms for bidirectional BCIs, potentially improving the functionality 

in future clinical applications.   
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1.0 Introduction 

The ultimate goal of ICMS of somatosensory cortex is to restore fully naturalistic and 

functional sensations to people with spinal cord injuries. To create these naturalistic percepts, 

stimulation would likely need to recruit neurons in a manner similar to normal activation. Stimulus 

trains that are built to emulate neural activity are known as “biomimetic.” Using biomimetic 

approaches stands in contrast to using “adaptive” approaches, in which the user would need to 

learn arbitrary mappings of sensation evoked by ICMS to tactile input. In a very basic sense, 

biomimetic can refer to simply aligning the areas of evoked sensation and input to the artificial 

limb (Abbasi et al., 2020). However, more advanced approaches would involve recruiting 

individual neurons in a way that completely mimicked normal recruitment (Fagg et al., 2007; Saal 

& Bensmaia, 2015). This likely will require more sophisticated technology than is currently 

available. 

Utah electrode arrays recruit neurons up to 2 mm away from the electrode, and typically 

500 μm away (Overstreet, Klein, & Helms Tillery, 2013). Neurons recruited this way are recruited 

simultaneously. Therefore, targeted stimulation of individual neurons with biomimetic trains is not 

possible with current implants. Additionally, many different types of neurons exist in the brain, 

and the role of these different neurons are only beginning to be understood (Swanson & Maffei, 

2019). Likely, these neurons play different roles in the processing of somatosensory information. 

Targeting neurons of specific types with specific trains biomimetically encoded to the input will 

require a better understanding of how these neurons work together to process tactile information 

normally.  
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Current approaches to sensory feedback with ICMS align evoked projected fields with the 

input to the robotic limb (S. N. Flesher et al., 2021). However, the ICMS trains provided are 

modulated linearly by force, which doesn’t align with how neural activity is normally evoked in 

the cortex. In response to tactile input, the somatosensory cortex responds at a higher amplitude 

during the onset and offset transients, resembling more closely the derivative of force(Callier, 

Suresh, & Bensmaia, 2018). Regardless, even with non-biomimetic approaches, sensory feedback 

can improve robot control (S. N. Flesher et al., 2021).  

One method to create biomimetic trains that has recently become available is TouchMime 

(Okorokova, He, & Bensmaia, 2018). TouchMime is a software that can take in force profiles and 

output simulated neural activity. This simulation is based on data collected in peripheral nerves 

and cortex of non-human primates. This approach has been used successfully for creating 

biomimetic feedback for stimulation of peripheral nerves (George et al., 2019; Giacomo Valle et 

al., 2018). These studies found that biomimetic feedback could improve the perceived naturalness 

of elicited sensation and improve the function of the hand for tasks that involved manipulating 

objects. Previously, no work has investigated if biomimetic approaches can improve sensations 

evoked by intracortical microstimulation.   

In this work, I have investigated the efficacy of intracortical microstimulation (ICMS) for 

restoration of somatosensation and how parameters of ICMS affect tactile perception. The ultimate 

goal of this work is to better understand how electrical stimulation affects the somatosensory 

cortex and consequently perception so we can design better tools and algorithms for restoring 

touch in a bidirectional brain-computer interface (BCI). Each chapter in this dissertation explores 

a small aspect of this goal based on experiments I have conducted during my graduate studies. All 

these findings are united under the framework of biomimetic stimulation, which I believe based 
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on the findings in this dissertation, provide a better strategy for providing sensory feedback than 

traditional linear methods. 

The second chapter is based on a first author book chapter from the Handbook of Clinical 

Neurology and discusses much of the background of this work. This chapter covers the history of 

cortical stimulation and brain-computer interfaces as well as some of the relevant neuroscience. It 

also points out many of the current limitations and discusses biomimetic stimulation as a potential 

solution to some of these problems. 

The third chapter discusses general methods that are relevant to all the studies presented 

afterwards, including participants, implants, and stimulation protocols. 

The fourth chapter is based on two manuscripts, one currently in review and one currently 

in preparation, and discusses the work I have done looking at the stability of recording quality, 

impedances, evoked sensations, and material on both stimulated and non-stimulated electrodes. I 

found that generally signal quality decreases over time on both stimulated and non-stimulated 

electrodes, but stimulation does not affect this trend in a significant way. The ability to detect 

stimulation also only ever improved over time. Interestingly, we found, in collaboration with Tracy 

Cui’s lab, that explanted electrodes with only a small amount of charge injected showed 

demetallization on one implanted array but not the other. These results indicate that even small 

amounts of stimulation, under certain conditions, can lead to electrode damage. While physical 

damage may occur, we did not find that potential damage affected signal quality or the ability to 

evoke percepts, but it is possible that damage could lead to sudden failure in the future. 

The fifth chapter shows some preliminary results for signal and stimulation stability in a 

third participant (P3). The vast majority of the data in this thesis was collected from participant 

P2, who has been implanted for more than 6 years. At this time, participant P2 has been implanted 
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for less than one year, but it is nevertheless important to summarize the results here. Specifically, 

I describe   in comparison to similar results collected in P2. 

The sixth chapter is based on a paper currently in revision at eLife and focuses how 

parameters of stimulation affect perception of intensity and quality. Amplitude and train duration 

were found to have consistent effects on perception, where increases in either of these parameters 

resulted in increases in intensity. Frequency, however, had electrode specific effects in which some 

electrodes had higher intensities at higher frequencies, while most electrodes had the highest 

intensity at a lower frequency. I found in both tested participants that these electrode specific 

effects clustered spatially in the cortex, implying that this has to do with the underlying structure. 

I also found in one participant that these electrode specific effects related strongly to the evoked 

perceptual qualities. These results then imply that different areas of somatosensory cortex will 

respond differently to stimulation, which we believe to be related to the structural organization of 

cortex for processing stimulus features. 

The seventh chapter is based on a conference proceeding from IEEE NER 2021, which was 

selected as a top 10 conference paper and for full publication in Transactions on Neural Systems 

and Rehabilitation Engineering and delves a bit more into stimulus frequency in a different 

manner. I investigated if changing the timing of pulses, or more specifically the spacing between 

pulses, while maintaining the same overall charge and number of pulses could result in changes in 

perception. I found that on half of tested electrodes, changing just the spacing between pulses could 

result in perceptible differences. I found further that increases in the spacing decreased the 

frequency perception, like what has been shown previously with vibrotactile input to the hand of 

intact people. This work provides evidence then that the timing of ICMS pulses behaves like 



 5 

normal tactile input and provides further evidence that the cortex might be organized for feature 

encoding, where some areas of cortex are more sensitive to the timing of pulses. 

The eighth chapter is based on a manuscript in preparation and explores the phenomenon 

of habituation. Habituation refers to decreases in perceived intensity of sensation following long 

period of continuous stimulation. This phenomenon has been observed in other stimulation 

modalities, such as the peripheral nervous system and visual cortex, and was also found here. We 

found that completely continuous stimulation, even with burst modulation, resulted in extinction 

of perception over time. Providing intermittent stimulation, in which stimulation was provided for 

short periods with longer breaks in between, was able to maintain perception over longer periods 

of time. These results then imply an intermittent stimulation paradigm might be better for 

maintaining sensation over long periods of time, which would provide better functional feedback 

for a bidirectional brain-computer interface. 

The final chapter is based on another manuscript in preparation and explores how 

biomimetic encoding of stimulation affects the evoked perception. I found that biomimetic 

frequency modulation did not generally increase naturalness but instead had electrode specific 

effects, which aligns well with our previous findings on the effects of frequency. Biomimetic 

amplitude modulation, however, was able to increase the naturalness and intuitiveness of 

stimulation and evoke more focal percepts in one participant.  

Tying all this work together, in the conclusion I discuss in detail why biomimetic amplitude 

modulation can provide a superior method to encode sensation. With biomimetic modulation of 

pulse trains, based on output from TouchMime, we can a) reduce the total charge injected, 

potentially improving electrode longevity, b) provide intermittent stimulation transients, resulting 

in maintained perception for long periods of time, c) stimulate electrodes with individualized pulse 
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trains based on electrode specific relationships (based on SA and RA type output from 

TouchMime), and d) improve the overall naturalness and intuitiveness of evoked percepts with 

biomimetic amplitude modulation.  

Future work will need to evaluate the efficacy of biomimetic stimulation in more 

participants and on bidirectional BCI control. These approaches can potentially be improved by 

newer technologies with more targeted stimulation and can be informed further with experiments 

in animal models.  
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2.0 Background 

This chapter is taken directly from a first author book chapter published in the Handbook 

of Clinical Neurology titled: “Bidirectional Brain-Computer Interfaces” and modified slightly for 

this dissertation (C. L. Hughes, Herrera, Gaunt, & Collinger, 2020). Permission was obtained by 

Elsevier publishing to use this chapter in my dissertation (Order number:  

5107221262154) 

Brain-computer interfaces (BCIs) are devices that allow neural activity in the brain to be 

recorded or modulated by a computer system. BCIs can be used as a basic research tool to 

investigate brain function but are more commonly associated with their potential to improve the 

quality of life for individuals affected by debilitating disorders of the brain, spine, limbs, and 

sensory organs. While there are many approaches to creating an interface with the brain and many 

technologies that can fit the definition of BCI, we focus on devices that are implanted in the cortex 

itself (intracortical BCI) or on the surface of the brain. For BCIs to achieve the ultimate goal of 

fully and completely replicating able-bodied function, they will need to integrate both motor and 

sensory capabilities. Here, I will describe the basic concepts and rationale behind a bidirectional 

BCI that not only translates neural activity recorded from primary motor cortex (M1) into control 

signals for a device but also provides somatosensory feedback by translating external sensor 

information, e.g., from a prosthetic hand, into electric stimulation patterns delivered to primary 

somatosensory cortex (S1) (Figure 1). Then I will discuss some of the motivation surrounding a 

principled biomimetic approach to sensory feedback 
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2.1 Bidirectional Brain-computer Interfaces 

In recent years, there has been significant progress toward developing prostheses that 

restore movement of the arm and hand (Ajiboye et al., 2017; Bouton et al., 2016; Carmena et al., 

2003; Collinger et al., 2013; Hochberg et al., 2012; Santhanam, Ryu, Yu, Afshar, & Shenoy, 2006; 

Velliste, Perel, Spalding, Whitford, & Schwartz, 2008) with demonstrations of up to 10 dimensions 

of simultaneous and continuous control (Wodlinger et al., 2015). This level of control allows the 

arm to be positioned and oriented in space, and finger movements to be combined into different 

functional grasp postures. Recently, intracortical BCIs have been combined with functional 

electric stimulation of muscles to restore arm or hand movements in monkeys (Ethier, Oby, 

Bauman, & Miller, 2012; Moritz, Perlmutter, & Fetz, 2008) as well as humans (Ajiboye et al., 

2017; Bouton et al., 2016). 

While these reports illustrate the progress that has been made in BCI for motor control, 

significantly less attention has been given to restoring tactile or cutaneous sensations, which can 

be crucial for grasping and manipulating objects. For simple tasks, tactile feedback can signal 

important changes in state, such as object contact (Roland S Johansson & Flanagan, 2009). Sensory 

feedback becomes even more crucial for tasks that require fine dexterity, such as lighting a match 

or orienting a key (Robles-De-La-Torre, 2006). Sensory and motor functions do not exist as 

distinct processes; rather our brains create complex motor plans and compare the desired outcome 

with sensory feedback to make appropriate adjustments (Wolpert, Ghahramani, & Jordan, 1995). 

These motor plans are the product of experience shaped by sensory feedback, which motivates the 

need for sensory feedback in clinical applications of BCI. 
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Figure 1. Bidirectional brain-computer interfaces A bidirectional BCI records neural activity to derive a control 

signal for an end effector, such as a robotic arm, while also providing sensory feedback by stimulating the brain based 

on sensor output from the end effector.  

 

Clinical trials of implanted BCI systems have been informed by basic science efforts. Much 

of this work originated with patients undergoing brain monitoring for intractable epilepsy. Today, 

it has been expanded to individuals with spinal cord injuries who have been implanted with 

intracortical electrodes in primary somatosensory cortex as part of clinical trials to develop 

bidirectional BCIs. These implants are able to evoke sensations that feel like they originate from 

focal locations on the hand (S. N. Flesher et al., 2016) or arm (Armenta Salas et al., 2018). While 

evoked sensory percepts have naturalistic qualities, additional work is needed to optimally produce 

natural and useful sensations. Here, I will review the neuroscience of somatosensation, the history 

of cortical stimulation for somatosensation, current approaches to creating bidirectional BCIs, and 

biomimetic approaches to sensory feedback. 
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2.1.1 Importance of Sensory Feedback for Bidirectional BCIS 

During grasping, somatosensory feedback provides critical cues about hand shape and 

object contact and release that shape the motor plan (Flanagan, Bowman, & Johansson, 2006; D. 

A. Nowak, Glasauer, & Hermsdörfer, 2013). This tactile information is multifaceted and includes 

the timing, magnitude, direction, and spatial distribution of forces applied to the skin from which 

information about surface shape and object friction can be determined (I Birznieks, Jenmalm, 

Goodwin, & Johansson, 2001; Gordon, Forssberg, Johansson, & Westling, 1991; P Jenmalm, 

Dahlstedt, & Johansson, 2000; P Jenmalm & Johansson, 1997). Sensory feedback informs motor 

plans for future interactions, but also allows for error corrections on a moment-by-moment basis 

(Gordon, Westling, Cole, & Johansson, 1993; Per Jenmalm, Schmitz, Forssberg, & Ehrsson, 2006; 

R S Johansson & Westling, 1988; Roland S Johansson & Flanagan, 2009). 

Powerful examples of the importance of these sensory signals are found by observing the 

limitations in motor performance that occur in the face of sensory impairment. For example, when 

cutaneous afferents with receptive fields in the digits are anesthetized, manipulation of objects is 

impaired, leading to difficulties in reacting to unexpected loading conditions or moving grasped 

objects (Roland S. Johansson, Häger, & Bäckström, 2004; Monzée, Lamarre, & Smith, 2006). 

One interesting case study of a person with chronic sensory impairment involves a man 

who was deafferented due to severe peripheral sensory neuropathy (Rothwell et al., 1982). This 

person could conduct instructed motor programs (including a hand orientation and force matching 

task) in a lab setting with almost no issues but had severe difficulties in performing daily tasks that 

required fine dexterous movement, such as buttoning a shirt or writing with a pen. Cases have also 

been reported of people losing proprioceptive feedback due to large diameter afferent degeneration 

that leads to severely compromised motor control, particularly without vision (Sainburg, Ghilardi, 
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Poizner, & Ghez, 1995; Sainburg, Poizner, & Ghez, 1993; Sanes et al., 1984). These observations 

demonstrate that somatosensory feedback is a crucial component of normal motor control: it is 

critical to perform normal reaching movements and to grasp and manipulate objects. Therefore, an 

important challenge for BCI development is to create technologies that can convey sensory 

information back to the user in a way that enables skilled movements and object manipulation. For 

those interested in further exploring the role of sensory feedback in motor control, we refer you to 

some excellent reviews (Flanagan et al., 2006; Roland S Johansson & Flanagan, 2009; R. Schmidt 

& Lee, 2005). 

2.2 Neuroscience of Sensory Restoration 

Developing technologies that interface with the nervous system to restore normal motor 

and sensory functions requires a strong understanding of the underlying neuroscience. Although 

developing a deeper understanding of somatosensory neuroscience is the focus of many research 

labs, there is much we currently know about the neural control of movement and somatosensation 

that can be applied to BCI technology. 

2.2.1 Somatosensory Receptors and the Pathway to the Brain 

The perception of touch originates in the periphery from the complex patterns of skin 

deformation and vibration detected by many types of peripheral receptors, including four types of 

cutaneous mechanosensitive receptors: Merkel disks, Meissner corpuscles, Pacinian corpuscles, 

and Ruffini endings. Each of these receptor types is typically associated with a particular function; 
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however, in normal interactions, simultaneous activation is common. Merkel disks, located in the 

basal epidermis, are typically associated with discrimination of the texture and spatial properties 

of a stimulus. Meissner corpuscles, located in the papillary dermis, are important for hand 

adjustment in the presence of slipping and respond to moderate frequency vibrations. Pacinian 

corpuscles, located in the hypodermis, are important for detection of high frequency vibratory 

sensations but are not sensitive to static forces. Ruffini endings, located in the reticular dermis, 

respond primarily to skin stretch and subsequently provide information regarding the direction of 

object motion and force. Merkel disks and Ruffini endings adapt slowly, meaning they fire for 

extended periods of time in the presence of a stimulus, while both Meissner corpuscles and 

Pacinian corpuscles adapt rapidly to stimuli and are unresponsive to sustained input. These 

receptors also have different densities in the glabrous skin of the human hand, with Meissner 

corpuscles and Merkel disks being most prominent in the fingers—especially the fingertips—the 

Pacinian corpuscles and Ruffini endings being broadly distributed throughout the hand, but at 

lower overall densities. For an in-depth review of these mechanoreceptors and their functions, see 

(K. O. Johnson, 2001) 

Embedded in muscles and joints are a completely different set of mechanosensitive 

afferents that give rise to our proprioceptive sense. Proprioception—the ability to know where our 

limbs are in space—is conveyed primarily though muscle spindles and Golgi tendon organs within 

muscle bellies and tendons, respectively, and a variety of receptors within joints themselves. The 

muscle spindle is a remarkably complex sensory structure that is innervated by multiple classes of 

primary sensory afferents but is also under the control of a parallel motor system, known as the 

gamma motoneuron system. In broad terms, muscle spindles are sensitive to the length and change 

in length of muscles themselves, while the gamma motoneuron system regulates the gain of stretch 
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sensitivity. Golgi tendon organs are distributed in tendons, and produce output that is roughly 

proportional to the tension in the tendon. Finally, joint capsule receptors can produce output that 

is modulated by the joint angle, and often fire particularly vigorously near the extremes of the 

range of motion. The proprioceptive system and its role in perception and movement control is the 

subject of many recent review articles, which the reader can turn to for further information 

(Prochazka & Ellaway, 2012; Proske & Gandevia, 2009, 2012). 

The axons of the primary afferent neurons innervating these peripheral receptors in the 

hand and arm form peripheral nerves, which ultimately enter the spinal cord through the cervical 

spinal nerves. The spinal nerves are divided into dorsal (posterior) and ventral (anterior) 

components (the Bell-Magendie law) with sensory afferents traveling in the dorsal component. 

The cell bodies of these primary afferent neurons are located in the dorsal root ganglia, an 

enlargement in the sensory root, most commonly located in the intervertebral foramina. The axons 

carrying touch and proprioceptive information then send projections into the spinal cord and 

synapse in various lamina of the spinal cord before ascending through the dorsal column–medial 

lemniscus pathway to a first synapse in the dorsal column nuclei. Second order neurons then 

project to the ventroposterolateral nucleus of the thalamus, which has outputs to the primary 

somatosensory cortex (S1) (Figure 2). Not all information that passes through these areas makes 

it to S1, and what does make it through is regulated by reciprocal projections from the cortex to 

intermediate parts of the pathway (Künzle, 1977; Nothias, Peschanski, & Besson, 1988). Sensory 

signals arriving through the spinal cord also project to the cerebellum via different spinal tracts 

and to other areas of the brain via different thalamic pathways. For a more detailed description of 

these sensory pathways, see (Patestas & Gartner, 2006). 
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2.2.2 Somatosensory Cortex 

Sensations originating from specific locations on the body are projected to corresponding 

areas in S1, forming a somatotopic representation of the body (Kaas et al., 1981). This somatotopic 

representation is organized along the medial–lateral axis of the brain where the most medial areas 

of the postcentral gyrus correspond to legs, and moving laterally, progresses to the trunk, arms, 

hands, and face. Some parts of the body have a larger representation than others in S1, depending 

on the relative importance of that area and the number of receptors present in the periphery: an 

increased number of receptors corresponds to increased representation in the cortex that leads to 

finer two-point discrimination. As one might expect, the fingertips and hand representations are 

particularly large. In the rostral–caudal direction, S1 is divided into regions known as Brodmann’s 

areas 1, 2, 3a, and 3b (Brodmann, 1909) (Figure 2). Each of these areas is associated with a distinct 

distribution of cells throughout the cortical layers, unique intra- and subcortical connections, and 

distinct functionality. Area 3a receives information about movement through large inputs from 

muscle spindles and thus plays a large role in proprioception (Mima et al., 1997). Areas 3b and 1 

contain information about object structure and texture and are associated with tactile perception 

(Paul, Merzenich, & Goodman, 1972). Neurons in these areas likely receive convergent input from 

different populations of peripheral receptors (Saal & Bensmaia, 2014). Area 2 contains 

information about vibratory type sensations and likely contributes to the integrated processing of 

proprioceptive and tactile information (Pons & Kaas, 1986). 

Due to the organization of the primary somatosensory cortex, only area 1 and perhaps 

portions of area 2 are easily visible on the surface of the brain. Device implantation is greatly 

simplified in these areas, although more challenging targets such as thalamus have also been 
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targeted (Heming, Sanden, & Kiss, 2010). Somatosensory cortex has six layers each with different 

attributed functions. Layer IV receives inputs from thalamus and thus may be the ideal target for 

stimulation that is designed to mimic sensory inputs arriving from the periphery, although, another 

possible target for stimulation is layer III, which primarily receives cortico-cortical inputs. 
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Figure 2. Sensory transduction from the finger to the brain. Peripheral mechanoreceptors in the fingertips send 

sensory information upstream through the spinal cord, brainstem, and thalamus to the primary somatosensory cortex. 

Somatosensory cortex is divided into four subregions, areas 3a, 3b, 1, and 2, each one of which possesses different 

functions based on the inputs from the periphery and computations performed. Image credit: Kenzie Green. 
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2.3 History of Human Cortical Stimulation 

Much of the inspiration for attempting to restore conscious percepts through cortical 

stimulation in humans comes from the landmark findings of Wilder Penfield, a Canadian 

neurosurgeon who famously investigated the somatosensory and motor cortices in people with 

epilepsy using electric stimulation during invasive surgeries beginning in the 1930s (Penfield & 

Boldrey, 1937). While the surgeries were performed with clinical benefit in mind, namely to 

localize and remove brain tissue associated with seizure generation, the neuroscientific findings of 

these investigations were profound. Penfield and Boldrey clearly demonstrated that there was 

strong functional organization in the cortex and provided one of the earliest demonstrations that 

electric stimulation of the cortex could evoke neural activity, and ultimately elicit memories, 

movement, and conscious sensations. Although Penfield is widely recognized as having pioneered 

the clinical use of electric stimulation of the cortex, Fritsch and Hitzig had demonstrated that the 

brain was responsive to electrical stimulation in 1870 (Fritsch & Hitzig, 1870). Later on in the late 

1920s, Foerster was able to evoke “phosphenes,” or points of light, in the visual field of humans 

by stimulating the occipital lobe (Foerster, 1929). These findings inspired many groups, including 

the lab of Giles Brindley and Walpole Lewin, to investigate how electric stimulation could be 

applied to neuroscientific investigation. Brindley and Lewin implanted radio receivers connected 

to platinum stimulating electrodes on the surface of the visual cortex of a human (Brindley & 

Lewin, 1968). A transmitting coil was placed above the receiver and controlled the implanted 

stimulator, which induced phosphenes in a blind person. This experiment was a precursor to 

cortical visual prostheses that was taken up by Dobelle (W. H. Dobelle & Mladejovsky, 1974). 

Dobelle began studying stimulation of the visual system in the 1970s and published results of a 
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rudimentary visual prostheses in the year 2000 (W. Dobelle, 2000). In both systems, the electrodes 

were relatively large (0.5–2mm in diameter) and were placed on the surface of the visual cortex. 

An alternative approach to surface stimulation is to place microwire electrodes directly into 

the cortex, which brings the active electrode region closer to the target neural populations deeper 

in the cortex around layer IV, which receives sensory input regions to the cortex from subcortical 

structures (Viaene, Petrof, & Sherman, 2011). In the 1990s, two experiments were conducted, first 

as intraoperative procedures (Bak et al., 1990) and then as a long-term implant (E. M. Schmidt et 

al., 1996)in which multiple microwire electrodes were placed into the visual cortex. These patients 

reported seeing phosphenes, but at much lower current intensities than were required for 

stimulation at the surface of the cortex. Ultimately, concerns about electrode–tissue safety, as well 

as technical and infrastructure challenges, ended this research and until very recently there were 

no further reports of long-term microstimulation in the human cortex. 

Although Penfield reported on the organization of somatosensory cortex as early as 1937 

(Penfield & Boldrey, 1937), it is only in recent efforts that this area has become the target for 

efforts to elicit somatosensory percepts in the context of neural prostheses. One significant reason 

for this is that cortical motor prostheses only started to be developed in the late 1990s, when it was 

demonstrated that an actuator could be controlled by motor cortex activity in rats (Chapin, Moxon, 

Markowitz, & Nicolelis, 1999). The first human trials of motor neural prostheses did not begin 

until the middle of the first decade of the 21st century (Hochberg et al., 2006). Motor BCI, along 

with robotic technology, has now advanced to the point that somatosensory feedback has the 

potential to play an important role in device performance.  
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2.4 Current Approaches in Human Bidirectional BCI 

There are currently two categories of implanted electrodes that have been used in humans 

to elicit cutaneous sensations through electric stimulation of the cortex: those that are on the 

surface of the brain and those that penetrate the cortical surface. In both cases, these stimulation 

approaches use or adapt electrode technologies that are more commonly used for recording neural 

activity from the brain. Here, we highlight work on cortical stimulation that supports the 

development of bidirectional BCIs using each of these technologies and summarize several newer 

approaches to cortical stimulation that are being developed. 

2.4.1 Cortical Surface Stimulation 

Electric stimulation of the cortical surface is often associated with electrocorticography 

(ECoG), an electrophysiologic monitoring approach that uses electrodes placed on the surface of 

the brain, either above or below the dura mater. ECoG grids are most commonly used to monitor 

brain activity in people with intractable epilepsy and typically have electrodes that are 4–5 mmin 

diameter with 1 cm between electrode centers, although smaller electrodes and custom spacings 

have been used in research applications (Kramer et al., 2019; B. Lee et al., 2018; Wang et al., 

2013). The ECoG electrodes consist of an array of platinum disc electrodes embedded in a silicon 

sheet. Since platinum is generally considered to be an acceptable material for stimulation (Cogan, 

2008), these same electrode grids can also be used to stimulate the cortex. Clinically, electric 

stimulation through ECoG electrodes is normally used to map areas of the eloquent cortex prior to 

neurosurgical intervention (Borchers, Himmelbach, Logothetis, & Karnath, 2012). 
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Over the past 15 years, several research groups have leveraged the opportunity provided 

by having ECoG electrodes placed on the cortical surface to examine whether people can 

voluntarily modulate brain activity to control computers and devices (Cronin et al., 2016; 

Leuthardt, Schalk, Wolpaw, Ojemann, & Moran, 2004; Schalk et al., 2008; Vansteensel et al., 

2016; Wang et al., 2013; Yanagisawa et al., 2012). More recently, attention has turned toward 

restoring cutaneous percepts by stimulation through these electrodes in mapping studies similar to 

those performed by Penfield decades ago. These experiments have been performed either as part 

of monitoring studies for intractable epilepsy (Caldwell et al., 2019; Collins et al., 2017; Cronin et 

al., 2016; L. A. Johnson et al., 2013; Kramer et al., 2019; B. Lee et al., 2018) or as part of a BCI 

study (Hiremath et al., 2017) (Figure 3). 

One specific advantage of conducting these studies in humans is that we can record the 

verbal descriptions about how this kind of stimulation feels. In Penfield’s studies, patients 

commonly described the evoked sensations as “buzzy” and covering large regions of the body 

(whole hand, arm, etc.). In more recent studies, (L. A. Johnson et al., 2013) reported that two 

subjects perceived qualitatively different sensations (“wind running down the hand” and “light rub 

or a light buzz”) and the qualities of these sensations were not changed with variations in stimulus 

amplitude or frequency. However, (Hiremath et al., 2017) reported that the perceptual quality of 

the sensation evoked with stimulation on a high-density ECoG array could be changed by varying 

the pulse width, although the subject generally reported sensations that felt unnatural, with the 

larger pulse width generally corresponding to “electrical buzz” and the smaller pulse width 

generally corresponding to “tingling.” Since then, similar reports in people undergoing epilepsy 

monitoring have confirmed that cortical surface stimulation tends to generate tingling or electrical 

feelings, with occasional reports that are more naturalistic such as “something brushing,” “light 
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tapping,” or a “feeling of movement.” The location of the evoked sensation depends highly on 

electrode placement. Both standard and custom electrodes have been reported to evoke sensations 

over large areas of the hand or arm as well as more focal sensations covering 1 or 2 digits (L. A. 

Johnson et al., 2013). 

Apart from the conscious sensations evoked by stimulation, these studies explored several 

other interesting phenomena relevant to bidirectional BCIs. First, electrodes that were near each 

other on the arrays tended to evoke sensations from the same regions of the body. Electrodes that 

were adjacent were difficult to discriminate spatially, and electrodes pairs separated by at least one 

intermediate electrode were easily discriminable spatially (Hiremath et al., 2017). Second, 

increases in stimulation frequency, amplitude, and pulse duration led to increases in the reported 

intensity of the evoked percepts (L. A. Johnson et al., 2013; B. Lee et al., 2018). Finally, another 

study was conducted in the epilepsy monitoring unit to investigate whether cortical stimulation 

could induce ownership over an artificial limb (Collins et al., 2017). To do this, the subject was 

shown an artificial limb, which was touched with a probe. A 500-ms pulse train was 

simultaneously delivered to the corresponding region of the brain. This process induced a sense of 

ownership over the artificial limb. However, when the stimulation was altered either by stimulating 

a mismatched projected field or delaying the cortical stimulation relative to the visual stimulus, 

the illusion of ownership decreased (Collins et al., 2017). Overall, these studies show that cortical 

stimulation through grids of electrodes placed on the surface of the brain have the potential to be 

used as a feedback source in bidirectional BCI applications aimed at restoring cutaneous percepts, 

although the quality and location of sensations is highly variable between participants and 

electrode locations. 
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Figure 3: ECoG stimulation can drive sensation on the arms and hands.  A) An ECoG grid was implanted 

subdurally (yellow circles correspond to electrodes in S1 and blue circles correspond to electrodes in M1) in a person 

with arm paralysis due to brachial plexus injury. B) Electrode groups that correspond to the eight patterns of evoked 

sensations as reported by the participant, which are shown in C). The white electrodes had no response to cortical 

stimulation. The sketches in C) were made by the participant using his right hand on a template. Adapted with 

permission from Hiremath SV, Tyler-Kabara EC, Wheeler JJ et al. (2017). Human perception of electrical stimulation 

on the surface of somatosensory cortex. PLoS One 12(5): 1–16. 
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2.4.2 Intracortical Microstimulation 

Intracortical microstimulation (ICMS) is a more invasive approach to activating neurons 

and involves implanting the tips of microelectrodes within the cortex itself so that electrodes are 

close to the target neurons. This approach has a key potential advantage over stimulation of the 

cortical surface, since intracortical microelectrodes are typically close enough to neurons to record 

their activity, much smaller stimulation currents (typically 1–100mA) are required to activate these 

neurons. This in turn allows for the stimulation of very small volumes of tissue, resulting in the 

activation of nearby neurons (Armenta Salas et al., 2018; Bak et al., 1990; S. N. Flesher et al., 

2016; Otto, Rousche, & Kipke, 2005; Tehovnik & Slocum, 2009) ICMS can thus have greater 

selectivity than surface stimulation, which is a potentially important criterion for restoring 

somatosensory capabilities to individual digits, or even components of the digits.  

ICMS in the somatosensory cortex has been investigated for its potential to elicit tactile 

percepts in monkeys for several decades. In one landmark study, it was shown that monkeys could 

use mechanical stimulation of the digits or patterned ICMS that evoked percepts in the same digit 

equivalently in a frequency discrimination task (Romo, Hernández, Zainos, & Salinas, 1998) This 

suggested a direct relationship between percepts evoked by ICMS and natural tactile perception. 

Further studies have characterized the psychophysical characteristics of ICMS and demonstrated 

how amplitude, frequency, and pulse duration modulate detection thresholds in monkeys (S. Kim, 

Callier, Tabot, Tenore, & Bensmaia, 2015) Further, the ability to discriminate different parameters 

of stimulation produced characteristic psychometric curves described by sigmoidal functions 

relating variation of stimulation parameters to detection performance (Figure 4). The monkeys’ 

ability to detect and discriminate different ICMS parameters has been exploited in several 
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experiments where monkeys made BCI cursor movements (O’Doherty, Lebedev, Hanson, 

Fitzsimmons, & Nicolelis, 2009)or reaching movements (Dadarlat, O’Doherty, & Sabes, 2014; 

Fitzsimmons, Drake, Hanson, Lebedev, & Nicolelis, 2007) cued by ICMS. 
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Figure 4: Characterization of various stimulus parameters for intracortical microstimulation and their effect 

on the ability to detect stimulation in monkeys.  Adapted with permission from Kim S, Callier T, Tabot GA, et al. 

(2015). Behavioral assessment of sensitivity to intracortical microstimulation of primate somatosensory cortex. Proc 

Natl Acad Sci USA 112(49): 15202–15207. 
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One obvious limitation of ICMS in monkeys is that they cannot describe what these 

percepts feel like, nor can they easily be trained to report where on the body The sensation 

originates. To address these issues, to verify that the monkey findings hold true for humans, and 

to accelerate the development of bidirectional BCIs, our research group began a study of ICMS in 

humans. Microelectrode arrays were implanted in area 1 of S1 based on presurgical imaging with 

the goal of eliciting tactile sensations from the hand of a person with upper limb paralysis resulting 

from a spinal cord injury (S. N. Flesher et al., 2016). We were able to document what ICMS in S1 

“feels like” for the first time and how these percepts mapped to the body surface. In our first 

participant, we found that stimulation across the implanted electrodes evoked sensations 

corresponding to the expected somatotopy in S1 (Figure 5). These sensations spanned the upper 

palmar region of the hand and parts of the index finger and were typically focal in nature. One of 

the expected limitations of intracortical microelectrodes was that the spatial coverage was limited 

due to the small size of the electrode arrays compared to the region of area 1 involved in tactile 

sensations from the hand. 
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Figure 5: Intracortical microstimulation of area 1 can drive sensation on the hand.  (A) The subject indicated the 

areas of perceived sensation based on the electrodes stimulated. Colored areas show all projected fields reported. (B) 

A representation of the 32-channel Utah array implants. The colored mapping corresponds to the individual channels 

with reported projected fields on the hand in (A). The correspondence of the electrodes with the projected fields of 

the hand aligned well with known somatotopy. Adapted with permission from Flesher SN, Collinger JL, Foldes ST, 

et al. (2016) Intracortical microstimulation of human somatosensory cortex. Sci Transl Med 8(361): 1–11. 

 

Ultimately, there is a trade-off between the sensation specificity or focality, and the range 

over which these sensations can be generated. Recall that stimulation on the surface of the brain 

typically induces paresthetic “buzzing” sensations that are often experienced on an entire digit or 

even the whole hand and arm. Here, the participant reported feelings of “tingle,” “pressure,” 

“vibration,” “touch,” and “warmth,” with “pressure” present in 36.9% of reports and “tingle” 

present in 79.2% of reports. Many of these sensations are described as “possibly” and “almost” 

natural, although we have found it difficult to precisely characterize how ICMS-induced percepts 

compare to natural sensations. One crucial finding of this work is that the projected fields of 

individual electrodes have remained essentially constant over time with no major variations since 
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the subject began to report sensations from them. Interestingly, the number of electrodes that elicit 

detectable sensations increased over the duration of the experiment (Figure 6). This is in contrast 

to previous studies of recording quality with intracortical electrodes, which have shown decreases 

over time (Dickey, Suminski, Amit, & Hatsopoulos, 2009; Downey, Schwed, Chase, Schwartz, & 

Collinger, 2018; Fraser & Schwartz, 2012; Tolias et al., 2007). Of course, the ability to stimulate 

nearby neurons may depend on factors that are different from the ability to record from a given 

electrode, which has not been rigorously quantified. 

 

 

Figure 6: The number of electrodes able to evoke sensation increases over time. A human subject implanted with 

two microelectrode arrays in area 1 of somatosensory cortex showed an increase in the number of channels reported 

following an approximate logarithmic curve. The subject has shown no decline in reported channels after 6 months 

(unpublished results). 

 

We also performed psychometric evaluations of ICMS as part of these human experiments. 

We measured the detection thresholds using a two-alternative forced choice task design and found 

a range of 15–88mA with a median of 34.8 mA across the electrodes (S. N. Flesher et al., 2016). 

We also found a highly linear relationship between current amplitude and the perceived intensity 

of the stimulus and found that the just noticeable difference (JND) in stimulus amplitude was 

15mA. These results agree with reports from monkey experiments with identical stimulus 
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parameters although experiments in monkeys could not address questions about perceptual quality, 

such as perceived intensity. Overall, our experiments in a human participant have shown that focal, 

somewhat natural sensations coming from the hand can be evoked with ICMS and that the 

perceived intensity of the stimulus can be modulated with stimulation amplitude. This suggests 

that ICMS could be used to convey both the location and pressure of a contact event while 

remaining within a safe stimulus range. 

Another group has also demonstrated the use of ICMS in human S1 for tactile feedback 

(Armenta Salas et al., 2018). Rather than eliciting sensations on the hand, this group primarily 

found sensations on the arms, which were sometimes proprioceptive in nature. The difference in 

results between these two participants is likely due to differences in array placement. The arrays 

in this participant were more medial than in our participant and also agreed with the expected 

somatotopy of the somatosensory cortex with the medial electrode array evoking more upper arm 

sensations and the lateral array evoking more forearm sensations. The study participant reported 

many naturalistic sensations, with the most common reported percepts being “squeeze” and “tap.” 

One notable difference was a lack of reports of “tingle” sensations, which were common in our 

work. Variations in the perceptual quality of sensations could be related to the differences in array 

placement and the location of the evoked sensations. They may also highlight challenges with 

subjective evaluation of tactile perception, providing support for rigorous psychophysical 

quantification of somatosensory percepts. (Armenta Salas et al., 2018) confirmed prior reports in 

monkeys and humans that increases in stimulation amplitude led to increases in detectability and 

intensity. However, they also reported that increases in stimulation amplitude are more likely to 

evoke proprioceptive sensations than cutaneous sensations. One hypothesis was that the increase 

in stimulation amplitude activated a larger volume of tissue that included area 2 of the 
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somatosensory cortex, an area associated with proprioception. While some differences were noted 

in terms of the location and perceptual quality of the evoked sensation, both human studies 

demonstrate that ICMS can generate focal and naturalistic sensations even after chronic spinal 

cord injury. 

Ultimately, a major goal of restoring somatosensory percepts is to improve BCI-controlled 

end effectors. At this point of time, the impact of ICMS-based feedback on BCI control in humans 

remains to be evaluated, although preliminary experiments have begun. In one experiment, the 

subject performed a finger discrimination task where sensor data from a robotic hand was used to 

drive ICMS of electrodes that evoked sensations in the corresponding fingers. The subject could 

distinguish which prosthetic finger was being touched 84% of the time with incorrect reports 

mostly occurring on adjacent fingers (S. N. Flesher et al., 2017). 

Beyond restoring tactile percepts with ICMS, some labs are investigating the restoration of 

proprioceptive feedback as well. Although tactile information is important for fine dexterous 

movements (Roland S Johansson & Flanagan, 2009), proprioception is crucial to our ability to 

produce coordinated and graceful movements, particularly in the absence of vision. Area 3a is the 

primary cortical region receiving proprioceptive afferent projections from the thalamus and is 

located, rather inconveniently, at the fundus of the central sulcus. Given its location, it presents a 

difficult target for stimulation since commonly used multielectrode arrays, like the Utah array, 

cannot access this region. As a result, ICMS of area 3a has not been performed in humans. 

However, experiments in monkeys have shown that ICMS feedback in this area can improve 

performance on motor tasks (London, Jordan, Jackson, & Miller, 2008). In this experiment, 

monkeys performed a cursor movement task with a joystick and were trained to associate ICMS 

at two different frequencies with left and right movements. ICMS was shown to improve reaction 
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times for these cursor movement tasks. In another experiment, area 2, an area associated with both 

cutaneous and proprioceptive information, was stimulated to provide task-relevant proprioceptive 

feedback (Tomlinson & Miller, 2014). While these experiments attempted to leverage the biologic 

function of neurons in this cortical region, recreating natural input patterns though ICMS may not 

be necessary. This was elegantly demonstrated in an experiment in which information about hand 

position was encoded in the patterned activity of eight electrodes implanted in the somatosensory 

cortex (Dadarlat et al., 2014). Importantly, these electrodes were not placed in a region that 

intrinsically encoded proprioceptive information. Rather, the monkeys were trained to make novel 

associations between hand motion and stimulation so that they were ultimately able to perform the 

movement tasks with only ICMS feedback. 

2.5 Alternative Approaches 

While electric stimulation of the cortex is both an effective tool to probe the physiology of 

sensory perception and a method that is currently being developed to restore somatosensation in 

BCIs, electric stimulation techniques have several important limitations. Microelectrode implants 

are known to have a finite lifetime (C. A. Chestek et al., 2011; Kane et al., 2013)which means they 

may not provide a permanent solution to patients, or that electrodes may need to be replaced 

multiple times through multiple surgeries. Furthermore, electric stimulation activates many cells 

at once, in nonspecific and often nonphysiologic ways (Gaunt, Prochazka, Mushahwar, 

Guevremont, & Ellaway, 2006; Histed, Bonin, & Reid, 2009; L. G. Nowak & Bullier, 1998), even 

at very low stimulus currents (Tehovnik, 1996). However, it could be functionally critical to 

stimulate individual cells or small populations of cells to restore truly natural sensation. Finally, 
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electric stimulus artifacts and electrochemical safety at the electrode–tissue interface are nontrivial 

challenges that must be addressed in real systems and are uniquely associated with electric 

stimulation. Here, we briefly discuss several alternatives to electric stimulation of the cortex to 

restore somatosensation. 

2.5.1 Optogenetics 

Optogenetics broadly refers to the ability to observe and activate genetically modified cells 

using light. Green fluorescent protein (GFP) can be bound to other proteins resulting in a construct 

that is responsive to the presence of intracellular calcium (T.-W. Chen et al., 2013; Nakai, Ohkura, 

& Imoto, 2001). This effectively creates cells that fluoresce when they become active. In this way, 

image sensors can be used instead of electrodes to monitor the activity of populations of neurons. 

However, most excitement in the field has derived from the ability to activate neurons by shining 

light on them. Cells are genetically modified to express ion channels that are sensitive to specific 

wavelengths of light. Genetically identifiable cells can be targeted and either excited (Zhang, 

Wang, Boyden, & Deisseroth, 2006) or inhibited (Zhao et al., 2008) by shining light of different 

wavelengths. This ability to target specific types of cells and manipulate their behavior in real time 

provides a level of control that is not possible with electric stimulation. Further, stimulation 

artifacts that occur on recording electrodes during a stimulus pulse can largely be eliminated using 

optogenetic stimulation. As a result, optogenetic techniques have become widely used in 

neuroscientific investigation and could eventually provide an alternative to electric stimulation for 

brain-computer interface applications. For a review of optical neural interfaces, see (Warden, 

Cardin, & Deisseroth, 2014). 
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2.5.2 Magnetic Stimulation 

Another potential alternative to activating cells using electric stimulation is to use rapidly 

changing magnetic fields, because this produces an electric field That can activate neurons. The 

most common magnetic stimulation method is transcranial magnetic stimulation (TMS), which is 

a noninvasive method that activates large populations of cells (Hallet, 2000). Typical TMS systems 

require large external apparatus and electrical coils on the head, so the application to bidirectional 

BCI is likely low at this point. However, recent developments of implantable magnetic stimulation 

systems offer several potential advantages over standard electric stimulation systems. Microcoils 

implanted in the cortex can create highly focal magnetic fields, which in turn elicit electric activity 

in nearby neurons (S. W. Lee, Fallegger, Casse, & Fried, 2016). At their simplest, these microcoils 

are a single continuous loop of conductive material, and have at least two unique properties. First, 

the magnetic field induces electric current in a specific direction, unlike monopolar electric 

stimulation, where the electric field radiates out uniformly from a point source electrode. For 

intracortical stimulation, this means that neurons with specific orientations can be preferentially 

activated. Second, with electric stimulation, irreversible redox reactions can occur when the 

voltage is too high at the electrode interface, which can lead to degradation of the electrode over 

time. With magnetic stimulation, the coil itself is fully insulated, so unwanted electrochemical 

reactions, which can be challenging to control in electric stimulation approaches, are completely 

eliminated. 
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2.5.3 Peripheral Nerve Stimulation 

For some potential BCI users who have an intact spinal cord, such as amputees, it is 

possible to provide somatosensory feedback through peripheral nerve stimulation. Peripheral 

interfaces have the advantage of activating the sensory system at the most distal location, where 

the signals are more deterministic, and for which good models of afferent activation are being 

developed (Oddo et al., 2016; Saal, Harvey, & Bensmaia, 2015). At more central locations, sensory 

signals are transformed and become more complex, which could make it more difficult to create 

fully natural percepts. Peripheral nerve stimulation to elicit somatosensory percepts in amputees 

has been an active area of investigation for several decades (Clippinger, Avery, & Titus, 1974) 

and has recently seen a resurgence in interest. Using modern techniques, different groups have 

shown that sensory feedback through peripheral nerve stimulation can allow subjects to 

discriminate many unique projected fields (Davis et al., 2016; Tan et al., 2014). Combined with 

myoelectric prosthesis control, it also enables users to transfer objects (Clemente et al., 2019; 

Schiefer, Tan, Sidek, & Tyler, 2016; G Valle et al., 2018; Giacomo Valle et al., 2018; Wendelken 

et al., 2017) and modulate grasp force (Clemente et al., 2019; D’Anna et al., 2017; Raspopovic et 

al., 2014; G Valle et al., 2018; Giacomo Valle et al., 2018) without any visual or auditory feedback. 

For a more in-depth review of peripheral interfaces, see (Navarro et al., 2005) and (Micera & 

Navarro, 2009) 

2.5.4 Thalamic Stimulation 

Another possible approach to evoke somatosensory percepts is stimulation of the thalamus 

(Heming et al., 2010). Stimulation in the thalamus could enable perception in people with spinal 
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cord injuries, but also occurs at a lower computational level than cortical stimulation. Exploratory 

thalamic stimulation in humans undergoing implantation for deep brain stimulation showed that 

percepts could be elicited and that the projected field of the neurons stimulated were mostly 

consistent with their receptive fields (Heming et al., 2010). A variety of different percepts, 

including mechanical and tingle percepts have been reported, similar to those evoked through 

ICMS (S. N. Flesher et al., 2016). Despite the fact that the thalamus is located deep within the 

brain, thalamic stimulation has significant precedent as a clinical technique and it can evoke 

percepts in chronically implanted people (Heming et al., 2010). 

2.6 Challenges to Implementing Bidirectional BCIs 

It is clear that there is a need for BCIs that provide somatosensory feedback, and we have 

thus far described many of the current approaches to achieve this goal. However, there are several 

challenges that must be overcome to address the current limitations of bidirectional BCIs and 

accelerate clinical translation of this technology. Other reviews (Bensmaia & Miller, 2014; Gilja 

et al., 2011; Lega, Serruya, & Zaghloul, 2011; Ryu & Shenoy, 2009) have focused on the general 

challenges of translating BCI technologies to clinical practice, so here we focus on issues that are 

particularly important for bidirectional BCIs. 

2.6.1 Stimulus artifact 

Electric stimulation pulses generate rapidly changing electric fields centered around the 

electrode tips, which are sampled by any recording electrodes in the vicinity. Unfortunately, the 
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stimulation artifact voltage is usually much larger than action potentials themselves (sometimes 

orders of magnitude larger) and is detected as a spike on the recording electrodes. In addition, 

stimulation is typically delivered as a train of pulses, and as attempts to create sophisticated pulse 

trains on many electrodes simultaneously are developed, it rapidly becomes the case where there 

are no instances when stimulation is not occurring. Within the context of a BCI, this essentially 

eliminates the ability to record neural activity to provide a control signal. A challenge is that the 

stimulus artifact voltage often exceeds the input range of standard neural amplifiers, causing them 

to saturate. During this saturation period, it is theoretically impossible to recover any neural signal. 

In addition to recording the changing electric field in the implanted tissue, stimulus artifacts can 

also appear in the recorded signal through capacitive coupling between nearby electrode lead wires 

and other locations in the signal pathways. 

Fortunately, there are many approaches to reducing the occurrence of artifacts including 

constraining or scheduling stimulus pulse timing. For experiments in which amplifiers are 

saturated, artifacts can be rejected through blanking or zeroing neural amplifier output during 

stimulus delivery (O’Doherty et al., 2011). When the amplifiers do not saturate, one can use 

template or high bit depth recordings to sample the entire artifact and enable signal extraction 

(Limnuson, Lu, Chiel, & Mohseni, 2014; Mena et al., 2017; O’Shea & Shenoy, 2018). However, 

there is not yet one best solution, and this practical problem remains a significant technical 

consideration for bidirectional BCIs and is an area of active development. Currently, the simplest 

approaches involve blanking, either by alternating recording and stimulation intervals (e.g., 50ms 

intervals) (O’Doherty et al., 2011), or by recording in between every stimulus pulse. A simple 

approach in which signal blanking is combined with digital filters is sufficient for control of a 

bidirectional BCI in humans, where the hardware is limited to that approved for human use (Weiss, 
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Flesher, Franklin, Gaunt, & Collinger, 2018). Blanking techniques, while technically simple and 

robust, have the significant disadvantage of impairing BCI performance since the amount of 

information used for decoding intent is reduced. More advanced techniques attempt to minimize 

the artifact itself and recover neural data during stimulation pulses (Culaclii, Kim, Lo, & Liu, 

2016). As stimulation patterns become more advanced (e.g., variable frequency or multielectrode 

stimulation), these more sophisticated methods of artifact removal will almost certainly be 

required. 

2.6.2 Electrode design and placement 

Clinical BCI studies using intracortical microelectrode arrays have all used the NeuroPort 

arrays (more commonly known as Utah arrays), manufactured by Blackrock Microsystems (Salt 

Lake City,Utah) and have been conducted under Investigational Device Exemptions from the US 

Food and Drug Administration. These devices typically consist of 100 electrodes on a 10x10 grid 

with 400mm between each electrode. Each electrode projects 1.0–1.5mm from the silicon substrate 

(Maynard et al., 1997). Because of the design of these electrodes, they can only be implanted into 

brain regions that are easily accessible on the surface. Accessing deep structures, or cortical regions 

in a sulcus, is not possible with Utah arrays. As described previously, the only regions of human 

somatosensory cortex that are visible on the surface of the postcentral gyrus are area 1 and, 

possibly, area 2 (see Figure 2). Therefore, with current technology, only these regions can be used 

in a bidirectional BCI.  

In our previous work, one person was implanted with two 60-channel microelectrode arrays 

in area 1 of somatosensory cortex (Flesher et al., 2016). The goal was to specifically target the 

finger region of area 1. However, these two arrays (2.4 x 4.0mm) were far smaller than the visible 
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portion of the postcentral gyrus that is responsive to input from the fingers (roughly 10-30mm). 

Stimulation through the electrodes evoked sensations on the palm near the base of the second 

through fifth digits, as well as on the proximal two segments of the second digit. Stimulation on 

adjacent electrodes often elicited distinct percepts, but the projected fields were located close to 

each other on the surface of the skin. Although the spatial specificity of sensations evoked with 

ICMS is far better than what has been reported in ECoG studies (Johnson et al., 2013; Hiremath 

et al., 2017), the percepts themselves cover a much smaller region of the skin. This highlights a 

current issue with ICMS: the microelectrode arrays are too small to elicit percepts across large 

areas. From these results, future electrodes will need to access much larger regions of the 

somatosensory cortex to provide broad coverage of the hand, especially the fingertips. Ultimately, 

it remains unknown what the ideal combination of spatial resolution and coverage is for 

stimulation, although broader coverage may be more desirable to restore at least some sensations 

from the entire hand and palm.  

In addition to developing electrodes that can achieve broad, high-density coverage of 

cortical regions visible on the surface, progress on clinical electrodes that can access deeper 

structures will be necessary as well. Two areas important for touch and proprioception, areas 3a 

and 3b, are located in the fundus and posterior bank of the central sulcus, respectively. Suitable 

electrodes that have longer shanks are used in monkeys (Kipke et al., 2003; London et al., 2008; 

Dadarlat et al., 2014) but devices like these will need to be developed for human use in the future. 

2.6.3 Biomimetic vs nonbiomimetic stimulation 

There are two conceptual approaches to providing sensory feedback. In the first approach, 

stimulation is delivered in an arbitrary but principled manner that fundamentally ignores a biologic 
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framework. The subject, instead, learns to integrate the stimulus into their sensorimotor repertoire 

through adaptation or learning. The approach at the other end of the spectrum is to stimulate the 

brain in a manner that completely mimics normal physiologic activity. This biomimetic approach 

uses knowledge about the normal function of cortical neurons to inform stimulus encoding 

algorithms as well as electrode design and placement.  

The learning-based, or nonbiomimetic, approach leverages the brain’s ability to adapt and 

adjust to novel inputs to inform motor plans. Recently, it was demonstrated that monkeys could 

learn arbitrary mappings to inform movement as provided by ICMS of S1 (Dadarlat et al., 2014). 

The monkeys were able to use sensory feedback in this way to complete a target acquisition task 

to an unseen target. The inference from these experiments is that even if stimulation is delivered 

in a way that is fundamentally unnatural, intrinsic learning networks in the brain could enable a 

person to learn to appropriately discriminate different sensory information in a way that is useful. 

This is a similar approach to sensory substitution experiments where visual information is mapped 

to tactile stimulation of the back or tongue, and used as assistive devices for people with visual 

impairments (Bach-y-Rita & W. Kercel, 2003; White, Saunders, Scadden, Bach-Y-Rita, & Collins, 

1970).  

Being able to completely replicate the functionality of the intact nervous system would be 

ideal, as it would allow for complete recovery of function for patients and eliminate potentially 

long training sessions. This is a daunting and perhaps impossible challenge, but this general 

approach has been applied in peripheral nerve stimulation studies, where stimulus pulses are 

designed to mimic certain features of intact nerve function (Oddo et al., 2016; Saal & Bensmaia, 

2015; Tan et al., 2014). Researchers are further investigating how this approach can be applied in 

the cortex for proprioception (Tomlinson & Miller, 2016) and cutaneous perception (Bensmaia & 
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Miller, 2014; Saal, Delhaye, Rayhaun, & Bensmaia, 2017). However, this approach requires a 

deep understanding of how cortical neurons respond to inputs and stimulation technology that has 

a high enough resolution to stimulate neurons in a biologically relevant manner. Recently, one 

group investigated the use of biomimetic pulse trains in the peripheral nervous system for 

restoration of touch (Giacomo Valle et al., 2018). Their study showed that using biomimetic pulse 

trains resulted in reports of more natural tactile sensations from the participants. They additionally 

reported that it improved performance on specific tasks and improved some aspects of device 

embodiment. No published work to date has investigated biomimetic principles in human cortical 

implants. It is encouraging that modulating stimulus amplitude can change the intensity of evoked 

sensations and that these sensations can feel like pressure and touch (Armenta Salas et al., 2018; 

S. N. Flesher et al., 2016). However, there remains significant room for improvement to evoke 

truly natural and biomimetic sensations via ICMS. 

2.6.4 Electric stimulation safety 

As with any developing technology, risks must be monitored and minimized. Bidirectional 

BCIs have similar risks for many devices using implanted electrodes, including localized tissue 

damage or infection. Many of these risks have been described extensively elsewhere(Bensmaia & 

Miller, 2014; Gilja et al., 2011; Lega et al., 2011; Ryu & Shenoy, 2009). However, a particular 

concern related to BCIs using ICMS is the potential for electrode and tissue damage caused by the 

stimulation itself. The electrochemistry at the electrode–tissue interface during stimulation pulses 

can damage both the electrode and the tissue (Cogan, 2008), ultimately leading to loss of electrode 

functionality. To mitigate the risk of damaging the electrode and surrounding tissue, stimulation 

parameters should be limited to those characterized as safe in previous animal studies (Kane et al., 
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2013; S. Kim, Callier, Tabot, Gaunt, et al., 2015; D. McCreery, Pikov, & Troyk, 2010; Parker, 

Davis, House, Normann, & Greger, 2011; Torab et al., 2011). If the total charge delivered during 

a stimulation pulse exceeds safe limits, over time the electrode or surrounding neural tissue may 

be damaged (Agnew, Yuen, McCreery, & Bullara, 1986; D. B. McCreery, Bullara, & Agnew, 

1986; Sandeep Negi, Bhandari, van Wagenen, & Solzbacher, 2010). Unfortunately, there are 

widely different estimates for what is considered a safe level of charge injection, which likely stem 

from differences in the details of the stimulation protocols used in different studies. However, 

many studies have used stimulation parameters within a range considered safe by at least a subset 

of additional studies and have reported no functional consequences of chronic ICMS (S. N. Flesher 

et al., 2016; Rajan et al., 2015; Romo, Hernández, Zainos, Brody, & Lemus, 2000; Romo et al., 

1998; P. J. Rousche & Normann, 1999). Stimulation of up to 20 nC/phase has proven to be safe in 

long-term experiments in animals (K. H. Chen et al., 2014; Rajan et al., 2015) and humans 

(Armenta Salas et al., 2018; S. N. Flesher et al., 2016) if additional duty cycle and other precautions 

are observed. In our experiments (S. N. Flesher et al., 2016), we use asymmetric charge balanced 

pulses with a 200ms cathodic phase and a 400ms anodic phase, set at half the amplitude of the 

cathodic phase, separated by a 100ms interphase period. For these pulses, the cathodic phase 

amplitude can go up to 100mA while remaining under the 20 nC/phase limit.  

Cortical stimulation also carries a risk of causing seizures, although this risk is low for the 

stimulation levels that are typically used in bidirectional BCIs. Screening for a personal or familial 

history of seizures may also be prudent at the early development stages for these devices. Another 

risk is that implanted devices could alter any residual or spared sensation that a person may retain. 

We have reported previously that after 6 months of ICMS, the detection thresholds on areas of the 

participant’s skin that remained sensate after injury were unchanged (S. Flesher et al., 2017). 
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Nevertheless, as more implants are conducted, it will be critical to monitor any changes in 

participants’ spared sensations to document the effects of stimulation of the human cortex over 

long periods of time. 

2.6.5 Outcome assessment 

In humans, sensations evoked with electric stimulation can be documented through surveys 

and psychometric techniques designed to measure features including detection thresholds, 

perceived intensity, location, and perceptual quality (S. N. Flesher et al., 2016). Some of these 

factors can be documented easily and reliably, albeit through tedious and time-consuming 

experimental procedures. However, perceptual quality, essentially the question “What did it feel 

like?,” can be more challenging to quantify (Hermansson, Fisher, Bernspång, & Eliasson, 2005; 

Light, Chappell, & Kyberd, 2002). A similar obstacle has been observed when using peripheral 

stimulation (Graczyk et al., 2016). Microneurographers have developed a lexicon to assess the 

effects of peripheral nerve stimulation on perception (Vallbo, Hagbarth, Torebjork, & Wallin, 

1979), and the studies of Lenz (Lenz et al., 1993) and Kiss (Heming et al., 2010) have also provided 

structured methods to assess the perceptual qualities of electrically induced sensations. 

Nevertheless, accurately probing and documenting these sensations remains a challenge, one that 

depends significantly on the personality and introspectiveness of the individual reporting them. 

Additional tools to probe perceptual quality or perhaps a new way to frame the question of how 

electric stimulation “feels” will be necessary to make more progress in this area.  

In addition to documenting the perceptual qualities of evoked sensations, we also need to 

consider the impact of restored sensation on motor performance and embodiment. For bidirectional 
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BCIs to be clinically viable, they need to demonstrate functional benefit. Some tests exist for 

evaluating prosthetic limb function (Hermansson et al., 2005; Light et al., 2002; Resnik et al., 

2013); however, they were not designed or validated with sensory feedback in mind and thus may 

not be sensitive performance metrics. BCI studies have also used outcome assessments from 

rehabilitation, such as the Action Research Arm Test (ARAT) (Collinger et al., 2013; Yozbatiran, 

Der-Yeghiaian, & Cramer, 2008), to evaluate BCI performance. The ARAT assesses the subject’s 

ability to pick up and transport objects of different shapes and sizes. Current robotic effectors can 

be limited when performance necessitates fine, dexterous movements that rely more heavily on 

sensory feedback. Some prosthetic control studies have begun to incorporate tasks that require 

handling of delicate objects or force coordination (Clemente et al., 2019; Raspopovic et al., 2014; 

Tan et al., 2014; G Valle et al., 2018; Giacomo Valle et al., 2018), but this remains an area of 

active research. 

2.7 Conclusion 

A great deal has been discovered about how to provide sensory feedback through a BCI in 

a safe manner to evoke localized and graded sensations. Early studies of bidirectional BCIs have 

shown favorable results in monkeys (Dadarlat et al., 2014; Fagg et al., 2007; O’Doherty et al., 

2011) and work with human subjects in recent years has also been promising (Collins et al., 2017; 

S. N. Flesher et al., 2016; Hiremath et al., 2017; L. A. Johnson et al., 2013; B. Lee et al., 2018). 

Further studies will need to be conducted to both provide a greater understanding of the 

neurophysiologic basis of sensorimotor processes and to test the effectiveness of this technology. 
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3.0 General Methods 

3.1 Participant and Implants 

This study was conducted under an Investigational Device Exemption from the U.S. Food 

and Drug administration, approved by the Institutional Review Boards at the University of 

Pittsburgh (Pittsburgh, PA) and the Space and Naval Warfare Systems Center Pacific (San Diego, 

CA), and registered at ClinicalTrials.gov (NCT0189-4802). Informed consent was obtained before 

any study procedures were conducted. Two subjects, referred to as P2 and P3, were implanted with 

two microelectrode arrays (Blackrock Microsystems, Salt Lake City, UT) in somatosensory cortex 

and two microelectrode arrays in the motor cortex. Each somatosensory electrode array consisted 

of 32 wired electrodes distributed throughout a 6x10 grid. All 60 electrodes were not wired due to 

technical constraints related to the total available number of electrical contacts. Electrode tips were 

coated with a sputtered iridium oxide film (SIROF) (S Negi, Bhandari, Rieth, & Solzbacher, 2010). 

Each motor electrode array consisted of 88 wired electrodes in P2 and 96 wired electrodes in P3 

distributed throughout a 10x10 grid. Electrode tips in motor cortex were coated with platinum.  

Participant P2 was 28 years old at the time of implant and had a C5 motor/C6 sensory 

ASIA B spinal cord injury. Results from this participant have been reported previously (S. N. 

Flesher et al., 2016)The stimulation return electrode was the titanium pedestal that was screwed 

into the skull. 

Participant P3 was 28 years old at the time of implant and had a C6 ASIA B spinal cord 

injury. He received the same type of microelectrode arrays in the somatosensory cortex as P2. The 
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electrodes were also targeted to the hand region of area 1 of the somatosensory cortex using 

preoperative imaging and evoked sensations that he described as originating from his hand. 

3.2 Stimulation Protocol 

Stimulation was delivered using a CereStim C96 multichannel microstimulation system 

(Blackrock Microsystems, Salt Lake City, UT). Pulse trains consisted of cathodal phase first, 

current-controlled, charge-balanced pulses delivered at frequencies from 20-300 Hz and at 

amplitudes from 2-100 μA. The cathodal phase was 200 μs long, the anodal phase was 400 μs 

long, and the anodal phase was set to half the amplitude of the cathodal phase. The phases were 

separated by a 100 μs interphase period. At the beginning of each test session involving 

stimulation, we sequentially stimulated each electrode first at 10 μA and 100 Hz for 0.5 s and then 

at 20 μA and 100 Hz for 0.5 s. During these trials, the interphase voltage on each electrode was 

measured at the end of the interphase period, immediately before the anodal phase (Cogan, 2008). 

The voltage transients associated with each stimulation pulse were recorded using National 

Instruments data acquisition modules. Voltage traces were displayed in real time using LabView 

and saved to disk for analysis. Interphase voltage was measured as the voltage at the end of the 

interphase period immediately prior to the anodal phase for a given stimulation pulse. The total 

charge delivered to each electrode was calculated across all stimulation experiments using the 

charge delivered during the cathodal phase. If an electrode’s measured interphase voltage was 

below -1.5 V, the electrode was disabled for the day. This step was performed to minimize 

stimulation on electrodes that might potentially experience high voltages, which could result in 

irreversible damage. Typically in P2, 2 to 10 electrodes were removed from the test set each day, 
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although this number increased over time.  In P3, 0 to 4 electrodes were removed for each test day. 

The electrodes that were removed tended to change from day to day suggesting that the high 

interphase voltage was due to poor contact between the percutaneous connector and the stimulation 

cable. In P2, tactile sensations localized to the hand were elicited on 50-60 of the 64 electrodes 

with stimulation which increased over time (S. N. Flesher et al., 2016). All electrodes, except those 

exhibiting high interphase voltages, were stimulated at suprathreshold amplitudes, typically 60 

μA, at least once a month during a monthly survey of elicited tactile sensations. Some electrodes 

were used more frequently for other tasks involving stimulation. We conducted experiments in P2 

exclusively at the participant’s home from Day 364 to 498 for reasons unrelated to the study. 

Experiments conducted in the home used a different set of hardware and were subject to different 

environmental noise characteristics than the laboratory. Stimulation experiments were not 

conducted during this time because our regulatory approvals dictated that stimulation may only be 

performed in the lab. However, neural recordings were made from electrodes implanted in 

somatosensory cortex during this time and those data are included in this manuscript. After implant 

Day 498, stimulation experiments continued both at home and in the laboratory after regulatory 

modifications had been approved. 

3.3 Neural Recordings 

At the beginning of each session for both participants, we recorded neural data while the 

participant was at rest with room noise minimized. These data were processed offline and used to 

assess signal quality. Neural signals were recorded using the NeuroPort data acquisition system 

(Blackrock Microsystems, Salt Lake City, UT) and were sampled at 30 kHz with a 750 Hz first 
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order high pass filter (Weiss et al., 2018). Each time the recorded voltage signal crossed a pre-

defined threshold of -4.5 times the baseline root-mean-square on each electrode, the time of the 

crossing and a 48-sample (1.6 ms) snippet of the signal, starting 11 samples before the crossing, 

was saved for offline analysis. 

3.4 Detection Thresholds 

In participant P2, detection thresholds were calculated on at least two electrodes each day 

that stimulation was provided. One of these two was electrode 19 while the other electrode tested 

was taken sequentially from a list of seven electrodes (electrodes 8, 11, 28, 34, 40, 54, and 57). 

These electrodes were selected because they spanned both arrays and consistently generated 

perceptible sensations, but were otherwise arbitrarily chosen. In P3, six electrodes were chosen (2, 

12, 16, 34, 46, 62) which were collected in pairs (one on the lateral and one on the medial each 

day). Detection thresholds were calculated using a three-down, one-up staircase method (Leek, 

2001; Levitt, 1971). This involved a two-alternative forced choice task in which participant was 

presented with a stimulus pulse train during one of two 1-s intervals separated by a 1-s delay period 

and had to select which interval contained the pulse train. The amplitude of the stimulus was 

increased by 2 dB after an incorrect response and decreased by 2 dB after three correct responses. 

After five changes in direction, the trial was stopped and the threshold was calculated as the 

average of the last ten values before the end of the trial. 

 



 48 

4.0 Stability of Electrodes With and Without Stimulation 

This chapter is based on two manuscripts. The first is a first authorship manuscript currently 

available on medRxiv and under review at the Journal of Neural Engineering titled “Neural 

stimulation and recording performance in human somatosensory cortex over 1500 days” (C. L. 

Hughes, Flesher, et al., 2020). The second manuscript is a second authorship manuscript currently 

in preparation in collaboration with Tracy Cui’s lab with Kevin Woeppel as first author titled 

“Explant analysis of recording and stimulating Utah electrode arrays implanted in human cortex 

for brain-computer-interfaces.” 

Objective: Intracortical microstimulation (ICMS) in somatosensory cortex can restore 

sensation to people with spinal cord injury or other conditions. One potential challenge for chronic 

ICMS is whether neural recording and stimulation can remain stable over many years. This is 

particularly relevant since the recording quality from implanted microelectrode arrays can degrade 

over time and limitations in stimulation longevity have been considered a potential barrier to the 

clinical use of ICMS. Our objective was to evaluate recording stability on intracortical stimulated 

sputtered iridium oxide (SIROF) and non-stimulated platinum electrodes in somatosensory and 

motor cortex in a human participant across a long period of implantation. Additionally, we 

measured how ICMS was able to evoke sensations over time. 

Approach: In a study investigating intracortical implants for a bidirectional brain-computer 

interface, we implanted microelectrode arrays with SIROF tips in the somatosensory cortex of a 

human participant with a cervical spinal cord injury. We regularly stimulated these electrodes to 

evoke tactile sensations on the hand. Here, we quantify the stability of these electrodes in 

comparison to non-stimulated platinum electrodes implanted in the motor cortex over 1500 days 
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in two ways: recorded signal quality and electrode impedances. Additionally, we quantify the 

perceptual stability of ICMS-evoked sensations using detection thresholds. 

Main results: We found that recording quality, as assessed by the number of electrodes 

with high-amplitude waveforms (> 100 µV peak-to-peak), peak-to-peak voltage, noise, and signal-

to-noise ratio, generally decreased over time on stimulated SIROF and non-stimulated platinum 

electrodes. However, stimulated SIROF electrodes were much more likely to continue to record 

high-amplitude signals than non-stimulated platinum electrodes. Interestingly, the detection 

thresholds for stimulus-evoked tactile sensations decreased over time from a median of 31.5 μA 

at day 100 to 10.4 μA at day 1500, with the most substantial changes occurring between day 100 

and 500. 

Significance: These results provide evidence that ICMS in human somatosensory cortex 

can be provided over long periods of time without deleterious effects on recording or stimulation 

capabilities. In fact, the sensitivity to stimulation improved over time. 

4.1 Introduction 

As intracortical electrodes must be surgically implanted, microelectrode arrays need to 

function for long periods of time to be clinically practical. The stability of microelectrode arrays 

in motor cortex has been well studied in non-human primates (Barrese et al., 2013; C. Chestek et 

al., 2011; Suner, Fellows, Vargas-Irwin, Nakata, & Donoghue, 2005). Additionally, there are 

several reports on signal quality and stability for electrodes implanted in human motor 

cortex (Downey et al., 2018; Hochberg et al., 2006; Simeral, Kim, Black, Donoghue, & Hochberg, 

2011). Although intersubject variability is high, signals can be reliably recorded for up to 3-5 years 
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when devices do not fail, although the quality of these recordings deteriorates over time. However, 

whether electrodes primarily used for intracortical microstimulation (ICMS) can record and 

stimulate effectively over clinically relevant timelines is uncertain, especially given that 

stimulation itself may have detrimental effects on the electrodes and the surrounding neural 

tissue (Agnew et al., 1986; Patrick J Rousche & Normann, 1998; Weber, Friesen, & Miller, 2012). 

This concern is particularly relevant for people, since implantation requires a craniotomy 

performed under general anesthesia. 

Prior to the clinical results presented in this work, a series of experiments in non-human 

primates were performed to establish safe stimulation limits using microelectrodes arrays. These 

studies demonstrated that frequent microstimulation over six months did not appear to cause more 

damage to the cortex than what could be expected from implanting the devices themselves, that 

there were minimal effects on the characteristics of the electrode-tissue interface, and that that 

there were no detectable behavioral changes in the animals’ abilities to perform dexterous 

behaviors that require somatosensory feedback (K. H. Chen et al., 2014). Other studies have also 

demonstrated that signal can be reliably recorded and sensations can be reliably evoked over long 

periods of time in animals when using stimulation amplitudes up to 300 μA (Callier et al., 2015; 

Davis et al., 2012; Patrick J Rousche & Normann, 1998). Despite the precautions taken in this 

study to use parameters that have proven effective in animals, it is necessary to demonstrate that 

these parameters are safe and effective in humans. Here, I present results on the stability of Utah 

microelectrode arrays used for ICMS in the somatosensory cortex of a human participant over 

1500 days using these safety standards derived from non-human primate studies.  



 51 

4.2 Methods 

Data for this study were collected for the first 1500 days after implantation in P2. Typically, 

experiments were conducted three days a week. Experimental sessions were typically four-hours 

long, although stimulation was not used in every session or for all four hours. Across the 1500 

implant days, experiment sessions were performed on 510 days, 378 of which involved 

stimulation. Additionally, a separate set of electrodes were implanted in P2 prior which were 

explanted 182 days after implant and had a small amount of charge injection. These electrodes 

were used for material analysis.  

4.2.1 Stability Metrics 

To quantify the stability of stimulated electrodes in somatosensory cortex, we measured 

recorded signal quality, electrode impedances, and stimulation detection thresholds over time. 

Signal quality and impedance were compared between stimulated electrodes and non-stimulated 

electrodes. Recording quality was evaluated using four metrics: (1) the number of high-amplitude 

recordings, (2) peak-to-peak voltage, (3) noise, and (4) signal-to-noise ratio. Ideally, a clinical 

device would be able to record many neurons with large peak-to-peak voltages, have low noise 

levels, and therefore, a high signal-to-noise ratio for the duration of the implant. Another key 

metric of electrode stability, particularly for stimulated electrodes, is the electrode impedance. 

Increases in the impedance could result in higher required voltages at the electrode-tissue interface 

for constant-current stimulation pulses, resulting in potentially irreversible reduction and oxidation 

reactions (Cogan, 2008). Therefore, it is necessary for electrode impedances to remain stable over 

the length of the implant. Finally, the ability to elicit sensations with ICMS must necessarily be 
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maintained. Detection thresholds are a measure of how well the participant can detect electrical 

stimulation. Changes in this parameter reflect the amount of charge that must be used to induce 

tactile percepts, and there is an upper limit to the amount of charge that can be safely applied (D. 

B. McCreery, Agnew, Yuen, & Bullara, 1990). Therefore, detection thresholds should not 

systematically increase over the length of implantation. Increasing thresholds may then result in 

an inability to evoke tactile percepts with parameters that have been shown to be safe. 

4.2.2 Signal Quality 

Neural activity recorded at rest was processed offline in MATLAB (Natick, MA) to 

measure the number of high-amplitude recordings, peak-to-peak voltage, noise, and signal-to-

noise ratio (SNR) over time. The peak-to-peak voltage was calculated individually for every 

snippet. Only the snippets with peak-to-peak voltages within the top 2% on a given electrode were 

used for analysis. This method was used to isolate the largest neural recordings and provide an 

unbiased estimate of the capacity of each electrode to record signals. More typical single-unit 

based analysis, especially over the long time periods of this study, could be subject to biases 

introduced by manual spike sorting (Wood, Black, Vargas-Irwin, Fellows, & Donoghue, 2004). 

We therefore selected analysis methods that did not require spike sorting. The largest 2% of the 

snippets for each electrode were averaged and the peak-to-peak voltage was calculated. If the firing 

rate of all the snippets on any electrode was less than 1.67 Hz or the peak-to-peak voltage of the 

averaged signal was less than 30 µV, the electrode was excluded from analysis. We used 1.67 Hz 

because it ensured we would have at least two isolated waveforms for analysis when using only 

the top 2% of snippets across a minute of recording. Electrodes containing snippets which had 

peak-to-peak voltages over 100 μV were considered electrodes that contained high-amplitude 
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recordings. The noise metric was calculated as three times the standard deviation of the first five-

time samples of all action potential snippets. As the first five values of each snippet capture time 

points prior to the threshold crossing event, they provided a metric for how much variance existed 

due to noise in the recordings. A similar method for calculating noise was used in a previous 

publication looking at motor unit stability (Downey et al., 2018). SNR was calculated as the 

magnitude of the peak of the averaged waveform divided by the calculated noise. The filter applied 

to the recorded neural data was changed at Day 200 from a fourth order 250 Hz highpass 

Butterworth filter to a first order 750 Hz high-pass Butterworth filter to reduce the effects of 

stimulus artifact. The increased cut-off frequency resulted in an overall decrease in noise and, 

therefore, an increase in SNR (Weiss et al., 2018). Because of this, we separated data into pre-and 

post- filter change epochs for all signal quality analysis. All reported statistical results for signal 

quality are from data collected after the filter change. 

4.2.3 Impedances 

Electrode impedances at 1 kHz were measured at the beginning and end of each test session 

for every electrode. Impedances were measured using the impedance mode built into the 

NeuroPort patient cable data acquisition system (Blackrock Microsystems, Salt Lake City, UT), 

which involves delivering a 1 kHz, 10 nA peak-to-peak sinusoidal current for 1-s to each implanted 

electrode. For our analysis, we only used impedance recordings from the beginning of the sessions. 

This is because post-session impedances are affected by the application of ICMS, although these 

values return to normal the following test session, as has been noted previously (K. H. Chen et al., 

2014). 
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4.2.4 Material Stability 

Prior to the implantation used to look at signal and sensation stability, the same participant 

(P2) was implanted with microelectrode arrays in the brain which were later explanted. P2 was 

originally implanted with two Pt microelectrode arrays (Blackrock Microsystems, Salt Lake City, 

UT) in the left somatosensory cortex and two Iridium Oxide (IrOx) microelectrode arrays in the 

left posterior parietal cortex. Each Pt array in the somatosensory cortex consisted of 88 wired 

electrodes in a 10x10 grid while each IrOx array in the posterior parietal cortex consisted of 32 

wired electrodes distributed throughout a 6x10 grid. After implantation, it was discovered that the 

implant locations were posterior to the intended sites. Following this, the pedestals were removed 

and a second implantation was performed two months later in the correct locations. 

In these first set of implants in P2, seven test sessions across approximately one month 

involved microstimulation on the IrOx arrays. Stimulation was delivered using a CereStim R96 

multichannel microstimulation system (Blackrock Microsystems, Salt Lake City, UT) with the 

same parameters described in the general methods.  

The first set of implants were explanted on post-implant day 182. Following explantation, 

all arrays were removed from their wire bundles by clipping the wires proximal to the probe, 

washed with saline. The arrays were fixed 2 months post-implant, and one of the Pt arrays has 

visible tissue encapsulation and was imaged using TPM. Because these arrays were not 

immediately fixed, we did not perform immunostaining, and only characterized the collagen 

structure, which can be stable without the fixation. These arrays did not undergo the enzymatic 

cleaning procedure. All arrays were stored adhered to copper tape, tips up.  

Explanted electrodes from P2 were first characterized by optical and two-photon 

microscopy to assess the degree of tissue encapsulation. For TPM, we used a two-photon laser 
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scanning microscope with a Bruker scan head (Prairie Technologies, Madison, WI), TI:sapphire 

laser tuned to 920 nm (Mai Tai DS; Spectra-Physics, Menlo Park, CA), light collection through 

non-descanned photomultiplier tubes (Hamamatsu Photonics KK, Hamamatsu, Shizuoka, Japan), 

and a 10x or 16x, 0.8 numerical aperture water immersion objective (Nikon Inc., Milville, NY). 

Laser power was maintained between 20-40 mW. For each electrode tip, Z-stacks were collected 

with filters to resolve second harmonic generation (SHG) at half the laser wavelength (~460nm), 

which enabled intrinsic imaging of collagen-I representing the meningeal encapsulation. Images 

along the length of the electrode shanks were collected as Z-stacks. Z-stack images were either 

collected at specific regions of interest, or in a grid at all locations across the face of the electrode 

array. Grid images were automated by the Prairie software with a 10% overlap between images. 

All image stitching and subsequent image processing was conducted with ImageJ software (NIH).  

Electrode integrity was characterized by scanning electron microscopy (SEM) and energy-

dispersive x-ray spectroscopy (EDS). Samples were washed, dried under alcohol, and sputter-

coated with 4nm Au/Pd. Images were taken by JSM 6335F electron microscope. EDS was taken 

by Zeiss Sigma 500VP, excluding Au and Pd from quantification.  

Using the SEM images, a qualitative category of ‘non-degraded/unencapsulated’ or 

‘degraded/encapsulated’ was assigned to each electrode based on the degree of damage to the tip 

or shank, or the level of encapsulation around the electrode. Degraded electrode tips were defined 

as having obvious and substantial surface defects in the metal coating, including pitting of the 

metal, flaking of the metal, and exposure of the underlying silicon. Degraded shanks were defined 

relative to the parylene insulation, with defects including insulation cracking along the shank, 

peeling of the insulation away from the shank near the tip, and other obvious defects in or below 

the insulation. These categories were compared to EDS images, confirming the presence/absence 
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of metalation at the tip (Pt/IrOx). Electrodes which could not be quantified, due to breakage during 

removal or gross encapsulation, were assigned a null score and excluded from analysis. 

4.2.5 Data Analysis and Statistics 

All statistical analysis was performed in MATLAB (Mathworks, Natick, MA). We tested 

for changes in signal quality, impedance, and detection thresholds over time using linear 

regression. Data points that had values more than three scaled median absolute deviations away 

from the median were excluded from analysis as outliers. Impedances and detection thresholds 

followed an exponential decay so the regressor, days post-implantation, was log-transformed prior 

to regression. Median data on stimulated electrodes in somatosensory cortex were compared to 

data on non-stimulated electrodes in motor cortex using ANCOVA. We used ANCOVA because 

it allowed us to assess significant differences between mean values on stimulated and non-

stimulated electrodes by accounting for changes over time as a covariate, producing an ANCOVA 

adjusted means comparison. Additionally, we were able to assess the interaction of the two factors, 

time and stimulation condition, to determine if the changes over time were significantly different 

between stimulated and non-stimulated electrodes, producing an ANCOVA interaction term. The 

coefficients for slopes and interactions were considered to be significantly different than zero or 

from each other at the P < 0.05 level and highly significant at the P < 0.001 level. All p-values 

reported are for the coefficient of the regression slope unless otherwise indicated. For detection 

thresholds measured across all electrodes at specific time points, we analysed the differences 

between blocks using Kruskal-Wallis tests and Tukey’s honestly significant difference (HSD) 

post-hoc tests. A non-parametric test was used because the detection data across electrodes were 

nonnormal at each time point, as determined with an Anderson-Darling test. We quantified the 
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spatial clustering of detection thresholds on the arrays using Moran’s I which is a method to assess 

spatial autocorrelation (Moran, 1950). The weighting scheme considered only adjacent electrodes 

as neighbors. The significance for Moran’s I was determined using a z-test comparison to the 

predicted outcome of a random distribution. For visual clarity, interquartile ranges (IQRs) shown 

in figures were smoothed with a ninepoint moving average filter with a triangular kernel.  

Total charge delivered, minimum interphase voltages, and charge delivered after exceeding 

an interphase voltage of -0.6V were compared between electrodes that had received stimulation 

using Mann-Whitney tests. We used a non-parametric test because the data was determined to not 

be normally distributed using an Anderson-Darling test. We used a Fisher exact test to determine 

if there was a significant relationship between an electrode’s material properties (undamaged or 

damaged) and the length of implantation or if it received stimulation (yes or no). We further 

quantified if there was a relationship between the charge injected, total and after exceeding and 

interphase voltage of -0.6V, on stimulated electrodes and their material properties (undamaged or 

damaged) using logistic regression.  

4.3 Results 

4.3.1 Recording Stability 

We quantified recording quality using four metrics: the number of high-amplitude 

recordings, peak-to-peak voltage, noise, and signal-to-noise ratio. Overall, we found that all signal 

quality metrics decreased significantly over time for both the stimulated (somatosensory) and non-
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stimulated (motor) electrodes. Importantly however, stimulated and non-stimulated electrodes 

were affected differently (Figure 7).  

The number of electrodes with high-amplitude recordings decreased significantly over time 

on both non-stimulated motor and stimulated sensory electrodes (P < 0.001, linear regression, 

Figure 7A). Interestingly, the stimulated electrodes with high-amplitude recordings decreased less 

over time (slope = -5 electrodes/year) than the non-stimulated electrodes with high amplitude 

recordings (slope = -23 electrodes/year). This difference was highly significant (P < 0.001, 

ANCOVA interaction) and reflects a 47% loss of high-amplitude signals on stimulated electrodes 

and a 72% loss of high-amplitude signals on non-stimulated electrodes from Day 200 to 1500. 

Early in the study, between Days 200 and 300, we recorded high-amplitude signals on 30±3 

electrodes in somatosensory cortex and 101±10 electrodes in motor cortex. Late in the study, 

between Days 1400 and 1500, we recorded high-amplitude signals on 17±4 electrodes in 

somatosensory cortex and 38±9 electrodes in motor cortex. It should be noted that we record from 

64 electrodes in somatosensory cortex and 176 electrodes in motor cortex, which favors recording 

a larger number of high-amplitude electrodes in the motor cortex. These results together 

demonstrate that stimulated electrodes better maintained high amplitude recordings over time than 

non-stimulated electrodes.  

There were also highly significant differences in the changes in the peak-to-peak voltages, 

noise, and SNR on stimulated and non-stimulated electrodes (P < 0.001, ANCOVA interaction). 

Interestingly, the peak-to-peak voltage on stimulated electrodes decreased less over time (slope = 

-10.6 μV/year, P < 0.001, linear regression, Figure 7B) than on the non-stimulated electrodes 

(slope = -14.2 μV/year, P < 0.001, linear regression, Figure 7B) and the stimulated electrodes 

maintained a higher adjusted mean peak-to-peak voltage (P < 0.001, ANCOVA adjusted means). 
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The noise on the stimulated electrodes also decreased less over time (slope = -1.0 μV/year, P < 

0.001, Figure 7C) than on non-stimulated motor electrodes (slope = -2.9 μV/year, P < 0.001, Figure 

7C) but the stimulated electrodes maintained a lower adjusted mean noise (P < 0.001, ANCOVA 

adjusted means).  

This resulted in SNR decreasing more over time on stimulated electrodes (slope = -0.2 

a.u./year, P < 0.001, Figure 3D) than on non-stimulated electrodes (slope = -0.1 a.u./year, P < 

0.001, Figure 7D) due primarily to differences in how noise changed over time. This difference 

was highly significant (P < 0.001, ANCOVA interaction) and reflect a decrease in SNR of 23% 

on stimulated electrodes and 15% on non-stimulated electrodes from Day 200 to 1500. However, 

stimulated electrodes maintained a higher adjusted mean SNR than non-stimulated electrodes (P 

< 0.001, ANCOVA adjusted means). So, although the SNR decreased more over time on 

stimulated electrodes, a higher SNR was maintained throughout implantation than on non-

stimulated electrodes. Early in the study, between Days 200 and 300, we recorded an SNR of 

2.9±0.3 in somatosensory cortex and an SNR of 2.5±0.1 in motor cortex. Late in the study, between 

Days 1400 and 1500, the SNR had dropped by a small, but statistically significant amount to 

2.4±0.5 in somatosensory cortex and 2.2±0.1 in motor cortex. This implies that significant 

differences in how SNR changed over time did not translate to practical differences in SNR, and 

in fact stimulated electrodes maintained higher SNR over time than non-stimulated electrodes.  
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Figure 7: Signal quality over time. Blue points represent signal quality metrics from stimulated sensory electrodes 

and red points represent non-stimulated motor electrodes. Dotted lines represent regression before and after day 200. 

Shaded areas represent the smoothed interquartile range for each data set. The dotted vertical line marks day 200, 

when the filter order was changed. A) The number of high-amplitude recordings since implantation. Each point 

represents the number of electrodes with high-amplitude recordings. The thick solid lines show the percentage of 

electrodes that had high-amplitude recordings for each group with a corresponding y-axis on the right. B) Measured 

median peak-to-peak voltage since implantation in microvolts. C) Measured median noise since implantation in 

microvolts. D) Measured median signal-to-noise ratio since implantation. 

 

To address the concern that charge itself might be associated with degradation in signal 

quality, we also investigated the signal quality metrics of a single electrode, electrode 19, which 

received the most stimulation of any electrode (Figure 8). The detection threshold for this electrode 

was tested during every stimulation session and this electrode was additionally the most commonly 

used electrode for bidirectional BCI tasks. Although the intersession variance was much larger for 

this single electrode than the median data, neither the peak-to-peak amplitude (P = 0.92, ANCOVA 

interaction, Figure 8A) nor SNR (P = 0.22, ANCOVA interaction, Figure 8C) were significantly 

different over time compared to all stimulated electrodes. However, the baseline noise decreased 

more on electrode 19 than the rest of the stimulated electrodes (P < 0.001, ANCOVA interaction, 
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Figure 8B). This resulted in an adjusted mean noise that was significantly lower and an adjusted 

mean SNR that was significantly higher (P < 0.05, ANCOVA adjusted means) than the adjusted 

mean of the median noise and SNR for all stimulated electrodes. Next, we compared electrode 19 

to the non-stimulated electrodes in motor cortex and found that the magnitude of the decrease in 

noise on electrode 19 over time (the slope) was not significantly different than the decrease in the 

median noise on the non-stimulated electrodes over time (P = 0.7786, ANCOVA interaction). 

However, the noise itself on electrode 19 was significantly lower than the median noise on non-

stimulated electrodes (P<0.001, ANCOVA adjusted means). Overall, the noise on stimulated 

electrodes decreased more quickly than the noise on non-stimulated electrodes. That this effect did 

not appear to be driven by the amount of stimulation (electrode 19 was no different than non-

stimulated electrodes), suggests that other factors such as electrode material and impedance could 

have been the cause. 

 

 

Figure 8: Signal quality on a single electrode that received the most stimulation.  Data points for all the stimulated 

electrodes (blue) represent median values from test days. Data points for the single electrode (red) are the measured 

values for each metric on each day. Dotted lines show regression across all data. Shaded areas represent the smoothed 

interquartile range for each for all stimulated electrodes. The dotted vertical line marks day 200 when the filter order 

was changed. (a) Peak-to-peak voltage. (b) Background noise. (c) Signal-to-noise ratio. 
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4.3.2 Impedance Stability 

There was a large increase in impedances at 1 kHz following implantation on both motor 

electrodes (median pre-implant impedance: 447.5 kOhms; median Day 7 impedances: 1396 

kOhms) and sensory electrodes (median pre-implant impedance: 74.5 kOhms; median Day 7 

impedances: 533 kOhms). We assessed whether there was any significant change in the electrode 

impedances following implantation over 1500 days using linear regression (Figure 9A). We found 

that there was a highly significant decrease in electrode impedance over time on both the 

stimulated and non-stimulated electrodes (P < 0.001). Additionally, there was a highly significant 

difference in the changes in impedance between stimulated and non-stimulated electrodes (P < 

0.001, ANCOVA interaction) with a greater decrease in impedance over time on the non-

stimulated electrodes. Over 1500 days, the impedance on the stimulated electrodes decreased by 

79% while the non-stimulated electrode impedances decreased by 85%. It should be noted that the 

median impedances on the platinum electrodes in motor cortex were initially much higher than the 

SIROF electrodes in somatosensory cortex (S Negi et al., 2010). Impedance measurements on 

individual electrodes were often highly variable from day to day, making the comparison of 

individual electrodes to group median values impossible. Electrode 19, the most stimulated 

electrode, was one electrode with high intersession variance, making comparisons of its impedance 

to other stimulated or non-stimulated electrodes uninformative. We suspect that this was due to 

issues related to the specific connector and headstage used to measure impedances. 
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Figure 9: Electrode impedance over time. A) Plots for impedances of all electrodes plotted against days since 

implantation for the stimulated sensory array (blue) and the non-stimulated motor array (red). Each point represents 

the median impedance for the test day. Dotted lines represent the linear regression of the data with log-transformed 

days. Shaded areas represent the smoothed interquartile range for each data set. B) Heatmaps for impedances of all 

electrodes plotted against days since implantation for the motor array (left) and sensory array (right). Color maps were 

log transformed to better illustrate changes over time. 
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4.3.3 Detection Threshold Stability 

Detection thresholds were measured in four different time ranges: near Day 100, Day 500, 

Day 1000, and Day 1500. Due to limits on the participant’s time in the lab for each test session, 

these measurements were typically taken across multiple test sessions. Nearly all of the implanted 

electrodes (n=64) were tested within each time range with 54 electrodes tested around Day 100, 

61 electrodes around Day 500, 58 electrodes around Day 1000, and 53 electrodes around Day 

1500. Some electrodes were excluded from detection due to high voltages during the interphase 

period at the beginning of the test session. Surprisingly, we saw that over the course of the study, 

the median detection thresholds decreased by about two-thirds, from 31.5 μA at Day 100 (IQR: 

22.8-49.6 μA), to 15.8 μA at Day 500 (IQR: 9.0-24.9 μA), 12.4 μA at Day 1000 (IQR: 8.1-18.0 

μA), and 10.4 μA at Day 1500 (IQR: 7.4-16.6 μA) (Figure 10A). We found that detection 

thresholds around Day 100 were significantly higher than Days 500, 1000, and 1500 (P < 0.001, 

Kruskal-Wallis test with Tukey’s HSD post-hoc test) but other sessions were not significantly 

different from each other (P > 0.05, Kruskal-Wallis Test with Tukey’s HSD post-hoc test). We 

also assessed whether the detection thresholds were spatially organized on the arrays (Figure 10B) 

and found that for all test ranges except Day 100, there was significant clustering (P < 0.05, 

Moran’s I with z-test). This indicates that for most of the implant duration, the detection thresholds 

were not randomly distributed across the array and electrodes with high thresholds tended to be 

near other electrodes with high thresholds. Finally, we measured the detection thresholds on a 

subset of electrodes more frequently throughout the study. These electrodes spanned the two 

sensory arrays but were otherwise chosen arbitrarily. Changes over time were quantified with 

regression of the individual electrode detection data using a log-transformed time axis. Of the eight 

tested electrodes, the detection threshold on four electrodes decreased significantly over time (P < 
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0.05, Figure 10C, indicated with *) while no electrode had significant increases. The analysis of 

the group data in Figure 10A showed that after Day 500 there was no further decreases in detection 

thresholds. To examine whether this was true on the eight electrodes where we had considerably 

more measurements, we performed linear regression for data collected after Day 500. We found 

that on five electrodes there was a significant change in detection thresholds after Day 500 (P < 

0.05). Four of these were significant decreases in thresholds and one was a significant increase. 

However, these changes were all small, with slopes of -5.4, -4.2, -3.2, -2.2, and 2.0 μA/year. 
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Figure 10: Detection thresholds for stimulated electrodes since implantation.  A) Box plots for the median 

threshold values from each test range. The four time ranges are shown chronologically from left to right. B) The 

measured detection thresholds for each electrode plotted to the array as a heat map. Black spaces represent electrodes 

that were not tested. Grey spaces represent electrodes that were not wired due to technical constraints. The color bars 

show the detection threshold values in microamperes. C) The measured detection thresholds for eight electrodes are 

plotted over time. Each point represents the measured threshold for the given electrode and post-implant day.  
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4.3.4 Material Stability 

Two IrOx arrays implanted in P2 posterior parietal cortex (prior to P2 implants in 

somatosensory cortex) received a low amount of total charge (all electrodes <160 µC). Each of the 

two stimulated IrOx arrays had 60 electrodes, half of which were used for stimulation. Preimplant 

optical images of the arrays did not show any variation between arrays. The stimulated electrode 

sites are arranged primarily in a checkerboard fashion. SEM shows that the lateral array had a high 

degree of tip and shank degradation (Figure 11A).  Interestingly, tips and shanks showing visible 

damages appeared to coincide with the electrodes that were used for stimulation. Furthermore, 

EDS revealed that stimulated tips had lower iridium content than non-stimulated tips (Figure 11B). 

The loss of metallization for the lateral stimulating array occurred only on the electrodes used for 

stimulation. The medial array did not show this pattern (Figure 11C). The damage scores for each 

electrode tip and shank are summarized in the Figure 11D,E. The checkerboard pattern of damages 

of the lateral array is clearly seen, which correspond very well with arrangement of the stimulation 

electrodes. The medial stimulating array has overall much less observable material damage but 

more tissue encapsulation. Of the 62 electrodes used for stimulation on both arrays, 56 were 

analyzed, of which 23 had notable tip degradation, 21 of which were located on the lateral electrode 

array. Metal loss, and the corresponding decrease in iridium signal, was not observed on any non-

stimulated electrodes.  

Delivered charge and measured interphase voltages were compared to the material 

degradation. The amount of stimulation provided was quantified by both the total charge delivered 

and number of pulses delivered. Although the mean amount of charge injected on the lateral array 

was greater, it was not significantly different than the mean charge injected on the medial array 



 68 

(Mann-Whitney test, p = 0.22). The medial array contained the three electrodes with the most 

charge delivered, none of which displayed observable material degradation.  

Additionally, we found that there was a significant relationship between the total charge 

injected at voltages exceeding -0.6V (Figure 11G) and the tip score (p = 0.025, crit-p = 0.034, 

logistic regression) and shank category (p = 0.023, crit-p = 0.034, logistic regression) on the lateral 

stimulating array. There was no relationship between total charge injected at voltages less than -

0.6V and tip category (p = 0.60, logistic regression) or shank category (p = 1, logistic regression) 

on the medial array.  

When comparing the recording quality (Vpp) (Figure 11H) between the damaged and non-

damaged electrodes on the two stimulation arrays after excluding the encapsulation sites, we found 

no significant differences.  
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Figure 11: A small amount of charge caused damage on one of the implanted arrays but not the other.   SEM 

and EDS images here were provided by Kevin Woeppel from Tracy Cui’s lab. A) SEM image of the lateral array, 

indicating the stimulated electrodes with white arrows. B) EDS of the stimulating electrodes for the lateral array 

showing presence of iridium. White arrows indicating the stimulated sites. C) SEM image of the medial stimulating 

array tips. No differences were observed between the non-stimulated and stimulated tips on this array. D,E) Arrays 

showing the measured material properties on the stimulation arrays including tip categories (D) and shank categories 

(E). Green spaces show electrodes categorized as undamaged/unencapsulated, blue spaces show electrodes 

categorized as damage/encapsulated, and black spaces show electrodes that were excluded from analysis. F,G) Medial 

(top) and lateral (bottom) stimulating arrays showing (F) minimum interphase voltage (G) and total charge injected 

below -0.6V. The color bar for the minimum interphase voltages is log-transformed to emphasize differences between 

electrodes. Grey spaces indicate unwired electrodes. White spaces indicate wired electrodes that were never 

stimulated.  
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4.4 Discussion 

Microstimulation in the somatosensory cortex of a person using SIROF-coated Utah 

microelectrode arrays can evoke detectable sensations for 1500 days. We found that stimulated 

electrodes maintained a higher SNR than non-stimulated electrodes throughout the length of the 

implant, although the SNR on stimulated electrodes declined at a faster rate. In fact, stimulated 

electrodes were far more likely to retain the capacity to record high-amplitude neurons after 1500 

days than electrodes that had never been stimulated. Indeed, 50% of the stimulation electrodes 

recorded high-amplitude neurons within the first 100 days and 25% recorded high-amplitude 

neurons in the last 100 days, representing a 50% loss. However, on non-stimulated electrodes in 

the motor cortex, 70% recorded high-amplitude neurons within the first 100 days, but just 20% 

recorded high-amplitude neurons in the last 100 days, representing a 70% loss. Electrode 

impedances for stimulated electrodes had a significantly smaller decrease over time. Finally, and 

perhaps most importantly, stimulation detection thresholds continually decreased for 1500 days, 

indicating an improvement in the ability to elicit sensations with ICMS. 

Additionally, we found that for electrodes implanted for a much shorter period of time, 

small amounts of current, particularly current at low voltages, could result in damage on some 

electrodes.  

4.4.1 Stimulation Safety Limits 

The safety limits on the stimulus parameters used in this study, such as pulse amplitude 

and frequency were based on a series of studies in non-human primates investigating the effects 

of stimulation on safety at the electrode tissue interface (K. H. Chen et al., 2014; S. Kim, Callier, 
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Tabot, Tenore, et al., 2015). However, these pulse parameters have not always been shown to be 

safe (Kane et al., 2013; D. B. McCreery et al., 1990; D. McCreery et al., 2010; Sandeep Negi, 

Bhandari, Rieth, van Wagenen, & Solzbacher, 2010; Sandeep Negi, Bhandari, van Wagenen, et 

al., 2010; Parker et al., 2011; Patrick J Rousche & Normann, 1998). Of particular note, a study of 

chronic microstimulation in the cat cortex showed that continuous stimulation at even at the low 

level of 4 nC/phase (equivalent to a stimulation amplitude of 20 µA with the 200 μs pulse width 

we used in this study), led to a loss of neurons around the electrode tips (D. McCreery et al., 2010). 

While we regularly exceeded this stimulation amplitude and use the full amplitude range up to 100 

µA on implanted electrodes, we limited the duty cycle to a maximum of 15 seconds of continuous 

stimulation, at which point stimulation would be disabled for an equivalent amount of time. This 

may be why stimulation with these parameters did not lead to measurable deleterious effects on 

electrodes or evoked sensations. 

4.4.2 Recording Signal Quality 

It is well known that signal quality deteriorates on recording electrodes over long periods 

of time (Barrese et al., 2013; Bullard, Hutchison, Lee, Chestek, & Patil, 2019; C. Chestek et al., 

2011; Downey et al., 2018; Suner et al., 2005). In this study, we found similar decreases in signal 

quality over time on both stimulated and non-stimulated electrodes. Importantly, across 1500 days 

we saw a 37% decrease in the peak-topeak voltage on the stimulated electrodes, while the peak-

to-peak voltage on non-stimulated electrodes decreased by 46%. For comparison, Chestek et al. 

2011 reported a 28.2% and 47% decrease in unit amplitude in two implanted non-human primates 

within the first two months after implant while Barrese et al. 2013 showed an average decrease in 

the signal amplitude of about 12% across 27 implanted non-human primates over 1000 days on 
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viable electrodes. However, about half of electrodes were excluded from analysis because they 

were considered not viable, meaning the peak-to-peak voltage fell below 40 μV. Our results are 

consistent with these and other studies showing that signal quality decreases over time.  

However, interestingly we saw a significantly greater decrease in both the peak-to-peak 

voltage and the number of high-amplitude recordings on non-stimulated electrodes. These findings 

suggest that, at a minimum, ICMS did not additionally contribute to decreases in recording quality 

over time and may actually improve the longevity of high-amplitude recordings. Previous work 

has posited that stimulation can rejuvenate the electrode-tissue interface, resulting in increased 

SNR through an improvement in signal amplitude and decreased impedances (M. D. Johnson, 

Otto, & Kipke, 2005; Otto, Johnson, & Kipke, 2006). This rejuvenation effect could be related to 

the preservation of high amplitude recordings on stimulated electrodes that we observed.  

However, our results showed a steeper decline in SNR over time on stimulated electrodes 

compared to non-stimulated electrodes, although the SNR itself was higher on stimulated 

electrodes than non-stimulated electrodes. Furthermore, we saw that the impedance on stimulated 

electrodes declined at a slower rate than the impedances on non-stimulated electrodes. Impedances 

however were difficult to compare between stimulated and non-stimulated electrodes since these 

electrodes contained different materials with different impedance properties, and stimulated 

electrodes maintained lower impedance values throughout. The previous work suggesting a 

rejuvenation effect was focused on the short-term effects of stimulation on signal properties, with 

a maximum tested duration of eight days. Changes in the signal and impedance over this time scale 

may not reflect expected changes over many years. Another substantial difference between the 

previous work and this current study is the stimulus protocol. In the previous work, stimulation 

was held constant at 1.5 V for four seconds, and this pulse was only delivered once prior to all 
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signal and impedance measurements. Here, our stimulus parameters consisted of more typical 

stimulation protocols, including charge-balanced biphasic pulses with an initial cathodic phase 

lasting 200 μs. Stimulus trains were delivered at a maximum of 300 Hz for up to 15 seconds at a 

maximum amplitude of 100 μA over many years. The substantial differences in our stimulus 

protocols makes it difficult to assess similarities or differences in the results. 

4.4.3 Impedances 

Impedances on electrodes have been shown to increase immediately after implantation but 

decrease over long periods of time (Barrese et al., 2013; Kane et al., 2013; Parker et al., 2011; 

Torab et al., 2011). Our results similarly showed an increase from pre-implant impedance values 

and then a decrease in impedances across the 1500 days of implantation. While the impedances of 

the non-stimulated electrodes implanted in the motor cortex had a significantly greater decrease 

than the stimulated electrodes in the somatosensory cortex, this effect is likely related to the 

difference material properties of the electrodes in these two locations. Sputtered iridium-oxide 

electrodes have significantly lower impedances than platinum electrodes as a result of their 

significantly larger surface area, due in large part to the sputtering deposition process (S Negi et 

al., 2010). As a result, the impedances on the stimulation electrodes were much lower than the 

platinum electrodes shortly after implantation and therefore did not have as much range to 

decrease. Nevertheless, these data demonstrate that over 1500 days, including nearly 378 days of 

ICMS, the electrode impedances were well within ranges suitable for microstimulation. Increasing 

impedances, potentially as a result of electrode damage resulting from stimulation itself, would 

result in higher voltages at the electrode-tissue interface which could damage tissue (Cogan, 2008), 

or exceed the compliance voltage limits of the stimulator itself. Although differences in the 
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changes over time were significant, the difference in the percent change between stimulated and 

non-stimulated electrodes was small and may not be practically meaningful. 

4.4.4 Detection Thresholds 

Perhaps the most supportive demonstration of the long-term utility of microstimulation in 

somatosensory cortex was the observation that that sensory percepts could be consistently evoked 

over the length of implantation, with detection thresholds decreasing over time. Non-human 

primate studies had demonstrated that sensations could be evoked over periods of months without 

behavioral deficits using stimulation parameters higher than those used in this experiment (S. Kim, 

Callier, Tabot, Gaunt, et al., 2015; D. B. McCreery et al., 1986; Romo et al., 2000, 1998). This is, 

however, the first time a human participant has been implanted and tested with this protocol and 

it is promising for bidirectional BCIs that percepts can be reliably evoked and that detection 

thresholds themselves decrease over long periods time. Detection of stimulation could improve 

over time for a variety of reasons.  

As we mentioned previously, stimulation could possibly provide rejuvenating effects on 

neural tissue, which could result in more responsive neurons. Stimulation over many years could 

also possibly result in neural plasticity resulting in stronger sensitivity to stimulation (Jackson, 

Mavoori, & Fetz, 2006). Additionally, the participant’s familiarity with the stimulus detection task 

could have resulted in increased behavioral sensitivity.  

We also demonstrated that the detection thresholds were spatially clustered on the electrode 

arrays. There are several possible explanations for this effect. First, if the arrays were not perfectly 

perpendicular to the cortical surface, or if the cortical surface was curved under the electrode, 

individual electrode tips on different parts of the array could be at different depths in the cortex, a 
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factor which is known to have an effect on detection thresholds (DeYoe, Lewine, & Doty, 2005; 

Tehovnik & Slocum, 2009). Additionally, localized tissue reactions could potentially affect the 

microenvironment around individual electrodes (Grand et al., 2010) and adjacent electrodes or 

different locations in somatosensory cortex could be differentially responsive to stimulation. 

Further work is needed to explore the mechanisms of increased stimulus sensitivity as well as 

spatial clustering of thresholds. 

4.4.5 Material Stability 

We implanted two IrOx arrays into the posterior parietal cortex of P2, which were 

explanted 182 days after implant and received small amounts of charge. Here, we found that even 

this small amount of stimulation induced damage on one of the two devices. On the lateral array, 

de-metallization was visible under SEM and detected by EDS only on the stimulated electrodes, 

indicating that stimulation was the cause of the metal loss. The reason that stimulation caused 

material damage on the lateral array but not the medial array is unclear. One notable difference 

between the lateral and medial array is that the medial had higher degree of tissue encapsulation. 

This can be a result of a higher degree of vascular damage or less stable fixation in vivo. While the 

specific reason for this cannot be determined, this encapsulation resulted in subsequent decreases 

in impedance. The decrease in impedance then could have resulted in more positive voltage 

excursions during stimulation, decreasing the likelihood of material damage. Indeed, we found 

that the lateral array had more negative interphase voltages (mean = -1.7V) when compared to the 

medial array (mean = -1.1V).  

More material damage was found on the lateral arrays which experienced higher average 

maximum cathodic interphase voltage amplitude. The interphase voltage is analogous to the 
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maximum cathodic electrode potential (Emc) measured during charge injection limit (CIL) 

experiments performed in vitro. Emc with values more negative than -0.6V (vs Ag/AgCl) are often 

considered to be unsafe due to irreversible water hydrolysis occurring at the electrode which could 

cause hydrogen gas production and pH increases (S Negi et al., 2010). Such reactions could lead 

to delamination of the IrOx coating even with a small number of pulses. We do not expect the 

median interphase voltage to be directly comparable to in vitro CIL measurements due to the two-

electrode setup and increased variables introduced from the biological environment, but we 

expected the general relationship between voltage and interfacial reactions to hold. We found that 

the mean maximum voltage measured on both arrays exceeded -0.6V (mean lateral = -1.7 V, mean 

medial = -1.1 V) with the lateral array experiencing higher voltage excursion on average. 

Furthermore, we found a significant correlation between the charge injected below -0.6V and 

damage on the lateral stimulating array. These results indicate that stimulation, beyond a certain 

voltage threshold, may damage electrodes in a charge dependent manner. 

It should be pointed out that some of the electrodes on the medial array experienced the 

highest voltage excursions but did not show material damage. One potential explanation is that the 

stimulation on the lateral array only weakened the adhesion of the IrOx coating and the coating 

was not fully stripped from the electrode until or after explantation. Alternatively, variations could 

also be a result of batch-to-batch difference in fabrication where the lateral array received poorly 

adhered IrOx coating. Notably, the electrodes damaged by stimulation did not perform 

significantly worse in recording than the undamaged electrodes from the Vpp point of view. This 

surprising result indicates that despite the IrOx delamination and insulation cracking, the electrode 

is capable of recording the neural signals.  
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The biocompatibility of IrOx coatings has been widely studied and validated for 

stimulation and recording applications (Cogan, 2008; S Negi et al., 2010; Sandeep Negi, Bhandari, 

Rieth, et al., 2010). In our results on signal quality and impedances, we didn’t see additional 

degradation caused by stimulation. Based on our observations here, this could be because a) the 

material damage caused by stimulation is idiosyncratic, and stimulation didn’t result in damage on 

these implanted arrays or b) material damage caused by stimulation had no effect on the electrode’s 

ability to record or stimulate. Discerning between the two is difficult, as studying the in vivo 

properties of the electrodes in parallel with the material properties is not possible in humans. 

Analysis will need to be conducted on these arrays that received much higher levels of stimulation 

after explant. Additionally, further animal studies using the stimulus parameters used in our study 

and assessing damage and changes in recording over time could provide insight here.  

4.4.6 Study Limitations 

Although these results are supportive of the long-term utility of microstimulation in the 

somatosensory cortex as a component of implanted BCIs, we have only tested this in one 

participant. Future implantations will need to be similarly evaluated to determine if signal quality 

and detection thresholds are stable over long periods of time. Furthermore, this study gives a 

general overview of stability on electrodes that have been stimulated as compared to electrodes 

which have not been stimulated but does not delve deeply into how the amount of stimulation 

delivered on each electrode might impact signal quality, impedances, or detection thresholds. We 

have provided results for a single electrode which was stimulated much more frequently than any 

other electrode due to its involvement in many of our bidirectional BCI paradigms. Its signal 

quality over time did not deviate significantly from other stimulated electrodes except for noise, 
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which had greater decreases over time. Another possible limitation is that the stimulation delivered 

as part of this experiment may be much less than what would be provided in a deployable BCI 

system. However, as stated previously, we have not seen any notable differences between 

electrodes based on the amount of stimulation they have received. As mentioned previously, the 

electrodes that were provided stimulation were coated with iridium oxide while the electrodes that 

were not provided stimulation were coated with platinum. If there are differences in how these 

materials degrade over time regardless of stimulation, comparisons can be difficult to make. For 

better comparison, future implants should have iridium oxide coated tips on all electrodes. Another 

consideration is that stimulated electrodes were implanted in somatosensory cortex while non-

stimulated electrodes were implanted in motor cortex. Neurophysiological differences in these two 

areas could possibly affect the results. For example, layer 5 of motor cortex contains large Betz 

cells while layer 4 of somatosensory cortex contains smaller pyramidal cells (Rivara, Sherwood, 

Bouras, & Hof, 2003). This difference in cell type is the likely cause of the initially high-amplitude 

signals recorded from motor cortex. Whether neuroanatomical differences in motor and 

somatosensory cortex could have differential effects on the response to microstimulation or the 

presence of implanted devices over many years is unknown. Additionally, the material analysis 

shown here is not related directly to the other metrics because the material stability was based on 

electrodes implanted for a much shorter period of time and receiving much less stimulation. Post-

explant analysis will additionally need to be conducted on the second set of implants when they 

are removed for further analysis.  
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4.4.7 Conclusion 

Overall, these findings indicate that electrodes receiving intracortical microstimulation in 

somatosensory cortex can maintain recording quality as well, if not better, than non-stimulated 

electrodes in motor cortex and continually elicit sensory percepts with stimulation over 1500 days. 

While this time frame may still be a relatively short in the context of a life-long implantation, 

demonstrating stability at these time points is a necessary step to support the continued 

development of these systems. Furthermore, we found idiosyncratic effects of stimulation on 

material integrity, where small amounts of stimulation were able to drive damage under certain 

circumstances. However, this material damage did not seem to correlate with recording quality. 

These findings are promising for the field of neural prostheses and specifically sensory restoration 

and indicate that implanted microelectrodes for sensory restoration is plausible for clinical 

application. 
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5.0 Signal Metrics and Evoked Sensations in a Second Participant 

The previous chapter focused on stability metrics or both recording and stimulation in 

participant P2, who has been implanted for over 1500 days. Participant P3 has been implanted for 

much less time, making it more difficult to assess how recording quality, stimulation effects, and 

the interaction between them have changed over time. Nevertheless, here, we document these same 

data in P3 and report on several interesting and important differences. These same metrics will 

need to be measured over much longer periods of time for more direct comparison between both 

participants.  

5.1 Methods 

Data for this study were collected for 321 days after implantation in P3. Typically, 

experiments were conducted once or twice a week. Experimental sessions were typically three-

hours long, although stimulation was not used in every session or for all three hours. Across the 

321 implant days, experiment sessions were performed on 68 days, 32 of which involved 

stimulation.  

5.1.1 Stability Metrics 

To quantify the stability of stimulated electrodes in somatosensory cortex, we measured 

recorded signal quality, electrode impedances, and stimulation detection thresholds over time. 
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Signal quality and impedance were compared between stimulated electrodes and non-stimulated 

electrodes. Recording quality was evaluated using four metrics: (1) the number of high-amplitude 

recordings, (2) peak-to-peak voltage, (3) noise, and (4) signal-to-noise ratio.  

5.1.2 Signal Quality 

Neural activity recorded at rest was processed offline in MATLAB (Natick, MA) to 

measure the number of high-amplitude recordings, peak-to-peak voltage, noise, and signal-to-

noise ratio (SNR) over time. The peak-to-peak voltage was calculated individually for every 

snippet. Only the snippets with peak-to-peak voltages within the top 2% on a given electrode were 

used for analysis. This method was used to isolate the largest neural recordings and provide an 

unbiased estimate of the capacity of each electrode to record signals. The largest 2% of the snippets 

for each electrode were averaged and the peak-to-peak voltage was calculated. If the firing rate of 

all the snippets on any electrode was less than 1.67 Hz or the peak-to-peak voltage of the averaged 

signal was less than 30 µV, the electrode was excluded from analysis. Electrodes containing 

snippets which had peak-to-peak voltages over 100 μV were considered electrodes that contained 

high-amplitude recordings. The noise metric was calculated as three times the standard deviation 

of the first five-time samples of all action potential snippets. SNR was calculated as the magnitude 

of the peak of the averaged waveform divided by the calculated noise. The filter used was fa first 

order 750 Hz high-pass Butterworth filter. 
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5.1.3 Surveys 

Surveys were conducted on a regular basis in P3. During a survey, each enabled electrode 

was stimulated sequentially using a 1-s pulse train at 60 μA and 100 Hz. These parameters were 

selected because they were typically able to evoke sensations consistently while remaining well 

below our maximum stimulus current amplitude of 100 μA. Surveys were conducted to quantify 

stimulus-evoked tactile percepts. No visual or auditory cue was provided to the participant to 

indicate when stimulation was occurring. The participant was instructed to indicate when a 

sensation was detected, at which point progression through the trial was paused. The participant 

verbally reported when he detected a sensation, and the pulse train was repeated as many times as 

necessary for the participant to be able to accurately describe the location and quality of the 

sensation. A drawing of the hand was partitioned into different segments and the participant 

reported on which segments the sensation was felt. The participant also used a tablet and stylus to 

circumscribe the precise areas where sensation was felt on a map of the hand. The data presented 

here represents data collected from 11 surveys. Seven of these surveys were conducted on all 

available electrodes, four were only on conducted on a subset of electrodes.  

5.2 Results 

5.2.1 Projected Fields of Evoked Sensations 

Electrodes were implanted in participant P3 based on preoperative imaging to try to target 

the fingers (Figure 12A). We measured the locations of sensations evoked by ICMS in P3 using a 
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tablet interface (Figure 12B). We found that electrodes on the lateral array generally evoked more 

sensations on the index finger, P2, and thumb regions. The electrodes on the medial array evoked 

more sensations on the middle finger, ring finger, and P5 region. This corresponds generally to 

known somatotopy, although it does not necessarily align with expectations based on preoperative 

imaging. Additionally, most sensations reported on the fingers were not on the tip of the fingers, 

which was the desired location of evoked sensations. We found that the number of electrodes 

which evoked sensation increased over time, with 27 electrodes evoking sensation on our first full 

survey (post-implant day 44) and 38 electrodes evoking sensation in our most recent full survey 

(post-implant day 293). If the number of electrodes with evoked sensation will continue to increase 

and if the projected fields on these individual electrodes will remain stable over time remains to 

be seen with more data collected over longer periods of time.   

 

 

Figure 12: Implant locations and projected fields in P3. A) (Image provided by Fang Liu) Microelectrode array 

implant location mapped onto preoperative imaging. Each gray square represents a different microelectrode array. 

Each color represents the mapped sensation of a different digit (D1-D5). B) The most reported projected field location 

for each electrode from survey data.  
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5.2.2 Signal Stability 

We looked at signal stability on both the stimulated arrays in somatosensory cortex and 

non-stimulated electrodes in motor cortex (Figure 13). We saw an initial increase across the first 

65 days post-implant followed by a decrease on all electrode arrays. However, we saw a 

significantly larger decrease on the stimulated somatosensory electrodes in terms of high-

amplitude recordings after day 65 (Figure 13A, p < 0.001, ANCOVA interaction).  At Day 331, 

high amplitude recordings were made on 55% of motor electrodes but only 15% of sensory 

electrodes. However, the change in Vpp was not significantly different over time after day 65 

(Figure 13B, p = 0.44, ANCOVA interaction) although motor electrodes maintained a higher Vpp 

overall. At Day 331, the median Vpp was 81.2 µV on motor electrodes and 53.6 µV on sensory 

electrodes. Interestingly the noise showed a significantly larger decrease on stimulated sensory 

electrodes as compared to non-stimulated motor electrodes (Figure 13C, p = 0.0002, ANCOVA 

interaction) which also resulted in a significant difference in how SNR changed over time (Figure 

13D, p = 0.0012, ANCOVA interaction) where SNR on non-stimulated motor electrodes decreased 

more than SNR on stimulated sensory electrodes, although motor electrodes still maintained an 

overall higher SNR. At Day 331, motor electrodes had a median SNR of 2.83, while sensory 

electrodes had a median SNR of 2.45.  
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Figure 13: Signal stability in P3. Signal quality plots over 331 days of implant for participant P3 with electrode 

arrays divided into stimulated sensory arrays and non-stimulated motor array. Dotted lines represent linear regression 

of the data for either day 1 to 65 or day 65 to 331. Shaded areas represent interquartile ranges. A) The percent of 

electrodes with high amplitude waveforms. B) Median peak-to-peak voltage. C) Median noise. D) Median signal-to-

noise ratio.  
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5.2.3 Detection Thresholds 

We measured detection thresholds across all electrodes around day post-implant 100 and 

measured detection thresholds more continuously across a subset of six electrodes over time. We 

found that the median detection threshold across all electrodes was 18.8 µA at day 100 (Figure 

14A). We also found that over the 331 days post-implant, electrodes that were measured 

continuously showed no change in thresholds for individual tested electrodes (Figure 14B, p > 

0.05, linear regression) or for the median across all six tested electrodes (p = 0.68, linear 

regression). 

 

Figure 14: Detection thresholds in P3.  Detection thresholds measured across all implanted electrodes around day 

post-implant 100. Colors represent the measured detection threshold, where the maximum threshold was cut-off at 80 

µA. Gray squares represent unwired electrodes and black squares show electrodes that weren’t tested. B) Detection 

thresholds over time for six electrodes that were tested more continuously up to day post-implant 331. Solid lines 

show log-transformed linear regression fits for the data.  
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5.3 Discussion 

5.3.1 Signal Stability 

We found interesting differences between P2 and P3 in terms of signal stability. Previously 

we found that the number of electrodes with high amplitude recordings decreased more over time 

on non-stimulated motor electrodes than stimulated sensory electrodes in P2. However, we saw 

the opposite effect in P3, where stimulated sensory electrodes showed much larger decreases in 

the number of high amplitude recordings. Interestingly, the percent of electrodes with high 

amplitude recordings on stimulated sensory electrodes was higher in P2 at Day 1500 (27%) than 

the percent of electrodes in P3 at Day 331 (16%). This effect was reversed for non-stimulated 

motor electrodes, where the percent was higher in P3 at Day 331 (55%) than P2 at Day 1500 

(19%). The reason for these differences is difficult to know, but is unlikely a direct effect of 

stimulation, since P2 received much more stimulation over 1500 days than P3 did over 331 days. 

We also saw that the SNR decreased more over time on the non-stimulated motor electrodes than 

the stimulated sensory electrodes, although the motor electrodes maintained a higher SNR overall 

throughout (Figure 12). This again is the opposite of what was observed in P2, where the stimulated 

sensory electrodes showed more significant decreases over time but maintained a higher SNR 

throughout (Figure 7).  

Although it is difficult to assess the reason for these opposite observations in both 

participants, there are some important differences to note. The first is that P2 had platinum 

electrodes implanted in motor cortex while P3 had iridium oxide arrays in motor cortex. Material 

differences could explain differences between the trends on the motor arrays over time. However, 

the trends in the motor cortex implants were actually more similar between participants, while 
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there were large deviations between the sensory electrodes, which were iridium oxide in both 

participants. It seems unlikely then that material differences explain our observations. Another 

important difference is that the signals recorded in P3 were collected using Cereplex E connectors 

while signals in P2 were collected with patient cables (Blackrock Microsystems). We have noted 

differences in both the signal amplitude and impedances recorded with Cereplex E connectors, 

which could be related to changes in signal over time. However, it seems that the Cereplex E 

connectors are unlikely to produce larger changes on a specific set of arrays, so it seems unlikely 

that this should affect differences between motor and somatosensory electrodes over time. The 

data reported here for P3 were also collected for a much shorter period of time. Although the trends 

in P3 still do not seem to match the trends in P2, we should observe the signal over a similar length 

of time for full comparison. Differences between participants then are difficult to explain and 

require further investigation in more participants. 

5.3.2 Detection Threshold Stability 

Detection thresholds in P2 showed a significant decrease from day post-implant 100 to day 

post-implant 500, but were stable after that point. Additionally, individual electrodes that were 

measured more continuously showed a significant decrease over time, with the most substantial 

changes occurring in the earlier post-implant days. In P3, we only collected all detection thresholds 

once at day 100 since they have not been implanted for a full 500 days. Interestingly, the median 

threshold measured at day 100 in P3 (18.8 µA) was more similar to the median threshold measured 

at day 500 in P2 (15.8 µA) than day 100 (31.5 µA). This may indicate that the thresholds in P3 

dropped more quickly and are thus less likely to show significant decreases over time. However, 

our measurements in P3 are limited, particularly on the six electrodes we measured more 
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continuously which only have 4 to 7 measures total. We will have to continue to monitor the 

thresholds over time to understand how these trends compare across participants. However, the 

fact that the thresholds are low and stable in both participants is promising for the future application 

of these devices.  

5.3.3 Projected Fields of Evoked Sensations 

We found that the projected fields in P3 followed a general somatotopy, similar to what 

was observed in P2. Interestingly, in both participants, evoked sensations were mostly localized 

between the palmar regions and knuckles of the finger, although the arrays were implanted in a 

location with the goal of evoking finger-tip sensations. Other labs have previously reported finger-

tip sensations from similar implants (Fifer et al. 2020). These findings may suggest that higher 

resolution imaging is needed to more consistently target finger-tip areas. In both participants, we 

also saw the number of electrodes that evoke sensation increase over time. In P2, we already had 

28 electrodes that evoked sensation at day post-implant 44, while we only had 7 electrodes evoke 

sensation in P2 at day 49 post-implant. In P2, most electrodes evoked sensation by day post-

implant 630. More data will need to be collected in P3 over time to see if the number of electrodes 

continues to increase and how stable projected fields are over time.  

5.4 Conclusions 

We found that results in P3 collected over a much shorter period of time had agreed with 

P2 in some ways but also possessed some important differences. We found that signal increased 
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over a short period of time followed by a more continuous drop in signal over time in both 

participants. However, there were differences in how the motor electrodes and somatosensory 

electrodes changed relatively in each participant. We found detection thresholds were low and 

stable over time in both participants, but P3 showed lower thresholds and more detectable 

electrodes earlier in the implant, while P2 showed large decreases in thresholds and increases in 

electrode evoking sensation in the first 500 days. Finally, we found that electrodes evoked 

sensations localized to the hand that followed a general somatotopy in both participants, although 

the specific locations of sensation were different. In order to fully understand how these trends 

behave over time, we will need to collect more data over longer periods of time in P3 and look at 

similar data in other participants for comparison. 
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6.0 Effects of Stimulus Parameters on Evoked Intensity and Quality 

This chapter is taken directly from a first authorship manuscript currently available on bioRxiv 

and in revision at eLife titled “Perceptual responses to microstimulation frequency are spatially 

organized in human somatosensory cortex” (C. Hughes et al., 2020).  

Microstimulation in the somatosensory cortex can evoke artificial tactile percepts and can 

be incorporated into bidirectional brain-computer interfaces (BCIs) to restore function after injury 

or disease. However, little is known about how stimulation parameters themselves affect 

perception. Here, we stimulated through microelectrode arrays implanted in the somatosensory 

cortex of human participants with cervical spinal cord injury and varied the stimulus amplitude, 

frequency and train duration. Increasing the amplitude and train duration increased the perceived 

intensity on all tested electrodes. Surprisingly, we found that increasing the frequency evoked more 

intense percepts on some electrodes but evoked less intense percepts on other electrodes. These 

different frequency-intensity relationships were divided into three groups which also evoked 

distinct percept qualities at different stimulus frequencies. Neighboring electrode sites were more 

likely to belong to the same group. These results support the idea that stimulation frequency 

directly controls tactile perception and that these different percepts may be related to the 

organization of somatosensory cortex, which will facilitate principled development of stimulation 

strategies for bidirectional BCIs. 
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6.1 Introduction 

The behavioral effects of ICMS in somatosensory cortex have been studied in detail in non-

human primates (NHPs) (Dadarlat et al., 2014; S. Kim, Callier, Tabot, Gaunt, et al., 2015; S. Kim, 

Callier, Tabot, Tenore, et al., 2015; Romo et al., 2000, 1998). However, animals are limited in 

their ability to perform certain psychophysical tasks. NHPs can learn to discriminate between two 

or more stimuli, and their ability to perform these tasks can provide insight into how stimulus 

parameters affect sensory perception. However, they can never describe the qualitative nature of 

the sensory percepts they are experiencing, nor can they be trained to perform more complex 

psychophysical tasks such as magnitude estimation. NHP studies can therefore lead to hypotheses 

about how stimulus parameters affect qualitative aspects of perception, but only human studies 

can investigate these directly.  

Limited work has been conducted in humans using ICMS of somatosensory cortex to 

restore sensation (Armenta Salas et al., 2018; Fifer et al., 2020; S. N. Flesher et al., 2016). From 

these studies we know that ICMS can evoke tactile sensations that are perceived to originate from 

the hands (Fifer et al., 2020; S. N. Flesher et al., 2016) and arms (Armenta Salas et al., 2018) and 

that the stimulation locations in the cortex that elicit these percepts agree with known cortical 

somatotopy (Penfield & Boldrey, 1937). Participants reported naturalistic sensations such as 

“pressure” and “touch” (S. N. Flesher et al., 2016) as well as “squeeze” and “tap” (Armenta Salas 

et al., 2018), but the quality and naturalness varied between stimulated electrodes within each 

participant. Additionally, all studies found that increasing the stimulus current amplitude 

consistently increased the perceived intensity of the tactile percepts. The effect of stimulus pulse 

frequency has been less studied, although low frequencies may require higher amplitudes to evoke 

a detectable percept (Armenta Salas et al., 2018).  
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It has been frequently suggested that increasing the stimulus frequency increases the 

perceived intensity of a stimulus train. Increasing the pulse frequency of ICMS reduced the current 

amplitude required to evoke a detectable percept in NHPs (S. Kim, Callier, Tabot, Gaunt, et al., 

2015; Romo et al., 2000, 1998) and rats (Butovas & Schwarz, 2007; Semprini, Bennicelli, & Vato, 

2012). This was thought to indicate that increasing pulse frequency increased perceived intensity. 

Additionally, increasing amplitude biased NHPs (Callier, Brantly, Caravelli, & Bensmaia, 2020) 

and rats (Fridman, Blair, Blaisdell, & Judy, 2010) towards selecting stimulus trains as having 

higher frequencies, providing further evidence that increasing pulse frequency increases perceived 

intensity. Perceived intensity also increases as stimulation amplitude and frequency are increased 

in human peripheral nerves (Graczyk et al., 2016) and human visual cortex (E. M. Schmidt et al., 

1996). This is also true for mechanical stimuli where perceived intensity increased with increasing 

vibration frequency in able-bodied human participants using tactile input to the hand (Hollins & 

Roy, 1996; Muniak, Ray, Hsiao, Dammann, & Bensmaia, 2007; Verrillo, Fraioli, & Smith, 1969). 

This implies that both electrical and tactile stimulation with higher frequency components are 

perceived as being more intense. Our goal here was to understand if this same principle applied to 

ICMS of human somatosensory cortex and to evaluate whether perceptual qualities were affected 

by changes in stimulus pulse frequency.  

In ongoing experiments, we implanted microelectrode arrays into the motor and 

somatosensory cortices of two participants (referred to as P2 and P3) with cervical spinal cord 

injuries to evaluate the safety and efficacy of bidirectional BCIs and to study sensorimotor control 

in humans. In P2, we delivered ICMS to somatosensory cortex, which evoked tactile percepts that 

felt like they originated from the paralyzed hand (Flesher et al., 2016). However, the percepts 

themselves varied considerably, from more natural sensations, such as touch and pressure, to less 
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natural sensations, such as vibration and tingle. In order to represent more complex and intuitive 

tactile inputs with ICMS, it is critical that we understand how stimulus parameters directly affect 

sensation.  

We are particularly interested in how stimulus parameters, such as current amplitude, pulse 

frequency, and train duration change the perceived intensity of tactile percepts. The ability to 

control perceived intensity in a bidirectional BCI will be essential, as modulated sensory feedback 

is crucial for object interaction (Roland S Johansson & Flanagan, 2009; D. A. Nowak et al., 2013). 

While grasp contact could be relayed by simple on-off stimulation, conveying grip force, which is 

essential for grasp stability, efficiency and precision (Godfrey, Bianchi, Bicchi, & Santello, 2016; 

D. A. Nowak, Glasauer, & Hermsdörfer, 2004; D. A. Nowak & Hermsdörfer, 2006), requires the 

ability to modulate the perceived intensity of a stimulus. We sought to assess the effects of 

changing the stimulus pulse frequency on several perceptual metrics in two participants, P2 and 

P3, and expected to see increases in the perceived intensity as the stimulus pulse frequency. 

6.2 Methods 

6.2.1 Magnitude Estimation 

We assessed the effect of stimulus parameters on perceived intensity using a magnitude 

estimation task. To test the potential effect of pulse frequency on intensity in P2, pulse trains were 

delivered for 1 s at 60 µA with frequencies of 20, 40, 60, 80, 100, 150, 200, 250 and 300 Hz. 

Following each pulse train, the participant was asked to report the magnitude of the perceived 

intensity on a self-selected scale. The participant was instructed to use values such that a value 
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twice as large as a previous value was twice as intense, and a value half as large was half as intense. 

These values typically ranged from zero to six. Each set of stimulus pulse frequencies was 

presented six times, with the presentation order randomized in each block. The responses from the 

first block were not used in the analysis to allow the participant to establish a baseline for reporting 

for the session. Data collected on the same electrode over multiple sessions were aggregated for 

analysis. Data were connected with piecewise fits. We tested 29 total electrodes using this 

paradigm. Seven electrodes were tested in 3 to 6 sessions while 22 electrodes were tested in 1 to 2 

sessions.  

To increase the number of trials and decrease the time for data collection, we presented 20, 

100, and 300 Hz at 80 μA in participant P3. We presented each frequency 21 times and removed 

the first trial. We found 22 of 23 tested electrodes showed a significant difference between 

intensities across tested frequencies (Friedman’s test, p < 0.05). Data for each electrode was only 

collected once. 

We also assessed the effect of changing the stimulus current amplitude on perceived 

intensity while the stimulus pulse frequency was held constant. The pulse frequency was set to 100 

Hz, the train duration to 1 s, and the current amplitude ranged from 20 to 80 μA in 10 μA 

increments. Data were fit with a linear function. We tested nine electrodes for this paradigm. 

Finally, we assessed the effect of changing the stimulus train duration on perceived intensity. The 

stimulus pulse frequency and current amplitude were set to 100 Hz and 60 μA, respectively, and 

the train duration was set to 0.1, 0.2, 0.3, 0.4, 0.5, 0.75, 1, 1.5, and 2 s. Data were fit with a logistic 

function. We tested four electrodes for this paradigm. For current amplitude and train duration 

plots, the data were normalized to the median intensities of the set in which it was collected for 

visualization purposes.  
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To investigate the interaction between current amplitude and pulse frequency, we 

additionally tested frequency and amplitude pairs in P2. The train duration was set to 1 s, the 

current amplitude was set to 20, 50, or 80 μA, and the pulse frequency was set to 20, 100, or 300 

Hz. All frequency and amplitude combinations were tested for each tested electrode six times, and 

the first trial was excluded from analysis. Each tested electrode was tested twice on two different 

test sessions, resulting in ten total trials for each frequency and amplitude pair. For analysis and 

plotting, we divided electrodes into the categories defined in the frequency magnitude estimation 

described previously. We tested two LFP electrodes, two IFP electrodes, and two HFP electrodes. 

We tested six electrodes for this paradigm, each measured twice.   

6.2.2 Standard Detection Task 

We conducted standard detection trials where the stimulus pulse frequency was changed 

while the stimulus current amplitude was held constant in P2. The current amplitude was set to 

1.2X the detection threshold for each electrode measured at 100 Hz. The tested frequencies were 

20, 100, and 300 Hz and each pulse frequency was presented 30 times. Pulse frequencies were 

interleaved randomly resulting in 90 trials per tested electrode. We tested four electrodes with this 

paradigm.  

6.2.3 Surveys 

Surveys were conducted once every month from the time the arrays were implanted in P2. 

During a survey, each enabled electrode was stimulated sequentially using a 1-s pulse train at 60 

μA. These parameters were selected because they were typically able to evoke sensations 
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consistently while remaining well below our maximum stimulus current amplitude of 100 μA. In 

participant P2, surveys were conducted once a month at 100 Hz, but we collected additional 

surveys at 20 and 300 Hz. This resulted in 152 samples at 20 Hz, 621 samples at 100 Hz, and 85 

samples at 300 Hz. Surveys were conducted to quantify stimulus-evoked tactile percepts. No visual 

or auditory cue was provided to the participant to indicate when stimulation was occurring. The 

participant was instructed to indicate when a sensation was detected, at which point progression 

through the trial was paused. The participant verbally reported when he detected a sensation, and 

the pulse train was repeated as many times as necessary for the participant to be able to accurately 

describe the location and quality of the sensation. A drawing of the hand was partitioned into 

different segments and the participant reported on which segments the sensation was felt. The 

participant also used a tablet and stylus to circumscribe the precise areas where sensation was felt 

on a map of the hand. 

After the location of the percept was established, the participant reported the quality of the 

sensation using a list of predefined descriptors. The participant’s response was documented by the 

experimenter and video recordings were also taken during all responses. If the participant felt that 

the sensation was not accurately described by the provided descriptors, his response was recorded, 

and the best approximation using the descriptors was used. The descriptors included a five-point 

scale for naturalness ranging from totally unnatural to totally natural, the location of the sensation 

on or below the skin surface, and an assessment of pain ranging from 0 to 10. The quality of the 

sensation was further assessed using the following descriptors: mechanical (touch, pressure, or 

sharp), movement (vibration or movement across the skin), temperature (warm or cool), and tingle 

(electrical, tickle, or itch). These descriptors were based on a previously described questionnaire 

(Heming et al., 2010). The participant could report multiple qualities for a single stimulus, and in 



 98 

some cases, the subcategories (for example, electrical, tickle, or itch) could not be described. The 

participant also reported qualities that deviated from the descriptors. The participant developed 

four new descriptors that were not originally included, which often were combinations of the other 

descriptors. We attempted to reidentify these percepts in the context of a new questionnaire which 

was published during this study in consultation with the participant (L. H. Kim, McLeod, & Kiss, 

2018). Three of these sensations were reidentified as “tapping,” “buzzing,” and “prick”. One 

descriptor the participant reported, “sparkle,” could not be reidentified with the new questionnaire. 

The participant described this percept as feeling like tapping that varied in intensity and moved 

around the projected field in a random manner. It should be noted that all percepts in our study 

were identified as tactile percepts and no proprioceptive sensations were evoked. 

The survey data included in these analyses were collected during the same year as the 

frequency magnitude estimation data to ensure the evoked sensations were consistent across 

paradigms, which included data from post-implant days 630 to 962.  

6.2.4 K-means Clustering 

Electrodes were divided into three categories in P2 using k-means clustering using the 

reported intensity at 20, 100, and 300 Hz. Both silhouette and elbow analysis were used to validate 

that k = 3 was a suitable parameter choice for P2. We labeled the categories as Low Frequency 

Preference (LFP), Intermediate Frequency Preference (IFP), and High Frequency Preference 

(HFP) based on the frequency at which the maximum intensity occurred. Based on silhouette 

analysis, we found that data from P3 divided best into two clusters. We labeled these clusters as 

LFP and HFP in line with the classification from the P2.  
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Electrodes were additionally clustered based on the reported perceptual qualities at 20, 100 

and 300 Hz in the P2. Each reported quality (of which there were 10) was summed across sessions 

and pulse frequencies for each electrode. The total number of reports for each quality was then 

divided by the maximum number of reports for any electrode, so that each quality was represented 

by number between zero and one and contributed equally to the clustering of each electrode. No 

dimensionality reduction was used and electrodes were clustered within the 10 dimensions of 

reported qualities.  

6.2.5 Data Analysis and Statistics 

All quantification and statistical analyses were done in MATLAB (Mathworks, Natick, 

MA). Sample sizes are listed in the methods for each experiment. A power analysis was not 

conducted to determine the number of replicates for each experiment. The number of repetitions 

for psychophysics experiments were based on commonly used values. Electrodes that elicited 

clearly perceptible sensations and showed a significant change in perception with a change in a 

parameter were collected across multiple sessions to determine if effects were consistent over time.  

For all statistical tests, we determined whether to use parametric or non-parametric tests 

based on the normality of the data as assessed with an Anderson-Darling test. If the data were 

significantly different than normal, then we used non-parametric tests. Any time multiple 

comparisons were made, we used the Benjamini-Hochberg procedure to correct for multiple 

comparisons which resulted in a critical p-value that was used as a cut-off. If no values were 

significant, then the critical p-value returned is 0 and not reported and no values are considered 

significant. For any tests that required post-hoc comparisons, we used Tukey’s HSD test.  
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For magnitude estimation data, we used Friedman’s test to assess significant differences 

between the intensity responses at different pulse frequencies as well as differences between 

electrode responses across days. Friedman’s test also allowed us to compare significant effects of 

pulse frequency on intensity across multiple sessions by excluding experimental day as a cofactor. 

When comparing the same electrode across sessions, we compared intensity responses with the 

same tested pulse frequency and corrected for multiple comparisons. We compared differences in 

the median intensity of electrodes within each category using a Kruskal-Wallis test.  

For detection data, we used an ANOVA to assess significant differences in the detection 

accuracy at different pulse frequencies.  

For quality data obtained from surveys, we used Fisher’s exact test to evaluate if there was 

a relationship between the categorization of each electrode and the perceptual qualities evoked on 

the electrode. Contingency tables were developed for each descriptor and responses were row-

divided by the three categories (LFP, IFP, and HFP) and column-divided by the presence or 

absence of the quality. Each category was compared pairwise. Fisher’s exact test was used instead 

of a chi-squared because the sample sizes for each group were relatively small.  

To test if there was spatial clustering of the effects of frequency on perceived intensity 

across the array, we adopted a technique used in geographic information systems, where they are 

described as Local Indicators of Spatial Association (LISA) (Anselin, 1995). We quantified the 

number of electrodes that had an adjacent electrode with the same frequency response category 

and divided this by the total number of adjacent electrodes to obtain a fraction. We then randomly 

distributed the categorized electrodes on two simulated arrays with the same tested electrode 

locations. We conducted this simulation 100,000 times and compared the output values of this 

random simulation to the observed values. A pseudo p-value was obtained by comparing the total 
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number of simulations that had a fraction greater than or equal to the observed fraction, which 

indicates the probability of obtaining our observed value by chance.  

For all statistics, we considered p < 0.05 to be significant. 

6.3 Results 

6.3.1 Effects of Frequency on Perceived Intensity are Electrode Dependent 

In participants P2 and P3, we delivered ICMS trains through individual electrodes and 

asked the participant to report the perceived intensity on a self-selected scale, which typically 

ranged from 0 to 6. We found that increasing the stimulus current amplitude and train duration 

consistently increased the perceived intensity of the evoked sensations on all tested electrodes 

(Figure 15).  

However, we found that the relationship between stimulus frequency and perceived 

intensity was electrode-dependent (Figure 16). We delivered a 60 μA stimulus train for 1 s at pulse 

frequencies ranging from 20 to 300 Hz in P2. On some electrodes, percept intensity increased with 

stimulus pulse frequency. However, on over half of the tested electrodes, the opposite effect 

occurred; stimulus trains with low pulse frequencies (20-100 Hz) were perceived as being the most 

intense and the intensity decreased as the stimulus pulse frequency increased.  

 



 102 

 

Figure 15: Increases in current amplitude and train duration consistently drive increases in perceived intensity.  

A-B) Normalized intensity as a function of current amplitude for all nine tested electrodes A), and for two individual 

electrodes B). The data were fit with a linear function. C-D) Normalized intensity as a function of train duration for 

all four tested electrodes C) and two individual electrodes D). The data were fit with a logistic function. In all panels, 

data points are the median reported intensity at each stimulus parameter. Samples were normalized to the median 

intensity value for each test. Error bars show the standard error. Note that the Y-axes are scaled differently for each 

panel for clarity. Colors represent different electrodes as indicated by the legends. Data points for individual electrodes 

are jittered slightly on the x-axis for visualization. 

 



 103 

 

Figure 16: Pulse frequency drives electrode specific changes in intensity which can be grouped into categories.  

A) K-means clustering for data from P2. Each point represents the median intensity of a different tested electrode. 

Data were divided into three groups as indicated by the color. B) K-means clustering for data from P3. Each point 

represents the median intensity of a different tested electrode. Data were divided into two groups as indicated by the 

color. C) Perceived intensity for each aggregated frequency preference group in P2. Different colors represent different 

categories. Each data point shows the mean intensity response of all of the electrodes in a given category. Points are 

connected with piecewise fits. D) Perceived intensity for each aggregated frequency preference group in P3. 
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We used k-means clustering to separate electrodes into three categories in P2 based on the reported 

percept intensity at 20, 100, and 300 (Figure 17): electrodes with the highest intensity response at 

20 Hz (Figure 17B), electrodes with the highest intensity responses at 100 Hz (Figure 17C), and 

electrodes with the highest intensity response at 300 Hz (Figure 17D). For simplicity, we refer to 

these groups based on the pulse frequency range at which the maximal intensity occurred: High 

Frequency Preferring (HFP), Intermediate Frequency Preferring (IFP), and Low Frequency 

Preferring (LFP) electrodes. 

 

 

Figure 17: Electrodes divide into three categories based on their frequency-intensity relationships.  A) K-means 

clustering of individual electrodes based on intensity responses at 20, 100, and 300 Hz. Individual data points are the 

median intensities at each frequency across all repetitions. B-D) Perceived intensity responses at different frequencies 

for all electrodes classified as low-frequency preferring B), intermediate-frequency preferring C), and high-frequency 

preferring D). Shaded regions show the smoothed standard error for each electrode. 
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In P2, seven electrodes were tested in multiple sessions (3 to 6 per electrode) to determine 

whether the relationships between pulse frequency and perceived intensity were consistent across 

sessions (Figure 18). The perceived intensities reported on all electrodes that were tested in three 

or more sessions changed by statistically significant amounts as the stimulus pulse frequency 

changed (p < 0.001, Friedman test). The reported intensities at each frequency on these electrodes 

did not change significantly across test days (p > 0.05, Friedman test). An additional 22 electrodes 

were tested in one or two sessions. Of the 29 electrodes tested in total, 20 electrodes exhibited 

intensities that changed by statistically significant amounts as the stimulus frequency changed (p 

< 0.02, Friedman test). Of these 20 electrodes, five were classified as low-frequency preferring, 

seven were classified as intermediate-frequency preferring, and eight were classified as high-

frequency preferring.  

 

 

Figure 18: Electrodes maintain same frequency-intensity relationships over time.  Plots of magnitude estimation 

results on all electrodes tested three or more times. Each set of points and the corresponding fit indicate a single post 

implant date, as indicated in the legend. Data from each test session were normalized by the median intensity. Different 

colors show different post-implant dates in each plot as indicated by the legend. Shaded regions show the smoothed 

standard error. 
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In participant P3 we tested 23 electrodes at 80 μA and three different frequencies (20, 100, 

and 300 Hz) (Figure 19). The perceived intensity changed by statistically significant amounts on 

22 electrodes as the stimulus frequency changed (p < 0.05, Friedman Test). There were similar 

electrode specific effects, where some electrodes evoked the highest intensity percepts at the 

highest frequencies and others had the highest intensity at the lowest frequencies (Figure 19A). 

Using the same clustering approach, the data divided into two clusters, which were most similar 

to the LFP and HFP categories. Fifteen electrodes were classified as HFP and seven were classified 

as LFP (Figure 19B). 

 

 

Figure 19: Electrode specific frequency-intensity relationships and spatial clustering generalize to a second 

participant.  A) The mean intensity response across two frequency preference groups. Each data point represents the 

mean intensity response at the given frequency. The error bars represent the standard error of the mean. The points 

are connected with piecewise fits. B) K-means clustering of individual electrodes based on intensity responses at 20, 

100, and 300 Hz. Individual data points are the median intensities at each frequency across all repetitions. Some points 

may overlap due to having the same median intensities. 
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6.3.2 Frequency-intensity Relationships are Preserved Across Suprathreshold Amplitudes 

We measured whether the frequency-intensity relationships were affected by stimulus 

current amplitude. If the frequency-intensity relationships were dependent on the current 

amplitude, this result might reflect idiosyncratic recruitment effects of ICMS. Therefore, in P2 we 

presented stimulus trains at three current amplitudes (20, 50, and 80 µA) and three pulse 

frequencies (20, 100, and 300 Hz), which spanned the range of detectable and safe parameters, and 

asked the participant to report the perceived intensity of the evoked percepts. There were no 

significant differences in the shape of the frequency-intensity relationships for the three electrode 

groups at 50 and 80 μA after controlling for changes in median intensity caused by increasing 

current amplitude (p = 0.21-0.99 Friedman’s test, Figure 20). The reported intensity on low-

frequency preferring electrodes peaked at 20 Hz at both current amplitudes (p = 0.02, Kruskal-

Wallis, Figure 20A), whereas the reported intensities of intermediate-frequency preferring 

electrodes peaked at 100 Hz for both current amplitudes (p < 0.001, Kruskal-Wallis, Fig. 20B) and 

the reported intensity on high-frequency preferring electrodes peaked at 300 Hz for both current 

amplitudes (p < 0.001, Kruskal-Wallis, Fig. 20C). Interestingly, when we decreased the current 

amplitude to 20 μA, which was close to the detection threshold for most electrodes, increasing the 

pulse frequency from 20 to 100 Hz evoked more intense percepts for all electrode groups (p < 

0.05, Kruskal-Wallis, Figure 20A,B,C, 20 µA). There were highly significant differences between 

the shape of the frequency-intensity relationships for all groups at 20 μA versus 50 or 80 μA (p < 

0.001, Friedman’s test) even after controlling for changes in the median intensity caused by 
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increasing current amplitude. At 20 μA, the percept intensity was very low, making magnitude 

estimation akin to a detection task. 

 

 

Figure 20: Stimulus current amplitude does not change the relationship between pulse frequency and intensity 

at suprathreshold amplitudes.  Magnitude estimation data for different current amplitudes and pulse frequencies. 

Data were aggregated across electrodes by their category, where each plot shows a different category of electrodes. 

Perceived intensity values for A) LFP electrodes, B) IFP electrodes, and C) HFP electrodes at different current 

amplitudes and pulse frequencies. Different colored bars represent different current amplitudes. Error bars indicate 

the standard error across electrodes. We tested two LFP electrodes, three IFP electrodes, and two HFP electrodes 

which were each tested twice in different sessions. 

 

6.3.3 High Frequency Stimuli are Detected More Reliably at Perithreshold Amplitudes 

Our observation that higher stimulus pulse frequencies can evoke less intense percepts at 

suprathreshold stimulus current amplitudes differs from predictions made from non-human 

primate studies; higher frequencies can evoke detectable percepts at lower amplitudes in NHPs, 

which led to predictions that frequency always leads to higher perceived intensities (S. Kim, 

Callier, Tabot, Gaunt, et al., 2015; Romo et al., 2000, 1998). These detection threshold experiments 

suggest that increasing the stimulus frequency should generally evoke more intense percepts. 

However, the effect of changing ICMS parameters on perceived intensity cannot be tested directly 
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in NHPs. Indeed, we found that the perceived intensity at the lowest tested currents always 

increased when the frequency increased from 20 to 100 Hz (Figure 20A,B,C, 20 µA), but that this 

effect was not always maintained at higher current amplitudes (Figure 20A,B, 50 and 80 µA). To 

explicitly compare our results to NHP work, we performed a detection task in P2 in which the 

current amplitude was set to perithreshold levels and the pulse frequency was varied between 20, 

100, and 300 Hz. We found that at 300 Hz, the interval containing the stimulus train was correctly 

identified 80% of the time across all tested electrodes (Figure 21). Similarly, when the pulse 

frequency was set to 100 Hz, the mean detection accuracy was 72%. In contrast, when the pulse 

frequency was set to 20 Hz, the mean detection accuracy was just 42%, which was not significantly 

different than chance levels of 50% (p = 0.14, one-sample t-test). Detection accuracies at 100 Hz 

and 300 Hz were significantly higher than the detection accuracy at 20 Hz (p < 0.05, ANOVA) but 

were not significantly different than each other (p = 0.66, ANOVA). These results are consistent 

with the observations in NHPs but demonstrate a dichotomy between detection and intensity 

evaluation: detection thresholds are not necessarily predictive of perceived intensity and 

predictions about subjective measures of perception may be difficult to make in animals. 
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Figure 21: Higher pulse frequencies always improved detection at perithreshold current amplitudes. Bar plots 

showing the probability of correctly identifying the window containing a stimulus train with different pulse 

frequencies at a fixed perithreshold current amplitude (6-16 μA). Each bar represents the mean detection accuracy at 

each pulse frequency on four tested electrodes. The error bar indicates the standard deviation. The grey dots show the 

individual electrode performance accuracies. Chance performance was 50% and is indicated with the red dotted line. 

 

6.3.4 Frequency-intensity Relationships are Associated with Different Perceptual Qualities 

One advantage of studying somatosensation in humans is the ability to document the 

sensory qualities evoked by stimulation. We found that there were significant differences in the 

qualities evoked on electrodes belonging to different categories defined by the effect of pulse 

frequency on intensity in P2 (Figure 22A). Additionally, the sensory qualities for electrodes in 

each group were differentially modulated by pulse frequency (Figure 22B). 
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Figure 22: Perceptual qualities are associated with specific electrode categories and stimulus pulse frequencies.  

Radar plots showing the distribution of reported qualities at different pulse frequencies for each electrode category. 

A) Percepts sorted by pulse frequency. Electrode categories are indicated with different colors. B) Percepts sorted by 

electrode categories. Pulse frequencies are indicated with different colors. In each plot, qualities on which there was 

a significant difference between categories, as determined with Fisher’s exact test, are marked with an asterisk. 

 

At 20 Hz, we found that LFP and IFP electrodes evoked percepts with pressure, tapping, 

sparkle, and touch qualities. These qualities were not evoked on HFP electrodes at any frequency. 

At this low stimulation frequency, HFP electrodes were generally not detectable, resulting in few 

reports of any percepts. At 100 Hz, IFP electrodes evoked percepts with buzzing, vibration, and 

sharp qualities. LFP and HFP electrodes never evoked these qualities when stimulated at 100 Hz. 

HFP electrodes also evoked sensations of touch and prick at 100 Hz that never occurred on LFP 

or IFP electrodes at any frequency. However, these qualities occurred on less than 30% of trials 

on HFP electrodes. At 300 Hz, the responses were similar to those at 100 Hz except that all 

electrode categories evoked less pressure. 
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We also clustered electrodes based on the verbal reports of percept quality at all frequencies 

(Figure 23). Interestingly, these clusters were remarkably similar to those based on intensity 

responses at different frequencies. That these electrode categories were nearly identical when 

created using completely different data sets–perceptual qualities and perceived intensities–

strongly suggests that these two features are measures of the same underlying properties of the 

neurons recruited by stimulation. 
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Figure 23: Clustering by evoked qualities results in nearly identical clusters to those identified from perceived 

intensity.  Individual electrodes are plotted on the same axes as shown in Figure 17. The data were clustered in a ten-

dimensional quality space and then plotted in the three-dimensional frequency-intensity space. Clusters are labeled 

based on the three categories defined by frequency-intensity responses. For example, the blue point in the lower 

portion of the figure represents an electrode that shared similar frequency-intensity properties with other high 

frequency preferring electrodes but shared qualities that were similar to low frequency preferring electrodes. However, 

the majority of the electrodes were identified as being in the same clusters regardless of whether the clustering was 

performed on quality or frequency-intensity data. Electrodes that were classified differently between quality and 

frequency-intensity data are indicated with orange arrows. 
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6.3.5 Perceptual Responses are Spatially Clustered in Somatosensory Cortex 

Finally, we asked whether the categorization of an electrode, which corresponds to its 

frequency-intensity responses and evoked perceptual qualities, was related to its location in cortex. 

We compared the observed spatial occurrence of electrode category with a simulation that 

randomly assigned each category to one of the tested electrode locations while maintaining the 

same number of electrodes in each category. In P2, there was significant clustering of electrodes 

in the same category (Figure 24A) across arrays (pseudo-p = 0.00017). This was particularly 

apparent on the lateral array. In P3, LFP electrodes only occurred on one of the arrays which 

resulted in significant levels of clustering across the arrays (p = 0.0045, LISA, Figure 25).  

While we found a strong overlap with projected field location and frequency preference, 

we observed that in some cases, clusters of electrodes from different categories evoked percepts 

from the same region of the hand (Figure 24B). For example, LFP, IFP, and HFP electrodes elicited 

sensations on the palmar region beneath the middle and ring fingers. As a result, percepts from a 

single region of the hand, such as the index finger, could be evoked by electrodes that generated 

multiple response types. 
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Figure 24: Electrode location is significantly related to electrode categorization.  A) Map of the medial electrode 

array (top) and lateral electrode array (bottom) implanted in somatosensory cortex and the distribution of the frequency 

preference categorizations. The electrode arrays were implanted close to the central sulcus with the left edge of the 

medial array being approximately parallel to the central sulcus. The arrays are oriented to reflect the implant 

orientation. Colored squares represent different types of electrodes as indicated by the color bar. B) The projected 

field locations for each tested electrode. The label for each electrode corresponds to the most reported projected field 

for each electrode on all 100-Hz surveys taken in the same year as the magnitude estimation data. 

 

 

Figure 25: The spatial mapping of the two groups on the arrays for P3.  Spatial clustering was significant across 

the arrays (p = 0.0045, LISA). Gray square represents unwired electrodes and black squares represent untested 

electrodes. 
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6.4 Discussion 

We found that ICMS frequency alters the perceived intensity (Figure 17) and quality 

(Figure 22) in an electrode-specific manner. Further, we found that electrodes with similar 

intensity responses and qualities clustered spatially in somatosensory cortex (Figure 24). This 

implies that the observed electrode-specific relationships between frequency and perception are 

not caused by random factors and are instead related to the underlying structure of the cortex. 

6.4.1 Neural Populations Preferentially Respond to Different Stimulus Frequencies 

Intracortical microstimulation at the maximum amplitudes used in this study can directly 

activate neurons up to 2 mm away from the electrode tip, but most activation occurs less than 500 

µm from the electrode tip (Overstreet et al., 2013; Stoney, Thompson, & Asanuma, 1968). At 

intermediate amplitudes (e.g. 50-60 µA) direct activation primarily occurs within 200-300 µm of 

the electrode tip. Stimulation can also recruit passing axons which can project to far away areas, 

resulting in sparse, distributed activation of the cortex (Histed et al., 2009; Michelson, Eles, 

Vazquez, Ludwig, & Kozai, 2019). Using optical imaging, clusters of neurons with similar 

responses extend from 0.2 to 1 mm in squirrel monkeys (Friedman, Chen, & Roe, 2004) while 

electrophysiological recordings have measured similar effects over 0.5 to 1 mm in the mediolateral 

direction and multiple millimeters in the rostrocaudal direction in macaque monkeys (Sur, Wall, 

& Kaas, 1984). These spatial scales over which function varies are similar to the expected 

recruitment distances from ICMS, supporting the idea that different perceptual or frequency 

responses may be linked to activating different functional groups of neurons. 
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Electrophysiology (Mountcastle, Talbot, Sakata, & Hyvärinen, 1969; Sur, Wall, & Kaas, 

1981; Sur et al., 1984) and optical (L. M. Chen, Friedman, Ramsden, LaMotte, & Roe, 2001; 

Friedman et al., 2004) recordings have shown organized neural populations in the somatosensory 

cortex that are sensitive to tactile input with specific frequency content. These experiments 

promoted the idea of submodality separation in the cortex in which the activity of cortical neurons 

is primarily driven by input from either rapidly adapting Meissner corpuscles (RAs), slowly 

adapting Merkel cells (SAs), or Pacinian Corpuscles (PCs). However, many cortical neurons 

receive heterogeneous input from multiple classes of mechanoreceptors (Pei, Denchev, Hsiao, 

Craig, & Bensmaia, 2009; Reed et al., 2010; Saal & Bensmaia, 2014), leading to neurons that 

exhibit both sustained and transient responses. Therefore, the different effects of stimulus 

frequency on intensity and perception are unlikely to arise from activating inputs representing 

specific tactile subpopulations (e.g. SAs, RAs, or PCs), but by how a local region of somatosensory 

cortex can respond to different stimulus frequencies, consistent with the concept of the cortex 

encoding different frequency features (Prsa, Morandell, Cuenu, & Huber, 2019). 

The idea that somatosensory cortex is organized for feature encoding is supported by 

human psychophysics experiments where frequency perception was dependent on specific spiking 

patterns and not on the types of mechanoreceptor that were activated (Ingvars Birznieks et al., 

2019). Similarly, individual cells in mouse cortex are preferentially activated by different 

mechanical stimulation frequencies (Prsa et al., 2019). In those same experiments, the frequency 

preference of the neural population tended towards higher frequencies when the indentation depth 

decreased, similar to our results that higher frequencies were perceived as being more intense when 

the ICMS amplitude was decreased (Figure 18). Together, these results suggest that the 

somatosensory cortex receives convergent input from different mechanoreceptors and is organized 
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for feature-selective encoding, which results in different preferential responses to ICMS frequency 

and different evoked qualities. 

6.4.2 Possible Mechanisms for Heterogeneous Perceptual Responses to Stimulus 

Frequencies in Cortex 

The effects observed in this study must be related to different cellular responses to 

stimulation in different regions of the cortex. In fact, different stimulation frequencies in mouse 

somatosensory cortex can alter the activation of neurons far away from the source of stimulation 

(Michelson et al., 2019). Specifically, high pulse frequencies lead to rapid habituation of neurons 

far away from the electrode while low pulse frequencies can maintain activation of these same 

neurons. This reduced activity in neurons far away from the could lead to decreases in perceived 

intensity and changes in percept quality in a way that depends on electrode location and local 

neural populations.  

A potential mechanism to explain electrode-dependent responses are varying distributions 

of inhibitory and excitatory neurons. The presence of more inhibitory neurons in a local region 

could result in stronger inhibitory drive at higher frequencies, resulting in more robust responses 

to low frequency stimuli. Indeed, recruitment of inhibitory Martinotti cells in the somatosensory 

cortex of rats increases as the duration and frequency of presynaptic action potentials increase 

(Kapfer, Glickfeld, Atallah, & Scanziani, 2007; Silberberg & Markram, 2007). Further, 

rostrocaudal heterogeneity of inhibition has been documented in rat olfactory cortex (Large et al., 

2018; Luna & Pettit, 2010). Whether such organization exists in human somatosensory cortex 

remains to be seen.  
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Short term plasticity (Tsodyks & Markram, 1997) at synapses driven by stimulation may 

also explain the observed effects. If a synapse is unable to resupply neurotransmitter at a rate faster 

than the stimulus frequency, transmitter release at the synapse could become depressed. In this 

scenario, neurons would be unable to recruit other neurons in synchrony with stimulation, which 

could result in lower recruitment and lower perceived intensity. If cells in somatosensory cortex 

have different time constants for transmitter recovery, this could serve as a mechanism for 

frequency filtering (Rosenbaum, Rubin, & Doiron, 2012). Elucidating the precise mechanisms 

underlying observed frequency responses in cortex will require further studies in animal models. 

6.4.3 Human Perception of ICMS Reveals New Insights that Could Not Be Predicted from 

Non-Human Primate Studies 

Higher stimulus pulse frequencies decreased the current amplitude required to detect a 

stimulus train in NHPs (S. Kim, Callier, Tabot, Gaunt, et al., 2015). It was predicted then that 

higher stimulus frequencies would increase the perceived intensity of a stimulus train. Similar to 

these animal studies, we found that higher frequencies improved the detectability of stimulus trains 

at perithreshold amplitudes. However, at suprathreshold current amplitudes, increasing the 

frequency did not always produce higher perceived intensities. A question that emerges then is 

whether the prediction of increasing intensities at higher frequencies can be reconciled with our 

observations of decreased intensities at higher frequencies on a subset of the electrodes. 

In other NHP experiments, animals were trained to identify which of two intervals 

contained the higher frequency stimulus train, regardless of current amplitude, to determine if 

changes in frequency could be perceived independently of changes in amplitude (Callier et al., 

2020). Increasing the amplitude always biased the animals towards selecting a stimulus train as 
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having a higher frequency. However, animals were still able to distinguish between changes in 

amplitude and frequency on some electrodes. In our experiments, LFP and IFP electrodes, which 

generated high intensity percepts at low frequencies, often evoked percepts with highly salient 

qualities, such as tapping or buzzing. The presence of these qualities at some frequencies and not 

others (Figure 22) would allow the participant to distinguish between increases in amplitude, 

which only increases the percept intensity, and increases in frequency, which changes the percept 

quality and intensity (Figure 17). On electrodes without highly salient frequency-dependent 

qualities, such as the high-frequency preferring electrodes, it would be difficult to disambiguate 

changes in amplitude and frequency.  

However, an important difference between our study and the NHP studies is that many 

electrodes in our study evoked less intense percepts as the pulse frequency increased, which was 

not observed in NHPs. The reason for this is unclear, and it may be related to the larger frequency 

range explored in this study or even the electrode location in the cortex. However, animals cannot 

directly report the perceived intensity of a set of stimuli on an open scale, as is commonly done in 

humans. Rather, perceived intensity, as well as other subjective aspects of perception such as 

quality and naturalness, must be inferred from other experimental paradigms, which makes it 

difficult to assess how ICMS affects subjective aspects of perception in animals. This demonstrates 

that human experiments are crucial to understanding how ICMS modulates tactile perception, 

particularly for subjective evaluation of experience. 

6.4.4 Limitations of Study 

There are several limitations associated with this work. First, most of these experiments 

were conducted in a single participant with a chronic implant. Different participants, with different 
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timelines of injury preceding implant, could potentially respond differently to stimulation, 

particularly if the electrodes are implanted in a different part of the somatosensory cortex. 

However, the repeatability of our findings suggest that these effects were at least not due to day-

to-day variations. Additionally, we found electrode-specific frequency effects, including LFP 

electrodes, that were spatially clustered in a second participant. This suggests that changing 

frequency will affect intensity and perception similarly in other participants. One important 

difference in the second participant was that we only observed LFP relationships on a single array. 

The participants had limited residual sensation in their hands, which made it difficult to 

measure responses in cortex to tactile indentation. Comparing perceptual responses to ICMS with 

cortical responses to tactile indentation could help better relate these findings to previous studies 

in monkeys. Additionally, it is notable that due to spinal cord injury there may be reorganization 

of cortex (R. Chen, Cohen, & Hallett, 2002; Freund et al., 2011; Henderson, Gustin, Macey, 

Wrigley, & Siddall, 2011; Wrigley et al., 2009). However, recent work has argued that measured 

remapping may be simply driven by the uncovering of pre-existing latent activity, corresponding 

instead to homeostasis (Makin & Bensmaia, 2017; Muret & Makin, 2021). The ability to elicit 

sensations with ICMS years after injury is supportive of this idea (Armenta Salas et al., 2018; Fifer 

et al., 2020; S. N. Flesher et al., 2016). 

Another potential confound is that perceived intensity can change throughout a session. 

Because we used pseudo-randomized presentations of different stimulus parameters to ensure that 

electrodes were not tested in the same order, and excluded the first block of trials from analysis 

for each set for magnitude estimation, we believe that this phenomenon did not affect our results.  

Our results are consistent with the idea that somatosensory cortex is organized in a way 

that represents different features in different locations, however, there are several limitations that 
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should be considered. First, the electrodes covered just a small region of somatosensory cortex, 

and with a limited spatial resolution, limiting the ability to create detailed maps. Second, we 

divided electrodes into three groups for participant P2 and two groups for participant P3. This 

categorical division arose from considering the frequency-intensity relationships and the unique 

perceptual qualities reported for the electrodes in each group. Categorical divisions are commonly 

used to describe neural responses in the cortex, including somatosensory cortex (Friedman et al., 

2004; Sur et al., 1981, 1984). However, neurons receive convergent input from multiple sub-type 

modalities (Dicarlo, Johnson, & Hsiao, 1998; Saal & Bensmaia, 2014) and it is possible that the 

responses to stimulation may divide into more than three groups or fall on a spectrum of different 

frequency preferences with no discrete categories. More data will need to be collected across 

additional participants and regions of somatosensory cortex to see if these patterns persist. Third, 

we do not know if electrodes across the array are in different layers of cortex. Different layers of 

cortex may drive different perceptual responses with the same input. However, if this were the 

case, this would still reflect important functional differences in cortex which need to be understood 

for bidirectional BCIs.  

Finally, a challenge for developing mechanistic explanations of these observations is that 

there are few neuroscientific tools that we can use to further probe these effects in a human. 

Because of this, addressing the neurophysiological mechanisms of these frequency responses is 

difficult in a human participant and further investigation of these properties in animal models is 

needed. 



 123 

6.4.5 Implications for Prostheses 

Stimulus amplitude linearly modulates intensity, while frequency has non-monotonic and 

electrode specific effects on intensity and percept quality. To signal changing the intensity of a 

tactile input, amplitude should be used and not frequency. Other potential options also exist to 

modulate intensity that were not explored in this paper, including pulse width modulation and 

multielectrode stimulation. Future studies should assess the efficacy of these parameters.  

Knowing that different electrodes encode different perceptual features can inform our 

approach to creating a functional bidirectional BCI in two primary ways. First, these results may 

help identify electrodes that have perceptual or intensive properties that are relevant to the task 

being performed. Certain electrodes are more likely to represent specific perceptual qualities, and 

these electrodes could be selectively used depending on the type of tactile input to the prosthetic 

device.  

Second, these results suggest that electrode-specific stimulation encoding schemes would 

be particularly useful. In the peripheral nervous system, biomimetic approaches to stimulation 

using models such as TouchMime have been used (George et al., 2019; Okorokova et al., 2018; 

Giacomo Valle et al., 2018). In the cortex, combining these biomimetic models with electrode 

selection based on measured feature-preferences may yield more natural percepts. For example, 

electrodes that represent “tapping” sensations could receive large amplitude transients, signaling 

the onset and offset transients, while electrodes that do not evoke this sensation could receive low 

amplitude, tonic stimulation, signaling maintained contact. Another promising future direction is 

to use machine learning methods to categorize the feature-preferences of different electrodes more 

quickly and accurately. These methods could ultimately improve the usefulness of somatosensory 



 124 

feedback, in turn improving the performance of bidirectional BCIs and ultimately improving the 

quality of life for people living with paralysis. 
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7.0 Changing Interpulse Spacings Alone Can Change Tactile Perception of 

Microstimulation 

This chapter is taken directly from a first authorship manuscript published as a conference 

proceeding for IEEE NER 2021 titled “Changes in interpulse spacing changes tactile perception 

of microstimulation in human somatosensory cortex” (C. L. Hughes & Gaunt, 2021). 

Stimulus frequency modulates percepts evoked by microstimulation in the somatosensory 

cortex. However, it is not known how the timing of individual pulses affects perception. Here, we 

stimulated through microelectrode arrays implanted in the somatosensory cortex of a human 

participant with a cervical spinal cord injury and measured the participant's ability to discriminate 

microstimulation trains with different frequencies. We also tested the participant's ability to 

discriminate trains with the same number of pulses but different interpulse spacings. We found 

that the participant could discriminate the full range of tested frequencies on half of tested 

electrodes. On electrodes in which the participant could discriminate frequencies, the performance 

was always better at the lower frequencies. Additionally, on half of tested electrodes, the 

participant was able to discriminate trains that had the same number of pulses but different 

interpulse spacings. Finally, we tested the point of subjective equivalence for a train with shifted 

interpulse spacings compared to a fixed frequency train. We found that increases in interpulse 

spacings with the same number of pulses resulted in a decrease in perceived frequency. These 

findings demonstrate that the interpulse spacings can modulate perception of microstimulation and 

suggests that the encoding of stimulus timing may be important for providing sensory feedback in 

a bidirectional BCI. 
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7.1 Introduction 

I found in the previous chapter that stimulus frequency modulates percepts evoked by 

microstimulation in the somatosensory cortex. However, I did not investigate directly how the 

timing of individual pulses impacts perception. 

In at least one study, the effect of varying interpulse timing on perception was investigated 

using vibratory mechanical stimuli delivered to the hand of people (Ingvars Birznieks & Vickery, 

2017; Ng et al., 2018). Changing the interpulse spacings while maintaining the same number of 

pulses shifted the perceived frequency of the stimuli. This shift in perceived frequency was 

described as a function of the interpulse spacings, where larger interpulse spacings results in lower 

perceived frequencies (Ng et al., 2018). We wanted to know if changes in the interpulse spacing 

of an ICMS train delivered to somatosensory cortex could drive changes in tactile perception like 

those that occurred using mechanical stimuli of the hand.  

7.2 Methods 

7.2.1 Pulse Train Design for Interpulse Spacings 

To test how trains with fixed-frequencies compared to trains with variable interpulse 

spacings, we designed multiple trains with the same number of pulses but shifted every other pulse 

by 5 ms, 10 ms, 15 ms, or 20 ms (Figure 26).   
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Figure 26: Representations of the shifted ICMS pulse trains.  We started with a fixed train of either 40 Hz A) or 

20 Hz B) and then created shifted trains in which we shifted every other pulse by 5-ms, 10-ms, 15-ms, or 20-ms to 

produce four comparison trains. Each train is 1000-ms but here we show a 100-ms sample of the 40-Hz trains and a 

200-ms sample of the 20-Hz trains. Each small dash represents a stimulus pulse. 

 

7.2.2 Frequency Discrimination 

Just-noticeable differences (JNDs) were determined using a two-alternative forced choice 

task (2AFC). P2 was instructed to focus on a fixation cross on a screen located in front of him. 

Two 1-s long windows separated by a 1-s long period were indicated by a change in color of the 

fixation cross. Stimulation was presented at the reference frequency during one of these intervals 

and stimulation at a comparison frequency was presented on the other interval. The order of the 

reference and comparison frequency was varied randomly by trial and the selection of comparison 

frequencies was block randomized. P2 was asked to select the higher frequency. Because 
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stimulation frequency does not have consistent perceptual effects across all electrodes, the 

participant was presented with the reference and two comparison values before the experiment to 

familiarize him with how changes in frequency were expected to impact perception. We tested two 

reference frequencies and two sets of corresponding comparison frequencies. The low frequency 

reference was 20 Hz which had corresponding comparison values of 21, 22, 23, 24, 26, 28, 30, 36, 

40, and 60 Hz. The high frequency reference was 250 Hz which had corresponding comparisons 

of 210, 170, 150, 130, 110, 90, 70, 50, and 30 Hz. We chose the ranges based on preliminary data 

which showed much better discrimination at lower frequency ranges. Just noticeable differences 

were calculated as the point at which the participant was expected to be 75% accurate based on 

logistic regression. Weber fractions were calculated as the JND divided by the reference frequency.  

7.2.3 Same-different Task 

We determined JNDs for shifts in the interpulse spacings using a 2AFC same-different 

task. Using a similar setup as previously described, the participant was asked to indicate if the two 

stimulus trains presented in each time interval were the same or different. The reference train was 

always a fixed-frequency 40 Hz train, while the comparison train was one of the corresponding 

shifted trains of 5-ms, 10-ms, 15-ms, or 20-ms (Figure 26). The order in which each comparison 

was tested was varied randomly. 30 trials of each set contained the reference and the comparison, 

while another 30 trials contained the reference twice. The proportion correct was calculated using 

the following equation:  

𝑃𝐶 =
𝑝𝐻 + (1 − 𝑝𝐹)

2
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Where PC represents the proportion correct, pH represents the probability of a “hit” (the 

trains were different and the participant indicated they were different) and pF represents the 

probability of a “false alarm” (the trains were the same and the participant indicated they were 

different).  

7.2.4 Point of Subjective Equivalence 

We determined the point of subjective equivalence (PSE) using a 2AFC. Using the same 

design, the participant was asked which of two stimulus trains had the highest frequency. The order 

of the reference and comparison frequency was varied randomly by trial and the selection of 

comparison frequencies was block randomized. The reference value was either a 40 Hz fixed 

frequency train or the 40 Hz 20-ms shifted train. The comparison values were always fixed-

frequency trains of 20, 22, 24, 26, 28, 30, 32, 34, 36, 38, 40, and 42 Hz. Each comparison was 

presented 10 times (resulting in 120 total trials per electrode). Because frequency leads to electrode 

specific perceptual effects, the participant was presented with three comparison values (20 Hz, 30 

Hz, and 42 Hz) spanning the entire frequency range before the experiment to familiarize him with 

how changes in frequency were expected to affect perception.  



 130 

7.3 Results 

7.3.1  Frequency Discrimination is Better at Lower Frequencies 

The participant performed a two-alternative forced choice task in which they had to select 

the higher frequency train between a fixed-frequency reference of either 20 Hz or 250 Hz and a 

series of fixed-frequency comparison values. We found that the participant performed the task well 

on half of the tested electrodes (Figure 27, top), however, on the other half of tested electrodes, we 

were not able to calculate a JND. On these electrodes, the behavior was non-linear (Figure 27, 

bottom). On electrodes in which the participant could perform the task normally, we found that 

the participant was better able to distinguish frequencies near the low frequency reference of 20 

Hz (mean JND = 12.2 Hz) than near the high frequency reference of 250 Hz (mean JND = 127.7 

Hz) (Figure 27). This difference is expected based on Weber’s law. However, we found that the 

Weber fractions also differed between the low frequency reference and the high frequency 

reference, with values of 0.61 and 0.51 respectively, although the Weber fractions were not 

significantly different between the two groups (p = 0.45, t-test).  
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Figure 27: Frequency discrimination is better at lower frequencies.  Average fraction of trials in a frequency 

discrimination task in which the comparison was selected with a 20 Hz reference (A,C) and the reference was selected 

with a 250 Hz reference (B,D). Electrodes were separated based on if they followed a traditional logistic relationship 

(A,B) or not (C,D). Each data point represents the mean across 4 tested electrodes each with 10 trials The black line 

shows the logistic regression to the mean data. The error bars show the standard error. The just-noticeable difference 

is selected as the point where the logistic regression passes 0.75, indicating 75% accuracy. The dotted red lines indicate 

the point of JND and the dotted blue lines mark the reference frequency. 

 

7.3.2  Changes in Interpulse Spacings Affect Perception 

The participant performed a same-different task comparing a fixed frequency train of 20 

or 40 Hz to the corresponding shifted trains (Figure 28). We found that the participant perceived 

differences in the fixed and shifted trains on half of tested electrodes. On these electrodes, we 

found that the JND was a 15-ms shift for the 20 Hz trains and a 17-ms shift for the 40 Hz trains 

(Figure 28). 
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Figure 28: Pulse shifts alone can alter tactile perception.  Average proportion correct for the same-different task at 

each comparison frequency for 20 Hz (A) and 40 Hz (B). The black data points represent the average on electrodes 

on which there was a perceptible difference, while the grey data points represent the average on electrodes on which 

there was not a perceptible difference. The proportion correct is calculated based on the hits and false alarms as 

described by Equation 1. Each data point represents the mean across 3 (A) or 4 (B) tested electrodes each with 10 

trials The black and grey lines show the logistic regression of the average data sets. The error bars indicate the standard 

deviation across the tested electrodes included. The red line indicates the JND of 0.75.   

 

7.3.3 Increasing the Interpulse Spacing Reduces the Perceived Frequency 

The participant performed a two-alternative forced choice task in which he had to select 

the train that was perceived as being higher in frequency. We found that increasing the interpulse 

spacings resulted in a lower perceived frequency (Figure 29). The 40-Hz fixed frequency train had 

an average PSE of 39 Hz across four tested electrodes, while the 20-ms shifted train had a PSE of 

31 Hz. 
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Figure 29: Pulse shifts change the perceived frequency.  Average proportion of trials on which the reference was 

selected as having a higher frequency. The colors indicate which reference train is shown as indicated by the legend. 

Each data point represents the mean across 4 tested electrodes each with 10 trials. The error bars represent the standard 

error. The solid lines show the logistic regression for each data set. The point of subjective equivalence (PSE) was 

considered to be the point where the regression passed 0.5.  

 

7.4 Discussion 

7.4.1 Frequency Discrimination Ability Depends on the Stimulated Electrode and Selected 

Frequency Range 

We found that the participant was able to discriminate frequencies in the low and high 

frequency range on half of tested electrodes. On the other half of electrodes, we found that the 

participant could discriminate frequencies across a short range, but non-linearities in the perception 

across the tested frequency range resulted larger differences in frequency resulting in 

counterintuitive decreases in performance (Figure 27). These results likely relate to our previous 
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results, in which we found non-linearities in the perceptual responses to frequencies on some 

electrodes, which were spatially clustered in the somatosensory cortex (C. Hughes et al., 2020).  

On electrodes in which the participant could discriminate frequencies, low frequencies had 

smaller JNDs than high frequencies, which is expected based on Weber’s law. However, we also 

found that the Weber fractions in these two regimes were different, although this difference was 

not statistically significant from our data. Differences in Weber fractions could indicate different 

mechanisms are being used to discriminate low and high frequency stimuli. Indeed, the brain may 

use rate codes for higher frequency tactile stimuli and timing codes for low frequency stimuli 

(Harvey, Saal, Dammann, & Bensmaia, 2013; Saal et al., 2015). This property has also been 

observed in auditory perception, where low frequency and high frequency tones have different 

Weber fractions (Ungan & Yagcioglu, 2014). In fact, the frequency characteristics of touch and 

audition are linked (Yau, Olenczak, Dammann, & Bensmaia, 2009). This may then implicate a 

fundamental motif of sensory processing, in which different frequency domains are processed 

through different mechanisms. However, more data would be needed to substantiate this claim. 

7.4.2  Interpulse Spacing Affects Tactile Perception 

We found that even while maintaining the same number of pulses, shifting individual 

pulses changed perception on half of the tested electrodes. We believe that the reason only half of 

tested electrodes showed some significant difference in perception is related to the organization of 

cortex as we previously described, where some areas of cortex, and corresponding electrodes, are 

not sensitive to the timing of stimuli and are more generally sensitive to the rate. On the electrodes 

which were sensitive to changes in timing, we found similar JNDs of 15-ms and 17-ms with 20 

and 40 Hz references. The minimum shift needed to drive a change in perception then may be 
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consistent across frequencies. If this is true, it would additionally imply that for frequencies higher 

than 67 Hz, changes in interpulse spacings would not produce perceptible differences, since the 

minimum space between pulses for higher frequencies is larger than 15-ms. This may indicate a 

transition from using a temporal code to a rate code in the cortex. 

7.4.3 Larger Interpulse Spacings Bias Tactile Perception  

We found that by shifting pulses, the perceived frequency decreased. Shifting every other 

pulse results in half of the interpulse spacings becoming larger, and the other half becoming 

smaller. Since the perceived frequency decreased, the larger interpulse spacings must bias the 

perception more than the smaller interpulse spacings. This aligns with previous findings using 

mechanical indentations of the human hand (Ingvars Birznieks & Vickery, 2017; Ng et al., 2018). 

In these studies, it was demonstrated that the larger interpulse spacings of vibratory stimuli 

decreased the PSE. Our results show that ICMS works in a similar way to normal tactile input, 

providing further evidence that there is a correspondence between the brain’s processing of normal 

tactile input and ICMS.  

7.4.4 Limitations and Implications 

All results obtained here were in one participant. This will need to be investigated further 

in other human participants to know if the effects are generalizable. Although these results show 

that interpulse spacing alone can influence tactile perception, the details underlying these effects 

require further investigation. We only manipulated pulse timing in one way, in which every other 

pulse is shifted by a set amount. Other trains that involve more stochastic changes in timing or 



 136 

other patterns were not tested here and may influence perception in different ways. We know from 

previous work that there are spatially dependent effects of ICMS frequency, but electrode 

dependent relationships were not explored here. We also have observed previously that frequency 

can affect perceptual quality (C. Hughes et al., 2020), but how interpulse spacings impact quality 

was not explored here. Furthermore, values for JNDs and PSEs were obtained based on average 

data, but it is hard to assess if these values are generalizable given the data set. We hope these 

results will inspire further more detailed studies to understand how interpulse spacings impacts 

tactile perception. We believe this will be important in the design of sensory feedback algorithms 

moving forward. Our results imply that encoding algorithms will need to consider the interpulse 

spacings in an electrode dependent manner to optimally provide sensory feedback.  
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8.0 Continuous, High Frequency Microstimulation of Human Somatosensory Cortex 

Habituates Evoked Sensations 

This chapter is taken directly from a first authorship manuscript which is currently in preparation.  

Bidirectional brain-computer interfaces (BCIs) have the potential to restore functional movement 

and sensation to people with spinal cord injury. However, if stimulation evoked perception 

diminished over time, then sensory feedback would not be very useful for a clinically implanted 

device. Here, we document decreases in the intensity of evoked perception with stimulation and 

find that sensation are typically extinguished within a minute of continuous stimulation. 

Intermittent stimulation paradigms however result in changes in intensity that never lead to 

complete extinction. These results imply then that intermittent stimulation paradigms may provide 

a better way to encode sensation for clinical applications by maintaining perceptible sensation over 

long periods of time.  

8.1 Introduction 

Habituation refers to the diminishment or extinction of sensation as continuous stimulation 

is provided. This effect has been documented with stimulation of peripheral nerves for tactile 

perception (Graczyk, Delhaye, Schiefer, Bensmaia, & Tyler, 2018) as well as ICMS of the visual 

cortex for vision restoration (E. M. Schmidt et al., 1996). However, whether or not habituation 

occurs with ICMS of somatosensory cortex has not been previously demonstrated.  
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For a bidirectional BCI to benefit people who are implanted, it will need to provide reliable 

feedback during every day motor control. For example, a person may want to drink from a cup of 

coffee using their BCI. If the sensation of holding the cup habituated within a short period of time, 

the person may become unable to tell if they are holding the cup or not without visual input. In 

order then to practically apply sensory feedback for bidirectional BCI applications, we will need 

to design a feedback system that doesn’t result in habituation of sensation. The goal of this paper 

was to document and understand habituation of perceived intensity with ICMS of somatosensory 

cortex and to investigate methods to reduce this effect to produce a better bidirectional BCI for 

clinical implementation. 

8.2 Methods 

8.2.1 Continuous Stimulation Habituation Protocol 

P2 used an analog slider to indicate changes in intensity over time while receiving 

continuous stimulation. The analog slider began in the highest possible position which indicated 

the starting intensity, which read as 0.97-1 units. We considered the intensity to have changed 

from baseline when the participant moved the slider to be below 0.95 units. We considered the 

sensation to be completely extinguished when the slider had been moved to less than 0.05 units. 

Recordings were taken up to 15-s after stimulation was ceased to measure any further changes in 

intensity following cessation of stimulation.  

For burst-modulated stimulation, we delivered pulse trains of 100 Hz at 60 µA to single 

electrodes. To maintain stimulation over long periods of time, we used burst modulation with small 
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intermittent delays in stimulation. We tested three different burst modulation paradigms: 100-ms, 

200-ms, and 500-ms (Figure 30B). Each of these burst modulations consisted of a burst of 

stimulation followed by a period of no stimulation of equal size. For example, 100-ms of 100 Hz 

stimulation followed by 100-ms of no stimulation. We delivered 60-s of stimulation for each of 

these burst modulations on 10 electrodes.  

For fully continuous stimulation, we delivered pulse trains of 20, 100, and 300 Hz at 60 

µA to single electrodes (Figure 30A). We delivered 15-s of stimulation for 20 and 100 Hz and 5-s 

of stimulation for 300 Hz on 4 electrodes. 

 

 

Figure 30: Pulse trains used for continuous habituation paradigms.  Each line small line represents an individual 

pulse. We show a 1-s sample of each train. A) Continuous frequency trains. These trains were delivered for 5-s for the 

300-Hz train and 15-s for the 20 and 100-Hz trains. B) Burst modulated trains. These trains were all delivered for a 

full 60-s. 
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8.2.2 Intermittent Stimulation Habituation Protocol 

P2 received 1-s of stimulation at 60 µA followed by 4-s of no stimulation for 50 repetitions 

to measure changes in intensity over time. For each 1-s pulse train, the participant reported the 

perceived intensity on a self-selected scaled, which typically ranged from 0.1-2. Following 200-s 

of 1-s on 4-s off stimulation, P2 received 1-s on 60-s off stimulation for another 5 repetitions. This 

was used to assess any recovery in intensity over time following longer rest periods. 

Seven electrodes were tested twice with the intermittent paradigm at 100 Hz to measure 

differences in habituation over time between electrodes. Four electrodes were tested four times 

with the intermittent paradigm at 20, 100, and 250 Hz to measure differences in habituation as a 

function of frequency.  

8.2.3 Detection Habituation Protocol 

Detection thresholds were determined the two-alternative forced choice task described in 

the GENERAL METHODS section.  

Following the first detection task, the participant received 15-s of ICMS at 60 µA and 100 

Hz followed by 15-s of no ICMS for 240-s. The detection task described previously was then 

repeated to find a new threshold. 

8.2.4 Statistics and Data Analysis 

All statistical analysis was conducted in MATLAB. To find if electrodes habituated more 

quickly under different burst modulations or frequencies for continuous stimulation, we compared 
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the times at which intensity began to drop between paradigms using Friedman’s test. The time at 

which intensity began to drop was considered to be when the intensity fell below 0.95. Electrodes 

were organized by row and paradigm was organized by column for the Friedman test. To 

understand how intensity decreased as a function of frequency for the intermittent stimulation 

paradigm, we compared the difference between the intensity measured on the first repetitions and 

the intensity measured on the last repetition of the habituation paradigm using Friedman’s test. 

Repeated measures were organized by row and stimulus frequency was organized by column for 

the Friedman test. We repeated this analysis for recovery by comparing the intensity measured on 

the last repetitions of the habituation paradigm and the intensity measured on the last repetition of 

the recovery paradigm. To find out if the ability to detect stimulation changed with long periods 

of stimulation, we compared the detection thresholds measured before and after a long period of 

continuous stimulation using a Wilcoxon rank-sum test.  

8.3 Results 

8.3.1 Continuous Stimulation Extinguishes Sensation Over Time 

We delivered continuous burst-modulated ICMS to the somatosensory cortex of our 

participant for 60-seconds. Because fully continuous stimulation is limited to 15-s in our protocol, 

we had to use burst-modulation to stimulate for 60-s. We tested burst modulations of 100-ms, 200-

ms, and 500-ms (Figure 30B). We found that stimulation for 60-s with any burst modulation on 

26/29 tests led to complete extinction of sensation (Figure 31A). The time at which intensity began 
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to habituate on tested electrodes was not significantly different between burst paradigms (p=0.12, 

Friedman’s test).  
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Figure 31: Continuous burst-modulated stimulation extinguishes perceived intensity across 60-s. The participant 

indicated the perceived intensity of ICMS with an analog slider. The slider always started at the top position, 

corresponding to a value of 1 and the participant moved the slider to indicate changes in perceived intensity. Each line 

represents the smoothed median intensity value across all tested electrodes for a given burst length, as indicated by 

the legend. The shaded regions represent the smoothed IQR across all tested electrodes for the given burst length. A) 

Continuous burst-modulated stimulation across 60-s. B) Completley continuous stimulation across 5 or 15-s. The cyan 

dotted line indicates the end of stimulation for the 300 Hz train. The magenta dotted line indicated the end of 

stimulation for 20 and 100 Hz. 
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8.3.2 Continuous Stimulation at Higher Frequencies Results in Faster Habituation 

We delivered fully continuous stimulation for 15-seconds at 20 and 100 Hz on 4 electrodes 

(Figure 30A). We additionally delivered 5-s of continuous stimulation at 300 Hz. We found that 

the time at which intensity began to habituate on tested electrodes was significantly different 

between different stimulus frequencies (p=0.018, Friedman’s test, Figure 31B). 300 Hz stimulation 

resulted in the fastest change from baseline, with the median elicited intensity falling to 58% (IQR: 

24-85%) of the baseline intensity at 5-s of stimulation. The median electrode didn’t elicit any 

changes in intensity at 20 Hz (median: 99.8%, IQR: 99.8-99.9%) or 100 Hz (median: 99%, IQR: 

59-99%) within 5-s of stimulation. 100 Hz stimulation elicited intensity changes on the median 

electrode after 7-s and fell to 2.7% (IQR: 1.5-13.8%) of the baseline intensity at 15-s of stimulation. 

20 Hz stimulation, however, did not result in any change in intensity within 15-s of stimulation on 

the median electrode (median: 99%, IQR: 83-99%).  

8.3.3 Intensity of Intermittent Stimulation Changes in an Electrode Specific Manner that 

Never Results in Extinction  

We delivered an intermittent stimulation protocol, consisting of 1-s of fully continuous 

stimulation followed by 4-s of no stimulation, for 50 repetitions on seven electrodes. We then 

delivered an intermittent stimulation protocol consisting of 1-s of fully continuous stimulation 

followed by 60-s of no stimulation for an additional 5 repetitions to test for recovery of intensity. 

We found that no electrode on which this protocol was conducted ever showed complete extinction 

of sensation (Figure 32). Additionally, most electrodes showed some decrease in intensity during 

the habituation paradigm and some increase in intensity during the recovery paradigm (Figure 
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32B). However, how intensity changed over time was found to be electrode specific. While most 

electrodes showed some habituation over the habituation protocol, some tested electrodes changed 

more dramatically. Two of the tested electrodes consistently decreased by more than 90% of the 

initial measured intensity (Electrode 36 and 64), while one tested electrode showed no change in 

intensity (Electrode 22). The median intensity decrease for the habituation paradigm was 62% of 

the initial intensity. Additionally, 5 of the 6 tested electrodes that showed habituation showed 

recovery of intensity during the recovery paradigm with longer interstimulus intervals. The median 

intensity increase on habituated electrodes across the recovery period was 112% of the intensity 

measured at the end of the habituation paradigm. We tested each electrode with the same protocol 

on two separate sessions. We found that the habituation that occurred on each electrode and the 

relative magnitude between electrodes was similar between sessions. However, the average 

magnitude of intensity values used by the participant changed between sessions (Average intensity 

S1 = 1.84, Average intensity S2 = 1.17). 
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Figure 32: Intermittent stimulation lowered intensity over time which recovered with longer interstimulus 

delays. A) Each tested electrode was given stimulation for 1-s at 100 Hz every 5-s for 200-s and then was stimulated 

for 1-s every 60-s for 300-s. The participant indicated the perceived intensity for each stimulus train. Colored dots 

represent the intensity value measured at each time point. The color indicates the tested electrode as indicated by the 

legend. The top plot shows the first session on which each electrode was tested and the bottom plot shows the second 

session on which each electrode was tested. B) The change in intensity for habituation was the difference between the 

intensity at 200-s and 1-s and for recovery was the difference between the intensity at 500-s and 200-s. Black dots 

represent the average change across all tested electrodes and the error bar represents the standard deviation. 
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8.3.4 Intensity of Intermittent Stimulation Decreases by a Fixed Electrode-Specific Amount 

Across All Tested Frequencies 

We repeated the habituation paradigm on four electrodes at 20 Hz, 100 Hz, and 250 Hz. 

These three frequencies represent a low, intermediate, and high frequency within our stimulus 

range. Consistent with previous findings (C. Hughes et al., 2020), we found that frequency had 

electrode specific effects on evoked intensity, where one electrode elicited the highest intensity at 

the lowest frequency while the other three electrodes elicited the highest intensity at the highest 

frequency (Figure 33A). Despite these differences, the amount the intensity decreased during the 

habituation paradigm and recovered during the recovery paradigm was consistent across 

frequencies for each tested electrode (Friedman test, p > 0.05, Figure 33B). However, if we 

measure habituation as a percentage of initial intensity, lower intensity percepts habituated and 

recovered more.  
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Figure 33: Different frequencies of intermittent stimulation result in similar magnitudes of habituation and 

recovery. A) Each tested electrode was given stimulation for 1-s every 5-s for 200-s and then was stimulated for 1-s 

every 60-s for 300-s at 20, 100, and 250 Hz. The participant indicated the perceived intensity for each stimulus train. 

Colored dots represent the median intensity value measured at each time point across 4 test sessions. Shaded regions 

indicate the minimum and maximum value range across 4 test sessions. The color indicates the tested frequency as 

indicated by the legend. Each plot shows the results for a different tested electrode. B) The change in intensity for 

habituation was the difference between the intensity at 200-s and 1-s and for recovery was the difference between the 

intensity at 500-s and 200-s. Colored dots represent the mean difference across 4 test sessions. Error bars indicate the 

standard deviation across 4 test sessions. The red dotted line indicates no change in intensity. 
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8.3.5 Detection of Stimulation was Not Significantly Changed with Continuous Stimulation 

To test if the ability to detect stimulation was affected by long periods of continuous 

stimulation, we measured detection thresholds using a dynamic detection task. We then delivered 

4 minutes of stimulation with 15-seconds on followed by 15-s off, which is the maximal length of 

time we can continuously deliver stimulation. We then remeasured detection thresholds. Across 

12 tested electrodes, we found no significant difference in the thresholds measured before and after 

4 minutes of stimulation (p=0.12, Wilcoxon rank sum test) with a median threshold increase of 1.3 

µA following continuous stimulation.  

8.4 Discussion 

8.4.1 Continuous Stimulation at High Frequencies Leads to Extinction of Sensation 

We found that fully continuous and burst-modulated stimulation at high frequencies, such 

as 100 and 300 Hz, resulted in habituation and eventually extinction of sensation. Interestingly this 

contrasts with studies done in the peripheral nervous system, where it was found that pulse 

frequency had no significant impact on the rate of habituation (Graczyk et al., 2018).   

Low frequency stimulation across 15-s never resulted in habituation. However, due to 

protocol limitations, we could not stimulate continuously longer than this, so it is difficult to know 

if very low frequency stimulation would result in habituation over long periods of time. Using low 

frequency stimulation may provide other barriers for bidirectional BCIs. Specifically, it has been 

demonstrated that low frequencies have effects on perceived intensity and quality which are 



 150 

electrode specific (C. Hughes et al., 2020). Inconsistency in the intensity and quality of the evoked 

sensation may be undesirable for bidirectional BCI application. For example, evoking qualities of 

“tapping” or “sparkle” would be undesirable for object grasping. Therefore, low frequency 

stimulation likely doesn’t provide a practical means to provide consistent sensations. 

8.4.2 Intermittent Stimulation Resulted in Electrodes Specific Changes in Intensity Over 

Long Periods of Stimulation but Never Resulted in Extinction 

Intermittent stimulation allowed for sensation to be evoked over much longer periods of 

time than we found with continuous stimulation. Sensation never extinguished over 200-s of high-

frequency stimulation with an intermittent paradigm.  Intermittent stimulation did however result 

in habituation of intensity, which was electrode specific. Similar to previous findings in visual 

cortex (E. M. Schmidt et al., 1996), many electrodes exhibited some recovery of intensity with 

longer intermittent stimulation times. For bidirectional BCI use, it might make sense then to select 

electrodes that do not demonstrate habituation over long period of times. However, the electrode-

specific habituation observed might relate to other important aspects of evoked sensation. We have 

previously documented electrode-specific effects of frequency on intensity as well as the 

electrode-specific presence of specific sensory qualities (C. Hughes et al., 2020). It may be the 

case then that, rather than completely excluding electrodes that exhibit fast habituation, these 

electrodes should be used in specific circumstances, such as signaling onset and offset of object 

contact. 

Intermittent stimulation provides a further benefit for BCI applications. Continuous 

stimulation currently can only be provided for 15-s with 20 or 100 Hz, and only 5-s with 300 Hz. 

While burst modulation provides one method to continuously provide stimulation over long 
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periods of times, we found that burst modulation completely extinguished sensation. Intermittent 

stimulation, or in other words providing stimulation at only task-dependent points, then can 

provide a method to provide continuous evoked sensation over long periods of time given current 

safety guidelines.  

8.4.3 Detection Thresholds of Stimulation were Not Impacted by Long Periods of 

Stimulation 

Although we found both continuous and intermittent stimulation affected the perceived 

intensity, we did not find any significant effect on measured detection thresholds. This does not 

agree with previous literature in the peripheral nervous system, where detection thresholds were 

significantly increased after continuous stimulation (Graczyk et al., 2018). Furthermore, this 

doesn’t intuitively agree with our findings on habituation of perceived intensity. The expectation 

would be that, if intensity decreased, detection thresholds should increase. However, we have 

demonstrated previously that detection and intensity perception do not necessarily go hand in hand 

(C. Hughes et al., 2020). Therefore, knowing that stimulation decreases intensity does not mean it 

will always increase thresholds.  

However, a potential confound with this experiment is the method for evaluating detection 

thresholds results in 1-s of stimulation followed by a delay of typically 5-10 seconds for 2-5 

minutes. The protocol then is similar to the protocol that we use for intermittent stimulation, which 

itself drives habituation. This would mean that the first detection task could drive habituation, 

which may mean the threshold measured is not an accurate representation of detection prior to 

habituation. Furthermore, the detection task could similarly allow for some recovery from the 4 

minutes of continuous stimulation during the second detection task since there are longer delays 
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between stimulation. Unfortunately, any task used to calculate detection thresholds would require 

the delivery of stimulation, making the effect of stimulation on thresholds difficult to determine. 

Previous experiments in the peripheral nervous system addressed the recovery problem by 

delivering bursts of the conditioning stimulus during the second detection task (Graczyk et al., 

2018). However, this makes it difficult to determine if the conditioning stimulus increased the 

detection thresholds or the intermittent bursts are affecting the participant’s ability to perform 

detection. Given that we never observed complete recovery of intensity following our intermittent 

habituation paradigm, we don’t believe that recovery during the detection task should play a 

significant role in measured detection thresholds if the conditioning stimulus increased the 

detection thresholds.  
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9.0 Biomimetic Amplitude Modulation Improves Naturalness and Intuitiveness of Evoked 

Percepts 

This chapter is taken directly from a first authorship manuscript which is currently in preparation.  

Intracortical microstimulation (ICMS) is a method to restore sensation through direct interface 

with the brain. Previous work has demonstrated that ICMS can evoke sensations of the arm and 

hand and improve brain-computer interface control. However, sensations evoked were often 

unnatural and varying in quality, which is not desirable for a clinical implant. Here, we investigate 

if biomimetic modulation of pulse trains can change evoked qualities and improve the evoked 

naturalness and intuitiveness of sensations. We built two pulse trains based on neural activity 

recorded in non-human primates that modulated the frequency or the amplitude. The biomimetic 

frequency train did not consistently change the quality or naturalness and had electrode specific 

effects. We found that the biomimetic amplitude modulated train resulted in increases in 

naturalness and intuitiveness of sensation across many electrodes and increased the report of more 

natural “poke” sensations. Additionally, biomimetic amplitude modulation resulted in decreases 

in the projected field size of evoked percepts. These results imply that biomimetic modulation may 

provide a method to improve the naturalness and focality of evoked percepts. 

9.1 Introduction 

One possible method to improve upon sensory feedback is biomimetic modulation 

(Bensmaia, 2015; Fagg et al., 2007; George et al., 2019; Giacomo Valle et al., 2018). Biomimetic 
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modulation refers to modulating the pulse trains in a way that more closely resembles normal 

neural activity. Previous work has investigated the cortical activation of non-human primate cortex 

using tactile indentation of the hand (Callier et al., 2018). From these studies, models were 

developed to simulate population neural activity (Saal et al., 2017)and from this a program was 

developed to produce biomimetic trains (Okorokova et al., 2018). This model was used 

successfully in peripheral stimulation to improve the naturalness and function of a bidirectional 

peripheral device (Giacomo Valle et al., 2018). In this previous work, both frequency and 

amplitude modulation of stimulation contributed to an improvement in perceived naturalness. 

However, this method has not previously been evaluated for cortical stimulation. It is known that 

cortical stimulation and peripheral stimulation differ in terms of how parameters affect perception. 

In particular, it has previously been shown that increase in frequency consistently increase 

intensity of evoked percepts in peripheral nerve stimulation (Graczyk et al., 2016). However, we 

previously found frequency to have electrode specific effects on perceptions for cortical 

stimulation (C. Hughes et al., 2020). Therefore, evaluating if biomimetic amplitude and frequency 

modulation could improve the naturalness of ICMS will be important to understand how we can 

best implement a bidirectional brain-computer interface.  

Here, we investigated how biomimetic modulation of pulse trains impacted the perceived 

naturalness and intuitiveness of stimulation in two participants with electrodes implanted in 

somatosensory cortex. 
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9.2 Methods 

9.2.1 Pulse Train Design 

We designed multiple ICMS pulse trains based on fixed parameters, biomimetic 

modulation, or linear modulation. All trains used in these tasks are 1-s in length, except for the 

duration discrimination task in which the durations were changes for the purpose of the task. Fixed 

trains refer to pulse trains that had a constant amplitude and frequency throughout the full 1-s 

duration. Three types of biomimetic trains were used in this study: biomimetic frequency, 

biomimetic amplitude, or TouchMime trains. The biomimetic frequency train varied the timing of 

pulses based on the threshold crossings of a recorded neural unit from a non-human primate during 

hand stimulation while keeping the amplitude constant (Figure 34A, top). The biomimetic 

amplitude trains varied the amplitude of stimulation based on the recorded firing rate of a 

population of neurons in non-human primate cortex during hand stimulation while keeping the 

frequency constant (Figure 34A, bottom). The TouchMime trains were produced by feeding in 

different mechanical indentation profiles into TouchMime (Okorokova et al., 2018) and 

normalizing the output to the desired ICMS amplitude range (Figure 39). The linear trains were 

produced by using the same mechanical indentation profiles and converting them directly to ICMS 

trains by normalizing to the desired amplitude range.  



 156 

 

Figure 34:  Biomimetic trains were produced from non-human primate neural data.  A) Neural data was recorded 

from non-human primates while they received mechanical indentation to the hand. We built two trains from this neural 

activity: biomimetic timing (top) and biomimetic amplitude (bottom). B) The theoretical effects of each biomimetic 

train. Biomimetic timing trains should recruit the same population of neurons over time with a biomimetic time profile. 

Biomimetic amplitude trains should recruit different neurons throughout the train, with more neurons recruited during 

the onset and offset transients 

 

9.2.2 Naturalness Discrimination 

The participant received stimulation on two intervals separated by an intertrain delay. On 

each interval, the participant received a biomimetic train or a comparison, in random order. The 

comparisons were fixed trains of 20, 100, or 250 Hz. The biomimetic trains consisted of either the 

biomimetic frequency or biomimetic amplitude train (Figure 34A). We additionally conducted 

additional tests with comparing the biomimetic amplitude train to a 200-ms fixed train (Figure 38), 

and a biomimetic timing train (Figure 34A). After receiving each stimulation, the participant had 

to choose the interval that they believed contained the more natural evoked percept. For the 

purposes of this task, we defined natural as “something that could be experienced in every-day life 
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with normal tactile input.” Each comparison was provided 30 times on each tested electrode. 

Selection was considered to be significantly different based on the binomial test for each 

comparison.  

For experiments in which intensity matching was used, we used a method of adjustment 

(Kingdom & Prins, 2013). Prior to the naturalness discrimination, we would play the biomimetic 

train and then the reference and ask the participant which was more intense. Based on the 

participant’s selection, we would either increase or decrease the amplitude of the reference by 10 

µA. We would repeat this procedure until the participant indicated that the intensities of the train 

were the same.  

9.2.3 Duration Discrimination 

The participant received stimulation on two intervals separated by an intertrain delay. On 

each interval, the participant received a biomimetic amplitude train or a comparison, in random 

order. The comparisons were fixed trains of 250 Hz, 60 µA, and 0.2-1.2 s. Presentation of different 

train durations was block randomized. After receiving each stimulation, the participant had to 

choose the interval that they believed contained the longer duration of stimulation. Each 

comparison was provided 10 times on each tested electrode, resulting in 60 trials per set. All 

electrodes were collected twice except for electrode 3, which was not retested due to a high 

interphase voltage during the second set of data collection. The results were pooled across tested 

electrodes and fit with logistic regression. The point-of-subjective equivalence was the point where 

the logistic fit crossed 50%.  
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9.2.4 Intuitiveness Discrimination 

The participant received mechanical indentation with amplitude and rates of 0.5mm at 

10mm/s, 2mm at 5mm/s, 2mm at 10mm/s, and 2mm at 50mm/s. These values were used in 

reference to prior literature in non-human primates (Callier et al., 2018). Following this, the 

participant received stimulation on two intervals separated by an intertrain delay. Each interval 

contained either a TouchMime train or a linear encoded train that corresponded to the presented 

mechanical train, and the order was randomized (Figure 39A). The participant was instructed to 

choose the ICMS interval that contained the evoked percept that felt most like the mechanical 

input. Each triplet of trains was presented 30 times in a block randomized fashion for each tested 

electrodes, resulting in a total of 120 trials per electrode. Breaks were taken every 40 trials. 

Differences in selection were pooled across tested electrodes and were considered to be significant 

based on a Wilcoxon rank-sum test.  

All trains were intensity matched prior to the experiment using a dynamic intensity 

matching task. In this task, the participant received stimulation on two intervals separated by an 

intertrain delay. Each interval contained either a TouchMime train or a linear encoded train, and 

the order was randomized. The participant would indicate which interval contained the more 

intense evoked percept. The amplitude of the linear train would then be increased or decreased by 

2 µA based on the response. The linear train could be varied to have maximum amplitudes of 20-

80 µA. If either of these limits were reached, the intensity matching would stop and the 

corresponding amplitude would be used as the matched amplitude for intuitiveness discrimination. 

Otherwise, after ten changes in direction of the amplitude changes, the experiment would stop and 

the matched amplitude would be determined with Bruceton analysis (Dixon & Mood, 1948). 
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9.3 Results 

To test the impact of biomimetic modulation on perception, we created two types of pulse 

trains: biomimetic frequency modulated and biomimetic amplitude modulated (Figure 34). Both 

trains were built based on neural activity recorded from the cortex of a non-human primate (Callier 

et al., 2018). For the biomimetic frequency modulated train, we used the recorded threshold 

crossings of a single recorded unit. The ICMS pulse train then had a fixed amplitude and each 

pulse occurred at the same time point as the recorded thresholds crossings. This resulted in high 

frequency transients during the “onset” and “offset” events of the tactile indentation. For the 

biomimetic amplitude modulated train, we used the recorded population activity. The ICMS pulse 

train had a fixed frequency and the amplitude was modulated based on the total recorded firing 

rate. This resulted in large amplitude transients during the “onset” and “offset” events of the tactile 

indentation.  

9.3.1 Biomimetic Frequency Modulation had Electrode Specific Effects on Naturalness 

We began by testing the impact of biomimetic frequency modulation on perceived 

naturalness. To test this, we compared biomimetic timing trains to fixed frequency trains of 20, 

100, and 250 Hz using a two-alternative forced choice (2AFC) task for naturalness. The participant 

was asked to select the pulse train they perceived as being more natural. We found that the 

biomimetic timing trains did not generally improve the naturalness but instead had electrode 

specific effects (Figure 35). We found he chose the biomimetic trains more on 13 comparisons, 

chose the non-biomimetic trains on 13 comparisons, and still on 16 comparisons there was no 

significant difference, resulting in a biomimetic selection percentage of 31%. On some electrodes, 
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it was noted that the participant perceived very natural “tapping” sensations at 20 Hz, which aligns 

with previous findings (C. Hughes et al., 2020). When the participant selected the biomimetic 

stimulation, it was reported to feel more like a “poke.” Most often, both fixed and biomimetic 

modulated stimulation resulted in “tingle” and were not perceptibly different in terms of 

naturalness. 

 

 

Figure 35: Biomimetic frequency trains drive electrodes specific effects.  A) The percent of trials on which 

biomimetic frequency trains were chosen for each comparison on each tested electrode. Each color represented a 

different tested electrode. Solid lines connect the same electrode tested across different parameters. The red dotted 

lines mark bounds for significance according to the binomial test, where points above the top line or below the bottom 

line are significant. B) The percent of total trials on which the biomimetic frequency trains or fixed trains were chosen. 

 

9.3.2 Biomimetic Amplitude Modulation Resulted in More General Increases in Perceived 

Naturalness 

We next tested the impact of biomimetic amplitude modulation on perceived naturalness. 

We again compared the trains to fixed frequency and fixed amplitude trains. We found a more 
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general increase in the perceived naturalness of stimulation (Figure 36A,B). We found he chose 

the biomimetic trains more on 21 comparisons, chose the non-biomimetic trains on 14 

comparisons, and still on 4 comparisons there was no significant difference, resulting in a 

biomimetic selection of 54% and a non-biomimetic selection of 36%. Similar to the previous 

experiment, we found that some electrodes evoked intense “tapping” sensations at 20 Hz which 

was still perceived as more natural than the biomimetic stimulation. Additionally, on four tested 

electrodes, the intensity was low, which resulted in the participant selecting the train that was more 

intense. If these electrodes are removed, the preference for biomimetic trains becomes even more 

pronounced, with a biomimetic selection of 70%. 

To account for this confound of intensity, we repeated these experiments on a subset of 

electrodes, which were selected to include both high and low intensity electrodes, and preceded 

the discrimination experiment with an intensity matching paradigm. When the intensities were 

matched prior to the experiment, the participant selected the biomimetic amplitude trains more 

frequently (Figure 36C,D). With this paradigm, the biomimetic trains were selected on 16 

comparisons, the non-biomimetic trains were selected on 5 comparisons, and on 6 comparisons 

there was no significant difference, resulting in a biomimetic selection of 59% and a non-

biomimetic selection of 19%. This indicates that when accounting for intensity effects, the 

biomimetic trains made the quality of sensation more natural.  

To quantify the effect size of the change in naturalness, we delivered biomimetic amplitude 

modulated trains on every electrode and asked the participant to report the quality and naturalness 

of the evoked sensation. We compared these results with our standard surveys, in which we 

delivered 100 Hz, 60 µA pulse trains on each electrode. We found that the median reported 

naturalness significantly increased from 5.2 to 5.4 (p = 7.97e-6, Wilcoxon rank-sum test, Figure 
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37A). Surprisingly, we found the qualities reported were largely similar, except that the 

biomimetic trains had significantly more reports of “poke/prick” (p = 7.13e-5, Fisher’s Exact Test, 

Figure 37B) where reports of poke increased from 3% for the standard survey to 15% for the 

biomimetic survey.  Additionally, there was a significant decrease in reports of “warm” (p = 0.038, 

Fisher’s Exact Test) where reports decreased from 30% for the standard survey to 23% for the 

biomimetic survey. We additionally found that biomimetic stimulation evoked more focal percepts 

(p = 3.6e-6, Wilcoxon rank-sum test, Figure 37C). We saw a decrease in the median projected field 

size from 6132 pixels2 for the standard stimulation to 3876 pixels2 for biomimetic stimulation. 
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Figure 36: Biomimetic amplitude trains result in more general increases in naturalness over fixed trains. A) 

The percent of trials on which biomimetic frequency trains were chosen for each comparison on each tested electrode. 

Each color represented a different tested electrode. Solid lines connect the same electrode tested across different 

parameters. The red dotted lines mark bounds for significance according to the binomial test, where points above the 

top line or below the bottom line are significant. B) The percent of total trials on which the biomimetic chosen for 

each comparison on each tested electrode when fixed trains were intensity matched. B) The percent of total trials on 

which the biomimetic amplitude trains or fixed trains were chosen when fixed trains were intensity matched. 
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Figure 37: Comparison of sensations evoked by biomimetic and fixed stimulation. A) A histogram of the reported 

natrualness for the 60 uA, 100 Hz surveys and the biomimetic amplitude surveys. Biomimetic amplitude surveys had 

a significantly higher naturalness with a median of 5.4 vs 5.2 for the 60 uA survey. B) Stacked bar plots showing a 

comparison of the perceptual qualities evoked. Biomimetic amplitude surveys had significantly more reports of 

“Poke” and significantly less reports of “Warm.” C) Example of the projected fields of two electrodes for the 60 uA 

survey (left) and the biomimetic amplitude survey (right). Biomimetic amplitude stimulation showed significantly 

smaller projected fields.  
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9.3.3 Biomimetic Amplitude Modulated Trains were Perceived as More Natural and 

Longer than Short Fixed Trains 

Many of the biomimetic amplitude modulated trains were reported as feeling like “short 

pokes.” Based on this description, we wondered if shorter pulse trains could similarly produce 

more natural sensations. We compared 200-ms fixed parameter trains to biomimetic amplitude 

modulated trains and found that the evoked naturalness was similar between the trains (Figure 

24A), although the biomimetic amplitude trains were still selected more frequently (Figure 38B).  

This result implied that the biomimetic amplitude train might evoke shorter sensations, 

which were perceived as more natural than longer durations. We thought that only the onset 

transient might be perceived, resulting in the perceptions of a 100-200 ms train. To check if this 

was true, we used a duration discrimination task, in which we compared the biomimetic amplitude 

modulated train to fixed amplitude trains of 0.2-1.2 s. We found that the point of subjective 

equivalence was 0.97-s (Figure 38C). This indicated then that the biomimetic amplitude train was 

not perceived to be shorter than the 1-second duration, but still maintained a quality and naturalness 

similar to a short duration train. 
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Figure 38: Biomimetic amplitude trains drive more natural and longer sensations than short trains. A) The 

percent of trials on which biomimetic amplitude trains were chosen over 200-ms fixed trains for each comparison on 

each tested electrode. Each color represented a different tested electrode. Solid lines connect the same electrode tested 

across different parameters. The red dotted lines mark bounds for significance according to the binomial test, where 

points above the top line or below the bottom line are significant. B) The percent of total trials on which the biomimetic 

amplitude trains or 200-ms fixed trains were chosen. C) The percent of trials on which the fixed reference train was 

selected as longer compared to the biomimetic amplitude train. Each point represents the mean across 8 tested 

electrodes. The error bar shows the standard error. The line represents a logistic regression fit. The point-of-subjective 

equivalence was selected as the point where the logistic fit crossed 50%. 
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9.3.4 TouchMime Generated Trains More Intuitively Felt like Mechanical Indentation than 

Trains Built with Linear Encoding 

In order to provide biomimetic feedback for bidirectional brain-computer interfaces, we 

need a model that can flexibly transform touch into sensory feedback. Using recorded neural 

activity, as we have in the previous experiments, would not allow for on-the-fly transformations. 

TouchMime is a model based on real recorded neural activity designed to produce stimulus trains 

based on different force input profiles (Okorokova et al., 2018). We generated an ICMS pulse train 

using a simple ramp-and-hold function, representing a mechanical indentation (Figure 39A). We 

found that the ICMS pulse train produced this way was not discriminable from the biomimetic 

amplitude train in a naturalness discrimination task. This established that TouchMime trains could 

produce similar percepts to trains built from real neural activity. 

We wanted to then understand if this biomimetic encoding with the TouchMime model 

would feel more intuitively like normal mechanical indentation. To test this, we delivered 

mechanical indentation of different amplitudes and rates to the lower palmar region of the 

participant’s hand, which still contained intact sensation. Following mechanical indentation, the 

participant then received two intervals of ICMS trains, one of which contained a biomimetic train 

corresponding to the provided mechanical indentation and the other contained a linear encoded 

train. The participant was asked to indicate which train felt more intuitively like the presented 

mechanical indentation. We found that the participant was more likely to select the biomimetic 

train, and this bias was more pronounced at the higher rates and amplitudes (Figure 39B).  
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Figure 39: TouchMime encoded trains result in percepts that feel more intuitively like mechanical indentation 

than linear encoded trains. A) ICMS trains were built from mechanical force profiles using either linear encoding 

(top) or TouchMime (bottom). For linear encoded trains, force profiles were simply normalized to the desired 

amplitude range. For TouchMime encoded trains, force profiles were fed into TouchMime and the output was 

normalized to the desired amplitude range. B) A picture of the mechanical indenter set up. The participant’s arm was 

strapped in and the mechanical indentation was applied to the lower palmar region of the hand. C) An outline of the 

paradigm. A mechanical indentation preceded each trial. This mechanical input was followed by an ICMS and linear 

train corresponding to the presented amplitude and rate of indentation. The participant then selected the interval that 

contained the stimulation that felt more like the mechanical input. D) The percent of trials on which TouchMime trains 

were chosen to feel more like the mechanical indentation that linear trains. Each point represents the mean percent of 

trials selected across six tested electrodes. The error bars represent the standard error.  

 

9.4 Discussion 

In this paper, we found that biomimetic amplitude modulation led to general increases in 

both naturalness and intuitiveness while biomimetic frequency modulation led to more electrode 

specific effects. Previous literature on biomimetic approaches in the peripheral nervous system 

showed that both amplitude and frequency modulation could lead to more natural percepts and 

modulation of both together resulted in the most natural percepts (George et al., 2019; Giacomo 

Valle et al., 2018). However, it has also been shown that frequency has more consistent effects in 

the peripheral nervous system. In particular, higher frequencies lead to higher intensities of evoked 

percepts. However, we have previously demonstrated that frequency has non-monotonic effects 
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on intensity and quality in the cortex (C. Hughes et al., 2020). Therefore, biomimetic frequency 

modulation having electrode specific effects is not very surprising.  

Previously we found that amplitude had more consistent effects on intensity but didn’t 

affect quality (C. Hughes et al., 2020). Because of this, it is a bit surprising that biomimetic 

amplitude modulation would produce more consistent effects on quality and naturalness. However, 

previously we only ever investigated one-second trains with fixed amplitudes. The key for 

biomimetic amplitude modulation may be varying amplitude over time as a function of the input. 

Indeed, in theory modulating amplitude over time should change the area of activated tissue as a 

function of the input (Figure 36B) whereas fixed amplitude stimulation would recruit all neurons 

with the same profile over time. It may be the case then that short transient activation of neurons 

is key to promoting more natural percepts. This agrees with the finding that short durations produce 

similarly natural percepts (Figure 38). However, biomimetic encoding of stimulation allows for 

more natural percepts perceived for longer durations. 

Even though biomimetic amplitude modulation was able to improve the naturalness 

consistently in one participant, the effect size was not very large. Percepts on average went from 

a self-selected rating of 5.2 to 5.4. ICMS with current Utah electrodes recruits large swaths of 

tissue in synchrony which may deviate from normal activity in the cortex. In particular, many 

different neuronal cell types exist in the somatosensory cortex, some of which are inhibitory 

neurons that help regulate the activity of the network. Being able to target specific cell types might 

be necessary for more natural sensations. Although biomimetic amplitude modulation can change 

this by giving recruited neurons different profiles over time, it is likely that more targeted 

stimulation will be needed to produce fully natural percepts. This will require interventions with 

newer technologies that can better isolate individual neurons of specific subtypes 
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Aside from improving upon the naturalness and intuitiveness of stimulation, biomimetic 

modulation has other desirable qualities. For the same force profile, biomimetic stimulation results 

in less overall charge injection. Previous studies in animal models have shown that larger amounts 

of charge injection can lead to degradation of electrodes over time (D. B. McCreery et al., 1990; 

P. J. Rousche & Normann, 1999). Although we have not yet seen any decline in signal quality or 

ability to evoke sensations over time as a function of stimulation (C. L. Hughes, Flesher, et al., 

2020) it is possible that this can play a role over very long periods of time. Injecting less charge 

then may result in better longevity for electrodes.  

Another current concern with using stimulation for a take-home device is the habituation 

of evoked percepts, as described in the previous chapter. Previously, we have found that 

completely continuous stimulation can result in extinction of any sensation within a minute. This 

means that maintaining contact with objects for longer than a few seconds could potentially result 

in the loss of an ability to detect objects. However, we found that by providing small amounts of 

stimulation with appropriate spacing in between never results in complete extinction of sensation 

for many minutes. Because biomimetic encoding involves stimulating for small periods of time 

indicating grasp onset and offset events, it can potentially result in increased efficacy of the devices 

over time, allowing users to maintain perception of grasp contact. 

Although we showed the stimulation improves the naturalness and intuitiveness, we did 

not evaluate here how this encoding scheme might affect functional use of a BCI. Previous work 

from our lab has shown that using stimulation can increase performance with a BCI (S. N. Flesher 

et al., 2021). From these results, we found that the most important aspect of stimulation seems to 

be that it signals grasp contact, allowing the participant to more confidently proceed in moving it. 

Because biomimetic feedback provides stronger information about object contact, we believe that 
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it can be useful for this kind of task. However, we don’t expect necessarily that biomimetic 

feedback would improve performance on tasks such as object identification or discrimination, 

where differences in the objects is typically signaled by changes in the amplitude. In fact, current 

biomimetic stimulation approaches could be limiting for these kinds of tasks, as it limits the range 

over which amplitude can be varied. 

For future work, biomimetic feedback should be evaluated in the context of functional 

bidirectional BCI control. Biomimetic amplitude modulation may be able to improve use of a BCI 

in the context of normal daily life tasks, such as maintaining contact with a cup. However, the fact 

that we have consistently found electrode specific effects of frequency may imply that the timing 

of stimulus trains needs to be personalized to individual electrodes and participants, based on 

identified features. Even though these approaches may ultimately make current technologies more 

useful, functional, and long-lasting, likely we will need further developments in the underlying 

technology to produce fully natural and functional sensory feedback.  

 



 172 

10.0 Conclusions and Future Work 

10.1 Stimulated Electrodes are as Stable as Non-stimulated Electrodes Despite Potential 

Damage 

I found that standard Utah arrays are surprisingly robust over time with stimulation. I found 

no significant difference in the recording quality over time between stimulated and non-stimulated 

electrodes. Additionally, I found that the ability to detect stimulation only ever showed 

improvements over time. These results seem to indicate that even with large amounts of current 

injected over long periods of time, Utah arrays can continue to be effective in decoding neural 

activity and restoring sensation. However, we did still see declines over time in signal quality on 

both stimulated and non-stimulated electrodes. This could be due to deterioration of the insulation 

on implanted electrodes, which may ultimately lead to failure of the implanted devices. Newer 

technologies should focus on designing materials that can maintain better recording quality over 

time.  

Additionally, we found that the even small amounts of stimulation could result in 

demetallation of electrode tips under certain conditions. It is possible that the metal itself remains 

intact with the electrode until the array is explanted, resulting in an ability to continuously record 

signal and stimulate despite these material changes. It may also be the case that, although we 

haven’t seen any additional issues with recording or due to stimulation, we could experience 

sudden failure at a later time point. Methods that reduce stimulation then, and specifically methods 

that reduce stimulation at low voltages, could potentially reduce electrode damage and produce 

better electrode longevity.  
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10.2 Pulse Timing is Important for Tactile Perception 

More of my work has focused on the question of tactile perception with stimulation. I found 

that fixed amplitude and train durations lead to predictable effects on intensity and quality, but 

frequency had electrode specific effects. These electrode specific effects were predictive of both 

the intensity and quality of the evoked percepts and clustered spatially in cortex. These results 

seem to relate directly to previous findings that the frequency of tactile input is organized in 

somatosensory cortex of non-human primates (Friedman et al., 2004; Sur et al., 1984) However, 

we found that even when the cortex is directly stimulated and all mechanoreceptors and peripheral 

nerves are bypassed, the cortex still shows preferential responses. This implies that the cortical 

response is not the consequence of submodality separation in cortex, but rather the cortex is itself 

organized for stimulus feature encoding. Additionally, we found that just changing the time 

between pulses could result in perceptual changes on some electrodes. This indicates that the 

cortex is not simply responsive to the overall frequency/rate of stimulation, but the timing of the 

pulses is itself important, which aligns with previous findings for vibrotactile stimulation (I 

Birznieks et al., 2001; Ingvars Birznieks & Vickery, 2017; Ng et al., 2018). Together, these results 

seem to indicate that the somatosensory cortex is organized for frequency feature processing, 

where some populations are sensitive to the timing of pulses and specifically use an encoding 

scheme that involves the time between pulses. For future BCI applications then, stimulation will 

likely need to be delivered on an electrode dependent basis, where some electrodes might receive 

frequency modulated stimulation, while others do not.  
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10.3 Intermittent or Low Frequency Stimulation Paradigms can Evoke Percepts 

Continuously Over Time 

I also found that continuous stimulation resulted in decreases in the intensity of evoked 

percepts, and often complete extinction of sensations. Intermittent stimulation paradigms, 

however, were able to evoke percepts over long periods of time, although there were electrode 

specific effects on intensity. By providing intermittent stimulation, we can continue to evoke 

percepts over long periods of time, which will be necessary for the practical application of a 

bidirectional BCI. Although we didn’t collect data to directly compare habituation effects with 

frequency preference, it is possible that these electrode specific effects are correlated. Future 

experiments will need to explore this, but it may also be the case then that these habituation effects 

should be considered for electrode specific stimulus encoding.  

10.4 Biomimetic Encoding can Improve Naturalness and Intuitiveness and May Decrease 

Habituation and Electrode Damage  

One method of encoding that resolves all of the aforementioned issues is biomimetic 

encoding. Biomimetic encoding would provide large amplitude transients during contact events or 

changes in force and low amplitude currents during maintained contact. This is similar to what has 

been observed in non-human primate cortex during normal tactile perception(Callier et al., 2018). 

Additionally, this is the kind of output produced by TouchMime for input force profiles 

(Okorokova et al., 2018). This method of stimulus encoding would result in overall less charge 

injection. If stimulation, and specifically stimulation at lower voltages, can result in damage to the 
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electrode over time, delivering less stimulation in shorter intervals may allow for better electrode 

longevity. Additionally, biomimetic modulation of pulse trains can be provided in an electrode 

specific manner, so that electrodes that are identified to be more sensitive to timing can receive 

stimulation in which biomimetic timing is modulated. Or alternatively, some electrode may only 

receive stimulation during the onset transients (similar to RA type fibers) while other electrodes, 

that are less prone to habituation, can receive continuous stimulation throughout object contact 

(similar to SA type fibers). Finally, by providing more transient stimulation, we can reduce the 

overall effects of habituation, resulting in a better ability to elicit sensation continuously.  

I also found here that in one participant, biomimetic amplitude modulation resulted in more 

focal, natural, and intuitive sensations. All these results together imply that biomimetic modulation 

of pulse trains can result in more robust and functional tactile percepts for a bidirectional BCI.  

10.5 Future Approaches 

Although I found that biomimetic approaches improved naturalness and intuitiveness in a 

single participant, it only improved naturalness in a small but significant manner. This is likely 

because of limitations in the technology. Standard Utah arrays are limited in their resolution of 

recruitment. Even small current amplitudes result in the recruitment of many neurons 

simultaneously. But we know that for normal somatosensory activation, neurons are not all 

simultaneously active and neurons in the same vicinity can show different activation patterns. 

Additionally, there are many different neural types that likely play different roles in the processing 

of sensory input (excitatory, inhibitory, non-neuronal elements). Therefore, to provide stimulation 
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that completely mimics normal neural activity, we will likely need newer technologies that can 

better target individual neurons with different stimulus patterns.  

Additionally, all the biomimetic work here was done in a single participant. We will need 

to test how these principles extend to other participants to know if this approach will provide a 

more general way to improve upon the sensory feedback we provide.  

Finally, in this work, we did not apply these findings directly to bidirectional BCI tasks. 

Although the results we found are suggestive that biomimetic approaches might be beneficial in a 

multitude of ways, we won’t know if there is any improvement in function until we apply these 

principles to a BCI task. We have found previously that stimulation can improve BCI control by 

decreasing the time it takes to grasp an object (S. N. Flesher et al., 2021). Biomimetic encoding 

would most likely be useful in the context of these tasks, where large onset and offset transients 

provide strong signals of object contact, which could improve the participants confidence in their 

grasp and further decrease timing. Other tasks such as object identification tasks, in which the 

participant has to identify objects based on sensory feedback, are less likely to be changed by 

biomimetic modulation, which actually could reduce the overall range of amplitudes available to 

divide objects.  

To test of biomimetic feedback resolves issues of habituation, likely the tasks would 

require continuous performance over long periods of time. With normal habituation effects, we 

might expect performance to deteriorate more over time, while maintained perception should result 

in better maintained performance.  

Finally, if we want to evaluate the effects of biomimetic stimulation on electrode longevity, 

this will require separate participants receiving linear and biomimetic encoding used for many 
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years and post-explant analysis of arrays. This is a much harder phenomenon to investigate in 

humans and might be more easily investigated in animal models. 
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