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For many diseases and injuries, the pathological effects are local to particular areas of the body. In such cases, systemic drug delivery is nonideal treatment because drugs used to treat the pathological condition may have a deleterious effect on the remaining healthy tissue and cause damaging side effects. A similar kind of harm is done in many surgical scenarios when healthy tissue must be cut in order to give the surgeon physical access to the damaged tissue underneath. There exists an unmet clinical need to be able to deliver minimally invasive therapeutic interventions precisely within the body, while minimizing harm to healthy tissue. Towards this end, we are developing swimming microrobotic systems to traverse the fluidic pathways within the body, in order to deliver locally targeted therapeutic payloads noninvasively, and with precision, to areas which are difficult to access noninvasively using current methods.

In this dissertation, I present a control approach which uses machine learning in order to develop robust control policies for magnetically actuated microrobots navigating within small scale fluidic environments. We have developed a controller for a helical magnetic hydrogel microrobot that uses the soft actor critic reinforcement learning algorithm to autonomously derive control policies which allow the microrobot to swim through an uncharacterized biomimetic fluidic environment, actuated by time varying magnetic fields generated from a three-axis array of electromagnets. Our results show that this model-free control approach can learn and adapt to the dynamic features of the microrobot, the fluidic environment, and the electromagnetic actuator in
order to successfully accomplish navigation tasks. Additionally, we demonstrate that the control policies learned by the reinforcement learning algorithm repeatedly converge to recapitulate the behavior of rationally designed controllers based on physical models of helical swimming microrobots. We also present an approach for developing biohybrid magnetic microrobots with chemical sensing capabilities based on genetically encoded surface chemistry, and explore hydrogel based magnetic microrobots as vehicles for antibiotic delivery. Together, these contributions form a suite of microrobotic technologies for autonomous navigation, sensing, and localized drug delivery within small scale fluidic environments, and are an important step towards clinical applications of microrobotic technology.
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1.0 Introduction

Advancements in biomedical technology are one of the primary drivers of improved health and longevity in modern society, driving increases in quality of life. However, the iatrogenic effects of medical treatment (that is, the unintended side effects and harms caused by the application of medicine) pose a significant burden on patients and society at large [1, 2]. Patients suffer from unintended side effects of treatments that are too often imprecise in their anatomical targeting and physiological effects. These harmful effects are often exacerbated by the most common drug delivery strategies, which systemically administer to the drug to perfuse throughout the whole body [3, 4]. When drugs are applied systemically, achieving an effective concentration of the drug at the target site, which is often a small region of the body such as a single organ or tissue, means that the concentration of the drug in the other systems of the body will also be high. While unhealthy tissues exposed to drugs can benefit from the effects of the drug, healthy tissues exposed to drugs rarely become healthier upon exposure to the drug. The net effect of the drug may be to improve the pathological condition which it is targeting, but this is often offset by unwanted and sometimes very severe side effects for the patient. As a salient example of this principle, consider the effect of anticancer chemotherapeutic drugs on healthy cells in the body. Chemotherapeutic drugs can be broadly cytotoxic, leading to cell death [5]. Cell death is the treatment goal when the cell exposed to the chemotherapeutic drug is a cancerous cell, but for noncancerous cells which come into contact with the drug, the results can be quite destructive [6]. In patients undergoing chemotherapy, the systemic shock of these drugs often can leave the patient feeling worse after the treatment than before, as healthy cells suffer because the chemotherapeutic drugs were not precisely directed to the cancerous cells which they are targeting.
Another major class of iatrogenic harms to patients occurs during surgical operations, in which the harms to the patient can result from mechanical insult to healthy tissue [7]. This is clearly the case when healthy skin and connective tissue is cut by the surgeon’s scalpel while the surgeon is carving an access path to the site of an internal problem area, such as a torn muscle, a ruptured appendix, or a tumor to be excised. Clearly, there exists room for improvement in modern medical practice, both by increasing the effectiveness of therapeutic treatments, and at decreasing the unwanted side effects of the treatment.

The field of minimally invasive medicine seeks to minimize iatrogenic harms by developing surgical systems that allow the surgeon access to the site of injury by way of small incisions in procedures such as laparoscopic surgery or heart catheterization. Minimally invasive medical procedures can also be aided by robotic surgical aids, using precise motion control technology and advanced imaging systems to allow doctors to do more with less harm [8]. The proliferation of minimally invasive medical procedures is a boon to patients and to the healthcare system supporting them, reducing pain and discomfort on the part of the patients, and reducing financial burden on the healthcare system, which does not have to spend the additional resources to treat the side effects of the medical procedure [2].

To illustrate one area of medical science in which minimally invasive protocols could make a significant difference in the quality of treatment and reduction of harm, consider the broad category of treatments for neurological disorders. Despite significant investment, neurological disorders remain a leading cause of death in the United States [9]. One reason that addressing neurological disorders can be difficult is that the nervous system is protected by numerous physical and biochemical barriers that isolate it from the outside world and from the rest of the body. The brain is protected from without by multi-layered protection including the dura and pia mater, the
cerebrospinal fluid, the skull, and the integumentary system on top of that. From within, the brain is also biochemically isolated from the rest of the body by the blood brain barrier (BBB), which tightly regulates the passage of material from the bloodstream into the brain, and excludes many drugs which can pass easily from the bloodstream into the other systems of the body [10]. This means that for many neurological conditions, not only is systemic drug delivery not ideal, but it is also often not possible because of the protected nature of neurological tissue. There is an urgent need to create a robust approach that can safely direct pharmaceutical drugs within the cerebrospinal fluid environment of the central nervous system, because once we have this ability, clinicians will be able to customize drug treatments to release at precise locations in the CNS with defined local dosage and exposure times.

The field of microrobotics shows great potential for increasing targeting specificity for drug delivery and reducing the tissue insult sustained during surgical procedures. Untethered small-scale swimming robots are being developed to travel in constrained spaces within the body which are difficult to access by conventional surgical means [11-13]. Microrobots designed to operate within the cerebrospinal fluid that could be injected intrathecally and wirelessly directed to sites of tumors, lesions, or infections in the CNS, could dramatically change the way we treat conditions including brain tumors [14], and Parkinson’s disease [15]. A significant body of research has been established exploring the possible forms and functions of clinical microrobots, which has largely converged on externally generated magnetic fields for control and power transmission [16-24]. The magnetically-powered locomotion motifs that have emerged include rolling along surfaces [25, 26], pulling by magnetic gradients [27], and helical swimming [28-30]. Therapeutic tasks for which microrobots have been evaluated include drug delivery [20], cell delivery [29, 30], delivery of guide wires [31], microinjections [24], and biofilm removal [32].
Despite this breadth of research, many microrobots have never been evaluated in a sufficiently biomimetic \textit{in vitro} experimental platform to justify their use \textit{in vivo} [20, 24, 30]. Furthermore, the design-build-test cycle of microrobot development suffers from several bottlenecks, such as the necessity of an experienced human operator for steering the microrobot to the target site when no automation is used in the control system [33]. Even when automation is designed into the control system using classical control methods, accurate dynamic models for the microrobot and its external environment must be derived for each new robot design, and often fail to capture the diversity of physical conditions within the body in which the robot could be expected to operate. These are unaddressed problems which will significantly slow the translation of microrobots to the clinic until they are addressed.

In this dissertation I will present our research focused on expanding the capabilities or microrobotic systems, particularly emphasizing controllability and testing in biomimetic \textit{in vitro} systems, which will enable accelerated research and development efforts to bring microrobotic therapeutic applications to clinical use.

\textbf{1.1 Dissertation Contributions}

Chapter 2 presents a broad survey of the microrobotic research landscape and highlights how our research fits into the broader scope of the field.

Chapter 3 reports on our development of smart microrobotic systems, based on machine learning for model-free feedback control and navigation of microrobots in biomimetic \textit{in vitro}
environments. These smart microrobots can autonomously explore their environments and optimize their control policies in order to effectively navigate through fluidic networks.

Chapter 4 reports our development of a low-cost 3D-printed programmable microfluidic pump suitable for use in accurately mimicking the fluid dynamic conditions \textit{in vivo} which would be encountered by a microrobot in the body. This pump is also broadly applicable for expanding access to microfluidic technologies in resource constrained settings.

Chapter 5 discusses the use of hydrogel-based magnetic microrobots as drug delivery vehicles and explores the use of these robots for delivering targeted antibiotics to spatially localized subpopulations of bacteria. This chapter also discusses the potential for using synthetic biology for expanding the therapeutic applications of magnetic microrobots by hybridizing living cells with magnetic particles via genetic modification of cell surface chemistry.

Chapter 6 presents a conclusion and discussion of the outlook and future research directions of the technology developed and presented in this dissertation.
Completion of this research is an important step towards developing improved drug delivery systems by enabling delivery within the body precisely where it is needed, while minimizing the impact of surgical and drug related side effects and complications. Once robust methods of microrobot delivery and therapeutic function are established, microrobotic technology is likely to be impactful in many fields of medicine, particularly for treating difficult to access regions of the body such as the central nervous system.
2.0 Overview of Microrobotic Technology

Microrobotic systems first entered the popular consciousness through the visionary lectures of Richard Feynman, and through science fiction stories such as Fantastic Voyage [34]. In that 1960s film, a team of scientists is shrunk down in a submarine and sent on a mission into the body of a human scientist in order to repair damage to his brain. This film has apparently made such an impact on the researchers studying microrobots, that in a recent microrobotics focused conference, more than half of the talks at the conference began by pointing out the fact that the field was started by this film. Professor Feynman and his lecture “There’s plenty of room at the bottom” was implicated in probably another third of the introductions. While Fantastic Voyage is primarily an amusing and fanciful story, it did paint a useful picture of some of the difficulties that would be encountered by a swimming microscale device that was trying to operate in the body, including navigation difficulties, loss of communications with the support systems outside the body, and hostile encounters with elements of the immune system. These are some of the difficult challenges that real microrobots which are called upon to operate in the in vivo environment must reckon with, which will only be overcome with sophisticated engineering efforts.

There are a broad range of small-scale robotic devices that have been developed and presented in the literature, ranging from nanoscale molecular robotic systems [35] to milli-scale integrated MEMS robots [36]. What unites them is the ability of the systems to perform movements and actions at small scales, with varying degrees of autonomy. Some microrobotic systems incorporate sensors and actuators into the microrobot and allow the microrobot to perform perception-action sequences [37], but in most cases, the sensors, processors, and actuators of the microrobot are not microscale, but are composed of full-size computers, cameras, microscopes,
electromagnetic coils, etc. [13, 38]. These elements are incorporated into microrobotic systems in order to facilitate precise movement and actuation of small scall untethered devices, as well as permit feedback control.

At this point I will make a note about the nomenclature used in this dissertation. In traditional macroscale robotics, the entire robotic system including the mobile microdevice, the sensors, the actuators, the power supply, and the processing units might be collectively referred to as the “robot”, and the small mobile element commonly called a “microrobot” would simply the end effector of the device, a subcomponent of the whole robotic system. However, it is standard practice in the field of microrobotics research to refer to the small-scale mobile element alone as a microrobot, without reference to and regardless to the size of the external hardware that enables the full system to function [39]. I shall be following the convention of the microrobotics field and referring only to the small, mobile element as a microrobot, even if the whole robotic system includes other elements. Additionally, I shall refer to all small-scale robotic systems presented in this dissertation as microrobots, whether or not all the relevant spatial dimensions of the robotic system are strictly less than 1 mm in length. For our purposes, if it looks like a microrobot, and swims like a microrobot in a low Reynolds number environment where viscous forces dominate, it will be referred to as microrobot.

The most common design feature, shared amongst most systems which are called microrobots, is mobility: the ability for the microrobot to actively move through its environment [11]. Microrobots can either contain their own on-board power source for generating motion, or they can harness energy from their environment and convert it into motion.

Microrobots driven by their own onboard power supply have been developed by incorporating living cells with active swimming elements, such as bacteria [40] or sperm with
flagellar motors [41] into the structure of the microrobot [42]. Not only can living cells incorporated into a microrobot enable swimming behavior, but the cells can also act as sensors and information processing centers on the microrobot [43]. We will explore the possible applications of the exciting class of hybrid biological microrobots more in chapter 5.

Chemical energy from the environment can also be harvested by microrobots to generate motion. Janus particles are a common microrobot class which uses chemical fuel in the environment to generate motion. These particles use spatially patterned catalysts on a single hemisphere to interact with chemical fuel present in the environment (often H₂O₂) [44]. The fuel is converted by the catalytic element on one half of the particle into H₂O and O₂, and the gradient of O₂ bubbles created on one side of the particle push the particle forward. Other microrobotic systems have been developed which use surface bound enzymes such as urease or glucose oxidase to convert more biologically compatible chemical fuels, such as glucose and urea, into robot motion [45]. Self-propelled microrobots which are able to actively swim, but not necessarily be controlled with a high degree of precision, have been explored for medical applications such as active drug diffusion in luminal organs such as the bladder, which naturally possesses a high concentration of urea, a useful chemical fuel to power robots with urease-based propulsion [46]. Beyond potential applications in biology, self-propelled microparticle-based microrobots are actively being explored for applications such as environmental remediation [47, 48], where their active mobility enhances diffusion and allows them to efficiently move through a contaminated liquid for treatment [49]. These applications rely on swarm behavior, which is an active area of microrobotics research which promises to create more potent effects by using multiple microrobots collaborating to accomplish a task [25].
A more common strategy for microrobotic power and control is to generate externally controlled energy fields which interact with the robot to create motion. Microrobots based on this principle have been driven with light [50], electric fields [51], ultrasound [52], or magnetic fields [18]. Externally generated energy fields such as these can be effectively used to precisely control the movements of microrobots compared to self-propelled microrobots. Light can be patterned quite precisely by sources such as lasers and LED arrays and can be used to control robot motion with high precision [50]. Typically, the light is transduced into motion by heating a section of the microrobot, and then the heat gradient creates convective forces which the robot can harness for motion. Light can also be used to stimulate optogenetically engineered cells in biohybrid robotic systems in order to generate motion that is directed by light and powered by active cells like cardiomyocytes [53].

The use of externally generated magnetic fields to control untethered robotic movement has attracted particular attention due to the advantages of magnetic fields for navigation in vivo [17, 25, 30, 54, 55]. Magnetic fields can pass safely through tissue [56], and can be set up in order to steer microrobotic systems in three dimensions [57]. The biocompatibility of high strength magnetic fields is well attested to by the ubiquity of magnetic resonance imaging (MRI) for routine medical diagnostics. Magnetic microrobots, possessing ferromagnetic or paramagnetic materials which interact with magnetic fields and feel forces and torques, are a very common class of microrobots, and are likely to be highly applicable for biomedical applications [13, 18]. In chapter 3, we will explore magnetic manipulation of microrobots extensively, and explore how optimal control systems for operating magnetic microrobots can be developed with machine learning methods.
Materials selection is an important component of microrobotic system design [37, 58]. In most microrobotic systems, the material properties of the microrobot directly determine the capabilities and potential uses of the microrobot. As an example of a first order consideration, some of the material used to construct a microrobot must be magnetically susceptible if the microrobot is to be controlled by externally generated magnetic fields creating forces and torques on the microrobot. Microrobots made of composite materials can add additional elements of functionality. Magnetic microrobots with integrated soft polymer materials have been created in order to create microscale robotic grippers which are useful for biopsy and cargo carrying, for example [16, 59, 60]. Robots moving through an in vivo environment should be biocompatible, with soft elements to match the mechanical properties of the tissue with which they are interacting [61]. Some researchers have also demonstrated how incorporating biological materials into the design of the microrobot can be used to help camouflage the microrobot against attack from immune cells [61, 62], highlighting how microrobots that can successfully operate in the body might ultimately be quite sophisticated.

As the field of microrobotics matures, the design of microrobotic systems is trending towards the use of complex composite materials [26, 29, 63, 64], dynamic morphologies [16, 39, 65, 66], and integrated biological components [41, 42, 61, 67, 68]. This trend is driven by the desire to increase sophistication and capabilities of microrobotic systems. Additionally, microrobots are increasingly expected to operate in complex and uncharacterized environments [62, 65, 69]. All of these factors create difficulties when constructing dynamic and kinematic models of microrobotic behavior, making it especially complex and challenging to use classical feedback control systems to coordinate microrobot behaviors [18, 39, 59]. This challenge in
achieving robust control has prompted calls for improvements in microrobot control methods [70] and adaptive locomotion strategies [71].

The goal of a control system for a remotely actuated microrobot is to manipulate the shape and magnitude of the actuating energy field in order to move the microrobot to achieve an intended dynamic behavior. Achieving this task usually requires an accurate dynamic model of the complete system, including the dynamics of the robot, the environment, and the actuator. Significant work has been done developing dynamic and kinematic models for different microrobots and actuators [39, 60, 72, 73]. These models are often developed by making simplifying assumptions about the system such as uniform magnetization [72], ideal shape [72], and system linearity [74, 75], which could lead to behavioral deviations between the physical system and the modeled system. The difficulty in accurately modeling the dynamics of microrobot behavior increases significantly for microrobots with complex magnetization profiles, soft material composition, or active shape-changing capabilities [20, 39, 64, 66, 76]. As the capabilities and associated complexity of microrobotic systems expand, the difficulty of creating accurate dynamic models of the system behavior must increase as well. Control system development through reinforcement learning is a promising approach to control the next generation of complex microrobotic systems accurately, and without the need for extensive modeling and system identification. Reinforcement learning is a control engineering approach that has achieved model-free control for a range of robotic tasks, and could help overcome current impediments to robust microrobotic control [77-80]. In the next chapter, we present the research we have done to create a robust control system for model-free microrobot control based on deep reinforcement learning and explore the implications of this technology for the future of microrobotics.
3.0 Creating Smart Microrobots with Reinforcement Learning

3.1 Introduction

Adaptable organisms which can learn new behaviors based on past experience can thrive in a wide range of changing environmental conditions by tailoring their behavior to suit the conditions of their environment. Systems capable of learning adaptive behavioral patterns based on past events are ubiquitous in nature and are found across all levels of biological hierarchy, including in biochemical networks [81], bacteria [81, 82], nematode worms [83], insects [84], plants [85], adaptive immune systems [86], and animal behavior [87]. Because of the wide-ranging applicability of adaption and learning to the success of living organisms, developing engineered systems that can also learn new behaviors from past experience is a longstanding goal of engineers and scientists [88]. There have been many notable successes in this field. Within the field of synthetic biology for example, learning and memory behaviors have been engineered into genetically engineered bacteria with bistable genetic toggle switches [89] and Pavlovian associative learning circuits [90]. In artificial intelligence (AI) and machine learning research domains such as deep learning [91], machines have been developed which can efficiently learn on their own how to extract patterns from large sets of data for tasks such as image recognition [92] and text classification [93], with significant economic and societal impact [94]. Reinforcement Learning (RL) is a subdomain of machine learning which is of particular interest for the creation of adaptable intelligent agents such as robots which are capable of learning and modulating their behavior. RL algorithms have achieved success in robotic control [77, 79, 80, 95], and have even
been shown to exceed human level performance in complex tasks with large possible state spaces that cannot be tractably and exhaustively modeled, such as the game of Go [96].

One class of robotic system which could significantly benefit from adaptive learning behaviors is micro/nanorobots [71]. Microrobotic systems have received significant research attention for performing micromanipulation tasks and particularly for their potential therapeutic biomedical applications [12, 58]. There are several compelling reasons to explore the use of adaptive learning control algorithms for micro and nanorobotic control. First, the design of microrobotic systems is trending towards the use of complex composite materials [26, 29, 63, 64], dynamic morphologies [16, 39, 65, 66], and integrated biological components [41, 42, 61, 67, 68], all of which can create difficulties in accurately modeling the robotic system behavior. Additionally, microrobots are increasingly expected to operate in complex and uncharacterized environments [62, 65, 69]. Due to the wide range of environmental conditions encountered and the complexity involved in dynamic and kinematic modeling at the microscale, microrobots that can learn from environmental interactions and adapt their behavior with reinforcement learning could prove to be highly efficient and high-performance systems. In fact, RL has already demonstrated considerable promise for controlling microrobot behaviors. RL agents have been trained to control microrobot behavior in simulation for solving navigation and swimming challenges in heterogenous fluids [97, 98], and an early-form RL algorithm, Q-learning, has been shown to be effective for controlling the behavior of laser-driven microparticles in a discretized grid environment [78]. However, control of more kinematically complex real-world microrobots that operate in dynamic biomimetic microfluidic environments with clinically relevant magnetic actuation has not yet been reported.
In this work, we demonstrate that deep reinforcement learning based on the Soft Actor Critic algorithm [99] can be used to create smart soft helical magnetic microrobots which autonomously learn optimized swimming behaviors when actuated with non-uniform, nonlinear, and time-varying magnetic fields in a physical fluid environment. Our RL microrobots learned successful actuation policies both from state variable input and directly from raw images, without any a priori knowledge about the dynamics of the microrobot, the electromagnetic actuator, or the environment (Figure 3-1A). The microrobotic RL agent discovered multiple successful actuation strategies in separate learning trials, and the control policies learned by the agent all recapitulated the behavior of theoretically optimal physics approaches for actuating helical magnetic microrobots [100]. These results demonstrate the potential of reinforcement learning for developing high performance multi-input, multi-output (MIMO) controllers for microrobots without the need for explicit system modeling. This capability to autonomously learn model-free microrobot control algorithms could significantly reduce the time and resources required to develop high performance microrobotic systems.

3.2 Results

In order to create an environment where we could test the hypothesized efficacy of RL control systems for magnetic microrobots, we first designed and built a physical arena with multidimensional magnetic actuation. Next, we deployed a magnetic microrobot, whose design was inspired by the work of Kumar and colleagues [101], in our magnetic arena. In our experimental setup, a helical agar magnetic robot (HAMR) (Figure 3-1B) was tasked with swimming clockwise through a fluid filled lumen (Figure 3-1C) under control of a non-uniform
rotating magnetic field generated by a three-axis array of electromagnetic coils (Magneturret) (Figure 3-1D). To complete the feedback control loop, an overhead camera was used to track the position of the HAMR in the channel. An RL agent, acting as the controller, received information about the state of the system as captured by the overhead camera, and returned electromagnetic control as output. The fundamental control problem was encapsulated by this question: how should the currents in the electromagnetic coils be modulated in order to create a magnetic field that places forces and torques on the HAMR sufficient to drive its locomotion toward a specific target?
Figure 3-1. Microrobots with unknown dynamics in uncharacterized environments can be controlled with deep reinforcement learning. (A) Microrobotic systems are designed with a great variety of shapes, sizes, materials, and actuation methods. Controllers based on artificial deep neural networks trained with reinforcement learning (RL) can factor in all of these complex dynamic systems and inputs to create model-free microrobot controllers. We developed an RL-based control system to control (B) helical agar magnetic robots (HAMRs), within (C) a circular microfluidic arena using (D) a three-axis electromagnet (Magneturret) placed below the arena. The task for the RL agent was to move the HAMR continuously around the circle in a clockwise direction. (E) The controller we developed used a reward signal as a ‘reference input’ to give the agent information about the desired behavior. The agent then acted in the environment by manipulating the magnetic fields of the Magneturret to move the HAMR. The behavior of the HAMR was observed by an overhead camera, which fed state information back to the agent. (F) The RL agent learned HAMR control policies that optimized the expected future rewards, which led to performance improvement over time.
Instead of explicitly modeling the dynamics of the magnetic actuator and the HAMR within the environment and specifying a controller, we performed the much simpler task of specifying the desired behavior of the HAMR in the form of a reward signal (Figure 3-1E). The agent observed the state of the environment along with a reward signal containing information about which actions lead towards the successful completion of the task. The RL agent started without any *a priori* information about the task and had to learn to perform the task by sampling actions from the space of all possible actions and learning which actions resulted in behavior which was rewarded.

The RL controller required us to develop and formulate the task as well as the associated reward signal. At the beginning of each training episode, a target position was defined, 20° clockwise from the starting position of the HAMR in the circular channel. The objective of the RL agent was to develop an action policy, $\pi$, which maximized the total value of the rewards it would receive if it followed that policy in the future. When the environment was in state, $s$, the agent chose an action, $a$, from the policy according to $a \sim \pi(\cdot | s)$, probabilistically selecting from a distribution of possible actions available in that state. The agent received a reward when it selected actions that moved the HAMR clockwise through the circular lumen towards the target, and it received a negative reward when it moved the HAMR counterclockwise. If the HAMR reached the target within the allotted time, the agent was given a large bonus reward, and the target position was advanced 20°. The reward function we selected was $r(s,a) = \Delta \theta_r + 1000$ if ($\theta_r = \theta_g$) where $\theta_r$ is the angular position of the HAMR in the channel in degrees, $\theta_g$ is the angular position of the goal, and $\Delta \theta_r$ is the change in angular position of the HAMR as a result taking of action $a$ in state $s$. 
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RL problems are usually formalized as Markov decision processes [102], in which at time \( t \), the state of the system \( s_t \) is observed by the agent. The agent performs an action \( a_t \) which changes the state of the environment to \( s'_t \), yielding a reward \( r_t(s_t, a_t) \). This process continues for the duration of the task, yielding a trajectory of the form \((s_t, a_t, r_t, s_{t+1}, a_{t+1}, r_{t+1}, s_{t+2}, \ldots)\). The goal of the RL agent is to identify an optimal policy \( \pi^*(a|s) \) for selecting actions, based on state observations, that maximize the rewards received for following the policy. Over the course of training, the agent autonomously learned a control policy by trying actions in the environment, observing the reward obtained by performing those actions, and modifying its future behavior in order to maximize the expected future return (Figure 3-1F).

The control problem for our microrobotic system was formulated as an episodic, discrete time problem with a continuous action space and continuous state space (Figure 3-2). The state space consisted of all the possible states for the system: the position of the HAMR within the channel, the speed of the HAMR, the shape of the magnetic fields, the time remaining in the episode, and relative position of the robot to the target position in the channel. The action space consisted of four continuous actions, which controlled the magnitudes and phase angles for sinusoidal currents in the Magneturret. While the current waveforms could theoretically take on an infinite number of shapes, we chose to define the applied waveforms as sinusoids to bound the space of possible actions that the agent could take. Sinusoidal currents were chosen because these can be used to generate rotating magnetic fields in other three-axis electromagnetic actuators for microrobots, such as Helmholtz coils [32].
3.2.1 Entropy Regularized Deep Reinforcement Learning Enables Continuous Microrobot Control

We selected the Soft Actor Critic RL algorithm (SAC) for this effort. SAC is a maximum entropy RL algorithm that seeks to balance the expected future rewards with the information entropy of the policy [99]. In other words, SAC learns a policy that successfully completes the task while acting as randomly as possible, which in practice often leads to robust policies that are tolerant of perturbations in environmental conditions [77]. SAC had previously proven useful for real-world robotic tasks with high-dimensional, continuous state and action spaces [77, 79], which suggested that it would be applicable our microrobotic control problem. In previously reported applications of real-world reinforcement learning with physical systems [103], SAC was demonstrated to be highly sample efficient, requiring relatively few environmental interactions in order to develop a successful policy. Sample efficiency is critical when performing reinforcement learning with real-world robotics in order to reduce wear and tear on the system, and in order to minimize the time needed to learn a policy [95].

The SAC algorithm seeks to develop an optimal stochastic policy $\pi^*$:

$$
\pi^* = \arg \max_{\pi} \sum_t \mathbb{E}_{(s_t,a_t) \sim \pi}[r(s_t,a_t) + \alpha \mathcal{H}(\pi(\cdot | s_t))]
$$

where $\mathcal{H}$ is the information entropy of the policy and $\alpha$ is a temperature hyperparameter, which balances the relative impact of the policy entropy against the expected future rewards. Here, we used a version of the SAC algorithm in which the temperature is automatically tuned via gradient descent so that the entropy of the policy continually matches a target entropy, $\overline{\mathcal{H}}$, which we selected to be $-4$ (-$\text{Dim}$ of the actions space) [104]. A full derivation of the soft actor critic algorithm is beyond the scope of this dissertation, but interested readers are directed to Haarnoja
et al. [99]. Briefly, the SAC algorithm uses an actor, $\pi$, which is a deep neural network that takes the state of the system $s_t$ as input and returns action $a_t$ as output. A value function is created to rate the value of taking actions when in particular states and instantiated using two critic neural networks $Q_{1,2}(s, a)$ which take states and actions as input and return values corresponding to the relative value of taking action $a_t$ in state $s_t$. Two Q networks are trained in order to reduce overestimation in the value function. Environmental transitions in the form of $(s, a, r, s', d)$ sets are recorded in an experience replay buffer, $D$, where $d$ is a done flag denoting a terminal state, set either when the microrobot has reached the goal, or the episode has timed out. The SAC algorithm learns off-policy by randomly sampling minibatches of past experiences from $D$, and performing stochastic gradient descent over the minibatch in order to minimize a loss function for the actor network, $\pi$, critic networks, $Q_1$ and $Q_2$, and temperature parameter, $\alpha$. Over the course of learning, the parameters of the actor and critic neural networks are updated so that the behavior of the policy approaches the optimum policy, $\pi^*$. A detailed version of the algorithm is available in Appendix A.4, neural network architectures and hyperparameters used are available in Appendix Table 1.
Figure 3-2. Closed loop control of magnetic helical microrobots based on deep reinforcement learning. Our system consisted of a helical agar magnetic robot (HAMR) in a circular fluidic track that was given the task of moving to a target position along the track. The movements of the HAMR were controlled by a deep reinforcement learning agent, which captured the state of the system with an overhead camera in order to detect the position of the HAMR in the channel. This state information was then fed into a neural network that returned a set of continuous actions, which were used to control the currents in a multiaxis electromagnet. Magnetic fields generated by the electromagnet induced motion in the HAMR. The deep neural network was trained with reinforcement learning by a reward signal calculated based on the position of the HAMR.

3.2.2 Hardware Implementation to Control Magnetic Microrobots with Reinforcement Learning

Magnetic fields created by electromagnetic coils are common actuators used for magnetic microrobots, and have significant potential for clinical medical applications [13, 17, 28]. Magnetic fields act on a magnetic microrobot by imparting forces and torques on the robot. For a microrobot with a magnetic moment, \( \mathbf{m} \), in a magnetic field, \( \mathbf{B} \), the robot experiences a force \( \mathbf{F} \) according to
\[ F = \nabla (m \cdot B) \]. In a non-uniform magnetic field (i.e., a magnetic field with a spatial gradient), a ferromagnetic or paramagnetic microrobot feels force in the direction of increasing magnetic field gradient. The magnetic microrobot also experiences a torque according to \( \tau = m \times B \), which acts to align the magnetic moment of the microrobot with the direction of the magnetic field. When the magnetic field is rotated so that the direction of \( B \) is constantly changing, it is possible to use this torque to impart spin to the microrobot at the frequency of the rotating magnetic field, up to the step out frequency of the robot [72]. If the spinning microrobot is helically shaped, rotation can be transduced into forward motion so that the microrobot swims as if propelled by flagella [100]. This non-reciprocal helical swimming is efficient in low Reynolds number fluidic environments commonly encountered by microrobots [100]. Because of the efficiency of this swimming mode, and because the magnetic torque available to a microrobot decreases more slowly with distance compared to the force [18], magnetic microrobots are often helically shaped [29, 30, 63]. For this reason, we selected a helical magnetic microrobot, the HAMR, as our model system.

The HAMR that we created for this study was composed of a 2% w/v agar hydrogel, which was uniformly diffused with 10% w/v iron oxide nanopowder to form a magnetically susceptible soft polymer [101]. This magnetic agar solution was heated to melting temperature and a syringe was used to inject the liquid into a helical mold created using a stereolithography 3D printer (Figure 3-3B). The agar in the mold solidified and the robots were removed with a metal needle and stored long-term in deionized (DI) water. The HAMRs molded for this study were 4.4 mm in length, 1 mm in diameter, and asymmetrical from head to tail, with flat head and a pointed tail (Figure 3-3C,D). Microrobots formed with this technique have been previously shown to be controllable within rotating magnetic fields, and to perform biomedical functions such as cell delivery [101] and active biofilm removal in the root canal of human teeth [32]. For our application, this HAMR
design had several advantages. The HAMRs were simple to manufacture at low cost with batch fabrication methods. The HAMRs were small enough to act as helical swimming robots in a flow regime with Reynolds number ~1, but large enough, about the size of a small grain of rice, to be easily manipulated and visualized without the use of microscopes or other micromanipulation tools. Because the HAMRs swim with non-reciprocal, helical motion in the presence of a rotating magnetic field, a very common motif in microrobotic research [24, 30, 63], insights gained from this study could be readily be extended to other microrobotic systems with similar characteristics. Because the HAMRs were made of soft hydrogel, they were flexible and deformable. Soft bodied robots have many favorable characteristics for in vivo use such as deformability to fit through irregular shaped channels and enhanced biocompatibility (e.g., by matching the elastic modulus of the biological environment) [105]. These characteristics make soft-bodied microrobots appealing for biomedical applications, but it can be more difficult to create accurate dynamic models for soft-bodied microrobots [65]. Our method of using reinforcement learning to develop control systems without explicit modeling could be particularly useful for soft microrobots due to this modeling constraint. Finally, despite being soft-bodied, the hydrogel structure of the HAMR did not experience noticeable wear over the course of several months of continuous use, thus meeting a practical reinforcement learning constraint that the system not be susceptible to significant wear and tear during extended use [103].

As an actuator for our model microrobot system, we developed a three-axis magnetic coil actuator – the Magneturret - which contained six permalloy-core magnetic coils arranged on the faces of a 3D-printed Acrylonitrile butadiene styrene (ABS) plastic cube (Figure 3-3E). The two coils on opposite sides of the central cube along each axis were wired together in series so that they both contribute to the generation of a magnetic field along their respective axis. Each of the
three coils, hereafter referred to as the X, Y, and Z coils, were driven with a sinusoidal current generated by a pulse width modulated (PWM) signal created by a microcontroller and amplified in an H-bridge motor driver. The resulting magnetic field, produced by the superposition of the magnetic fields from the three coils, could be modulated by varying the frequency, amplitude, and phase angle of the sine current waves in each coil. To cool the coils and prevent thermal damage, the Magneturret was sealed with epoxy resin into a 3D printed housing and coolant was continuously pumped through while the coil was operating. The RL agent was given direct control over the magnitude and phase angles of the sinusoidal driving currents in the X and Y-axis coils of the Magneturret (Figure 3-3A). The Z-axis magnitude was calculated as the larger of the two magnitudes in X and Y, and the Z-axis phase angle was fixed. The sinusoidal currents in each axis used a fixed angular frequency of 100 rad/s (15.9 Hz). A summary of the control variables in presented in Table 3-1.
Table 3-1. Control inputs for electromagnet waveforms.

**Magnetic Coil Control Parameters**

<table>
<thead>
<tr>
<th>Control variable</th>
<th>Symbol</th>
<th>Source</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>f</td>
<td>Fixed</td>
<td>15.9 Hz</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>((\omega=2\pi f=100) rad/s)</td>
</tr>
<tr>
<td>Magnitude X</td>
<td>(M_X)</td>
<td>RL agent</td>
<td>([-1,1]) unitless</td>
</tr>
<tr>
<td>Magnitude Y</td>
<td>(M_Y)</td>
<td>RL agent</td>
<td>([-1,1]) unitless</td>
</tr>
<tr>
<td>Magnitude Z</td>
<td>(M_Z)</td>
<td>max(</td>
<td>(M_X</td>
</tr>
<tr>
<td>Phase angle X</td>
<td>(\Phi_X)</td>
<td>RL agent</td>
<td>([0,2\pi]) radians</td>
</tr>
<tr>
<td>Phase angle Y</td>
<td>(\Phi_Y)</td>
<td>RL agent</td>
<td>([0,2\pi]) radians</td>
</tr>
</tbody>
</table>

**Control Equations**

- **Current in X-axis coil**
  \[I_x = M_x \sin(f t + \phi_x)\]

- **Current in Y-axis coil**
  \[I_y = M_y \sin(f t + \phi_y)\]

- **Current in Z-axis coil**
  \[I_z = M_z \sin(f t)\]
We chose to operate our HAMR in a circular, fluid-filled track for this study. This arena served as a simple environment, which mimics the tortuous \textit{in vivo} luminal environments that microrobots operating in the body might encounter, while providing a simple environment for us to establish a robust proof-of-concept reinforcement learning control system (Figure 3-3F). The HAMR could swim in a complete circle within this arena, and no human intervention was required to reset the position of the robot in the environment during training, which facilitated automated learning [95]. The arena was constructed by pouring polydimethylsiloxane (PDMS) over a polyvinyl chloride ring with an outer diameter of 34 mm and a 1.7 mm x 3 mm rectangular cross section. The PDMS was then cured and plasma bonded to a second flat sheet of cured PDMS to form a rectangular lumen for the HAMR to swim. PDMS is transparent, allowing us to see the robot in the arena and to visually track it with an overhead camera. During long-term learning experiments, the PDMS arena was submerged in a petri dish filled with DI water in order to prevent the formation of air bubbles in the channel due to evaporation over the course of an experiment. This petri dish was then placed on top of the Magneturret, with the center of the Z-axis coil aligned with the center of the circular track (Figure 3-3G). A black rubber wafer was placed into the center of the arena on top of the PDMS to act as a fiduciary marker so that the center of the arena could easily be identified with image processing. A diffuse white LED backlight was positioned between the Magneturret and the PDMS arena for uniform bottom-up illumination which facilitated simple image processing by binary thresholding to identify the position of the microrobot in the channel.

We did not perform an extensive analysis to identify the shape or magnitude of the magnetic field created by the Magneturret, or to model the swimming dynamics of the HAMR in the PDMS arena. We hypothesized that we would be able to develop a high-performance control system using RL without going through the effort of developing a system model first.
Figure 3-3. Hardware for real-world control of magnetic microrobots using reinforcement learning. Our system consisted of a helical agar magnetic robot (HAMR) in a circular microfluidic arena, controlled by a multiaxis electromagnet (Magneturret). The position of the HAMR was recorded with an overhead camera. The electromagnetic coils were driven by sinusoidal current waveforms defined by their frequency, $f$, phase angle, $\varphi$, and magnitude, $M$. (B) HAMRs were fabricated by molding molten hydrogel in 3D printed molds. Scale bar = 10 mm. (C) HAMR with a United States 5-cent coin. Scale Bar = 5 mm. (D) HAMRs were composed of agar hydrogel infused with iron oxide nanopowder. Scale bar = 1 mm. (E) The Magneturret was composed of six coils of copper magnet wire wrapped around permalloy cores, positioned on the faces of a central 3D printed cube. The Magneturret was enclosed within a 3D printed housing and sealed with epoxy, and glycerol coolant was continuously pumped through the Magneturret housing. Scale bar = 20 mm. (F) A circular PDMS track with a rectangular cross section used as an arena for the HAMR. A black, circular fiduciary marker indicates the center of the arena. Scale bar = 10 mm. (G) The PDMS arena was submerged in a water filled petri dish placed on top of the Magneturret, with an acrylic LED light sheet as a backlight for uniform bottom-up illumination. Scale bar = 30 mm. (H) The complete hardware system.
3.2.3 Reinforcement Learning Can Be Used to Learn Microrobot Control Policies

Reinforcement learning systems have been demonstrated that can learn to achieve tasks from a wide range of state information sources [80]. For this study, we evaluated the ability of our RL agent to learn control policies from either state vector-based inputs (Figure 3-4A) or raw images augmented with the goal position (Figure 3-4B). In state vector input mode, the angular position, $\theta_r$, of the microrobot in the channel was calculated with image processing by binary thresholding and simple morphological operations. The camera was deliberately run with a slow shutter speed, so the image was intentionally washed out to remove noise. This simplified the task of using binary thresholding operations to identify the position of the HAMR and the center of the channel. The angular position of the HAMR in the channel was measured relative to the fiducial marker in the center of the circular arena. This information, as well as the position of the goal, $\theta_g$, the last action taken by the agent $(M_{x,t-1}, M_{y,t-1}, \varphi_{x,t-1}, \varphi_{y,t-1})$, and the time, $t$, remaining in the episode were used to create a state vector. In the second input mode, we gave the agent observations in the form of raw pixel data from the camera. The images from the overhead camera were scaled down to 64x64 pixels, and the images were augmented with a marker indicating the position of the goal $\theta_g$, as a line radiating outward from the center of the circular track to the goal position in front of the HAMR. These images were then passed into a convolutional neural network, which is a deep neural network architecture that has been demonstrated to effectively learn to identify features in images for classification tasks [106], and has been used to control robots with raw image input using reinforcement learning [104].

Reinforcement learning is based on the mathematics of Markov decision processes, which theoretically require the full state of the system to be available to the agent in order for convergence.
to be guaranteed [102]. In our implementation, the velocity of the HAMR at any given time could not be determined from a single still-frame image, so the total state of the system given to the agent at each time step was composed of three concatenated sub-observations taken 0.3 seconds apart. This allowed the agent to infer the velocity of the HAMR based on differences between the three sub-observations. This technique of batching sequential observations for improving the observability of the system for RL has been used successfully in domains such as Atari video games, in which the agent learned from raw pixel data gathered from sequential screenshots of the game [107].
Figure 3-4. Reinforcement learning yielded successful control policies for the HAMR within 100,000 time steps, using both state vectors and images as input. (A) We used two input modes to train the RL agent. The first mode was to calculate a state vector consisting of the robot position, $\theta_r$, the goal position, $\theta_g$, the last action taken by the agent, $M_x, M_y, \phi_x, \phi_y$, and the time remaining in the episode. Three sequential observations were taken 0.3 seconds apart, and combined as a single state, $s$. (B) The second input mode used images of the microrobot in the arena as the state. Three sequential images were then passed to a convolutional neural network as the state, $s$. (C) We trained the agent for a total of 100,000 time steps per training session. Traces represent the average and standard deviation of the return from three successful training runs with each input type. (D) Successful training resulted in policies which, after an initial learning period, achieved consistent forward motion, going continuously around the circular arena. (E) The RL agent learned policies that moved the microrobot around the full circular arena with helical swimming motion.
At the beginning of each learning trial, the actor and critic neural networks’ trainable parameters were randomly initialized. We allowed the neural networks to train for a maximum of 100,000 times steps, using a fixed ratio of one gradient update per environmental step, which has been shown to reduce training speed in exchange for higher training stability [108]. 100,000 environment steps were adequate time for effective actuation policies to be learned, both with state vector input and raw images (Figure 3-4C). It is commonly reported when using reinforcement learning that several million environmental steps are necessary to derive a successful policy [95, 107], so this result shows the sample efficiency of SAC, which is critically important for RL tasks that are using physical systems instead of simulations. After 100,000 steps the state vector-based policies achieved significantly higher overall level of performance, and it is likely that the raw-image-based policies could have benefited from longer training periods [104]. A time-lapse movie of the HAMR recorded during the learning process is shown in supplementary movie 1 in Appendix A.5.

Once the training sessions were complete, we evaluated the learned policies to test their performance. For evaluating policies, we used the highest performing policy parameters learned during a training session by monitoring a rolling average of the return over the last 100 episodes and saving the policy parameters each time the rolling average performance exceeded the last best performing model (Appendix Figure 1). This was done because we sometimes observed a drop in performance after the peak performance was achieved in training, possibly due to overfitting. Early stopping, or selecting a policy before performance degradation has occurred, is a common technique used to prevent overfitting in neural networks [109]. For each input type, we trained three policies that resulted in net positive (clockwise) movement from the HAMR (Figure 3-4D). We performed three learning trials with state vector input, each of which resulted in a policy able
to continuously move the robot around the track. In contrast, in order to develop three successful policies using image-based input within 100k time steps, we had to repeat the experiment six times. In the three trials in which the robot did not succeed within 100,000 time steps, the agent did not successfully explore all possible states, restricting its exploration to a partial section of the circular track. Successful policies were able to move the robot indefinitely around the complete circular track (Figure 3-4E, supplementary movie 2 in Appendix A.5).

We recorded each action taken by the agent during training sessions and the resultant change in state of the microrobot. For a single training run with state-vector input, we plotted the distribution of actions as a function of the resultant change in HAMR position, $\Delta \theta_r$ (Figure 3-5A). We separated the total 100k steps into 5 bins of 20k steps each. The distribution of actions over the first 20k time steps (Figure 3-5A, i) is centered around a sharp peak of actions which result in no net movement, as we would expect from an agent with little experience randomly exploring the space of possible actions. By the second batch of 20k steps (Figure 3-5A, ii), a pattern emerged in which the action distribution shifted to a bimodal distribution in which most actions still result in no net movement, but a second peak on the positive side indicates a trend towards selecting actions which result in clockwise movement. However, during this phase of training, the net motion of the robot remained close to zero (Figure 3-5B), because of fattening of the negative tail in the action distribution. As the learning process continued, the distribution continued to shift until the average movement was clockwise, with a second peak around 5 degrees per time step, and a narrow tail representing few actions, which caused the robot to move in the counterclockwise direction (Figure 3-5A v).

The soft actor critic algorithm learns a continuous stochastic policy, $\pi$, sampling actions from the policy according to $a_t \sim \pi(\cdot | s_t)$, in which the actions selected during training are
randomly sampled from a Gaussian distribution, and the agent learns the mean $\mu$ and the variance of this distribution over the course of training [99]. This is done in order to explore the space of possible actions during training. During training the agent seeks to balance the sum of future rewards with the information entropy of the policy by maximizing an entropy regularized objective function, and the policy entropy corresponds to the explore/exploit tradeoff the agent makes during training. However, once the policies were trained, performance during policy evaluation could be increased by selecting actions from the mean of the distribution without further stochastic exploration according to $a_t = \mu(s_t)$. This deterministic evaluation led to an increase in the proportion of actions taken by the agent which resulted in positive motion, for both state-based (Figure 3-5C) and image-based agents (Figure 3-5D). We compared the total average velocity achieved by all of the trained policies in both deterministic and stochastic action selection modes, which showed that deterministic action selection led to higher performance for both policy types, and that the state–based policies achieved notably better performance than the image-based policies after 100,000 environmental steps (Figure 3-6A).
Figure 3-5. Evaluating the learning performance of the RL agent during multiple training sessions. (A) We recorded the actions and state of the agent over 100,000 training steps. The actions taken by the agent at the beginning of the training session resulted in no net forward motion (i). As the agent learned, the action distribution became bimodal (ii-v), with a second peak at ~5 degrees per action, indicating the agent was increasingly taking actions which resulted in forward movement. (B) Averaging the velocity distribution shows that by between 40k and 60k steps the agent had learned to achieve net positive movement. (C) Following training for each of the six RL agents, we evaluated the performance of the learned stochastic policy, $\pi$, and the deterministic policy $\mu$ for 3000 steps without additional learning. The performance increased while selecting actions deterministically from $\mu$. (D) Evaluation of deterministic and stochastic action selection for image-based policies.
Figure 3-6. Learned policies over multiple training runs. (A) The average velocity of the HAMR during evaluation for each input type and action selection method, ± standard deviation. (B) Actions taken by the policies during deterministic evaluation plotted according to $\theta_r$ at the beginning of the action, and color coded according to the resultant velocity during that action. (C) Schematic showing the angular position of the robot in the circular channel.

We next examined the distribution of the action values chosen by the RL agent when evaluated deterministically according to $a_t = \mu(s_t)$. For each of the four actions ($M_x, M_y, \phi_x, \phi_y$) taken by the policy over 3000 time steps, we plotted the value of the action against the position of the HAMR, $\theta_r$ (Figure 3-6B). The plotted actions are color-coded according to $\Delta \theta_r$, with red actions indicating positive forward motion and blue actions indicating retrograde motion. Most actions taken by each of the six policies during evaluation resulted in positive motion. Each of the three policies trained using state-vector based input followed similar patterns, in which the phase angle of the X coil was held constant, and the magnitude of the X coil varied according to the position of the microrobot $\theta_r$. The Y coil was controlled by actuating the phase angle as a function
of position and holding the magnitude relatively constant. In contrast, the policies learned by the image-based agents were more heterogeneous, finding different possible ways to manipulate the 4 actions in order to produce forward motion. One pattern that is consistent in all learned policies is that the magnitudes tend to hold steady close to the maximum or minimum values of -1 and positive 1, regardless of $\theta_r$. This would result in the largest amplitude sine waves, which we would expect because larger magnetic fields would be able to create more powerful torques on the HAMR.

### 3.2.4 Deriving Mathematical Control Policies from RL-Trained Policies

We observed that the policies learned by the RL agent sometimes performed actions that were obviously non-optimal (resulting in negative motion). We could likely further increase the performance of these policies by using techniques like hyperparameter tuning and longer training times [108]. However, by observing the behavior of the RL agent, we hypothesized that if we could distill the policies learned by the network into mathematical functions of the state variables, we might achieve a higher level of performance. To test this, we chose one of the state-based policies and one of the image-based policies, and fit regression models to the data in order to create continuous control signals as a function of the robot position $\theta_r$. First, we examined policy 1, learned by the state-vector based agent (Figure 3-6B). This policy was acting by modulating the magnitude in the X coil in what appeared to be a square wave pattern, and the phase angle in the Y axis coil in what appeared closer to a sine wave. The other two actions were held approximately constant regardless of the position of the robot. We selected the subset of actions taken by policy which had resulted in a positive velocity of at least $3^\circ$, discarding the lower performing actions for this analysis. We then fit sinusoidal regression models to the $M_x$ and $\varphi_y$ action distributions and
fit a square wave to $M_x$ (Figure 3-7A). The resulting policies are shown in Figure 3-7A as solid black lines. The sine wave policy (Figure 3-7B) and the mixed sine/square wave policy (Figure 3-7C) that we developed with the regression models were then used to control the HAMR. The image-based policy that we evaluated was significantly more complex than the state-based policy (Figure 3-7D). We modeled this policy mathematically by fitting a 20th order polynomial to the data and used this polynomial policy to drive the HAMR (Figure 3-7E).

The sinusoidal policy achieved the highest level of performance (Figure 3-7F), achieving the highest average HAMR velocity of all policies tested in this study, while the square/sine policy performed slightly worse than the neural network policy on which it was based. Despite the complexity of the polynomial policy compared to the sine and square wave-based policies, the performance of this policy was approximately equal to that of the sine/square wave policy and was superior to the neural network-based policy on which it was based. Since these mathematical policies only use $\theta_r$ as the input, it is possible that we could further increase the performance of mathematically inferred policies by taking other parts of the state vector into account.
Figure 3-7. Control policies learned by the RL agent could be translated into continuous functions in order to increase performance. (A) For one of the state-based policies that the RL agent learned, the actions were plotted as a function of $\theta_r$ and mathematical functions were fit to the subset of actions which yielded HAMR velocities greater than 3 degrees per step. Sine waves and square waves were fit to the data via regression (shown in black), and those mathematical function were used to control the HAMR for 1000 time steps. (B) The results of running the sinusoidal policy and (C) the sine/square policy. (D) The policy learned by the imaged-based agent was fit with a 20th degree polynomial function. (E) The polynomial policy was used to drive the HAMR for 1000 time steps. (F) Comparing the average velocity of the HAMR when controlled by each policy.
3.2.5 Control Policies Learned by the RL Agent Recapitulate the Behavior of Optimal Policies based on Physical Models

Finally, we wanted to know whether the policies learned by the RL agent were modulating the magnetic field in a way that matched the control systems that human researchers have developed based on physical models. When using a uniform rotating magnetic field to steer a helical microrobot, the rotating magnetic field is usually made to rotate about the helical axis of the microrobot, which is also the direction in which the microrobot will swim (Figure 3-8A) [72]. Therefore, to drive a helical microrobot around a circular track like the one we used, we would expect that the direction of the rotating magnetic field would be tangent to the circular track at all points along the circle for the optimal policy (Figure 3-8A).

Although we did not record the magnetic field at all points along the track during policy evaluation, we can approximate the behavior of the magnetic fields based on the actions taken by the agent. The recorded actions selected by the policy while driving the HAMR around the track were used by us to estimate the magnetic fields produced during the action. To do this, we constructed a three-dimensional vector \( \mathbf{B} = [B_x, B_y, B_z] \), where \( B_n = M_n \sin (ft + \varphi_n) \), where the magnitude and phase angle were selected by the policy. The actions taken by the agent are run for a total of 0.9 seconds during each time step, during which time the actions are held constant and \( \mathbf{B} \) rotates as a function of time with an angular frequency of 100 rad/s. Taking the cross product \( \mathbf{B}_\perp = \mathbf{B}(t) \times \mathbf{B}(t + 1) \) results in a vector \( \mathbf{B}_\perp \) which points in the direction perpendicular to the plane of the rotating magnetic field (Figure 3-8A). By calculating the azimuthal angle \( \theta_{B\perp} = \arctan(B_{\perp y}/B_{\perp x}) \) we can approximate the direction of the rotating magnetic field during an action taken by the policy. The results of this analysis are shown by plotting an arrow with direction \( \theta_{B\perp} \)
at the point $\theta_r$ along the circular track for each action taken by the policy. Results are shown for the inferred mathematical policies (Figure 3-8B), the image-trained policies (Figure 3-8C), and the state trained policies (Figure 3-8D). Each policy learned by the RL agent, regardless of input type, created a rotating magnetic field nearly perpendicular to the direction of travel of the microrobot, recapitulating the behavior of the theoretical optimal policy that was based on a physical analysis of helical swimming magnetic microrobots [72].
Figure 3-8. Control policies learned by the RL agent recapitulate the behavior of optimal policies based on theoretical physical models. Magnetic helical microrobots swim with propeller-like motion, transducing magnetic field rotation into torque, torque into angular velocity, and angular velocity into linear velocity in the direction of travel. The theoretical optimal policy for controlling a magnetic helical microrobot in a circular channel would be to create a rotating magnetic field perpendicular to the direction of travel of the robot at each point in the circle, so that the microrobot moves tangent to the circle at all points along the track [72]. Plotting a vector perpendicular to the calculated plane of magnetic field rotation for each action at each point along the circular track demonstrates that each policy learned by the RL agent recapitulated this theoretical optimal policy behavior. Vectors are color coded according to their azimuthal angle. (C) The inferred mathematical policies. (D) The image trained policies. (E) The state trained policies.
3.3 Discussion

Here, we have reported the development of a closed-loop control system for magnetic helical microrobots, which was implemented using reinforcement learning to discover control policies without the need for any dynamic system modeling. Continuous control policies for high-dimensional action spaces were represented by deep neural networks for effective control of magnetic fields to actuate a helical microrobot within a fluid-filled lumen. High-dimensional inputs including state-vector inputs and raw images were sufficient to represent the state of the microrobot. Compared with previously reported control systems for magnetic microrobots [18], we believe that the system we have presented possesses a number of key advantages. Electromagnetic actuation systems for microrobots are either air core, such as Helmholtz coils and Maxwell coils, or contain soft magnetic materials in the core which enhance the strength of the generated magnetic field, but can lead to nonlinearities when summing the combined effect of fields from multiple coils [38]. Nonlinearities make modeling the behavior of the system more difficult [110], particularly when the coils are run with high enough power to magnetically saturate the core material. Additionally, when controlling microrobots with permanent magnets, those magnets are often modeled as dipole sources for simplicity [111], and the actual behavior of the physical system may not match the idealized model behavior. Neural network-based controllers trained with RL learn control policies from observing the actual behavior of the physical system, and deep neural networks can accurately model non-linear functions [112]. Control policies learned with RL will automatically take into account the real system dynamics, and this model-free control approach can greatly simplify the job of the microrobotic engineer.

Many microrobotic systems are composed of soft, shape changing materials, which are inherently harder to model than rigid bodies [39, 59, 64-66]. Here, we have shown that our
algorithm was able to control a soft helical microrobot without any dynamic modeling on the part of the control system designers. Other algorithms which have been used to control soft microrobots such as force-current mapping with PID control and path planning algorithms [18, 59, 110] could potentially be combined with reinforcement learning in order to optimize the gains in the PID controllers, and adapt to changes in environmental conditions by a process of continuous learning, or to optimize for multiple variables. Force-current mapping algorithms used to control microrobots are also often created with assumptions of linearity in magnetic field addition, which could be violated with soft magnetic cores in the driving coils [74].

While the sine and sine/square policies that we created based on analyzing the learned policies might have been arrived at by a first principles analysis of the problem, this is certainly not the case for the polynomial policy we derived from the image-based input policy, which does not map to our intuitions of how to actuate a magnetic helical microrobot. We believe that this provides strong support for the idea that a deep neural network trained to control microrobots with reinforcement learning is likely to arrive at policies that are unintuitive and could potentially uncover useful behaviors which would not be suspected or created by human engineers. Furthermore, our analysis of the direction of the rotating magnetic fields created by the learned policies strongly supports the idea that the RL agent reliably developed near-optimal behavior which matches the behavior of a rationally designed controller. This suggests that if RL were applied to a more complex microrobotic system for which no good models of optimal behavior were available, the RL agent could be able to autonomously identify the best way to control the system. This ability to detect subtle patterns from high dimensional data could ultimately lead to state-of-the-art control policies that exceed the performance of human designed policies, as has
been seen with reinforcement learning algorithms in domains like Go [96], and classic Atari games [107].

In our experimentation, we found that the RL agent could learn successful policies from both state vector input, and from raw camera images. This input flexibility demonstrates that RL could be applicable for a broad class of biomedical imaging modes in which the state of the system might be represented by MRI, X-ray, ultrasound, or other biomedical imaging methods [69]. Our results are consistent with the findings of Haarnoja et al. [104], in that the use of raw images as input requires more training time in order to develop high quality policies compared to state vector input. Using higher dimension input like images has the potential to encode richer policies which respond to objects in the field of view such as obstacles which could impede the forward progress of the microrobot but would not be observable from lower dimensional feedback available in a state vector representation. In complex environments in which environmental factors such as lumen shape, fluid flow profiles, surface interactions, and biological interactions are likely to be a significant factor [12], the ability to use machine vision for state representation could significantly improve microrobot performance. All these points strongly favor the use of RL for developing the next generation of microrobot control systems.
3.4 Methods

3.4.1 Helical Agar Magnetic Robot

The HAMR was constructed based on a method published by Hunter et al. [101]. The structure of the robot was formed from a 2% w/v agar-based hydrogel (Fisher Cat. No. BP1423-500). The agar was melted to above 80 degrees Celsius and mixed with iron oxide nanopowder (Sigma Aldrich Cat. No. 637106) to a total concentration of 10% w/v. This mix was injected into a helical 3D printed mold printed on the Elegoo Mars stereolithography 3D printer to form a helical microrobot 4.4 mm in length. The microrobot was manually removed from the mold after cooling and solidifying and stored in deionized water until use. Because the yield of this batch fabrication technique was not 100%, robots used for subsequent experiments were chosen based on their morphology and responsiveness to magnetic fields.

3.4.2 Circular Swimming Arena

The PDMS swimming arena was created by molding Sylgard 184 elastomer (Sigma Aldrich Cat. No. 761036) over a thin 3mm tall section of polyvinyl chloride pipe (31 mm Inner Diameter, 34mm Outer diameter). Access holes for the microrobot were cut, and then the molded PDMS was plasma bonded to a thin uniform sheet of PDMS to close the channel, and cured overnight at 65° C.
3.4.3 Magneturret

The Magneturret was constructed by winding 6 identical coils with 400 turns each of 30-gauge magnet wire (Remington Industries Cat. No. 30H200P) around a 0.26-inch diameter permalloy core (National Electronic Alloys Cat. No. HY-MU 80 Rod .260 AS DRAWN) cut to a length of 20 mm. These coils were fixed to the sides of an Acrylonitrile butadiene styrene (ABS) 3D printed cube with quick set epoxy. The coil was enclosed in a 3D printed housing printed in Zortrax Z-glass filament with a Zortrax M200 printer and sealed with epoxy. Glycerol coolant was pumped through the housing with a liquid CPU cooling system (Thermaltake Cat. No. CL-W253-CU12SW-A). The coils were energized by creating sinusoidal currents with an Arduino STEMtera breadboard, which took serial commands from the RL agent over USB and turned them into PWM signals which were sent to two Pololu Dual G2 High-Power Motor Driver 24v14 Shields. The power supply used to power the coils and was a Madewell 24V DC power supply.

3.4.4 Overhead Camera

The overhead camera was an Alvium 1800 U-500c with a 6mm fixed focal length lens from Edmund Optics. The camera used to take images for the state was set at a long exposure so that the HAMR and the center mark were the only visible objects in the image. A second identical camera placed above the arena at a slight angle was used to simultaneously record normal exposure video of the HAMR in the arena during operation, so that the features in the image were not washed out.
3.4.5 RL Algorithm

The soft actor critic RL agent was developed in Python, using TensorFlow 2.0 for creating the neural network models. This was run on a desktop workstation from Lambda Labs. Separate processes were used for data collection and updating the neural networks so that the two operations could run in parallel. The full algorithm details are available in Supplementary Algorithm 1.

3.4.6 Supplementary Materials

The following supplementary materials are available in Appendix A:

- Fig S1: Highest performing policy parameters during training
- Appendix Table 1: Hyperparameters
- Supplementary Algorithm S1: Soft-actor-critic for microrobot control
- Movie S1: Training process time course.
- Movie S2: HAMR swimming around the track
4.0 Hardware for Creating Biomimetic *In Vitro* Environments for Microrobot Development

The tools and techniques for creating smart robotic control system presented in chapter 3 face several engineering obstacles before they can be efficiently used for therapeutic microrobot applications. So far, we have studied the use of reinforcement learning for microrobot control in a very simple model system, namely, a helical microrobot constrained in a circular track under static fluid conditions. While this system was valuable for testing and developing the use of RL for microrobot control, ultimately the microrobots controlled by the system will be asked to operate in significantly more complex environments. As the next step towards making RL control of microrobots *in vivo* a viable technology, we need to develop biomimetic environments for microrobots in vitro, where they can be developed and evaluated [113]. The RL-based control system is likely to perform better if it is trained in an environment that as closely as possible matches the environment in which operation will occur [103].

In the environments *in vivo* in which microrobots will be called upon to operate (blood vessels, cerebrospinal fluid, etc.), the fluid around the robot will not be static [12]. Therefore, one of the next critical steps towards fully developing an RL based microrobot control system is to evaluate the performance of the microrobot in the presence of dynamic fluids which closely match the properties of the fluid flows *in vivo*. To create biomimetic environments with biologically relevant fluid flow, we have developed a fully programmable pump for precisely actuating fluids in microscale in vitro environments. This pump can be produced at low cost and is highly applicable for a wide range of microfluidic applications, particularly in resource constrained settings. The rest of this chapter highlights this tool and is published as Behrens et al. “Open-
source, 3D-printed peristaltic pumps for small volume point-of-care liquid handling”, Scientific Reports. 2020 [114].

4.1 Introduction

Microfluidic systems are ubiquitous tools within science and engineering laboratories around the world that enable low-cost and high throughput analysis via the miniaturization and parallelization of experimental systems. To enable broader applications and lower the barrier to entry for using microfluidic technology, developing open-source and low-cost tools for handling fluids is a promising avenue of research [115-117]. Open-source microfluidic tools could be particularly impactful when used for point-of-care diagnostics in resource limited settings. The growing use of microfluidics in point-of-care diagnostic roles is driven by the desire for more personalized medical treatments that are tailored to the specific pathologies identified in the patient [118-121]. This is because assays that can be performed at the point of care dramatically improve time-to-diagnosis, leading to improvements in medical practitioner decision making and patient outcomes [122]. In order for point-of-care diagnostic devices to be widely adopted into more clinical settings so that they can effectively improve healthcare outcomes, advances must be made in key enabling technologies, including improved microfluidic device designs, and improved peripheral systems for fluid actuation and sensing [123]. Increasing the use of open-source tools for future point-of-care diagnostic tools would enable reductions in system cost and increase ease of use.

Microfluidic point-of-care diagnostic systems must include three basic components: the physical microfluidic device, systems to read the assay output, and systems to control the flow of
liquid reagents (Figure 4-1A). The physical microfluidic device can be manufactured from a wide
range of low-cost materials, including PDMS [124], glass [125], plastic [126], and paper [127-
129], and commonly takes the form of a single use disposable cassette [118]. To read the output
from the assay, sometimes expensive computer systems, sensors and microscopes are used, while
some assays are designed to be read out by visual inspection [129].
Figure 4-1. Liquid Handling for Point-of-Care Diagnostics. (A) Diagnostic devices for point-of-care applications often require integration of microfluidics with complicated and expensive peripheral equipment for signal readout and for liquid handling. (B) As a low-cost alternative to complex and expensive liquid handling equipment, we have developed an open-source, 3D-printed programmable peristaltic pump that can be used for precision low volume liquid handling and deployed with point-of-care diagnostic tools. The pump is assembled with a combination of 3D-printed parts and commonly available hardware, and is programmable via an Arduino microcontroller.
Most microfluidic systems require precisely controlled fluid flow. While there are microfluidic systems that employ sophisticated on-chip pumps for liquid handling [130-134], these devices are often complex to manufacture, expensive, or limited to low flow rates, which may limit their potential for mass adoption in point-of-care diagnostic systems. Instead, most microfluidic devices employ off-chip pumps to provide pressure and flow rate control. Many innovative off-chip pumps have been developed for microfluidics, including simple, ultra-low cost (< $10) reinforced latex balloons inflated to provide a steady pressure source [135], more expensive (< $1000), yet programmable, low volume piezoelectric pumps [136], and costly (> $1000), but sophisticated and robust syringe pumps [136, 137]. Syringe pumps, in particular, are among the most common type of pump used for laboratory microfluidics. Syringe pumps can be set up to deliver constant flow rates, or constant pressure if feedback control is employed [115]. However, syringe pumps are not without disadvantages for many applications. Syringe pumps are limited to dispensing fixed volumes of liquid limited by the syringe volume, and they are not capable of driving recirculating flow within a closed system. Additionally, common syringe pumps used in scientific laboratories, such those produced by companies like Harvard Apparatus, can be prohibitively expensive for adoption in low resource clinical settings. Peristaltic pumps provide an alternative to syringe pumps which are better suited for some applications. These devices pump liquid by cyclically squeezing a flexible tube against a rigid housing [138]. Unlike syringe pumps they can be used drive recirculating flow in a closed fluidic circuit, and they are physically isolated from the sample by the walls of the tubing, which reduces contamination and safety concerns. Additionally, peristaltic pumps are well suited for dosing and metering fluids [139], tasks for which they are widely employed for large volume liquid handling applications. Peristaltic pumps are employed in many microfluidic applications [140-142], particularly those requiring
recirculating flow for cell culture [141]. Several classes of on-chip integrated microfluidic peristaltic pumps have been developed, in which channels within a PDMS microfluidic device are squeezed by external hardware such as rollers [130], magnets [133, 134], or by adjacent pressurized microfluidic channels [124, 143]. While integrated pumps allow more precise control of small liquid volumes, integrated pump designs constrain the geometry of the microfluidic device. Additionally, integrated pumps often require complex fabrication procedures when compared to microfluidic devices powered by off-chip peristaltic pumps. However, commercial, off-chip peristaltic pumps designed for microscale liquid handling, similar to commercial syringe pumps, can be prohibitively expensive for many point-of-care diagnostic systems.

Here, we present the design of a low-cost (~$120) open-source, 3D-printed peristaltic pump that can be manufactured using common tools and hardware, that is designed for microliter-scale liquid handling and amenable to deployment with diagnostic microfluidic systems (Figure 4-1B). This pump operates by peristaltic action of rolling ball bearings applying pressure to the outside of small diameter tubing. It is modular, able to accept a range of tubing diameters by quickly swapping out 3D-printed parts. The pump is driven by a stepper motor and power is transmitted to the pump through a 3D-printed 4:1 gearbox to increase the available torque. The motor is programmable via an open-source microcontroller (Arduino) to precisely control flow rate and direction. Here, we characterize the performance of this pump and demonstrate its applicability for a variety of small volume precision liquid handling applications.
4.2 Results

4.2.1 Pump Design

The system architecture of the pump is subdivided into two basic subsystems: The electrical system, containing the power supply, microcontroller and motor driver, and the mechanical pump, based on a stepper motor and acrylonitrile butadiene styrene (ABS) 3D-printed components, and assembled with basic hardware. A complete bill of materials and assembly instruction set is provided in the supplementary materials (Appendix Table 2. Bill of materials, Appendix Figure 8. Peristaltic pump assembly instructions.). An Arduino microcontroller acts as the onboard central processing unit of the pump and can be programmed using the free Arduino integrated development environment (IDE) via a USB connection to a personal computer. The microcontroller is responsible for sending step and direction commands to a EasyDriver stepper motor driver, which controls the rotation speed and direction of the pump rotor. Power is transmitted to the pump rotor via a 3D-printed 4:1 gearbox that is mounted to the stepper motor. The pump mounted on top of the gearbox is composed of two key components: the rotor, and the stator. The rotor body is 3D-printed, and three ball bearings are secured to the rotor in a triangular configuration. These form the rollers which provide force on the tubing during pumping. The stator is composed of three 3D-printed pieces: a base which is specific to the tubing diameter being used, and two clamps that secure the tubing in place. The tubing is clamped between the rotor and the stator, so that when the rotor rotates the ball bearings squeeze the tubing against the stator. Peristalsis is achieved by cyclical compression of the tubing by the rotor, which provides force which drives fluid through the tubing (Figure 4-2A).
Figure 4-2. Flow rate. (A) The pump uses peristaltic motion of rotating ball bearings with silicone tubing to transfer fluid. (B) Flow rate is controlled by varying the rotation speed of the pump, or by varying the diameter of the tubing. (C) Total volume pumped over time with 3 mm OD, 1 mm ID tubing, at four different pump rotation speeds. (D) Total volume pumped over time with 1.59 mm OD, 0.79 mm ID tubing. Traces represent the average results for three independent trials, with error bars representing one standard deviation above and below the mean.
4.2.2 Flow Rate

The rate of fluid flow through the pump is controlled by angular velocity of the rotor, which is encoded into the commands delivered to the motor controller by the Arduino, and by the diameter of tubing used. The pump was tested for two different sizes of silicone tubing: 1.59 mm (0.0625”) outer diameter (OD), 0.79 mm (0.03125”) inner diameter (ID) tubing, and 3 mm OD/1 mm ID tubing. Each tube had a durometer hardness rating of 50 A, designed to be used with peristaltic pumps. To switch between the two sizes of tubing, two different sizes of stator were designed and 3D-printed and can be quickly swapped out to modulate the pump to accommodate different tube diameters.

To test the pump rate as a function of rotation speed, the pump was set up to pump deionized water onto a precision analytical balance. The balance was programmed to record real time weight measurements once per second. The pump rotation speed was determined by counting the number of rotations over a period of 2 min. Results of this experiment show that the pump rate is dependent on both the tubing diameter, and on the rotation speed of the pump (Figure 4-2B). For a given rotation speed and tubing size, the pump maintains a constant average pump rate, resulting in a linear increase in pumped fluid volume over time (Figure 4-2C, D). Friction constraints arising from manufacturing tolerances limit the practical rotational speed to approximately 108 revolutions per minute (RPM), at which speed the pump achieves 0.46 mL min−1 with the 1.59 mm tubing, and 1.62 mL min−1 with the 3 mm tubing. Variation in pump rate can be observed when tubing is clamped into the stator with differing levels of tension applied to the tubing, which accounts for the majority of variation across trials. Once tubing is securely clamped in place, the pump rate is highly uniform (Appendix Figure 3). Furthermore, since the hydrodynamic pressure drop in microfluidic channels is generally very large, we
characterized the flow rate vs pressure drop generated by the system, and also calculated the power consumption and efficiency of our system. These performance benchmarks are depicted in Appendix Figure 6 and Appendix Figure 7.

4.2.3 Pressure Generation for Microfluidics

This pump was designed for use in microfluidic applications to provide a low-cost tool that can be used for diagnostic purposes. One major application in microfluidic systems is control over fluid pressure within microfluidic channels. Applications of pressure driven flow include fluid based digital logic [124], actuation of on-chip valves [131, 143], and control of laminar flow interfaces between fluids in a channel [115]. In order to test the ability of this pump to generate pressure for microfluidic applications, we used a Y-channel microfluidic device to track the position of a laminar flow interface over time. Controlling the position of a laminar flow interface between two co-flowing fluids in a single channel is a technique commonly used for applications such as controlling molecular diffusion [144], patterning domains of small molecules within cells [145], and for microfabrication within capillaries [146]. We tested the ability of our pump to generate stable laminar flow interfaces, and tested the dynamic pressure produced by the pump. The pump was attached to the inlet of one channel in a Y-channel PDMS microfluidic device, and a syringe suspended above the microfluidic device was attached to the other inlet (Figure 4-3A). The pressure at the syringe inlet can be calculated based upon the height of the liquid in the syringe above the microfluidic device according to the equation $P = \rho gh$, where $P$ is the pressure at the inlet, $\rho$ is the density of the liquid, $g$ is the acceleration due to gravity, and $h$ is the height of the reservoir. An electric circuit analogy for microfluidic circuits was employed to calculate the pressure generated by the pump given the known pressure at the other inlet [147]. For fluid
dynamics in low Reynolds number regimes such as those within a microfluidic channel, a simple relationship between flow rate and pressure can be derived from Hagen–Poiseuille’s law: $\Delta P = Q R_H$, where $\Delta P$ is the change in pressure over distance within a microfluidic channel, $Q$ is the volumetric flow rate in the channel, and $R_H$ is the hydraulic resistance of the channel, which can be calculated from the channel geometry. For a rectangular microfluidic channel where the height of the channel is much less than the width, $R_H$ can be approximated by $R_H = 12 \eta L / w h^3$, where $\eta$ is the viscosity of the fluid, $L$ is the channel length, $w$ is the channel width, and $h$ is the channel height. The simplified equation relating pressure and flow rate in microfluidic chips is an analog to Ohm’s Law: $\Delta V = IR$, which is extensively used in electrical circuit analysis. Accordingly, the mathematics of circuit analysis, including Kirchhoff’s voltage and current laws, can be applied to microfluidic systems to determine pressures and flow rates within the system [147]. Change in pressure is analogous to change in voltage, volumetric flow rate is analogous to current, and hydraulic resistance is analogous to electrical resistance. Applying this analogy, an equivalent circuit model for the microfluidic device used in this experiment is presented in Figure 4-3A. By observing the position of the laminar flow interface of two parallel fluid flows within the channel, it is possible to determine the relative flow rates of the two liquids according to the following relationship: $\frac{w_1}{w_2} = \frac{Q_1}{Q_2}$ [147]. Employing this relationship in the circuit analysis of the system allows calculation of the unknown pressure generated by the pump, when compared to the known pressure due to gravity at the other inlet. The average pressure generated by the pump is a function of pump rotational speed (Figure 4-3B). As the pump rotation speed is increased, the fraction of the flow in the microfluidic channel downstream of the Y-junction that is supplied by the pump increases, while the fraction of the flow supplied by the elevated fluid reservoir decreases (Figure 4-3C). While the average pressure generated by the pump for a given rotational speed is constant, the
dynamic pressure generated by the pump is not steady over time, but exhibits a cyclical fluctuation. As the rotor applies pressure to different parts of the tubing when turning, this generates a cyclical fluctuation in fluid pressure, which can be observed by tracking the position of the laminar flow interface in the channel over time (Figure 4-3D). The dominant frequency of this oscillation can be calculated as angular frequency of the rotor multiplied by the number of rollers on the rotor (Appendix Figure 4. The frequency of pressure oscillations from the pump is a function of pump RPM.).

4.2.4 Programmable Precision Liquid Handling

As microfluidic systems expand into a growing number of application areas, the requirements for fluid pumping profiles will certainly expand as well. This pump was designed to be open-source and reprogrammable, in order to simply and rapidly modify the characteristics of the driven flow to meet operator-defined requirements (Figure 4-4A). One application for which peristaltic pumps are commonly employed is liquid metering, so we tested the ability of our pump to precisely and repeatedly dispense aliquots of liquid. First, a calibration test was performed by clamping a 1.59 mm tube into the pump and observing the flow rate by pumping deionized water onto a precision analytical balance at a constant rotor RPM. The resultant pump rate was used to calculate the time required to dispense a given volume of liquid. Tests were performed by pumping 100 aliquots each of 10 μL, 30 μL, and 50 μL onto the analytical balance. Additionally, 50 μL was individually dispensed into 8 PCR tubes to visually confirm aliquot volume (Figure 4-4B).
Figure 4-3. Pressure driven flow for microfluidics. (A) The peristaltic pump was set up to pump water supplemented with red food coloring through a PDMS microfluidic device with a Y-channel configuration. A syringe with water and blue food coloring was attached to the other inlet of the Y channel, and suspended 2.47 m above the microfluidic device to create a constant pressure source. Using an electrical circuit analysis analogy for microfluidics, the unknown pressure generated by the pump was calculated by observing the position of a laminar flow interface, and the known pressure from the gravity driven flow. (B) Pressure supplied by the pump is a function of rotor RPM. Data represent the results of three independent trials, and error bars represent one standard deviation above and below the mean. (C) The position of a laminar flow interface between the water from the pump and the water from the syringe was tracked to calculate the pressure generated by the pump. (D) The position of the laminar flow interface within the channel oscillates over time due to the cyclical application of force to the silicone tubing by the rotor.
Figure 4-4. Programmable functions for custom liquid handling. (A) The pump is programmed with an Arduino microcontroller, which allows for user-defined arbitrary pumping behaviors. (B) The pump can be programmed to reliably and repeatedly dispense precise volumes of liquid. Histograms represents the volumes for 100 aliquots of deionized water at three different aliquot sizes. (C) The pump was programmed to drive a set volume of water through a 1 mm glass capillary under control of a user-operated switch. A cellulose acetate (CA) plastic sphere was placed in the capillary to aid in visualization of the moving fluid column, and the position of the sphere was tracked visually. (D) The pump was set to oscillate the column of water back and forth under user-defined control, and the movement of a CA sphere within the capillary was visually tracked.
Next, we expanded the versatility of our pump, the pump was reprogrammed to perform customized tasks under control of user input via rocker switches installed in the electronics box. Two custom programs were implemented: one to step forward, pumping fluid a specified amount before coming to rest (Figure 4-4C), and one to oscillate the fluid back and forth (Figure 4-4D). Example programs to run the pump are included in the Supplementary Materials (Appendix B.4). To test these programs, the pump tubing was attached to a water filled glass capillary and a spherical cellulose acetate bead was placed in the capillary to visualize movement of the liquid column. The capillary was placed under a stereo microscope and the bead was observed with a camera as the operator toggled the switch on the electronics box to trigger the programmed response from the pump. The movement of the cellulose acetate bead within the channel was used to visualize the flow of liquid within the channel. Within the glass capillary, the low Reynolds number (≈1) means that viscous forces dominate over inertial forces, so the movement of the bead within the fluid closely tracks the movement of the column of fluid.

4.2.5 Endothelial Cell Structural Response under Laminar Fluid Shear Stress

We also tested the pumps’ ability to function as a tool for liquid handling in biological applications, we used the pump to generate laminar fluid shear stress on human vascular endothelial cells (HUVECs). Endothelial cells have been well documented to be responsive to fluid shear stress [148]. In fact, their alignment and change in morphology under laminar fluid shear stress is believed to protect the endothelium from many cardiovascular diseases and in general be barrier protective. For this study, we exposed a monolayer of HUVECs within a PDMS microfluidic channel to laminar fluid shear stress of 0.1498 Pa for 24 h. The endothelial cells
exhibited a non-preferred orientation at the beginning of the experiment (Figure 4-5A–C), while endothelial cells began to exhibit a more elongated shape and alignment along the direction of fluid shear at 24 h (Figure 4-5D–F).

Figure 4-5. Laminar fluid shear stress causes alignment of endothelial cells. Cells in a monolayer within a microfluidic channel were exposed to shear stress from laminar flow generated by the pump, at 0.1498 Pa. Phase contrast and fluorescent images of Nucleus (DAPI) and F-actin at 0 h (A–C) and 24 h (D–F) of fluid shear stress.
4.3 Discussion

We have presented an open-source peristaltic pump built from 3D-printed plastic parts and common hardware and demonstrated its applicability for small volume liquid handling in microfluidic applications, including generation of laminar flow interfaces and controlled sample movement under operator control. This pump represents a simple and inexpensive alternative to commercial pumping systems for microfluidics, with a number of key advantages. Unlike many of the comparable inexpensive peristaltic pumps on the market, this pump represents a complete liquid handling system, with its own power and control systems. The total price of the physical pump is approximately half the cost of the entire system, ≈$65, which is the number to compare to microfluidic pumps on the market with comparable performance specifications, such as the microfluidic peristaltic pump produced by Dolomite Microfluidics, which retails at $220 without power and control hardware, or the mp6 piezoelectric pumps produced by Bartels Mikrotechnik and sold through Servoflo, which costs $950 for a starter package. Although our pump is not the lowest cost option that has been developed for fluid handling in microfluidics (e.g., $2 reinforced latex balloons were developed by Thurgood et al. to provide a constant pressure source [135]), our design strikes a balance between reducing cost and enabling programmable flow profiles that are suitable for a wide range of applications. Furthermore, the open-source design allows for simple modifications to adapt the pump to application specific constraints such as tubing diameter, which affords this pump greater application flexibility in comparison to similarly priced commercial systems. Additionally, the 4:1 gearbox developed for this pump accepts attachments for a NEMA17 specified stepper motor, so it can be adopted for any other projects which require additional torque from a stepper motor. Programmability via the Arduino IDE allows for fine control over flow profiles, and integrated programmable switches in the electronics box can be
easily programmed to control user-specified pumping routines, including stepping and oscillating flow. Fluids propelled by the pump are insulated from the hardware by the tubing, so sterility and contamination concerns are minimized in this system. Additionally, the peristaltic pump can be used to drive recirculating flow in a closed system, or to draw fluid from an arbitrarily large reservoir, which are key advantages over syringe pumps, one of the most common methods of microfluidic fluid control. Previously, our lab has presented a design for a 3D-printed feedback-controlled syringe pump that can act as a stable pressure source which may be better suited for applications which require precisely controlled pressure driven flow [115]. Together, these two pumps form a range of fluid handling technologies that are applicable to a wide range of point-of-care microfluidic applications.

We demonstrated the pump’s ability to be used for biological applications, and thus its feasibility as a point-of-care diagnostic system, by deploying our pump in conjunction with a microfabricated PDMS microchannel to exert a laminar fluid shear stress on a confluent HUVEC monolayer for 24 h. Our results revealed that (1) our pump can be used in conjunction with standard devices (such as a flow chamber) used in the biomedical field to study biological cells for a prolonged period of time, and (2) our pump was able to induce a laminar fluid shear stress-induced alignment of endothelial cells. Although, other groups have demonstrated the latter before, the uniqueness of this portion of our study may be found in the fact that the results we present here can be executed at a considerably lower operational cost and in the fact that this experiment utilizes materials that are much more accessible. We therefore believe our device will allow others who may be interested in running similar experiments to do so in previously inaccessible resource limited settings.
4.4 Methods

4.4.1 Design and Construction of the Peristaltic Pump

All 3D-printed components were designed in 3D-computer aided design (CAD) software (Autodesk Inventor Professional 2016). The designs were exported as STL files and prepared for 3D-printing with Z-Suite (Z-SUITE Ver. 2.11.1.0, Zortrax), and parts were printed in Z-ABS plastic using a 3D-printer (Zortrax M200). The pump was assembled with a combination of commonly available hardware and 3D-printed components, using common tools. All 3D-printed parts are made available as STL files in Appendix B.5, and a full bill of materials outlining the required hardware is also supplied in Appendix Table 2. Bill of materials A detailed set of instructions for assembly is also included in the Supplementary Slide Deck in Appendix B.3, and an electrical schematic is included in Appendix Figure 5.

4.4.2 Design and Construction of Microfluidic Chips

Microfluidic devices were prepared by defining the channel geometry in 2D CAD software (Autodesk AutoCAD). These designs were then used as a mask for soft lithography. The CAD design was transferred to a maskless aligner (Heidelberg MLA100 Direct Write Lithographer), and lithographically patterned into SU-8 photoresist that was spin-coated onto a silicon wafer. Poly dimethylsiloxane (PDMS) (Sylgard 184, Dow Corning) was mixed at a 10:1 base to curing agent ratio and poured over the wafer. The PDMS was degassed in a desiccator under vacuum pressure and cured in an oven at 65 °C for 1 h. The PDMS was then removed from the wafer and sliced into individual microfluidic devices. Inlet and outlet holes were punched in the devices using a blunt...
tipped stainless steel dispensing needle (Cat. No. 75165A675, McMaster Carr Supply Company). The devices were then oxidized in a plasma cleaner (PDC-32G, Harrick Plasma) for 30 s and plasma bonded to glass cover slips (22 × 40 mm). The devices were then incubated overnight at 65 °C to ensure a tight bond between the glass and the PDMS.

4.4.3 Fluid Flow Rate Determination

Flow rate was calculated by pumping deionized water into a weigh boat on an analytical balance (Adventurer AX, Ohaus) through silicone rubber tubing. Two sizes of tubing were tested: 1.59 mm OD tubing (Cat. No. 5236K204, McMaster Carr Supply Company), and 3 mm OD tubing (Cat. No. 5054K304, McMaster Carr Supply Company). Data was recorded via serial connection to a personal computer and logged using SPDC Data Collection V2.03 (Ohaus). Weight measurements were recorded once per second. Data were analyzed in MATLAB. The rotor rotation speed was measured by counting revolutions over a period of 2 min.

4.4.4 Laminar Flow Interface in Microfluidic Channel

Silicone rubber 1.59 mm OD tubing (Cat. No. 5236K204, McMaster Carr Supply Company) was inserted into the pump. One end of the tubing was placed in a reservoir containing water supplemented with red food coloring (Red Food Color, McCormick Culinary), and the other end of the tubing was attached to one of the Y-inlets on the PDMS microfluidic device. The other inlet of the microfluidic device was connected to tubing running to a 10 mL syringe placed 2.47 meters above the microfluidic device, containing water and blue food coloring (Blue Food Color, McCormick Culinary). The outlet of the device was connected to tubing leading to an open waste
collection container. Fluid was allowed to drain from the syringe through the device under gravitational power, while the speed of the pump was adjusted to vary the flow of fluid from the pump. The microfluidic device was placed onto the stage of a Nikon Eclipse Ts2 microscope and viewed through a 4X objective lens. Video was captured with a camera in the eyepiece of the microscope (Celestron Digital Microscope Imager HD 5MP). The position of the laminar flow interface was calculated using ImageJ digital image processing software by binary thresholding and tracking the position of the boundary of a binary object representing the flow.

4.4.5 Precise Volume Aliquoting

The pump was prepared with 1.59 mm OD silicone rubber tubing (Cat. No. 5236K204, McMaster Carr Supply Company) and set to run at 30 RPM. Flow rate was calculated by pumping deionized water into a weigh boat on an Ohaus Adventurer analytical balance through silicone rubber tubing, and the flow rate was used to calculate the time required to aliquot a specified volume of water. The pump was then programmed to run 100 cycles for the calculated length of time, pausing for 5 s between cycles. Weight data was recorded via serial connection to a personal computer, and data was logged using SPDC Data Collection V2.03 (Ohaus). Weight measurements were recorded once per second. Data were analyzed in MATLAB, and forward difference approximation was used to automatically identify intervals during which the pump was not running. The difference in weight between pauses was used to calculate the total amount of fluid pumped during the cycle. For pumping precise aliquots into individual PCR tubes, the pump was programmed to run for the specified interval when a switch was manually flipped. The dispensing end of the silicone tubing was placed in a new PCR tube for each aliquot.
4.4.6 Visualization of Operator-Controlled Functions

The pump was programmed with the Arduino IDE to generate custom responses to an operator-controlled switch. Fluid flow was visualized by placing a cellulose acetate 0.91 mm diameter red sphere (Cat. No. CAS-RED-1.3 0.91+/−0.05 mm-100, Cospheric) into a glass capillary with an inner diameter of 1 mm (Cat No. 13-678-20A, Fisher Scientific). The capillary was then connected to silicone rubber 1.59 mm OD tubing (Cat. No. 5236K204, McMaster Carr Supply Company), and water was pumped through the capillary. The capillary was placed under a stereo microscope (Carolina Biological Supply Company) at 2X magnification, and video was captured with a phone camera (Pixel 2, Google) viewing through the eyepiece. Movement of the cellulose bead was analyzed in ImageJ by converting the video to grayscale, thresholding to create a binary object, and tracking the coordinates of the centroid of the object over time. Small binary objects were filtered out to ensure that only a single object was tracked in each frame.

4.4.7 Cell Culture

Human umbilical vein endothelial cells (HUVECs) were cultured in medium 200 supplemented with large vessel endothelial supplement and 1% penicillin-streptomycin on 0.1% gelatin-coated flasks at 37 °C and 5% CO2.

4.4.8 Fluid Shear Stress

The PDMS microchannel was coated with 0.1% collagen I and incubated at 37 °C for 4 h. After this time, Collagen I was flushed out of the chamber with PBS. HUVECs were subsequently
seeded into the chamber, which was placed into a tissue culture incubator at 37 °C and 5% CO2 for at least 12 h before the experiment. Experimentation consisted of HUVECs being exposed to a fluid shear stress of 0.1498 Pa for 24 h in an incubator.

4.4.9 DAPI-Phalloidin Staining

HUVECs were first fixed by slowly pipetting 4% formaldehyde into the microchannel and then incubated at 37 °C for 15 min, followed by cell permeabilization with 0.2% Triton-X 100 for 5 min at 37 °C. Alexa Fluor 488 phalloidin (1:20) was next added to stain for f-actin for 2 h at 37 °C. After this time, fluoromount-G with DAPI was pipetted into the microchannel and HUVECs were then imaged using a Zeiss Inverted microscope with a 40x objective.
5.0 Biological Applications of Microrobots: Targeted Drug Delivery and Biohybrid Microrobots

5.1 Targeted Drug Delivery with Magnetic Microrobots

Untethered swimming magnetic robots have undergone significant research and development as potential platforms to carry out therapeutic tasks within difficult-to-access fluidic regions of the body [11, 13]. One of the most enticing benefits of developing untethered magnetic robots for in vivo therapy is the potential to reduce unintended consequences and collateral damage patients suffer because of more invasive forms of therapy. One common treatment with unintended consequences is antibiotic therapy for treating bacterial infections. Antibiotics are one of the most successful innovations of modern medicine, and have saved countless lives by preventing and treating bacterial infections [149]. However, the liberal use of antibiotics common in today’s medical practice is driving the emergence of antibiotic resistant bacteria [150] and can negatively affect the beneficial bacteria of the microbiome [3]. New classes of antibiotics are slow and difficult to develop, and so novel solutions that reduce the negative effects of current antibiotic treatments while retaining clinical efficacy is of great interest for medical practitioners and their patients.

Many antibiotic treatments prescribed today are designed to achieve a systemic effect throughout the entire body. While this approach is effective at eliminating infections, the collateral damage on the commensal microbiome is considerable, which can lead to further health complications [151]. Some methods for locally administering antibiotics have been developed, such as applying ointments for topical infections [152] or biodegradable materials that can be
implanted at a wound site [153]. However, achieving a localized effect on infections deep inside the body remains difficult. Untethered magnetic robots operating in vivo are a promising technical solution to address this treatment gap. A robotic chassis incorporating magnetic materials could be loaded with antibiotics and magnetically driven through fluid-filled lumens within the body such as blood vessels [154], where the therapeutic cargo can be released precisely on target [55]. Towards this end, we have explored the use of the HAMR for Targeted Infection Mitigation and Elimination therapy (HAMR TIME therapy) which could reduce the damaging effects of systemic antibiotic treatment on the microbiome.

Figure 5-1. Targeted antibiotic delivery with magnetic microrobots. This conceptual diagram shows a possible way that magnetic microrobots could be used in a therapeutic context to delivery antibiotic to targeted regions in the body, where the drug can treat a localized bacterial infection, while reducing damage to the commensal microbiome.
5.1.1 Assessing Drug Loading and Delivery Capability of Agar Microrobots

Development of precise drug delivery systems is not a new area of research [4]. Significant advancements in drug delivery have come from the development of new materials for encapsulating drugs, and enabling spatial targeting and controlled release profiles [155]. Hydrogels, polymeric materials which exhibit significant levels of porosity and hold a large content of water, are an attractive material for localized drug delivery for several reasons. First and foremost, it is possible to create biocompatible hydrogels which are well accepted in the body without significant immune response [156]. Hydrogels, being composed of long chain organic molecules, can be tuned significantly to change their material properties such as stiffness, biodegradation rate, and drug release kinetics. Additionally, hydrogels can be composed of hybrid materials, incorporating elements such as magnetically susceptible iron nanopowder into their structure, which facilitates their use as magnetic microrobotic materials [101]. The HAMR robots originally presented in chapter 3 of this dissertation are composed of a magnetic hydrogel made of agar. Agar is a biopolymer derived from algae, and forms a biocompatible hydrogel, and is used for applications such as bacterial culture media. Agar is also used as a food additive in some parts of the world.

We have evaluated the use of the HAMR robots for use in antibiotic delivery applications, by loading the hydrogel structure of the robots with concentrated antibiotic and evaluating the release of the drug for preventing local bacterial growth. The first experiment we performed, to assess the feasibility of the HAMR as a drug delivery mechanism, was to test the ability of the HAMR to diffuse kanamycin into an Agar culture plate and locally inhibit bacterial growth (Figure 5-2). First, a diluted solution of MG 1655 wild type E. coli bacteria in LB media were uniformly applied to the surface of a nutrient agar plate with no antibiotics. The HAMR was incubated in a
highly concentrated kanamycin antibiotic solution ((100mg/ml) for 2 hours under light shaking, in order to load the HAMR with antibiotic. Then HAMR was then removed, the excess liquid was removed from the surface of the HAMR, and it was placed on the petri dish with the E. coli. Outgrowth of E coli was observed after incubation overnight. The results of this experiment show that the antibiotic passively diffused from the hydrogel structure of the HAMR and created a zone around the HAMR where bacterial outgrowth was prevented (Figure 5-2B).

**Figure 5-2. Antibiotic delivery with HAMR supresses growth of E. Coli.** HAMRs were stored long term in DI water. Prior to antibiotic delivery tests they were incubated with concentrated antibiotic solution for 2 hours by placing the HAMR in a 1000x stock solution of kanamycin (100mg/ml) under light shaking. (B) HAMRs were then removed from the antibiotic solution, dried with a clean laboratory wipe to remove excess liquid, and deposited onto a freshly streaked agar plate with MG1655 wild type E. Coli. Results were recorded after overnight outgrowth of the bacteria at 37°C.

Having established the proof of concept that the HAMR can passively diffuse antibiotics and locally inhibit bacterial growth, we are currently undergoing experiments to quantify the release kinetics of antibiotics from the HAMR. These efforts are being led by Haley Fuller, a
member of our laboratory. Results from preliminary studies to establishing a tetracycline release assay are presented in Appendix Figure 9.

5.1.2 Microfluidic Experiment for Antibiotic Delivery with Microrobots

We next evaluated the HAMR for use in HAMR TIME therapy in a biomimetic microfluidic model of bacterial infection (Figure 5-3A, B). For this analysis, we developed a magnetic actuator based on a rotating permanent magnet fixed to a mobile cart which could translate along a curved 3D printed track (Figure 5-3C).

In work led by Haley Fuller, we developed a U-shaped 3D-printed microfluidic device which allows us to create two fluidically linked bacterial colonies in agar motility media (Figure 5-3A). This model system allows us to recapitulate some aspects of bacterial infection, where the motility media can act as a biomimetic biofilm, and we can test the ability of the HAMR to penetrate the motility media under magnetic actuation. The two colonies of bacteria are inoculated in the same manner, by stabbing the agar with a bacteria laden needle, using MG 1655 wild type E. coli as the model infectious agent. The HAMR is placed into the center of the U-shaped channel and is directed to swim towards one end of the U-shaped channel, and into the motility media. The two bacterial colonies are fluidically linked with an LB media filled channel.
Figure 5-3. Biomimetic localized infection model and permanent magnetic actuator. To evaluate the HAMR for delivering targeted antibiotic therapy to a bacterial colony which is fluidically linked to a control colony, we developed a U-shaped microfluidic culture device. Two culture chambers in each end of the U are loaded with 0.25% agar in LB broth (motility media). The remaining middle section of the channel is filled with LB media.

Cultures of wild-type MG1655 *E. coli* cells were inoculated in the culture chambers at each end by stabing a bacteria-laden needle into the solidified agar media. The HAMR is then loaded into the center of U-shaped channel, where it can be magnetically actuated to swim toward the treatment colony. (B) Photograph of the U-shaped culture chamber. (C) A permanent magnet is used as an actuator for the HAMR for these experiments. The permanent Neodymium magnet is rotated by a stepper motor to create a rotating magnetic field which induces the HAMR to swim. The rotating magnet can be moved along a 3D-printed track in order to control the position of the rotating magnetic field relative to the U-shaped channel.
Permanent magnetic actuators have been evaluated for use in magnetic microrobot control and possess a number of advantages that electromagnets do not [18, 21, 111]. The first advantage is power efficiency. An electromagnet requires a continuous supply of power in order to generate magnetic fields, whereas a permanent magnet does not require power. This aspect of permanent magnetic control of microrobots could be significant, particularly for applications where heat dissipation and mobility are important design considerations. In our application for testing HAMR TIME therapy in a biomimetic infection model, the permanent magnetic actuator (Figure 5-3C) provides simplicity, robustness, and repeatability in experimental design, requiring significantly less electrical hardware and software support for reliable operation than the Magneturret developed in chapter 3. For the HAMR TIME therapeutic experiments the permanent magnetic control system was run in an open loop configuration, with the magnet following a preprogrammed path without receiving position or velocity feedback from the HAMR.

We evaluated HAMR TIME therapy for preventative and delayed antimicrobial activity (Figure 5-4). HAMRs were incubated for 1 hour with Tetracycline [5mg/mL]. the culture chambers at the ends of the U-channel microfluidic device were filled with warm 0.25% agar which was allowed to cool and solidify. The center of the U-channel was then filled with LB media. Bacteria stabs were then made in each culture chamber with MG 1655 wild type E. coli. For preventative treatment (Figure 5-4A), the tetracycline loaded HAMR was placed into the center chamber and immediately actuated to swim into one of the ends of the U-channel to embed itself into the motility media. In the delayed treatment model (Figure 5-4B), the HAMR was added to the center of the U channel and actuated to swim to the bacterial culture chamber after 4.5 hours of outgrowth at 37°C. Images were then recorded periodically while the microfluidic devices were incubated, up to 25.5 hours post inoculation. In the preventative treatment, no visible bacterial outgrowth was present.
after 25.5 hours in the culture chamber into which the HAMR swam. In contrast, the fluidically linked chamber at the other end of the U supported visible bacterial outgrowth, showing that the HAMR’s antibiotic effect was localized to one end of the channel. In the delayed treatment, a small visible bloom of bacterial outgrowth is visible in the chamber next to the HAMR, which grew before the HAMR was moved into position, but growth in this chamber was halted when the HAMR was moved into position.

Figure 5-4. HAMR TIME therapy in a localized bacterial infection model. (A) Delayed HAMR TIME therapy in which the bacteria culture was inoculated and then the HAMR was moved into position after 4.5 hours of incubation, and (B) Preventative HAMR TIME therapy, in which the bacteria culture was inoculated and then the HAMR was immediately moved into position. Preventative HAMR TIME therapy completely eliminated any visible colony formation, while delayed HAMR TIME therapy resulted in a small initial visible colony, with arrested growth after 4.5 hours. In both preventative and delayed HAMR TIME therapy, the fluidically connected control colony experienced proliferative bacterial growth, indicating the the HAMR was successful in locally concentrating the effect of the antibiotic.
In this section, we have discussed our experiments with the HAMR for targeted infection treatment and mitigation therapy, using antibiotics as a drug payload. We have demonstrated that the HAMR is able to store a supply of antibiotic, swim to a target site, and locally inhibit bacterial growth, while allowing bacterial growth in a fluidically linked distal culture chamber. This is the first step towards therapeutic functionality for magnetic microrobotics and could have a significant impact on human health if we can reduce the use of systemic antibiotics for treatment of localized bacterial infections.

5.2 Towards Biohybrid Magnetic Genetically Programmed Multicellular Microrobots

Synthetic biology is a field primed to significantly enhance the capabilities of magnetic biohybrid microrobots by engineering new sensing and actuation capabilities into the cells onboard the robot. Cells, in contrast to non-living microsystems, excel at detecting changes in local biochemistry and environmental conditions and orchestrating complex and sophisticated responses to these changes. With synthetic biological tools, cells can be genetically programmed in order to customize cellular interactions with the environment. Cells have been programmed to sense many classes of signals including light [53, 157-159], quorum signals [160], toxic metals [160], temperature [161], metabolites [162], antibiotics [163, 164], and cancer markers [165, 166]. Cells have also been programmed to respond to these signals with sophisticated behaviors including producing fluorescent proteins [163], secreting therapeutics [167, 168], programming surface chemistry [169], generating electrical signals [170], synthesis of biomaterials [171], and attacking cancer cells [166, 172]. Programmed cells have also been incorporated into soft robotic grippers as chemical sensors [173]. The array of possible programmable cellular behaviors is highly
advantageous for the development of sophisticated microrobotic systems with complex autonomous behaviors.

Figure 5-5. Enhancing the capabilities of magnetic microrobots with integrated living cells. (A) Magnetic microrobots such as the HAMR are capable of performing sophisticated navigation and passive drug delivery, but do not have onboard sensing and information processing capabilities. (B) Microrobots created by hybridizing living cells with magnetic microparticles can display elements from both materials. Living cells can act as sensors and information processors, while the magnetic particles can act as drug delivery and mobilization elements in a biohybrid magnetic multicellular microrobot.

In this section, we report on our efforts to develop a hybrid biorobotic platform that uses genetically engineered Escherichia coli cells to sense a chemical environmental cue and respond by self-assembling into multicellular biomagnetic helical biorobots. This work is based on hybrid biomaterial synthesis work led by Dr. Felicia Scott, a former member of our lab [174]. The system was designed to recapitulate the function of microfabricated magnetic helices that can be used to magnetically navigate and deliver payloads (such as the HAMR) (Figure 5-5). In this system, cells have been engineered to use chemical receptor proteins as environmental sensors which activate the production of engineered downstream genes. Upon exposure to the inducer molecule, the engineered cells express a hybrid surface-displayed protein, displaying a cargo protein on the surface of the cell. When induced activated cells are mixed with magnetic microparticles that have
been functionalized to bind to the surface-displayed cargo protein, the cells act as crosslinkers between the magnetic microparticles, forming a multicellular biomagnetic polymeric material (Figure 5-5 B).

When placed into a spherical channel and exposed to a rotating magnetic field, the biohybrid magnetic material adopts a semi-helical conformation and can be propelled through the channel by rotating it with a rotating magnetic field. This biorobotic platform can be propelled in a frequency dependent manner with an externally rotating magnetic field, can be used for micromanipulation and delivery of miniature payloads, and can be used to activate localized fluid mixing. This biorobotic platform fundamentally advances the field of hybrid biorobotics by demonstrating that a self-assembling biohybrid magnetic microrobot architecture can be genetically programmed, and chemically activated. In this section I will discuss the architecture of the system, the capabilities we have demonstrated, and the ongoing work to improve this system with new crosslinking mechanisms.

5.2.1 Biohybrid Microrobot Assembly Based on mCherry Surface Display

Genetically engineered cells perform a dual role in our biorobotic system as both the decentralized processing units sensing and responding to external chemical cues, and as the physical glue that causes robots to form out of a diffuse cloud of suspended biorobot components. In order turn cells into inducible crosslinkers for the biorobot, we used modified *E. coli* cells that respond to the presence of arabinose by modulating their surface chemistry. Wild type K12 MG1655 *E. coli* cells contain the ara operon, containing the arabinose metabolizing *araBAD* genes under control of the P$_{BAD}$ promoter [175]. We used the strain K12 MG1655 ΔlacIΔaraBAD, which lacks the *araBAD* gene cluster, preventing the cell from metabolizing
arabinose so that arabinose can be repurposed as a signaling molecule. We transformed these cells with the plasmid pFYS_019, encoding a fusion protein lpp-ompA-mCherry under the control of the P_{BAD} promoter (Appendix Figure 10). The plasmid also contains a β-lactamase gene, allowing for selective growth using β-lactam antibiotics, such as Ampicillin. When these cells are induced with arabinose, arabinose binds to the repressor protein araC, which releases repression of the P_{BAD} promoter and causes the cells to express the fusion protein. The lpp-ompA fusion protein system we used allows C-terminal expression of a protein of interest on the outer membrane of gram negative bacteria, such as E. coli [176]. By fusing the red fluorescent protein mCherry to the end of the lpp-ompA, mCherry was targeted to the outer surface of the cell where it can interact with the external environment (Figure 5-6A).

Once induced to express mCherry on the surface, the cells are ready to act as crosslinkers within magnetic biorobots. To achieve this, superparamagnetic fluorescent magnetic microparticles functionalized with reactive carboxyl groups were conjugated to anti-mCherry monoclonal antibodies through a carbodiimide protein crosslinking reaction. When arabinose-induced cells are mixed with the antibody functionalized microparticles, the mCherry on the surface of the cells binds to the anti-mCherry antibodies on the particles through an immunological binding reaction (Figure 5-6B). After incubation, the cells and magnetic particles coalesce into a hybrid magnetic-biological multicellular robot (Figure 5-6C).
Figure 5-6. Magnetic multicellular microrobot self assembly scheme. (A) In the prototype system we have developed, a synthetic genetic controller in the form of an engineered plasmid is transformed into the chassis cell, a genetically modified MG1655 ΔLacIΔAraBAD E. coli cell. The plasmid expresses a fusion protein when the cell is exposed to an inducer chemical, arabinose. The fusion protein, lpp-OmpA-mCherry, is expressed upon induction with arabinose, and displayed on the outer membrane surface of the cell. (B) when these induced cells presenting mCherry on their surface are mixed with anti-mCherry coated magnetic microparticles, the two units self assemble into a biohybrid magnetic multicellular material (C), which can be magnetically actuated as a microrobot.

To determine the appropriate concentration of arabinose to achieve full induction of the cells, a dose response curve was generated by maintaining cells in log phase growth in LB supplemented with ampicillin at 37° C along with varying concentrations of arabinose. Fluorescence measurements were performed with a plate reader, and it was determined that 5×10⁻³ % arabinose was sufficient for full induction (Figure 5-7A). 5×10⁻³% arabinose was used to induce robot self-assembly in all subsequent experiments. Flow cytometry analysis of cells
induced with 5×10⁻³ % arabinose confirmed a greater than 100-fold increase in red fluorescence intensity compared to uninduced cells (Figure 5-7B). The presence of mCherry on the surface of the cells was confirmed with fluorescent microscopy, by observing a ring of concentrated red fluorescence outlining the edge of the *E. coli* cells (Figure 5-7C).

**Figure 5-7. Surface-displayed mCherry induction with arabinose.** (A) An arabinose dose response was conducted in order to determine the level of fluorescence output for a given arabinose concentration. (B) Cells induced at 5×10⁻³ % arabinose display over 100-fold the red fluorescent output of uninduced cells. (C) Fluorescent microscopy confirms the present of mCherry on the cell surface.

In order to form biorobots, cells were grown in shaking liquid culture for 24 hours in LB + ampicillin, both with and without arabinose, pelleted by centrifugation, and resuspended in PBS to an OD₆₀₀ of 1. Next, 10 μL of cells were mixed with 10 μL of functionalized magnetic microparticles suspended in PBS at a density 2.5% w/v and shaken at 400 rpm for one hour in microcentrifuge tubes. After 1-hour incubation, the magnetic particles were separated out of suspension with a magnetic separation rack containing a permanent neodymium magnet. For fluorescent microscopy analysis of the self-assembled biorobots, the mass of magnetic particles was then transferred by pipet into a viewing chamber made of polydimethylsiloxane (PDMS)
molded over a glass capillary to form a cylindrical channel. Fluorescent microscopy analysis confirmed that the robots prepared with induced cells were comprised of both fluorescent magnetic particles and cells displaying mCherry (Figure 5-8B). In contrast, uninduced cells did not display mCherry fluorescence and failed to catalyze biorobot aggregation (Figure 5-8A).

![Figure 5-8. Fluorescent microscopy of self assembled biohybrid microrobots.](image)

(A) uninduced cells do not express mCherry, and so when particles are removed from suspension after mixing with uninduced cells, no cells remain, and the particles do not adhere into a uniform mass. (Particles are green fluorescent, cells are red fluorescent)

(B) When cells are induced and express mCherry, they aggregate toghether and form a biohybrid magnetic material, with both particles and cells in the strucutre of the material.

### 5.2.2 Biorobot Self-Assembly and Magnetic Actuation

The genetic circuit we engineered allows us to induce the self-assembly of biorobots out of cells and microparticles under control of the inducer molecule arabinose, by turning the cells into selectively activatable crosslinkers. When the cells within the biorobot were induced with arabinose prior to mixing with the magnetic microparticles, the self-assembled robot assumed a slug-like shape and rotated in synchrony with the magnetic field (Figure 5-9A). In contrast,
uninduced cells were not able to self-assemble, and the cloud of magnetic particles does not form a cohesive material (Figure 5-9B).

Figure 5-9. Biohybrid microrobots form with inducible surface display. (A) When cells are induced with arabionose prior to mixing with the functionalized microparticles, they form cohesive material which can be actuated by a rotating permanent magnet. When the magnet is rotated at 2 Hz and translated axially parallel to the glass capillary containing the microrobot, the microrobot rotates and swims with a helical motion. (B) When the cells are not induced with arabionose prior to mixing with the microparticles, no microrobots form. (Scale bar = 1mm).

One of the key features of our biorobot is directed mobility within aqueous environments. Our biorobots were designed in order to move under power from an externally generated rotating magnetic field, which generates a torque on the magnetic microparticles within the robot. For this study, we developed a magnetic actuator based on a rotating permanent neodymium magnet. The
magnet was affixed transverse to the axis of the rotor of a NEMA17 stepper motor, which was controlled by an Arduino microcontroller and powered by a benchtop power supply. The stepper motor was rotated at a defined frequency in order to set up a rotating magnetic field. The rotating magnet and stepper motor were then affixed to the end of a motorized linear actuator, and translated parallel to the axis of the capillary containing the biorobot, at a constant distance of 2.5 cm. At this distance, the maximum magnetic force applied to the robot by the rotating magnetic field was 8.4 mT.

To assess biorobot swimming velocity under power from the rotating magnetic field, biorobots were prepared and placed in glass capillaries as previously described. When exposed to the rotating magnetic field, the biorobot adopted a quasi-helical structure, and asymmetry in the shape of the rotating biorobot produces a propulsive driving force against the fluid media, which enables the biorobot to swim with a non-reciprocal helical motion (Figure 5-9A). In contrast, the uninduced cells and magnetic particles do not exhibit coordinated swimming behavior when exposed to the same magnetic field (Figure 5-9B).

When the magnet was rotated, the robot rotated in synchrony with the magnet due to the torque on the magnetic dipole of the biorobot, according to the equation $\tau = m \times B$, where $\tau$ is the torque exerted on the dipole, $m$ is the magnetic dipole moment, and $B$ is the magnetic field vector. Because the magnetic field from a permanent magnet is not a spatially uniform, there is a gradient component of the magnetic field which creates a force on the magnetic biorobot according to the equation $F = \nabla (m \cdot B)$, where $F$ is the force generated, $m$ is the magnetic moment of the biorobot, and $B$ is the magnetic field vector. The gradient component of the rotating magnetic field creates a force which draws the robot towards the area of greatest magnetic flux density, along the
axis of the permanent magnet. The result of this force is the creation of an equilibrium position directly in front of the rotating magnet towards which the robot will tend to swim, and then spin in place once it has reached equilibrium. Using this permanent magnetic setup, the biorobot could be accurately guided to a fixed position by translating the rotating magnet with the linear actuator to the desired location.

Figure 5-10. Biohybrid magnetic microrobot swimming speed. The biohybrid microrobots exhibit magnetic field frequency dependent swimming velocity. We recorded the swimming speed of 5 separate biohybrid microrobots at varying magnetic field rotation speeds (in red). Each robot exhibited an increase in speed when the rotation frequency was increased. To test whether this observed swimming behavior was the result of propulsive forces generated by continuous rotation, rather than the translational motion of the permanent magnet parallel to the glass capillary, we configured the magnet to rotate 180° clockwise, then 180° counterclockwise, alternating directions rather than spinning continuously, and measured the speed of the robots under this magnetic field actuation. Without continuous spinning, the robots were all significantly slower than when they were swimming continuously, suggesting that propulsive forces generated by the shape of the robots were contributing to the swimming speed.
To investigate whether the swimming behavior observed in the robot was due primarily to propulsive force generated by non-reciprocal helical swimming, or by attractive forces generated by the magnetic field gradient, we observed the biorobots swimming under two different magnetic field rotational modes, full 360° rotation, and oscillatory rotation in which the magnet rotates 180°, and then reverses rotation direction and returns 180°. Under full 360° rotation, the biorobots exhibited frequency dependent swimming velocity, with velocity increasing as a function of rotation frequency. Under and oscillatory 180° rotation, the frequency-dependent increase in velocity was significantly attenuated, suggesting that propulsive forces generated as a result of helical motion are helping to drive the biorobot through the capillary (Figure 5-10).

### 5.2.3 Micromanipulation with Biohybrid Magnetic Microrobots

The suitability of our biorobotic platform for micromanipulation and payload delivery was also investigated. To do this, the biorobot was formed and placed into a glass capillary along with a cellulose acetate sphere 0.91 mm in diameter which acted as a payload. The biorobot was driven through the capillary under power from the external rotating magnetic field, and guided to swim towards the spherical payload, carrying it through the channel upon docking. When the cells were induced and the biorobot self-assembled, the robot was able to successfully swim towards, dock with, and carry the payload through the capillary (Figure 5-11A). However, when uninduced cells and particles were added to the capillary and exposed to the rotating magnetic field, the diffuse cloud of magnetic particles was incapable of generating enough concentrated force to move the payload (Figure 5-11B).
Figure 5-11. Micromanipulation with biohybrid magnetic microrobots. (A) The biohybrid magnetic microrobots are capable of moving large payloads within fluidic channels by applying force to them while swimming. They payload is a red cellulose acetate microsphere. (B) Inactivated cells do not create microrobots which are capable of moving large cargo. (Scale bar = 1 mm).
5.2.4 Undetermined Crosslinking Mechanism in mCherry-Based Self-Assembly

Despite the reliable and repeatable nature of the microrobot assembly method based on mCherry surface display that we have presented and analyzed, further experimentation showed that our understanding of the crosslinking physics involved in the assembly process is incomplete. When arabinose induced *E. coli* cells transformed with the pFYS_019 plasmid are mixed with magnetic microparticles which have not been conjugated with anti-mCherry antibodies, the biohybrid robot still forms into a cohesive structure (Figure 5-12A). However, when uninduced *E. coli* cells are mixed with the unconjugated magnetic microparticles, no microrobot forms (Figure 5-12B). In other words, the reaction occurs when the cells are induced, but not because of the presence of mCherry antibodies on the surface of the cells.

Based on this result, future work in on this project is underway in order to determine the crosslinking mechanism at play, as well as to create new crosslinking mechanisms based upon inducible surface display, which form crosslinks with functionalized magnetic particles based on our proposed crosslinking scheme. Towards this end we are actively developing new surface display plasmids to test, including HA, His, and myc protein tags display with the lpp-OmpA surface display system and with the intimin N-terminus display system [177]. Plasmids containing these new surface display systems were developed by my colleague Ting-Yen Wei, and can be found in Appendix C.3.
Figure 5-12. mCherry antibodies are not necessary for biohybrid microrobot self assembly. (A) When induced cells expressing mCherry on the surface are mixed with magnetic particles conjugated with anti-mCherry antibodies, they form microrobots. No microrobots form when the cells are uninduced. (B) When induced cells are mixed with magnetic particles without antibodies present, microrobots still form. Microrobots do not form when the cells are uninduced however. This result suggests that the crosslinking mechanism is determined by an effect of the arabinose, but not because mCherry on the cell surface is binding to its cognate antibody.
5.2.5 Materials and Methods

5.2.5.1 Bacterial Chassis and Cell Culture

The *E. coli* strain K12 MG1655 Δ*lacIΔaraBAD* used in this study was obtained from the Coli Genetic Stock Center. This strain was chosen so that arabinose could persist in the cell and act as a signal for gene expression.

5.2.5.2 Genetic Circuit Construction

The methods used to construct the mCherry surface-display plasmid pFYS_019 were based on a “plug-and-play” methodology developed by Litcofsky et al. [178]. The Plasmid was modified from a plasmid used in a previous study, pFYS_018, by replacing the SNAP tag with mCherry at the C-terminal end of the fusion protein [174]. Plasmid DNA was extracted using Epoch® Biolabs Nucleic Acid Kits (Epoch Cat. No. 2160250). Test cuts with restriction enzymes and Sanger sequencing were performed to verify constructs. Touchdown PCR was used for all gene amplification. The plasmid map for pFYS_019 can be found in Appendix Figure 10. pFYS_019.

5.2.5.3 Flow Cytometry Analysis

Flow cytometry analysis was performed with a BD Accuri™ C6 flow cytometer and FL4-H laser. Collection limits were set to 10,000 events, slow fluidics, and a threshold of FSC-H < 1,000. Data were collected with the BD CSampler software and analyzed with FlowJo™ software.
5.2.5.4 Biorobot Assembly

MG1655 ΔlacIΔaraBAD E. coli cells transformed with the pFYS_019 plasmid were grown in 5 mL LB (Fisher LB Broth, Miller Cat. No. BP1426-500) with Ampicillin overnight at 37°C with agitation, in round bottom culture tubes. The cells were then induced by diluting the culture 1:1000 into LB with 0.005% L-arabinose (Acros Organics Cat. No. 104980250) and grown for 24 hours with agitation at 225 rpm at 37°C. Cells were also diluted 1:1000 into LB without arabinose as negative controls. 24 hours post induction, the cells were spun down by centrifuging at 10,000 rpm for 1 minute and the cells were resuspended in PBS to an OD630 between 0.8 and 1.2.

mCherry protein expression was confirmed through fluorescent signal detection with a BioTek Synergy HT plate reader (590/645 excitation/emission). The cells and antibody-conjugated magnetic microparticles particles were combined at a 1:1 ratio by adding 10 μL of cells in PBS to 10 μL of antibody-conjugated microparticles. The cells and particles were mixed by gently pipetting up and down several times and incubated in microcentrifuge tubes for 1 hour at room temperature with agitation at 400 rpm. During this incubation, cells expressing surface displayed mCherry adhere to the antibody-conjugated microparticles and form the magnetic multicellular biorobots. Next, the tubes were placed on a magnetic rack (NEB.com, Cat. No. S1506S) for 30 seconds to aggregate the particles onto the side of the microcentrifuge tube. 200 μL of PBS was gently added to the microcentrifuge tube, and the tube was removed from the magnetic rack without disturbing the biorobot lodged on the side of the tube. Magnetic force from a permanent neodymium magnet was used to dislodge the biorobot from the side of the tube, by gently pulling the biorobot directly away from the wall of the tube, until suspended in the PBS. To transfer the biorobot to a glass capillary for subsequent experiments, the end was cut off of the tip of a 1000 μL pipet tip to form an opening approximately 2mm in diameter, and the biorobot was gently
pipetted into the cut pipet tip and transferred to a glass Pasteur pipet (Fisher Cat. No. 13-678-20A) that was filled with PBS and capped on the narrow end with a plug of 10:1 cured PDMS (Sylgard 184 Silicone Elastomer kit, Sigma Aldrich Cat. No. 761036). The biorobot was then drawn into the narrow capillary section of the pipet with gravitational force.

5.2.5.5 Fluorescent Microscopy and Viewing Chamber Preparation

Samples were placed into a PDMS viewing chamber which was loaded onto the stage of a Nikon Ti epifluorescent microscope. An 100X oil emersion objective lens was used, and Differential Interference Contrast (DIC), TxRed (570/20Ex, 625/50Em) and FITC (495/15Ex, 530/30Em) filter sets were used to observe the sample. Images were recorded with a ANDOR Zyla sCMOS camera. The PDMS viewing chambers used in this study were prepared with a Sylgard 184 Silicone Elastomer kit (Sigma Aldrich Cat. No. 761036). PDMS, mixed at a 1:10 ratio with crosslinker, was carefully poured into a clean, new petri dish containing smooth glass rods 1.65 mm in diameter, broken from the tips of glass Pasteur pipettes (Fisher Cat. No. 13-678-20A), which were used as molds for the PDMS in order to form cylindrical chambers. The mold was then degassed and placed in an oven at 70° C for 1 hour. After curing, the PDMS was removed from the petri dish and cut into separate devices with a razor blade. The razor blade was also used to cut the PDMS along the length of the glass rod before removal using small, precision tweezers. Inlet and outlet holes were punched in either end of the channels using a 3 mm biopsy punch and the resulting devices were cleaned, dried, and plasma cleaned in a Harrick Plasma PDC-32G plasma cleaner along with glass cover slips for 30 seconds before sealing the chips. Sealed chips were placed overnight in the oven at 70° C and then stored at room temperature until use.
5.2.5.6 Antibody Conjugation to Microparticles

Carboxyl-coated fluorescent magnetic microparticles (Spherotech cat# FCM-0552-2H) were conjugated to Rat anti-mCherry monoclonal antibodies (Fisher Cat. No. M11217) though a carbodiimide crosslinking scheme. 1-Ethyl-3-(3-dimethylaminopropyl) carbodiimide (EDAC) and coupling buffer from a Polylink Coupling Kit (Bangs Laboratories Cat. No. PL01N) were used to conjugate antibodies to the microparticles. 500μL of well mixed microparticles (0.5% w/v) were added to a microcentrifuge tube, and centrifuged at 10,000 rpm for 5 minutes, and then resuspended in coupling buffer. Separately, 2mg of EDAC powder (Thermo Scientific Cat. No. 22980) was added to 1ml of coupling buffer immediately before use, at room temperature, and vortexed until well mixed and EDAC was fully dissolved. 500 μL of the EDAC solution was aliquoted into the microcentrifuge tube with the microparticles. 50 μL of anti-mCherry monoclonal antibodies were added to the microcentrifuge tube, with the EDAC and microparticles, and the tube was vortexed for 10s before being placed in a shaker at 400 rpm for 2 hours at room temperature. After 2 hours, the tube was centrifuged at 5000g for 5 minutes, and the microparticles were resuspended in 1000 μL PBS (Gibco Cat No. 79911-044). The tube was then centrifuged again at 5000g for 5 minutes, and the microparticles were resuspended in 200 μL PBS. The Antibody-conjugated microparticles were stored at 4°C and vortexed before every use.

5.2.5.7 Magnetic Manipulation of Biorobot

A stack of 6 neodymium disk magnets (Master Magnetics Inc. Part No. 07046) was affixed with lab tape transversely to the axis of a stepper motor (Sparkfun Cat. No. ROB-09238). The stepper motor was controlled by an Arduino Uno microcontroller and powered through a Sparkfun Easy Driver (Cat. No. ROB-12779) and a laboratory benchtop power supply. For testing rotational
control of the biorobot, the motor was programmed to rotate at between 0.5 and 2 Hz and placed 2.5 cm from the biorobot which was suspended in glass capillary. The maximum magnetic field strength experienced by the robot was 8.4 mT. The motor was rotated along an axis parallel to the major axis of the capillary, 2.5 cm away from the capillary. The motor and magnet were affixed to the end of a custom linear actuator which could be moved 1.5 cm back and forth parallel to the glass capillary in order to drive the robot through the channel. Magnetic field strength was measured with a Sparkfun 9DOF Sensor Stick (Sparkfun Cat. No. Sen-13944 ROHS).

5.2.5.8 Micromanipulation and Cargo Transport

0.91 mm diameter red cellulose acetate spheres (Cospheric Cat. No. CAS-RED-1.3 0.91+/-0.05 mm-100) were placed into the glass capillary with the biorobot to act as a payload. The biorobots were driven towards the payload with a rotating magnetic field at 2 Hz. Particle tracking of the payload was performed by color thresholding and particle analysis in ImageJ.
6.0 Conclusion and Outlook

In this dissertation I have presented a suite of microrobotic technologies, based on the long-term goal of developing therapeutic strategies for delivering minimally invasive care deep within the human body. We believe that we have made significant advances beyond the state of the art in several key areas of research. To the best of my knowledge, the reinforcement learning based microrobot control system presented in chapter 3 is the first reported system for controlling magnetic microrobot locomotion with machine learning. While the system presented here represents the initial phase of the development of machine learning based control for microrobots, there is reason to believe that this technology could have a significant impact on microrobotics research moving forward. Some of the most advanced robotic systems developed to date, such as the self-driving systems develops by companies such as Tesla, Waymo, and Uber rely heavily on machine learning to integrate high level sensor observations and making control decisions in highly complex environmental conditions [179]. Factory and warehouse robots are also increasingly employing machine learning techniques, particularly for perception problems [180]. The success of machine learning in these complex unstructured domains in which classical robotic control methods have stalled suggests that in the highly complex domain of soft, flexible, and biohybrid microrobots operating inside the human body, machine learning is likely to lead to the most successful control methods.

It is noteworthy that some of the most complex and sophisticated robot behaviors (such as the dancing robots of Boston Dynamics: https://youtu.be/fn3KWM1kuAw) are developed with classical control methods for underactuated robots [181]. Machine learning methods have not so far been able to demonstrate the agility and sophisticated coordinated movements of these robots.
based on dynamic physics simulations and classical control methods. It is possible that the best approach for microrobot control in the future might be a combination of machine learning based methods and classical control methods. For example, machine learning could be employed for image recognition, extracting useful semantic information from an image of a microrobot from a biomedical imaging device. The information processed by the machine learning algorithms could then be transferred to a classical control system for generating motion primitives based on the high-level commands from the machine learning system.

Machine learning for microrobot control is likely to be significantly impactful in cases when it is infeasible to develop accurate dynamic models of the microrobot. The biohybrid magnetic microrobots presented in chapter 5, and biological hybrid microrobots in general, would prove to be exceedingly difficult to accurately model, because of the dynamic nature of the biological systems and their interactions with the environment. For example, the self-assembled microrobots developed in chapter 5 mimic helical swimming behavior, but they are irregularly shaped, with highly complex material properties based on living hybrid materials. In such cases, developing a robust physical model of the microrobot behavior from first principles could prove infeasible. Machine learning based control, however, could be employed effectively in this situation. Given sufficient training time for the reinforcement learning agent to observe the dynamics of the microrobot, the neural networks could be trained to accurately represent the system dynamics, approximating the dynamic model based on real world data.

The reinforcement learning control system that have developed was tasked with solving microrobot locomotion in an extremely simple microfluidic system, in two dimensions, without branching, in a circular arena. There are good reasons that we started with this simple environment for initially developing the control system, but in order to increase the utility of reinforcement
learning for microrobot control, additional features of the in vivo environment should be progressively added back to the microrobot environment. Features such as branched networks, and dynamic fluidic conditions, should be developed. In order to create microfluidic environments with biomimetic fluid flow, we developed a 3D-printed peristaltic pump for microfluidic applications. With this tool, we have demonstrated that endothelial cells exposed to fluid shear stress generated by the pumped flow will exhibit a classical response to shear stress and align their cytoskeletal fibers in the direction of the flow, supporting the idea that we can generate highly accurate biomimetic flow profiles in microfluidic devices. Therefore, the pump that we have developed will be useful in future studies for incorporating accurate fluid dynamic conditions into the microfluidic environment for evaluating future iterations of our reinforcement learning based control system.

Another step towards creating realistic biomimetic conditions for studying reinforcement learning based microrobot control methods will be to incorporate living cells into the microfluidic environment, creating an organ-on-a-chip system in which the microrobot can be evaluated (Figure 6-1). In an effort spearheaded by my colleague Haley Fuller, we have expanded significantly on the possible uses for Organ-on-a-chip technology as a proving ground for micro-bio-robotic technologies in “Fuller, Behrens et al. The Future Application of Organ-on-a-Chip Technologies as Proving Grounds for MicroBioRobots. Micromachines (2021)” [113]. Organ-on-a-chip technologies seek to mimic the in vivo environment as closely as possible in an in vitro context, making them ideal systems for expanding the capabilities of machine learning based microrobot control.
Figure 6-1. Organ-on-a-Chip systems for developing microrobot technologies. One of the key challenges for developing a reinforcement learning based microrobot control system is the ability to train the system in a highly accurate simulation of the *in vivo* environment. Organ-on-a-chip systems which include 3D cell cultures and accurate dynamic flow regimes are highly promising systems for further developing the microrobotics technologies described in this dissertation, including microrobot control, drug delivery, and biohybrid self-assembly. Originally published in Fuller, Behrens et al. Micromachines (2021).
Organ-on-a-chip systems will likely also be useful for evaluating drug delivery with microrobotic systems, such as the antibiotic therapy presented in chapter 5. Organ-on-a-chip systems combined with microrobotic technologies will enable researchers to gain better understanding of the interactions between microrobots and living cells prior to in vivo research, to accelerate the development cycle and bring microrobotic technologies to clinical use sooner rather than later. The technological developments presented in this dissertation represent a significant step forward towards this future of sophisticated microrobotics for minimally invasive medicine.
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Appendix Figure 1. Selecting the highest performing policy parameters during training.

During training, the average return from the policy was continually monitored with a rolling average of the last 100 episodes. Whenever the average return during the last 100 episodes was higher than at any point previously recorded during training, the parameters (i.e. the weights and biases) of the actor network, $\pi$, were saved. For evaluating the performance of the policy after learning, the highest performing parameters saved during the training session were used, rather than the policy parameters of the network at the end of the training session. This was done because we sometimes observed a decrease in the performance of the policy at the end of training. This figure shows the results from the three state-based policies, and the three image-based policies.
Appendix Figure 2. HAMR assembly process.
Appendix A.3 Hyperparameters

Appendix Table 1. Hyperparameters used for soft actor critic algorithm and neural networks.

| State actor network architecture | 1. Input Shape: (7,3)  
2. (1) → Dense layer with 256 neurons. activation: Relu  
3. (2) → Dropout (0.2)  
4. (3) → Dense layer with 256 neurons. Activation: Relu  
5. (4) → Dropout(0.2)  
6. (5) → Output shape: (4) |
|----------------------------------|---------------------------------------------------------------|
| State critic network architecture | 1. State Input Shape: (7,3)  
2. (1) → Dense layer with 16 neurons, activation: Relu  
3. Action Input Shape: (4)  
4. (3) → Dense layer with 16 neurons, activation: Relu  
5. (2,4) → Concatenate State and Action Input  
6. (5) → Dense layer with 256 neurons. activation: Relu  
7. (6) → Dropout (0.2)  
8. (7) → Dense layer with 256 neurons. Activation: Relu  
9. (8) → Dropout(0.2)  
10. (9) → Output shape: (1) |
### Convolutional actor network architecture

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Input Shape: (64, 64, 3)</td>
</tr>
<tr>
<td>2.</td>
<td>(1)→2D convolutional layer, 16 filters, 3x3 kernel, activation: Relu</td>
</tr>
<tr>
<td>3.</td>
<td>(2)→Max pooling(2, 2)</td>
</tr>
<tr>
<td>4.</td>
<td>(3)→2D convolutional layer, 32 filters, 3x3 kernel, activation: Relu</td>
</tr>
<tr>
<td>5.</td>
<td>(4)→Max pooling(2, 2)</td>
</tr>
<tr>
<td>6.</td>
<td>(5)→2D convolutional layer, 64 filters, 3x3 kernel, activation: Relu</td>
</tr>
<tr>
<td>7.</td>
<td>(6)→Max pooling(2, 2)</td>
</tr>
<tr>
<td>8.</td>
<td>(7)→Flatten</td>
</tr>
<tr>
<td>9.</td>
<td>(8)→Dense layer with 64 neurons. activation: Relu</td>
</tr>
<tr>
<td>10.</td>
<td>(9)→Dense layer with 256 neurons. activation: Relu</td>
</tr>
<tr>
<td>11.</td>
<td>(10)→Dropout (0.2)</td>
</tr>
<tr>
<td>12.</td>
<td>(11)→Dense layer with 256 neurons. Activation: Relu</td>
</tr>
<tr>
<td>13.</td>
<td>(12)→Dropout(0.2)</td>
</tr>
<tr>
<td>14.</td>
<td>(13)→Output shape: (4)</td>
</tr>
</tbody>
</table>

### Convolutional critic network architecture

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>State Input Shape: (64, 64, 3)</td>
</tr>
<tr>
<td>2.</td>
<td>(1)→2D convolutional layer, 16 filters, 3x3 kernel, activation: Relu</td>
</tr>
<tr>
<td>3.</td>
<td>(2)→Max pooling(2, 2)</td>
</tr>
<tr>
<td>4.</td>
<td>(3)→2D convolutional layer, 32 filters, 3x3 kernel, activation: Relu</td>
</tr>
<tr>
<td>5.</td>
<td>(4)→Max pooling(2, 2)</td>
</tr>
<tr>
<td>6.</td>
<td>(5)→2D convolutional layer, 64 filters, 3x3 kernel, activation: Relu</td>
</tr>
<tr>
<td>7.</td>
<td>(6)→Max pooling(2, 2)</td>
</tr>
<tr>
<td>8.</td>
<td>(7)→Flatten</td>
</tr>
<tr>
<td>9.</td>
<td>(8)→Dense layer with 64 neurons. activation: Relu</td>
</tr>
<tr>
<td>10.</td>
<td>Action Input Shape: (4)</td>
</tr>
<tr>
<td>11.</td>
<td>(10)→Dense layer with 16 neurons, activation: Relu</td>
</tr>
<tr>
<td>12.</td>
<td>(9, 11)→Concatenate State and Action Inputs</td>
</tr>
<tr>
<td>13.</td>
<td>(12)→Dense layer with 256 neurons. activation: Relu</td>
</tr>
<tr>
<td>14.</td>
<td>(13)→Dropout (0.2)</td>
</tr>
<tr>
<td>15.</td>
<td>(14)→Dense layer with 256 neurons. Activation: Relu</td>
</tr>
<tr>
<td>16.</td>
<td>(15)→Dropout(0.2)</td>
</tr>
<tr>
<td>17.</td>
<td>Output Shape: (1)</td>
</tr>
</tbody>
</table>
Appendix Table 1 (Continued).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience replay buffer size:</td>
<td>100,000</td>
</tr>
<tr>
<td>Batch Size</td>
<td>256</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.0003</td>
</tr>
<tr>
<td>Gamma</td>
<td>0.99</td>
</tr>
<tr>
<td>Tau</td>
<td>0.005</td>
</tr>
<tr>
<td>Number of Actions</td>
<td>4</td>
</tr>
<tr>
<td>Target Entropy</td>
<td>-4 (negative Dim of Number of Actions)</td>
</tr>
<tr>
<td>Policy Update Period</td>
<td>1 minute</td>
</tr>
<tr>
<td>Total Step Duration</td>
<td>0.9 Seconds (three concatenated observations spaced 0.3 seconds apart)</td>
</tr>
<tr>
<td>Goal Distance</td>
<td>20 Degrees</td>
</tr>
<tr>
<td>Episode Length</td>
<td>33 Steps</td>
</tr>
<tr>
<td>Gradient update steps per environmental step:</td>
<td>1</td>
</tr>
</tbody>
</table>
Appendix A.4 Supplementary Algorithm: Soft Actor-Critic for Microrobot Control

For this work we adapted the soft actor critic algorithm reported by Haarnoja et al. [104]. Soft-actor critic uses an actor neural network to define the policy, \( \pi \), with trainable parameters \( \sigma \), two critic neural networks to estimate the action-value function, \( Q_1,Q_2 \), parameterized by \( \omega_1,\omega_2 \), and two target critic networks, \( Q_{1\text{ target}},Q_{2\text{ target}} \), which are initialized with parameters \( \omega_1,\omega_2 \), and slowly updated with Polyak averaging as the critic networks are updated in order to stabilize the target estimates used to calculate the a critic loss function. Soft actor critic learns off-policy by storing transitions in a replay buffer and randomly sampling minibatches from the replay buffer to perform policy and value function updates.

The details of our SAC implementation, including all the equations for computing the gradient updates for the policy, the action-value function, and the temperature are those of Haarnoja et al. Our algorithm differs in that it includes specific functions and steps for interfacing the SAC algorithm with our physical system. We used two separate processes, which ran independently of each other, for data collection and neural network training.

The data collection process used \( \pi \) to select actions while observing the environment, using the most recently updated policy parameters \( \sigma \). Each action was taken in the environment for a total of 0.9 seconds, and during this time, three sequential observations were recorded 0.3 seconds apart, which were then concatenated together to for a single state observation. The \((s,a,r,s',d)\) transitions collected at each step were then stored in a first-in first-out (FIFO) replay buffer, which was shared between the data collection and training processes.

Concurrent with the data collection process, the training process sampled minibatches for the replay buffer and updated the actor and critic networks with gradient descent. The training
process was limited to one gradient step per environmental step, in order to prevent overfitting. Periodically, the latest parameters of $\pi$ were sent to the data collection process.
Supplementary Algorithm S1: Soft actor-critic for microrobot control

1: Initialize policy parameters $\sigma$, Q-function parameters $\omega_1, \omega_2$, and empty FIFO replay buffer $D$

2: Set target Q-function parameters equal to main parameters $\omega_{target,n} \leftarrow \omega_n$

3: Initialize $\overline{H} = -\text{number of actions, } \alpha = 1$

4: Observe initial state $s_{t=0}$, and calculate $\theta_{robot} \in (0,360^\circ)$

5: Set $\theta_{goal} \leftarrow \theta_{robot} + 20^\circ$, $\theta_{goal} \in (0,360^\circ)$

6: Data Collection Process: repeat

7:   If new $\pi_\sigma$ is available, update

8:   For t steps in range (33)

9:      select action $a_t \sim \pi_\sigma(\cdot | s_t)$

10:     Execute $a_t$ in the environment

11:    For j in range (3)

12:       Wait 0.3 seconds

13:      Observe next state $s_j'$, reward $r_j(s_j')$, and $d$ (If $\theta_{robot} = \theta_{goal}$ Or $t = 33$ Else 0)

14:    End For

15:    Set $s_t' \leftarrow (s_{j=1}', s_{j=2}', s_{j=3}')$, $r_t \leftarrow \sum_j r_j$

16:    Store transition $(s_t, a_t, r_t, s_{t}', d)$ in replay buffer $D$

17:    Set $s_t = s_t'$

18:    If done: set $\theta_{goal} \leftarrow \theta_{robot} + 20^\circ$, end For

19: End For

20: Set $\theta_{goal} \leftarrow \theta_{robot} + 20^\circ$

21: Training Process: repeat

22:   If number of updates < number of transitions in $D$

23:      Randomly sample batch of transitions, $B = N(s, a, r, s', d)$ from $D$

24:    Compute targets for the Q functions:

25:    $y(r, s', d) = r + \gamma (1 - d) \left( \min_{l=1,2} Q_{\omega_{target,l}}(s', \tilde{a}') - \alpha \log \pi_\sigma(\tilde{a}' | s') \right)$, $\tilde{a}' \sim \pi_\sigma(\cdot | s')$

26:    Update Q-functions using

27:    $\nabla_{\omega_i} \sum_{(s,a,r,s',d) \in B} \left( Q_{\omega_i}(s, a) - y(r, s', d) \right)^2$ for $i = 1,2$

28:    Update Policy using

29:    $\nabla_{\sigma} \sum_{s \in B} \left( \min_{l=1,2} Q_{\omega_l}(s, \tilde{a}_\sigma(s)) - \alpha \log \pi_\sigma(\tilde{a}_\sigma(s) | s) \right)$, $\tilde{a}_\sigma \sim \pi_\sigma(\cdot | s)$

30:    Update temperature $\alpha$ using

31:    $\nabla_{\alpha} \sum_{s \in B} \left( -\alpha \log \pi_\sigma(\cdot | s) - \alpha \overline{H} \right)$, $\alpha \sim \pi_\sigma(\cdot | s)$

32:    Update the target Q-functions using

33:    $\omega_{target,n} \leftarrow \omega_{target,n} + (1 - \tau) \omega_n$ for $n = 1,2$

34:   End If

35: Send latest $\pi_\sigma$ to data collection process every minute

36: Until convergence
Appendix A.5 Supplementary Movies

Supplementary Movie S1: Training process time course. This movie shows an accelerated time course of the HAMR’s movements during training. The agent starts out randomly exploring actions, and as training progresses the HAMR begins to move continuously in a clockwise direction around the arena.

Supplementary Movie S2: HAMR swimming around the track. This movie shows the swimming action of the HAMR in real time, for one complete trip around the circular track during evaluation of state-based policy No. 1.
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Appendix Table 2. Bill of materials.

<table>
<thead>
<tr>
<th>Item</th>
<th>Price</th>
<th>Quantity</th>
<th>Total Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEMA 17 40mm 1.8° stepper motor</td>
<td>$ 10.00</td>
<td>1</td>
<td>$ 10.00</td>
</tr>
<tr>
<td>Hex Socket Machine Screws M3-0.5 x 16mm</td>
<td>$ 0.07</td>
<td>29</td>
<td>$ 2.03</td>
</tr>
<tr>
<td>17x6x6 mm ball bearings</td>
<td>$ 5.44</td>
<td>4</td>
<td>$ 21.76</td>
</tr>
<tr>
<td>6mmx100mm steel shaft</td>
<td>$ 1.13</td>
<td>1</td>
<td>$ 1.13</td>
</tr>
<tr>
<td>Zinc M3-0.5 nut</td>
<td>$ 0.14</td>
<td>20</td>
<td>$ 2.80</td>
</tr>
<tr>
<td>0.1875&quot; ID 0.3125&quot; OD 0.125&quot; Width ball bearings</td>
<td>$ 6.92</td>
<td>3</td>
<td>$ 20.76</td>
</tr>
<tr>
<td>Hex Socket Machine Screws M3-0.5 x 40mm</td>
<td>$ 0.15</td>
<td>2</td>
<td>$ 0.30</td>
</tr>
<tr>
<td>Easydriver Stepper Motor Driver</td>
<td>$ 14.95</td>
<td>1</td>
<td>$ 14.95</td>
</tr>
<tr>
<td>Arduino Uno R3</td>
<td>$ 22.95</td>
<td>1</td>
<td>$ 22.95</td>
</tr>
<tr>
<td>1kΩ resistors</td>
<td>$ 0.04</td>
<td>2</td>
<td>$ 0.08</td>
</tr>
<tr>
<td>wires</td>
<td>$ 0.05</td>
<td>1</td>
<td>$ 0.05</td>
</tr>
<tr>
<td>header</td>
<td>$ 0.75</td>
<td>1</td>
<td>$ 0.75</td>
</tr>
<tr>
<td>rocker switches</td>
<td>$ 0.95</td>
<td>2</td>
<td>$ 1.90</td>
</tr>
<tr>
<td>12V power supply</td>
<td>$ 8.70</td>
<td>1</td>
<td>$ 8.70</td>
</tr>
<tr>
<td>ABS plastic</td>
<td>$0.05/g</td>
<td>200g</td>
<td>$ 10.00</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>$ 118.16</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix Figure 3. Individual flow rate trials. Flow rate is constant for a constant RPM and tubing installation. The variation is introduced by varying the tension of the screws clamping the tubing into place within the pump, and by varying the tension of the tubing against the rotor. When the tubing is replaced the pump rate may not be exactly the same as it was previously. The three traces at each RPM here represent three separate tube installations in the pump.

Appendix Figure 4. The frequency of pressure oscillations from the pump is a function of pump RPM. The frequency of oscillation of 3X the frequency of the pump, because of the three ball bearings on the rotor that apply pressure to the tubing.
Appendix Figure 5. Electrical schematic.
Appendix Figure 6. Pressure versus flow rate. A) Pressure drop across the microfluidic device was measured by recording the output from a pressure sensor placed in line between the pump and the microfluidic channel inlet. The flow rate from the pump was measured by drawing the fluid off of a reservoir upon an analytical balance (Ohaus Adventurer) and reading out the real time weight measurements with a computer. To obtain each measurement, the speed of the pump was set by programming the Arduino microcontroller, and pressure and flow rate were recorded over a time period of two minutes. The average values over two minutes were plotted. The experiment was repeated on three identical microfluidic devices. B) Measured pressure vs flow rate is shown. Error bars are representative of one standard deviation around the mean value taken at the same speed setting across three identical microfluidic devices.
Appendix Figure 7. Power efficiency of the peristaltic pump. Pump efficiency as a function of pump rotations per minute is shown. Power consumption was determined by powering the pump from a laboratory power supply and multiplying the voltage by the current to obtain the electrical power drawn by the pump. The efficiency of the pump in converting electrical power to mechanical fluid power can also be calculated as $P_{\text{out}} / P_{\text{in}}$ where $P_{\text{out}}$ is calculated as output pressure multiplied by flow rate, and $P_{\text{in}}$ is calculated as input voltage multiplied by input current. The input power was calculated to be 0.7 W, regardless of the RPM, while the output power was variable. Error bars represent one standard deviation.
Appendix B.3 Assembly Instructions: How to Assemble and Use the Peristaltic Pump

Appendix Figure 8. Peristaltic pump assembly instructions. The following slides document the assembly steps for the 3D printed peristaltic pump for microfluidic applications that is featured in chapter 4, and are published in the supplementary materials of Behrens et al. Scientific Reports, 2020.

How to assemble and use the 3D-printed peristaltic pump

Michael Behrens
(mrb157@pitt.edu)

From Warren Ruder’s Lab
Pitt Bioengineering
July 23, 2019
## Parts

<table>
<thead>
<tr>
<th>Component</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hex Socket Machine Screws M3-0.5 x 18mm</td>
<td>19</td>
</tr>
<tr>
<td>Hex Socket Machine Screws M3-0.5 x 40mm</td>
<td>2</td>
</tr>
<tr>
<td>Steel lock nut M3-0.5</td>
<td>6</td>
</tr>
<tr>
<td>Zinc M3-4.5 nut</td>
<td>8</td>
</tr>
<tr>
<td>Steel Linear Shaft 6x120mm</td>
<td>1</td>
</tr>
<tr>
<td>Ball Bearing 17x6x13mm</td>
<td>4</td>
</tr>
<tr>
<td>Ball Bearing, I.D. 4.72mm, O.D. 7.9mm, Thickness 3.16 mm</td>
<td>3</td>
</tr>
<tr>
<td>NEMA 17 Stepper Motor</td>
<td>1</td>
</tr>
<tr>
<td>Sparkfun Easydriver Motor Controller</td>
<td>1</td>
</tr>
<tr>
<td>Arduino Uno</td>
<td>1</td>
</tr>
<tr>
<td>3D printed Components</td>
<td>9</td>
</tr>
</tbody>
</table>
3D printed components

- Gear Box Base
- Small Gear
- Stacked Gear
- Gear box upper case
- Large gear
- Pump stator (comes in 2 flavors, one for 1.47mm tube, one for 3mm tube)
- Pump lid (comes in 2 flavors, one for 1.47mm tube, one for 3mm tube)
- Pump clamp
- Pump rotor

Cut 6mm shaft into 2 pieces. One piece should be 40mm, the other doesn’t matter.
Attach baseplate to stepper motor with hex screws and insert bearings

Press fit small gear onto stepper motor shaft
Press stacked gear onto long end of cut shaft, so that it meshes with the gear on the motor.

Depending on the accuracy of your 3D printer, the gears may not mesh smoothly at first, causing them to lock up. This can be fixed by driving the shaft with a drill until the small burrs and imperfections have worn away on the gears. This took me about 30 minutes on a drill press, going at a relatively slow speed to avoid overheating.
Insert ball bearings and nuts into top casing

Cut shaft to 40mm, mill side of shaft with dremel tool until it fits its gear, and create a very shallow point on end of shaft. This is so that it spins freely on its end like a top.
Tip: the best way to make this shallow point is by mounting the shaft in a drill or drill press, and spinning it while grinding with a dermal. Or use a lathe if you have one.

Insert machined shaft into casing, and attach fitted gear
Mount top casing assembly to bottom casing, screw together

Insert small bearings onto rotor. This is best done by placing the bearings on the table, placing the rotor on top of them, and then giving a few light taps with a hammer. Then tap the holes for the screws with an M3-0.5 thread tap, and screw together.
Press rotor onto shaft. The precise position of the rotor on the shaft must be adjusted in a later step in order to align the ball bearings with the Tygon tubing. For this step, just press it down part way onto the shaft.

Mount Peristaltic Pump Stator
Form loop in tygon tubing and insert into slots in stator, and press against rotor.

Apply tension to the tubing against the rotor, and clamp in place. Do not over tighten the clamp, it should just be enough to hold the tubing in place without pinching it shut.
Adjust the height of the rotor on the shaft so that the tubing is straight, and sits squarely on the bearings.

Add second clamp. This should be fully tightened for use, and loosened when the pump is not running, to prevent damage to the tubing.
Hook up the electronics.

Stp goes to digital pin 6 and dir goes to digital pin 7. 10V power should be connected to M+ on the motor driver. Ground should be connected to Gnd on both boards. +5V from the motor driver goes to Vin on the Arduino. The leads from the stepper motor should be attached to the A and B pins on the motor driver.

Program the Arduino

```c
#define stp 6
#define dir 7

void setup() {
  pinMode(stp, OUTPUT);
  pinMode(dir, OUTPUT);
}

void loop() {
  digitalWrite(stp, HIGH); //Trigger one step forward
  delay(1);
  digitalWrite(stp, LOW); //Pull step pin low so it can be triggered again
  delay(1);
}
```

This is the simplest program to control the pump. It just spins the rotor in a single direction at a set speed. The speed is controlled by altering the length of the delays in the main loop.
Appendix B.4 Arduino Code for the Pump

Appendix B.4.1 Program 1: Run Pump at Constant Speed

```c
/*
 * this program is to control the peristaltic pump to run at a fixed speed, controlled by the frequency variable in the program.
 */

//Input the Frequency. Do not exceed 2. (is not actually in Hz. To verify RPM, the speed should be manually tested by counting revolutions)
float frequency = 1.8;

//*********************************************************************
//*****************************************************************************
//*****************************************************************************
float loopTime = (639.6/frequency - 287.8);
float delayTime = loopTime/2;
unsigned long timeElapsed = 0;
int stp = 6;
int dir = 7;
```
int initialized = 0;
int power = 1;
int onSwitch = 0;
int sensor = 2;
int powerSwitch = 3;
int sensorRead = 0;
int directionSwitch = 5;
int dirSensor = 4;
int dirSensorRead = 0;
int previousDir = 0;

long previousMillis = 0;
long interval = 2000;
int a = 60;

// the setup function runs once when you press reset or power the board
void setup() {
  // initialize digital pin 13 as an output.
  pinMode(stp, OUTPUT);
  pinMode(dir, OUTPUT);
  pinMode(powerSwitch, OUTPUT);
  pinMode(directionSwitch, OUTPUT);
  pinMode(dirSensor, INPUT);
  pinMode(sensor, INPUT);
  pinMode(valve, OUTPUT);
  digitalWrite(dir, HIGH);
  digitalWrite(powerSwitch, HIGH);
  digitalWrite(directionSwitch, HIGH);

  Serial.begin(250000);
  while (!Serial) {
  }
}

// the loop function runs over and over again forever
void loop() {
  if (onSwitch == 1)
  {
    if (initialized == 0)
    {
      for (int i = 500; i > 0; i--)
      {
        digitalWrite(stp, HIGH); // turn the LED on (HIGH is the voltage level)
        delayMicroseconds(delayTime+i); // wait for a second
        digitalWrite(stp, LOW); // turn the LED off by making the voltage LOW
        delayMicroseconds(delayTime+i); // wait for a second
      }
      initialized = 1;
    }
  }

  digitalWrite(stp, HIGH); // turn the LED on (HIGH is the voltage level)
  delayMicroseconds(delayTime); // wait for a second
digitalWrite(stp, LOW);    // turn the LED off by making the voltage LOW

delayMicroseconds(delayTime);              // wait for a second

takeReading();

void takeReading()
{
    sensorRead = digitalRead(sensor);
    if(sensorRead == HIGH)
    {
        onSwitch = 1;
    }
    else
    {
        onSwitch = 0;
        initialized = 0;
    }

dirSensorRead = digitalRead(dirSensor);
if (dirSensorRead != previousDir)
{
    initialized = 0;
}
previousDir = dirSensorRead;
if(dirSensorRead == HIGH)
{
    digitalWrite(dir,HIGH);
}
else
{
    digitalWrite(dir,LOW);
}

Appendix B.4.2 Program 2: Oscillate

/*
 * this program is to control the peristlatic pump to oscillate fluids
 * back and forth on command from a switch
 */

//Input the Frequency. Do not exceed 2. Note that this is not accurate in Hz, to verify the speed of the pump, manually check the RPM.

float frequency = 2; //2 to 1.66 to 1.33 to 1

/**************************
**************************
float loopTime = (639.6/frequency-287.8);
```cpp
float delayTime = loopTime/2;
unsigned long timeElapsed = 0;
int stp = 6;
int dir = 7;
int initialized = 0;
int power = 1;
int onSwitch = 0;
int sensor = 3;
int powerSwitch = 2;
int sensorRead = 0;
int directionSwitch = 4;
int dirSensor = 5;
int dirSensorRead = 0;
int previousDir = 0;

int valve = 8;
long j = 0;
int valveState = 1;

long previousMillis = 0;
long interval = 2000;
int a = 60;

void setup() {
  pinMode(stp, OUTPUT);
  pinMode(dir, OUTPUT);
  pinMode(powerSwitch, OUTPUT);
  pinMode(directionSwitch, OUTPUT);
  pinMode(dirSensor, INPUT);
  pinMode(sensor, INPUT);
  pinMode(valve, OUTPUT);
  digitalWrite(dir, HIGH);
  digitalWrite(powerSwitch, HIGH);
  digitalWrite(directionSwitch, HIGH);
  digitalWrite(valve, HIGH);
  Serial.begin(250000);
  while (!Serial) {
    ;
  }
}

void loop() {
  takeReading();
}

void takeReading() {
  sensorRead = digitalRead(sensor);
  if(sensorRead == HIGH) {
    
  }
```

onSwitch = 1;
}
else
{
    onSwitch = 0;
    initialized = 0;
}

dirSensorRead = digitalRead(dirSensor);
if (dirSensorRead != previousDir)
{
    initialized = 0;
}
previousDir = dirSensorRead;
if(dirSensorRead == HIGH)
{
    //digitalWrite(dir,HIGH);
    for (int j = 0; j<6; j++) //change direction 6 times
    {
        for (int i = 1000; i > 0; i--)
        { //run 1000 steps in one direction
            digitalWrite(stp, HIGH); // turn the LED on (HIGH is the voltage
            delayMicroseconds(200); // wait for a second
            digitalWrite(stp, LOW);  // turn the LED off by making the
            delayMicroseconds(200); // wait for a second
            digitalWrite(dir,!digitalRead(dir));
        }
    }
    while (dirSensorRead == HIGH)
    {
        dirSensorRead = digitalRead(dirSensor);
    }
}
else
{
    //digitalWrite(dir,LOW);
}

 Appendix B.4.3 Program 3. Step Forward

/*
 * this program is to control the peristaltic pump to step the fluid a
set amount forward on command from a switch
*/
//Input the Frequency . Do not exceed 2.

float frequency = 1

DECLARE
********
********
********

float loopTime = (639.6/frequency - 287.8);
float delayTime = loopTime / 2;
unsigned long timeElapsed = 0;
int stp = 6;
int dir = 7;
int initialized = 0;
int power = 1;
int onSwitch = 0;
int sensor = 2;
int powerSwitch = 3;
int sensorRead = 0;
int directionSwitch = 5;
int dirSensor = 4;
int dirSensorRead = 0;
int previousDir = 0;
int valve = 8;
long j = 0;
int valveState = 1;

long previousMillis = 0;
long interval = 2000;
int a = 60;

// the setup function runs once when you press reset or power the board
void setup() {
  // initialize digital pin 13 as an output.
  pinMode(stp, OUTPUT);
  pinMode(dir, OUTPUT);
  pinMode(powerSwitch, OUTPUT);
  pinMode(directionSwitch, OUTPUT);
  pinMode(dirSensor, INPUT);
  pinMode(sensor, INPUT);
  pinMode(valve, OUTPUT);
  digitalWrite(dir, HIGH);
  digitalWrite(powerSwitch, HIGH);
  digitalWrite(directionSwitch, HIGH);
  digitalWrite(valve, HIGH);

  Serial.begin(250000);
  while (!Serial) {
    
  }
}

// the loop function runs over and over again forever
void loop() {
  takeReading();
```c
void takeReading()
{
  sensorRead = digitalRead(sensor);
  if(sensorRead == HIGH)
  {
    onSwitch = 1;
  }
  else
  {
    onSwitch = 0;
    initialized = 0;
  }

  dirSensorRead = digitalRead(dirSensor);
  if (dirSensorRead != previousDir)
  {
    initialized = 0;
  }
  previousDir = dirSensorRead;
  if(dirSensorRead == HIGH)
  {
    //digitalWrite(dir,HIGH);
    for (int i = 4000; i > 0; i--)
    {
      digitalWrite(stp, HIGH);   // turn the LED on (HIGH is the voltage level)
      delayMicroseconds(100);              // wait for a second
      digitalWrite(stp, LOW);    // turn the LED off by making the voltage LOW
      delayMicroseconds(100);              // wait for a second
    }
    while (dirSensorRead == HIGH)
    {
      dirSensorRead = digitalRead(dirSensor);
    }
  }
  else
  {
    //digitalWrite(dir,LOW);
  }

```
Appendix B.5 3D STL Files for Peristaltic Pump

The STL files for printing the peristaltic pump presented in Behrens et al. Scientific Reports (2020) are available for download at https://www.nature.com/articles/s41598-020-58246-6. Note: the published files were rendered in centimeters.
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Appendix C.2 Supplementary Figures

Appendix Figure 9. Tetracycline concentration assay. This calibration assay was performed by creating solutions at varying tetracycline concentrations and measuring the optical absorbance of 200 µL of fluid in a 96 well culture plate at 345nm. This calibration curve will enable us to study the release kinetics of tetracycline from the HAMR by loading the HAMR with an initial concentration of tetracycline and placing it in an aqueous solution and monitoring the tetracycline concentration in solution over time.
Appendix C.3 Plasmid Maps

Appendix C.3.1 pFYS_019

Appendix Figure 10. pFYS_019. Lpp-OmpA-mCherry under control of araBAD promoter, for arabinose inducible surface display of mCherry in gram negative bacteria.

```
1 gacgtcttg agtctacc tgcagtctgc aagagtacttc tcgatccag gcgtggttga
361 gcgtcctgtg caagtactac tgttctgcag tcacttgagt tcgataccca gctgggtgga
61 gtgcaccaag gagcatgcga aggaaacgtt tcgcagaagc ttccgcaagg taccactttg
121 ccgcggagta tttgtacatt tgaaggatcc aagaaaccaa tagtccatat tgcatcagac
181 attgccgtca ctgctgtttt tactggctct tctcgcttaac caaaccgga aecccgctta
```
tttaaagcat tctgtaaaca aagcgggacc aagcatgac aaagggcgt acacaaatgt
tctataacta cggcagaaaa gtccacactt attatattca cgggctcaca cttttgcatg
cctagctatt attagattcgct atcatatatc atcgaccttc ctgcaactct
tactgcttag cgggttgtaga tgcgaactgg ataaacgatg ctgcaactct
gtggcgcggg aatcctgggt tctactctgc tggcaggttg ctccagcaac gctaaaatcg
atcaggaatt caacccgtat gttggctttg aaatgggtta cgactggtta ggtcgatgct
ccccctacga gggcacccag accgccaagc tgaaggtgac caagggtggc
cccctgccct tcgcctggga catcctgtcc cctcagttca tgtacggctc caaggcctac gcgctgaaggg cgagatcaag cagaggctga agctgaagga cggcggccac tacgacgctg
aggtcaagac cacctacaag gcacaagaagc ccgctgcaact gcccggcgcg tacaacgtca
acatcaagtt ggacatcacc tcccacaacg aggactacac catcgtggaa cagtacgaac gcgccgaggg ccgccactcc accggcggca tggacgagct gtataagtaa cccgggacta
cacaattgtc cccccggcgcc agggttgata tctatcgccc taggga cccggta
agacacgact tatgcgccat ggcagcagcc actggctaaca ggattagcag agcgaggtat
gtaggcggtg ctacagagtt cttgaagtgg tggcctaact acggctacac tagaaggaca
gtatttggta tcctgcgctct gctgaagcca gttaccttcg gaaaaagagt tggtagctct
tgatccggca aacaaaccac cgctggtagc ggtggttttt ttgtttgcaa gcagcagatt
acgcgcagaa aaaaagatgc ctaagaagat ccctattgatct ttgctaggtt gtcctggcgt
ccggttccca acgcagcttg caatcgctggtctg ctgctggtct gcgtttgctgt tctatcctgct
ttcttctcgtg gcgttttccc tataggctcc gctgctcatca
tgatgtaacc cactcgcgca cccaactgat cttcagcatc ttttactttc accagcgttt
tctgggtgagc aaaaacagga aggcaaaatg ccgcaaaaaa gggaataagg gcgacagcga
atttctagaatt cctctcattc gcccttatac gctgccggtgc
ctggtgaact ggacatcacc tcccacccaag ccctctcattc gctgccggtgc
ccggttccca acgcgcagcttg caatcgctggtctg ctgctggtct gcgtttgctgt tctatcctgct
ttcttctcgtg gcgttttccc tataggctcc gctgctcatca
tgatgtaacc cactcgcgca cccaactgat cttcagcatc ttttactttc accagcgttt
tctgggtgagc aaaaacagga aggcaaaatg ccgcaaaaaa gggaataagg gcgacagcga
atttctagaatt cctctcattc gcccttatac gctgccggtgc
ccggttccca acgcgcagcttg caatcgctggtctg ctgctggtct gcgtttgctgt tctatcctgct
ttcttctcgtg gcgttttccc tataggctcc gctgctcatca
tgatgtaacc cactcgcgca cccaactgat cttcagcatc ttttactttc accagcgttt
tctgggtgagc aaaaacagga aggcaaaatg ccgcaaaaaa gggaataagg gcgacagcga
atttctagaatt cctctcattc gcccttatac gctgccggtgc
ccggttccca acgcgcagcttg caatcgctggtctg ctgctggtct gcgtttgctgt tctatcctgct
ttcttctcgtg gcgttttccc tataggctcc gctgctcatca
tgatgtaacc cactcgcgca cccaactgat cttcagcatc ttttactttc accagcgttt
tctgggtgagc aaaaacagga aggcaaaatg ccgcaaaaaa gggaataagg gcgacagcga
atttctagaatt cctctcattc gcccttatac gctgccggtgc
ccggttccca acgcgcagcttg caatcgctggtctg ctgctggtct gcgtttgctgt tctatcctgct
ttcttctcgtg gcgttttccc tataggctcc gctgctcatca
tgatgtaacc cactcgcgca cccaactgat cttcagcatc ttttactttc accagcgttt
tctgggtgagc aaaaacagga aggcaaaatg ccgcaaaaaa gggaataagg gcgacagcga
atttctagaatt cctctcattc gcccttatac gctgccggtgc
ccggttccca acgcgcagcttg caatcgctggtctg ctgctggtct gcgtttgctgt tctatcctgct
ttcttctcgtg gcgttttccc tataggctcc gctgctcatca
tgatgtaacc cactcgcgca cccaactgat cttcagcatc ttttactttc accagcgttt
tctgggtgagc aaaaacagga aggcaaaatg ccgcaaaaaa gggaataagg gcgacagcga
atttctagaatt cctctcattc gcccttatac gctgccggtgc
ccggttccca acgcgcagcttg caatcgctggtctg ctgctggtct gcgtttgctgt tctatcctgct
ttcttctcgtg gcgttttccc tataggctcc gctgctcatca
tgatgtaacc cactcgcgca cccaactgat cttcagcatc ttttactttc accagcgttt
gtctcatgag cgatacata ttgaatgta tttagaaaa taaacaaata gggttcgc
gcacatttcc ccgaaaagtg ccacct
Appendix C.3.2 pAra-lpp-OmpA-His

Appendix Figure 11. pAra-lpp-OmpA-His. Arabinose-inducible surface displayed His tag on the C-terminal end of lpp-OmpA.

1 gacgtctgtg caagtactac tgttctgcag tcacttgagt tcgataccca gctgggtgga
61 gtgcaccaag gagcatgcga aggaaacgtt tcgcagaagc ttccgcaagg taccactttg
121 ccgcggagta tttgtacatt tgaaggatcc aagaaaccaa tagtccatat tgcatcagac
181 atggccgtca ctgctctttt tactggtctt tctcgtaaac caaaccggta accccgctta
ttaaagcat tctgttacaa aagcgggacca aagccatgac aaasdfgaagt
301 tctataatca cggcagaaaa gtcccacattg atatatggca cgccgtcaca ctttgtatatg
361 ccatagcatt tttattcata agattagcgg atcatacctg aacgttcctta tccgaaactct
421 tctagtttac tccatcctgat gagaagaggag gatcgcacat gaaagctact aactggtgtac
481 tggggggcgtt aatctctgggt tctactctgc tggcagttgct tcccaagcag gctaaaatcg
541 atcaggaatt caaccggtat gttggctttgg aatgggttta cgacttggtta gttctgatgct
601 ctataacaag ggctggttga aacggtgtcat aacaagctca ggcgttcaag ctgaccgcta
661 aacgtggtta ccaacactac gacgcacctcg acatctacac tcgctctgggt ggcacgtgtat
721 ggctggcaca cactaaatcc aacgttttatg gttaaaaaac caacacccgcc ttttctcggg
781 tcttgcctgg cgggtggttgc tsgctgtcat ataacttcct ttgctgattttg tgggtcgttgc
841 aagggtgcca aacactcgggt gacgcacacta cccagccgac tccgtccggac aacgaagcag
901 atctacacca tcaccatcctc aacccgggag aataaatattg aatccccggag ccaggggttga
961 tattatatgc cctaggaggcc gttctcagag aatcaatatt aatccaaagcgt ggcatcctaa
1021 ataaaaacgaag aggtcagtc gaaagatgct gccttctgtgt ttatctgttg tttgtcgtgtg
1081 aacgctctcc tgaagttgacca aatccgggcc cccataacgt aggggtccctg cttgccccgg
1141 cgggtctcgc tcactcaag gcggtaatac ggttatccac agaatcaggg gataacgcag
1201 gaaaagacat gtgagccaaa ggccacagaa ggccacagaa ctgtaaaag ggcgttctgc
1261 tgggctttttt ccataggctc gcgtccccctgc agagcgtcatca caaaaatgca cgctcaagtc
1321 agaggtggcgg aaccggcaca ggaactataaa gataccaggg gtttctccct ggaacggtcc
1381 acctgcggc tcctgttccgt acctgctccgc ttaccggata cctgttccggg ttttctcttt
1441 cgggaagcgt cggcctttctc catagttccac gctgtagggt tctcagttct ggtgtaggtcg
1501 ttcgctcaca gctgggtgctgt ctgtcagggac cccgggctcc gcggccgagc tcgcgcctttat
1561 ccggtacaatct gcgtctttgag ttcaacccggc taagacacga ctctatcgcct cttgcagagc
1621 ccatcgggtt cagcagggcag gtaggggtgct aaggtggtca catctgcggt tttctgtttagt
1681 ggtggtggtat ctctttgtgc acctggtact acgtgtggggt atcataagtt cgtctgcatgct
1741 ctttcacctt ccggaaaaagag ttgctgagct tttgatcgcg cagcagacg ggaacagcaag
1801 gcgggtgtttt tttttttgcc aagcagccag gttctgtgcg ctcagtggaa gagagactca cgttaagggga
1861 atcctttttcat ttttttctacg ggtctgcagct ctcagtggaag ccgaacactca cgttaaggaga
1921 tttttgcagc ggtctgtgct tgatttttca cccataaaaa gcgcggcagc gcagacgagc
Appendix C.3.3 pAra-lpp-OmpA-HA

Appendix Figure 12. pAra-Lpp-OmpA-HA. Arabinose inducible surface displayed HA tag on the C-terminal end of lpp-OmpA.

1 gacgtctgtg caagtactac tgttctgcag tcacttgagt tcgataccca gctgggtgga
61 gtgcaccaag gagcatgcga aggaaacgtt tcgcagaagc ttccgcaagg taccactttg
121 ccgcggagta tttgtacatt tgaaggatoc aagaacccaa tagtccatat tgcacgagac
181 attgcggtcga ctgctcttct tactggctct tctcgctaac caaaaccggta aaccccgtta
tttaaagcat tctgttaacaa agcgggcacca aagccatgac aaagcgcgt aacaaaagtg
tctataatca cggccagaaa gtccacatgg attatttgcg ccgggtcaca ctttgcata
catatgcat tlctttcatca agattacgcg atcatacctg acgccttttt ctcgaactct
tactgttttc tccctcatag gaggaaggag gatgtgacat gaaagctact aacgtgtac
tggggcgcggt aatccctggtc tctactctgc tggcaggttg ctccagcaac gctaaaatcg
cgtacaaaggg cagcgttgaa aacggtgccg acaaaactca gggcgttcaa ctgaccgcta
aacatggtta cccaaatcact gacgacctgg acatctacac tcgtctgggt ggcgtgtat
cccgtgcaga cactaaatcc aacggtttatg gttaaaaaac ccgacacccgc gtttctcgg
tcttcgtgg cggtgttgtag tgcgtagtca ctctctaatg cgtacccttg ctggaatacc
agtggaccaaa caacatcggt gacgcacaca ccactcgccgt tcgctccggg aacgagcctca
catgtaccc atacgatgtt ccagattacg cttaaccggg actacacatgt gttccccigg
cgcaggggtt gatatatct gcccctagga cggtctctcg agaatcaata ttaatccaac
gcggtgcatc aaataaaacg aaaggtcatc tcgaaagact gggcctttcg ttttatctgt
tgxtgtcgg tgaacgtctt cctgagtagg acaaatccgc cggctctagac ttagcgttc
ggcgtgcggcg aacggtatca gtcgactcaa aggcgggtat acggtttatc ccagacatcag
ggataacgc aggaagaagc atgtagcaca aagggcagca aagggcaggg aacgtaaaa
agcccgcggtt gctggtgggtt ttccatatgc tccgcccccc cgacagcagcat cacaacatc
gacgctcaag tcagaggttg gcgaacccgca caggactata aagataccag gcggttcccc
cggtggaacg cctcggtgcgc cctctgttcg tcgctccggc cgctggtcag gtcctagtt
eggtgtaggt cgttgctgcc aagcccggtct gttctgacgaa ccccccggtt cagccgccac
gctgcgcgtt atccgcgaac tatcgtcttg agtccaaccg ggtaagacac gacttatcgc
egttgaggtt cccagctggcg ctcagaggttc gacaagtcg gttctgacg ggtgctacag
agtttaggt cagcgttgaa aagcccggtt gttctgacgaa ccccccggtt cagccgccac
gctgcgcgtt atccgcgaac tatcgtcttg agtccaaccg ggtaagacac gacttatcgc
egttgaggtt cccagctggcg ctcagaggttc gacaagtcg gttctgacg ggtgctacag
agtttaggt cagcgttgaa aagcccggtt gttctgacgaa ccccccggtt cagccgccac
gctgcgcgtt atccgcgaac tatcgtcttg agtccaaccg ggtaagacac gacttatcgc
egttgaggtt cccagctggcg ctcagaggttc gacaagtcg gttctgacg ggtgctacag
agtttaggt cagcgttgaa aagcccggtt gttctgacgaa ccccccggtt cagccgccac
gctgcgcgtt atccgcgaac tatcgtcttg agtccaaccg ggtaagacac gacttatcgc
egttgaggtt cccagctggcg ctcagaggttc gacaagtcg gttctgacg ggtgctacag
agtttaggt cagcgttgaa aagcccggtt gttctgacgaa ccccccggtt cagccgccac
gctgcgcgtt atccgcgaac tatcgtcttg agtccaaccg ggtaagacac gacttatcgc
egttgaggtt cccagctggcg ctcagaggttc gacaagtcg gttctgacg ggtgctacag
agtttaggt cagcgttgaa aagcccggtt gttctgacgaa ccccccggtt cagccgccac
gctgcgcgtt atccgcgaac tatcgtcttg agtccaaccg ggtaagacac gacttatcgc
egttgaggtt cccagctggcg ctcagaggttc gacaagtcg gttctgacg ggtgctacag
agtttaggt cagcgttgaa aagcccggtt gttctgacgaa ccccccggtt cagccgccac
gctgcgcgtt atccgcgaac tatcgtcttg agtccaaccg ggtaagacac gacttatcgc
egttgaggtt cccagctggcg ctcagaggttc gacaagtcg gttctgacg ggtgctacag
agtttaggt cagcgttgaa aagcccggtt gttctgacgaa ccccccggtt cagccgccac
gctgcgcgtt atccgcgaac tatcgtcttg agtccaaccg ggtaagacac gacttatcgc
egttgaggtt cccagctggcg ctcagaggttc gacaagtcg gttctgacg ggtgctacag
agtttaggt cagcgttgaa aagcccggtt gttctgacgaa ccccccggtt cagccgccac
gctgcgcgtt atccgcgaac tatcgtcttg agtccaaccg ggtaagacac gacttatcgc
egttgaggtt cccagctggcg ctcagaggttc gacaagtcg gttctgacg ggtgctacag
agtttaggt cagcgttgaa aagcccggtt gttctgacgaa ccccccggtt cagccgccac
gctgcgcgtt atccgcgaac tatcgtcttg agtccaaccg ggtaagacac gacttatcgc
egttgaggtt cccagctggcg ctcagaggttc gacaagtcg gttctgacg ggtgctacag
1981 cggcaaccga gcgttctgaa caaatccaga tggagttctg aggtcattac tggatctatc
2041 aacaggagtc caagcccaat cgttaaacttg gtctgacagt tccacattgc tccaggttctc
gttgctcata gttgccctga ccctggtctgt
gtagataact acgatacggg agggcttacc atctggtcata tggctgcaa ccctggtctgt
2211 agacccacgc tcacccgtgta cagattttac aegraataac cagccagccg gaaaaagcca
2281 gcgcgagaagt ggctctgcaac cccttatccgc atctgctggct ctagataachtggctgacgtc
tccatccag tctattaatt gttgctcggga
2341 agcttagaagc agtagttcgc cagtaataag tttgctcgag tttgctgca tggctcaggg
2401 catcgtggttg tcacgctcgt cgttttgtat ggtctcatttc acgtcgggtct ccaaagctgatc
2461 aaggcgagtt acatgatccc ccatgtttgtg caaaaagcggagcctctgctctc
tctccctccc
gacgctggctc agaagtaagtc ggccgctgatg tattacactc atggttattgg cagcactgca
2521 taattctcttt aactgcagtc cctccgtaag atctttttct gtgactgggtgt agtatccac
2581 aagttcatttc gcggагаagatgtgtgagctgggctgagcagctgctactcc
tgctgca tggctcggga
cagtaaagttc tcagcgagcagc agggcttacc atctgctggct ctagataachtggctgacgtc
tccatccag tctattaatt gttgctcggga
2641 ctagtagagc agtagttcgc cagtaataag tttgctcgag tttgctgca tggctcaggg
2701 ggttaatttt agggcttacc atctgctggct ctagataachtggctgacgtc
tccatccag tctattaatt gttgctcggga
cagtaaagttc tcagcgagcagc agggcttacc atctgctggct ctagataachtggctgacgtc
tccatccag tctattaatt gttgctcggga
2761 ggggcgaaaa ctctcaagga tcttaccgct gttgagatcc agttcgatgt aacccactcg
cgcacccaac tgatcttcag cttttttact tttgccgttc gcacccagc accctggtgt ggtgctgca ctagataachtggctgacgtc
tccatccag tctattaatt gttgctcggga
cagtaaagttc tcagcgagcagc agggcttacc atctgctggct ctagataachtggctgacgtc
tccatccag tctattaatt gttgctcggga
2821 cgccacccaa ccccaaaaaa cctccgctct gcagcctctggt ggtgctgca ctagataachtggctgacgtc
tccatccag tctattaatt gttgctcggga
cagtaaagttc tcagcgagcagc agggcttacc atctgctggct ctagataachtggctgacgtc
tccatccag tctattaatt gttgctcggga
2881 aggaagggaa aatgccgcaaa aaaaaaggtt aagggcctgca cggaaatgtt gaataactcat
2941 actctttctct tttcaggttt attgagcttg tattgctctca tgacccggatcagcactgctactcc
tgctgca tggctcggga
cagtaaagttc tcagcgagcagc agggcttacc atctgctggct ctagataachtggctgacgtc
tccatccag tctattaatt gttgctcggga
3001 ctagtagagc agtagttcgc cagtaataag tttgctcgag tttgctgca tggctcaggg
3061 agtgccacct
Appendix Figure 13. pAra-Lpp-OmpA-myc. Arabinose inducible surface displayed myc tag on the C-terminal end of lpp-OmpA.

1 gacgtctgtg caagtactac tgttctgcag tcacttgagt tcgataccca gctgggtgga
61 gtgcaccaag gagcatgcga aggaaacgtt tcgcagaagc ttccgcaagg taccactttg
121 cgcggagta tttgtacatt tgaaggatcc aagaaaccaa tagtccatat tgcatcagac
181 attgccgctca ctgctcttt tacggtctct ttctgctaaac caaaccggta accccgcctta
caaccgagcg ttctgaacaa atccagatgg agttctgagg tcattactgg atctatcaac
aggagtccaa gccaatcttg aaaccttgggtc tgcagcttat caatgctttaa tcagtgaggg
acctaactctca gccttctggtc tatctcatct atccatagtt gcctgactcc cccgctgtga
gataactacg atacgggagg gcctaccatc tggccccagt gcctgaatga taccgcgaga
ccacgtctca cggctccag aatttcacgc aataaaaccag ccagccggaa ggccgcgcgc
cagaagtgtt cctgcaactt tatccgccctc catccagctct attaattgttt gcccggaagc
tagagtaagt agttcgcagtt taataatgtt gcgcagcgtt gtgcctattg ctaacgcgcat
cgtaagtgctca cgctctgtcgtt ttggtatggc ttcatctcagc tccggctccc aacgatcaag
cgcagttaca tgatccccca tgttggtcaa aaaaacgggtt agctccttcg gtcctccgat
cgtgctcaaga agtaagttgg cgcagttgtt atcactcatg gtattggcag cactgcataa
ttctcttact gtcatgccat cccgaagatg cttttctgtg actgtggtagt attcaaccaa
gtcattctga gaatactgta tgcgaggcc aagtttgttct tgcctggcctg caatagcggg
taataccgcg ccacatagca gcaaccttaag a tgtgcctcatc attggaagc gtttctccgg
gcggaaactc tcaaggtctc taccgctgtt gtagatcaga tggatgtaac ccactgcgc
acccaactga tttcagcat cttttacttt caccagcgtt cttggttgag caaaaaacagg
agggcgaaat gccgaaaaag agggaataag ggcgacacgg aatgtgtaaa tactcataact
ccttctttttt cagtttattc gaagcgctttac aggtggtttat tggctcatg ggcgatacat
atattgatgt atttagaaaa ataaacaat aggggtttccg gcacactttc cccgaaaaagt
gccacct
Appendix C.3.5 pTetR-Int-His

Appendix Figure 14. pTetR-Int-His. Tetracycline inducible surface-displayed His tag fused to the N-terminus domain of Intimin.

1 ttggtgaaaaa cctttgcggt atggcatgat agoaacatt act agagaaagag gagaaatact
61 agatgtccag attagataaa agttaaqgtga ttaacagcgc attagagctg cttatgagg
121 tcggaatcga aggtttaaca accgtaaac tcgccagaa gctaggtgta gagcagccta
155
cattgtattg gcataaatggg aataagccggg ctttgctcga cgcccttagcc attgagatgt
tagataggca ccatactcace ttttgccctt tagaaggggg aagcttgccaa gattttttttac
gtaataacgc taaaagttttt agatgtgcttt tactaagtca tccgcgatgga gcaaaagtac
atatttaggtac acggctctaca gaaaaacagt atgaaactct cgaatatctattgtccttta
tatgcaacaagtggtttaatactatagc actctagccgt tgggggatt

ttacttttagg ttgcgtattt ggagatcaag agcatcaagtt gcctaaagaagaagggaaagataattattatttt aataggtagaa gcataatgggtgattg ttaatttttttaactc cggagagctgc gaagccggacc caccgactgc accaatttagg acggctactctt catggatcaaccctgcttctg

tttctaaatc gcagatatttt aatttatcgaa atttgtggtgtc gttagactgcctt ttgcgggttttt gctgcgccttttttttactatc gattgtgggagttttttatttttata ctttttttact acaccacatgag ctatcctgcaccttc acacacagcagcgtttttctttgcctgctg gttgcgactttt ctgcacgctgg cggcagagtt gcttgatcatttctatggttgatagcttctgatcctgctgaagactgcttgcgcgcaccagaccttcacttcatgccgaagacatatttg gctgcgtgccgacgcagagctggcagcctttggctgagtttacgctgctgctgctgccgcacatgg cttccccttcacctgacagtg tattttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttt
gctatctacc gtcatatccg gcattaggcg ccaagctgat atatgagcag tattatggtg
ataatgttgc ttgtttaaat tctgataaagc tgcaatcggaa tcctgttgcg gcagccgttg
tgtaaaacta tacccctggt cctctggtgta cgatggggat cgattaccgt catggtacgg
gtaatgaaaa tgaatctctcct tactcaatgc agtccctggta tcgtggttgaa aatagtgttggc
tcagccaaat gtaaaccagag tattgtaaagc agttcagggc agcagttaacg
gtaatccca gcgttaataac aatatttttc tggagtacagc gaaagcagatt attcttttctc
tgaatatcctt gcagttactg aacacagtac gcagaagatt cagttgatcgtg
2341 ttacagccaa aacggtgtcgt gatcgtatcg tcctggagat ga tagtgcatta gcgcagtcgg
gcgtcagat tcagctatagc ggaagccaaa gcgcacaaga ctaccaggct attttgcttg
2461 ctatagtcga aggtggcgcgc aatattttata aagtgacgcg tcgcgcctat gaccgtaatg
gcaatagcttc taacaatgta cagcttacta ttacgcttc ggctaatggt caagtgtgctg
2581 accaggtttgg ggtaaccggg ttacgccggg ataagacttc gcgctaatggt gcataacccg
taccaccc ggcgttcgtg tcagctatagc ggaagttcategory aatcttcccgg aaaaaaggg caggtgtca
2941 cccaccctgcc cttttttttt aaaaaaggg caggtgtca
3071 tcgctcagctc agtggtatggc atcggtctgc gattccgact cgcaataacat ccagtttggc
cgtcataatt ccatttctgat ctaatctcttc ccatttctcgt ctaaatcggg ccaagctgat
3181 gattatcggg atcattcttt tgggaagggc gttttcgtaa tgaagggaa aacctacgca
3241 gcgcgatccca taggtggcca agatcttggc atcgggtctgc gatcgggact gcgcgtcctc
3301 caataactcc tattaatttc ccctcgtca aaaaaaggtt ataaggttgc aactcaccat
3361 ggtgacgac tgaatccggtt gagaattgga aaagggatat cattttttc cggacgctttt
3421 caaacggcag gccattagcc gcgatcctcg atcaacccaa cggatttcctg
ttcgtgattgc gcggctgagcag acgcagttgct gtttaaaagga catttactga
3541 caggaatcga atgcacccgg cgccaggaact ctgctctcgcgta aatcactcgc atcaacaata ttttacctgg
3601 aatcaggata ttcttcatatt acctggtgcaagt ctgtsagtcg
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5401 ctcacgggct ccagatttat cagcaataaa ccagccagcc ggaagggccg agcgcagaag
5461 tggtcctgca actttatccg cctccatcca gtctattcca tggtgccacc tgacgtctaa
5521 gaaaccatta ttatcatgac attaacctat aaaaatagc gtatcagcag gcgaattttc
5581 agataaaaaa aatccttagc tttcgctaag gatgatttct ggaattgcgc gccgctttcta
5641 gag
Appendix C.3.6 pTetR-Int-HA

Appendix Figure 15. pTetR-Int-HA. Tetracycline inducible surface-displayed HA tag fused to the N-terminus domain of Intimin.

1 tgggcaaaa cctttgcggt atggcatgat agcgcctact agagaaagag gagaaatact
61 agatgtccag attagataaa agtaaagtga ttaacagcgc attagagctg cttaatgagg
121 tcggaatcga aggtttaaca acccgtaaac tcgcccagaa gagcagccta
181 cattgtattg gcataaaaa aataagcggg ctttgctcga cgccttagcc attgagatgt
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ataatgttgtc ttgttttaat tctgataagc tgcaatcggg tcctggtgcc gcgaccgttg
2041 gtgtaaacta tactccgatt cctctggtga ctatggggtc cgttttaaat cgattacgg
2101 gtaatgaaaa tggatcctct tactatctgc agttccgctc tcagttttgc ataatctgtg
2161 ctcagcaaat tgaaccaacag tgttaacag gcagattcag atatatctgcctg
2221 atctggttac gcgtaataac aatatatttc ttgagatcgc gaagcaggct aatatcttctc
2281 tgaatattcgc gacgatatat attggtactc gcagagattc agttgcatcg
2341 ttaagagcaga aatcggcttg gatctatcgc tctgggtatg aaagcagttc cgaagtcagc
2401 ggcggctcagat tcagcatagc ggaagccaag gcgcaaaag atccaggtct atatcgcctg
2461 cttatgtcata aatatttata aatgtgcctt gcggctcctc ctatgggtcg gaagaagggc
2521 gcaatagcct taacagtgta cagctgttta tccggttctaat atatcgcctg
2581acctgggtg ggttacagcc tattacgccc gtaaagcttg ttgcgttaacg gcaatcggg
cgcgtcagat tcagcatagc ggaagccaag gcgcaaaag atccaggtct atatcgcctg
2641 cttatgtcata aatatttata aatgtgcctt gcggctcctc ctatgggtcg gaagaagggc
2701 ttcattttta tattttttta ggaactcggaa ctctttgggg cacatgtggc aacaaggtatg
2761 ctaacggttaa ggcacgcagc acttgggactc aggtacagtg ccagaggtgc gcggctcctc
2821 cttatgtcata aatatttata aatgtgcctt gcggctcctc ctatgggtcg gaagaagggc
cacctagata ccatacaagtt tctgacgtct ctaccaggtc aatatcttctc aaatcgcctc
2881 aaggtgtcac caccctgcc tttttttttta aacgcaagaa gattacttta cgttttgacg
3001 gcttccttcgc tcatgacttc gctgcgtactc tgcgttctg gtcgcctgc gcggtgactc
3061 cactaaaggg cctgtaacgc ggtgctcctc aatgtgttcag ccacgcattc aatggtgctg
3121 acaatattacc aatcgtatgg cctaagggct cttattttaaat gcgtgagtaa ccatgcatc
3181 tcaataggct atatcgcatta ccataatttta gaaagccgct ttcttgataa gaagagcaga
3241 actcaccgag gcagttcatg aggtgacgtt cttactgtgctc atctcggactc
tcctcactctc tcatagcttc gctgcgtactc tgcgttctg gtcgcctgc gcggtgactc
3301 gcggctcagat tcagcatagc ggaagccaag gcgcaaaag atccaggtct atatcgcctg
3361 cttatgtcata aatatttata aatgtgcctt gcggctcctc ctatgggtcg gaagaagggc
cacctagata ccatacaagtt tctgacgtct ctaccaggtc aatatcttctc aaatcgcctc
3421 aaggtgtcac caccctgcc tttttttttta aacgcaagaa gattacttta cgttttgacg
3481 gcggctcagat tcagcatagc ggaagccaag gcgcaaaag atccaggtct atatcgcctg
3541 aatcaccagtc atgacaggtc aatccggtc cttcattttaaat gcgtgagtaa ccatgcatc
tcctcactctc tcatagcttc gctgcgtactc tgcgttctg gtcgcctgc gcggtgactc
3601 ttcattttta tattttttta ggaactcggaa ctctttgggg cacatgtggc aacaaggtatg
3661 ttcattttta tattttttta ggaactcggaa ctctttgggg cacatgtggc aacaaggtatg
3721 taaattccgt cagccagttt agtctgacca tctcatctgt aacatcattg gcaacgc 
3781 tgttgtgaatt taatcgcggc ttgagcaag acgtttcccg ttgaatatgg ttcataac 
3841 cctcttgttt actgtttttag taacgcagca gtttattttg tcgtgtgatg atatttttat 
3901 ctttgtcaat gtaacatcag agatttttag acacaacgtg gtcttggtta ataaatcga 
3961 cttttgtctga gttgaaggct cagatcagct atccctccga caacgcagac cgctcgcctg 
4021 caaagcacaac gttcaaaatct accaaactgt ccacctaaca caagctcttc atcaacggct 
4081 gctccctcacc ttctctgcgt tagatgaggg gcagttcgcag ctggtatgag tcagcaacac 
4141 cttctctcag aggcaaacct cagcgcctagc ggagtttgat taatcgcggc ctggagcaag acgtttcccg 
4201 ttgaatatgg ctcataacac 
4261 tgttggaatt taatcgcggc ctggagcaag acgtttcccg ttgaatatgg ctcataacac 
4321 tgtgtgcaat gtaacatcag agattttgag acacaacgtg gctttgttga ataaatcga 
4381 cagcagaata tgtgtgacag gatatatgcc ctctttctgc gcctttgctg gatgatgggg cgattcaggc 
4441 cccggtgcgt ccacctacaa caaagctctc atcaaccgtg 
4501 gccaggaaga tactttacag ggaagttgta gggcgcagcc caacgcagac cgttccgtgg 
4561 caaagcaaaa gttcaaaatct accaaactgt ccacctaaca caagctcttc atcaacggct 
4621 gctccctcacc ttctctgcgt tagatgaggg gcagttcgcag ctggtatgag tcagcaacac 
4681 cttcttcacg aggcagacct cagcgctagc ggagtgtata ctggcttact atgttggcag 
4741 ggtgtagagt gtcggtgaag tggtttctgt ggcagggagc gtcgttcgac tgcggcgagc 
4801 gcggagaatt ctaattctgc gccttctgcgc tctcctgttc ctgcctttcg gtttaccggt gtcattccgc 
4861 ggtgaggtgt gcttgacgtg tgttatggcc gcgtttgtct cattccacgc 
4921 gttcagtggct aagctgg actgtatgca cgaacccccc 
4981 ggtgaggtgt gcttgacgtg tgttatggcc gcgtttgtct cattccacgc 
5041 ggcggttttt tcggttttcag agcaagagat tacgcgcaga cccggaaga ggcctttttag 
5101 ttctcttatt aaggggtcgg acgctcagtc gcctttttag 
5161 agggtggaat gtcggttataa gcttcgtcgc gcccttctga gatcctttta aattaataat gaagttttaa 
5221 atcaatctaa agtatatatg agtaaactttg gtcgctagct taccaatgct taacgcagat 
5281 gccgctcctc tcacgcagtc tcgacttttc gccctttttag 
5341 gttgataact acgcagagtg agggtttacc aatctgcccc agtgcgtgata tgtgctcgcg 
5401 agaccgaccgc tccagcgggtc cagattttact cagcataaaac cagccagccgc ggaagggcaga
5461 gcgcagaagt ggtctgcaa ctttatccgc ctccatccag tctattccat ggtgccacct
5521 gacgtcttaag aaaccattat tatcatgaca ttaacctata aaaataggcg tatcagagg
5581 cagaatttca gataaaaaa atccttagct ttcgctaagg atgattttctg gaattcgccg
5641 ccgccttcetag ag
Appendix C.3.7 pTetR-Int-myc

Appendix Figure 16. pTetR-Int-Myc. Tetracycline inducible surface-displayed myc tag fused to the N-terminus domain of Intimin.

1 tgggcaaaaa cctttgcgggt atggcatgat agcgcctact agagaaagag gagaaatact
61 agatgtccag attagataaa agtaaagtga ttaacagcgc attagagctg cttaatgagg
121 tcgggaatcga aggtttaaca acccgtaaac tcgcccagaa gctaggtgta gagcagccta
181 cattgtattg gcatgtaaa aataagcggg ctttgctcga cgccttagcc attgagatgt
ataatgttgc ttgtttaat tctgataagc tgcaatcggg tcctgttgcc gcgaccgttg
gtgaacta tactccgatt cctctgttga gcgtctcgtt acaggtcatt
gtatgaaaa tggatctctt tactcaatgc agtccgctta tcagtttgat aatactctgt
cctagcaaat tgaacccacag ttagtttaac agtttgaacc atctcagctc agcggcttcg
atctggttca gcgttaataac aatattttc tggagaatcc gaagcgagat attcttttctc
tgaatattcc gcagtgattt attgttaactg aacacacagt gcaagaagatt cagttgatcg
ttaagagcga atacggtctg gatctgtatcg tcctggatga tagttgctata gcagctcagg
gcggtagcag tcagcataag gcgaagccaa ggcacaaga ctaccaggct atttgccttg
catatgtca agttggcaag aatatattata aagtgacgcc tcggcctatag gaccgtaatg
gcaatagctc taacaatgta cagctttacta ttcgcgtttct gcgaataaggta aagttgctcgc
ggacttagaga acaaaaaactc atctcagaaag aggatcggtta agatatctcc gcacaaaaag
gccaaggtgt caccacccct gccccttttc ttaaaaccctga aaagattcttc tcgctttatg
caggtttctc cgctcaactga tcgtctgccc tcggcgatgt gcctggcggcg acgcttcatc
ctagctccaa aggcggtaat ctcgagtccc gcctccgtag cgtaatgcgt ccagctgttc
acaaccaatt aacaattcttc gattagaaaa actctcaggg catcaaatga aactgcaatt
tatccatttc aggattacag atccatatttt tttgaaaaag cgcgtttcgt aatgaaggggt
aaaactacc taggaatggc cgagatccctg gatactcgtt gcgttcgagga
cctctcaaca atcaatacct cattaattt tccccctcgtc aaaaataggg ttcattcagt
agaaatcacc atgatgtcagc actgaatcctgc tgtgagaag ccgaaagcttc tgcattttctt
tccagaacttg tccaccaggc cagccatttc gctgctcattc aaaaattcacc gcatcaacca
aaccgtatt cattcgtgat gcgcggctgag cgagagcaaaa taccgcagct ctgtaaagag
gacaattaca aacaggaatc gatgcgaacc ggccgaggaa cactgcagcc gcataaacca
atatctcctac gtaatccagtt atatctttcata atacaattgaa tgtcttccct ccggggtcag
caatctgag taacacgagc tcaatcggag taccgataaa atgcttgtgtgc gcggagag
3721 gcataaattc cgtcagccag tttagtctga ccatccatct tcgaacatca ttggcaacgc
3781 tacctttgccc atgtttcaga aacaactctg ggcgatcggg ctccccatc gatcgataga
3841 tgtgtcgacc tgattggcccg acattatgcg gaccccaattt ataacccatat aatcagcat
3901 ccatgttggga atttatcgc ggctggagac aagacgttccc ccgttaaatg tggctcataa
3961 cacccctttgt attactgtttt atgtaagcag acagttttat tgttcagat gatatatatt
4021 tatctttggtc aatgttaacat cagagattttt gagacacacac gtggctttttg tgaataatac
4081 gaactttttgc tgagttgagc gatcagatca cgcatcttccc cgacaacgca gaccggttccg
4141 ttgccaagca aaagttcaca atccacacgt gttcaccacta caaacagact ctcacacaacc
4201 gtggctcctct cactttcttg ctggatgagtg gggcgattca ggcctggatg gatgcagcga
4261 caccccttttc acgcggcaga cctcagcgct acgcggagtgt atactggctc actatggtgg
4321 cactgtagag ggtgtcagtg aatggtctca tgtggcagga gaaaaaaggg tgcaccgggtg
4381 cgctacqacaga atatgtgata caggatatat tccgcttcct cgcctcactga ctcgctacgc
4441 ttggtcgggtg gactgcggcg acgcggaaatg gtttaacgac gggcgcagaga tttcctggaa
4501 gatgtagcaca agatacttca aagggacttg agagggccgc ggcacaaagcg ttttccatata
4561 ggcttcgccc cccctgccaa ctcacagaaaa ctccctgtcc acatcagttgg tggcagaacc
4621 cgacagactc ataaagatac cagcgttttc ccccctgcggg cttctctctg cgcctctcctg
4681 tcctctgcct ttcggtttacc gttgctatcc cgcctgtttg ggcgcggcttg tcctcattcc
4741 cgcctgacac tcaagttcggg ataggcgctt cgcctcaaac tggactgtat gcacgaacc
4801 cccgttctag cgcggccctct gcgcctttacc gttactatct ggccccccga caaccccgaa
4861 agacatgcaa aagccaccact gcgcagcgcgg gcttgattctt gatttgaagc gtttagttctt
4921 gaaggtcatgc gcgggttaag gctaatagtg aagcccaatg tttggctagct ggctctctcc
4981 aagccagcta ctcgcgttcga aaggtggttg atgcagcaga accttcgaaa aaccgcctcg
5041 caaggcgggt tttttcggtt cagagcagaa gattacgcgc agacccaaaa gatctcaaga
5101 agatcatcct ataagggggt ctagctgcac ggctcagcag aacccacgtt aagggatattt
5161 ggtcatgaga ttatcaaaaa ggtatcttcag atagctcctt ttaaataaaa aatgaaggttt
5221 taatcatac taaagttatg atggagacac ttggtctgac agttaccaat gcttaatcag
5281 taagggcact atctcacgca tctgtgtttt cggttcatcc atagttgcttc gactcccgct
5341 cgtgtgataga actacgatac gggaagcatt accatctggc cccagtgctg caatcgtatgcc
5401 gcgagcacta cgctccggg ctccagattt atcagcaata aaccagcggc cgggaaggcg
5461 cgagcgacga a tgtgtcttg caactttatc cgctccatc cagtctat tc catggtgcc a
5521 cctgacgtct aagaaaccat tattatcatg acattaacct ataaaaatag gctatcag c
5581 aggcagaatt tcagataaaa aaaaacctta gctttcgctaa gbgatgattt ctgaaactc g
5641 cggccgcttc tagag
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