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Abstract 

Using inhibitory precursor cell transplantation to investigate the role of inhibition in noise-

induced pathology of the inferior colliculus 

 

Maryanna Stephanie Owoc, PhD 

 

University of Pittsburgh, 2022 

 

 

The inferior colliculus (IC) is a nexus of auditory processing in the midbrain, in that it 

receives and integrates ascending, descending, commissural, and multimodal inputs. As such, the 

IC has been implicated in refining the response to auditory stimulation and multimodal integration. 

The IC consists of a central nucleus (CNIC) and surrounding cortex (CtxIC) ï ascending 

inputs primarily innervate the CNIC, whereas descending and multimodal inputs target the CtxIC. 

The distinct nature of inputs to CNIC and CtxIC neurons predicts distinct response properties in 

these IC subdivisions. However, distinguishing neurons from the CNIC and CtxIC based on 

response properties alone has remained challenging. In chapter 2, using in-vivo 

electrophysiological recordings in anesthetized mice, we show that CNIC and CtxIC neurons 

exhibit small but significant differences in receptive field parameters. When combined using 

machine-learning models, we show that neural recordings can be localized to the CNIC or CtxIC 

solely based on response properties. The methods developed here would also allow us to better 

target interventions to functionally-defined IC regions and to characterize response properties in 

future experiments that employ the circuit manipulations outlined below. 

Neural response properties in the IC arise from the convergence of excitatory and inhibitory 

inputs. Noise exposure can lead to decreased inhibition in the IC and has been implicated in the 

development of central auditory pathologies. In chapters 3 and 4 we investigate whether 

transplantation of inhibitory precursor cells derived from the medial ganglionic eminence (MGE) 
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can mitigate the effects of noise exposure. We found that transplanted MGE cells survive, migrate, 

and differentiate into primarily inhibitory neurons in the IC (chapter 3). Critically, we found that 

transplantation of MGE cells into the IC of noise-exposed mice mitigated the noise induced shifts 

in auditory function as measured by the acoustic startle response (chapter 4).  

Our data provide the first evidence that local increases in inhibition may be useful in 

mitigating a behavioral effect of noise exposure. Future research using these techniques could 

provide insight into the mechanisms underlying the development of noise induced pathology and 

the response properties that contribute to auditory processing in the normal and pathologic states.  
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1.0 General Introduction 

1.1 Subdivisions of the inferior colliculus  

The inferior colliculus (IC) is a major subcortical auditory integration center, receiving 

ascending input from most auditory brainstem nuclei (Frisina et al., 1998), commissural input from 

the contralateral IC (Chandrasekaran et al., 2013; Ito and Oliver, 2014; Malmierca et al., 2003, 

1995; Rees and Orton, 2019; Saldaña and Merchán, 1992), descending input from the auditory 

cortex (Saldaña et al., 1996; Winer, 2006), and contains a vast intrinsic network (Ito and Oliver, 

2014; Malmierca et al., 1995; Miller et al., 2005; Oliver et al., 1991; Saldaña and Merchán, 1992; 

Sturm et al., 2014, 2017; Wallace et al., 2012) (Figure 1). In addition to its role in auditory 

integration, the IC is a nexus for multimodal integration, receiving input from somatosensory and 

visual centers (Coleman and Clerici, 1987; Faye-Lund, 1985; Li and Mizuno, 1997; Wise and 

Jones, 1977). The IC is divided into the central nucleus of the IC (CNIC) and the cortex of the IC 

(CtxIC). Each of these subdivisions receives unique inputs and are expected to play a distinct role 

in auditory processing and integration.  

The CNIC is the most well studied region of the IC. The CNIC receives exclusively 

auditory inputs (Aitkin et al., 1994), primarily ascending input from lower brainstem nuclei 

(Beyerl, 1978; Coleman and Clerici, 1987; Shneiderman et al., 1988), and is essential for normal 

hearing (Jenkins and Masterton, 1982). The primary source of inputs to the IC is from the superior 

olivary complex (SOC) and lateral lemniscus (LL); which receive their inputs from the cochlear 

nucleus (CN) (Cant, 2005). The projections from the SOC are mixed (Oliver et al., 1995) while 

the projections from the LL are largely inhibitory (Riquelme et al., 2001) (Figure 1). Additionally, 
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the CNIC receives direct input from all CN subdivisions and a variety of cell types, including 

fusiform cells in dorsal cochlear nucleus (DCN), round and oval cells in anteroventral cochlear 

nucleus (AVCN), and round, oval, fusiform, and multipolar cells in the posteroventral cochlear 

nucleus (PVCN) (Coleman and Clerici, 1987; Ryugo et al., 1981; Warr, 1972). Inputs from the 

CN to the CNIC are excitatory (Oliver, 1987) and account for the primary source of excitatory 

input to the IC (Oliver, 2005) (Figure 1). Input to the CNIC is therefore mixed, with excitatory 

inputs slightly outnumbering inhibitory ones (60% excitatory vs 40% inhibitory) (Oliver, 2005). 

Less well studied is the CtxIC, which can be further divided into the lateral and dorsal 

cortices. The lateral cortex is a three layered structure that receives multimodal input from 

somatosensory, visual, and auditory centers (Coleman and Clerici, 1987; Faye-Lund, 1985; Li and 

Mizuno, 1997; Wise and Jones, 1977). Each layer of the lateral cortex receives distinct inputs. 

Auditory inputs from the CNIC and auditory cortex terminate in all three layers of the lateral cortex 

(Lesicko et al., 2016), however layer three, the deepest layer, also receives inputs from the CN 

(Brunso Bechtold et al., 1981; Cant and Benson, 2003; Coleman and Clerici, 1987; Oliver et al., 

1999, 1997). Projections from the CN to the lateral CtxIC are more restricted than those to the 

CNIC. The CtxIC receives inputs from fusiform cells in DCN and multipolar cells in PVCN 

(Coleman and Clerici, 1987). Layer two of the lateral cortex contains neurochemical modules 

which are the primary target of somatosensory inputs (Lesicko et al., 2016). Due to inconsistent 

parcellation of the layers of the lateral cortex between species and the tendency to combine 

observations from all three layers, it has been difficult to elucidate the role of the lateral cortex 

(Oliver, 2005). However, based on the diversity of inputs, it is clear that the lateral cortex has a 

role in multimodal integration (Oliver, 2005).  
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The dorsal cortex is the primary recipient of excitatory inputs from the auditory cortex and 

also receives both excitatory and inhibitory commissural inputs from the contralateral IC (Oliver, 

2005) and ascending inputs from the CN and the dorsal nucleus of the LL (Coleman and Clerici, 

1987; Druga et al., 1997; Druga and Syka, 1984; Faye-Lund, 1985). The dorsal cortex is a four 

layered structure, with layer three of the dorsal cortex continuous with the commissure of the IC 

(Oliver, 2005). While the boundary of the dorsal cortex can be identified anatomically using 

NADPH-diaphorase immunohistochemistry (Druga and Syka, 1993), identifying the transition 

from the CNIC to the dorsal cortex experimentally has remained challenging. Despite differences 

in the intrinsic properties of neurons in the dorsal cortex and CNIC (Y. Li et al., 1998; Smith, 

1992), there appears to be no clear functional border between these regions (Oliver, 2005). 

However, given that the dorsal cortex is the primary target of auditory corticocollicular projections 

(Oliver, 2005), it is likely that the dorsal cortex plays a role in modulating ascending input.  

In summary, the IC is a complex structure and nexus of auditory and multimodal 

integration in the midbrain. The extrinsic inputs to the IC broadly target different subdivisions, 

with ascending inputs primarily innervating the CNIC while descending and multimodal inputs 

primarily innervate the CtxIC. While the majority of research has focused on the ascending 

pathway and CNIC, the CtxIC has a pivotal role in multimodal integration and top-down 

modulation of activity in the IC through commissural and intrinsic connections.  
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Figure 1. The subdivisions of the inferior colliculus receive inputs from distinct sources. 

The central nucleus of the inferior colliculus (CNIC) is the primary target of ascending auditory projections. 

Contralateral excitatory inputs (red) arise from the dorsal and lateral cochlear nucleus (DCN and LCN, respectively) 

and the lateral superior olive (LSO). Contralateral inhibitory inputs (blue) arise from the contralateral dorsal nucleus 

of the lateral lemniscus (DNLL). Ipsilateral excitatory inputs arise from the medial superior olive (MSO). Ipsilateral 

inhibitory inputs arise from the superior paraolivary nucleus (SPN), the LSO, DNLL, and ventral nucleus of the lateral 

lemniscus (VNLL). 

The dorsal cortex of the IC is the primary target of excitatory projections from the auditory cortex (A1) and medial 

geniculate body (MGB). 

The lateral cortex of the IC is the primary target of multisensory inputs and receives input from A1. 

All three subdivisions interact via intrinsic connections (mixed, purple). 

The bilateral IC interact via commissural connections that primarily arise from the CNIC and dorsal cortex (mixed). 

Inputs to only one IC are shown for simplicity, orientation is such that dorsal (D) is up and lateral (L) is to the left and 

right of midline (dashed line). 

1.2 Commissural and intrinsic connections in the IC  

The majority of IC synapses are actually derived from commissural and intrinsic 

connections (Saldaña and Merchán, 1992). The rat IC contains an astonishing 350,000 neurons, 

five times that of any auditory subcollicular nuclei or the medial geniculate body of the thalamus 

(Kulesza et al., 2002). Almost all of the neurons in the IC form intrinsic connections, suggesting 

that the extensive processing and integration that occurs in the IC is largely the result of these 

monosynaptic intracollicular connections (Saldana and Merchan, 2005).  

The cytoarchitecture of the IC is most well studied in the CNIC. Neurons of the CNIC have 

been categorized into disc and stellate shaped (Malmierca et al., 1993; Meininger et al., 1986; 
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Oliver et al., 1991; Oliver and Morest, 1984). Disc shape neurons have flat dendritic trees that are 

parallel to each other and their axons, forming fibrodendritic laminae (Oliver et al., 1991). Stellate 

shaped neurons have dendritic trees that are unoriented or are oriented orthogonal to the 

fibrodendritic lamina, their axons can cross several laminae and contain thousands of terminal 

boutons (Oliver et al., 1991). Thus, disc shaped neurons are likely to influence the activity of 

neurons within their own fibrodendritic lamina while stellate cells have the potential to influence 

the activity in neurons across laminae. Both cell types are believed to contribute to the extensive 

intrinsic networks (Saldana and Merchan, 2005). Most commissural connections, however, appear 

to be derived from stellate cells (Saldana and Merchan, 2005).  

The disc and stellate cells contributing to the vast intrinsic and commissural network of the 

IC are heterogenous in both form and distribution (Saldana and Merchan, 2005). Indeed, both 

excitatory (glutamatergic) and inhibitory (GABAergic) neurons contribute to intrinsic and 

commissural connections in the IC (Ito et al., 2009; Ono et al., 2005; Sturm et al., 2017). Intrinsic 

connections are found in all IC subdivisions (Saldana and Merchan, 2005) while the CNIC and 

dorsal cortex of the IC account for an extensive portion of the projections to the commissure (Rees 

and Orton, 2019) (Figure 1). Most IC neurons that form commissural inputs also have local 

collaterals (Saldana and Merchan, 2005), suggesting that they can modify activity in both the 

ipsilateral and contralateral IC. 

Approximately 20-30% of IC neurons are GABAergic (Ito et al., 2018; Merchán et al., 

2005; Oliver et al., 1994). GABAergic cells of the IC have been subdivided based on their synaptic 

organization and projection targets (Beebe et al., 2016; Foster et al., 2014; Ito et al., 2018) and 

their electrophysiological response properties (Sturm et al., 2017). Large GABAergic neurons 

(LG) possess the largest cell bodies in the IC and receive dense VGLUT-2 positive axosomatic 
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synapses (Ito et al., 2018). Conversely, small GABAergic (SG) neurons are similar in size to 

glutamatergic neurons in the IC (Ito et al., 2018). These categories are further classified based on 

the presence of perineuronal nets (Beebe et al., 2016; Foster et al., 2014; Ito et al., 2018), which 

stabilize synapses and inhibit structural plasticity (Karetko and Skangiel-Kramska, 2009; 

Morawski et al., 2012). Perineuronal nets have been found primarily surrounding most, but not all 

LG neurons (Ito et al., 2018). Additionally, GABAergic neurons in the IC can be discriminated 

based on their excitatory and inhibitory input maps (Sturm et al., 2017). Type 1 GABAergic 

neurons receive both excitatory and inhibitory inputs, with a slight bias towards inhibitory inputs; 

while Type 2 GABAergic neurons receive primarily excitatory inputs (Sturm et al., 2017). It has 

been suggested that Type 1 and 2 GABAergic neurons correspond to SG and LG neurons, 

respectively (Sturm et al., 2017).  

The heterogenous nature of intrinsic and commissural connections suggests multiple roles 

in sound processing and integration, including binaural integration and regulating top-down 

modulation. Indeed, CNIC neurons that contribute to the commissure may also receive ascending 

input from the lateral lemniscus (Moore et al., 1998; Reetz and Ehret, 1999), suggesting a role in 

binaural hearing cues such as interaural level and time differences, which are important in sound 

localization. Furthermore, the auditory cortex and medial geniculate body of the thalamus 

modulate IC activity through direct synapses onto IC neurons and indirectly via intracollicular 

connections (Patel et al., 2017; Saldana and Merchan, 2005; Winer, 2005; Winer et al., 2002). 

Corticofugal projections are largely excitatory (Feliciano and Potashner, 1995; Saldana and 

Merchan, 2005; Winer, 2005) and are tonotopically matched (i.e. project to neurons with a similar 

best frequency) (Andersen et al., 1980; Saldaña et al., 1996; Saldana and Merchan, 2005). As such, 

corticofugal activity would be expected to lead to facilitation. However, both facilitation and 
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inhibition have been observed following corticofugal activation (Saldana and Merchan, 2005; 

Suga et al., 2000). Corticofugal mediated facilitation appears to be highly focused and targets 

tonotopically matched IC neurons (Zhang and Suga, 1997). Conversely, corticofugal mediated 

inhibition appears to be more widespread and effects unmatched IC neurons (Zhang and Suga, 

1997). The inhibitory effects of corticofugal activation likely result from the activation of intrinsic 

circuits. Thus, the intrinsic and commissural connections in the IC are important in shaping 

responses within the IC as well as regulating and modulating the effects of extrinsic inputs to the 

IC. 

Intrinsic and commissural connections within the IC are also crucial to the structure and 

organization of the IC (Saldana and Merchan, 2005). The IC is organized along several factors, 

including best frequency (i.e. tonotopy), onset latency, and periodicity (Biebel and Langner, 2002; 

Hattori and Suga, 1997; Schreiner and Langner, 1988; Walton et al., 1998). This organization 

results from the cumulative effects of the cytoarchitecture of the IC, lemniscal projections, and the 

intrinsic and commissural connections. Intrinsic and commissural connections are critical for the 

formation of the fibrocellular laminae of the IC (Saldana and Merchan, 2005) and may increase 

specificity by forming excitatory connections with neurons with similar response properties in the 

same, or contra, region, and inhibitory connections with those with different response preferences. 

The most prominent and well-studied of these topographic organizations is tonotopy.  

1.3 Tonotopic organization of the inferior colliculus   

A defining feature of the auditory system is that the nuclei are organized according to best 

frequency, or tonotopy. This feature originates in the cochlea, where spectral decomposition of 
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acoustic stimuli occurs. The location of basilar membrane motion provides information regarding 

the frequency composition of the stimuli, a phenomenon known as place coding (Zwislocki and 

Nguyen, 1999), and provides the foundation for tonotopy in central auditory structures. Extrinsic 

inputs to the IC are topographically matched (Andersen et al., 1980; Oliver and Morest, 1984; 

Saldaña et al., 1996; Saldana and Merchan, 2005; Stiebler and Ehret, 1985), preserving the 

tonotopic relationship which is then reinforced and shaped by inhibitory inputs (Egorova et al., 

2001).  

Each fibrodendritic lamina of the IC contains neurons who share a similar best frequency, 

creating an isofrequency band (Oliver and Morest, 1984; Stiebler and Ehret, 1985). The 

isofrequency axis (i.e. the direction along which neurons share a similar best frequency) is 

orthogonal to the tonotopic axis of the IC (Steibler 1985, Romand 1990). The tonotopic axis of the 

IC is organized such that low frequencies are represented dorsolaterally and high frequencies 

ventromedially (Stiebler and Ehret, 1985).  

This tonotopic organization is preserved across the boundaries between the CNIC and 

DCIC (Stiebler and Ehret, 1985). While discontinuities in the tonotopic bands of the CNIC and 

LCIC have been reported (Stiebler and Ehret, 1985), it appears that the tonotopic organization of 

the ventral portion of the LCIC is actually a reflection of that in the IC, albeit one that runs nearly 

perpendicular to the tonotopic axis in the CNIC (Loftus et al., 2008) (Figure 2). Thus, 

electrophysiological recordings in the LCIC demonstrate a similar progression of best frequencies 

(with low frequencies dorsal and high frequencies ventral). This is unique from other auditory 

nuclei, where tonotopy is reversed at the boundary, and allowing for electrophysiological 

identification of the boundary (e.g. auditory cortex) (Guo et al., 2012). As a result of its continuous 
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tonotopic organization, distinguishing the CNIC from the CtxIC based on electrophysiological 

response properties has remained challenging.  

The studies that have attempted to  identify differences in the response properties of 

neurons in the CNIC and CtxIC have largely been in the anesthetized cat (Aitkin et al., 1994, 1981, 

1978). These studies demonstrate that neurons in the CNIC have sharper frequency tuning, lower 

thresholds, shorter onset latencies, and may prefer simple stimuli (Aitkin et al., 1994, 1981, 1978). 

While a few studies have characterized the response properties of neurons in the CNIC and CtxIC 

of the mouse using two-photon calcium imaging (Barnstedt et al., 2015; Wong and Borst, 2019), 

the majority of the research has focused on the CNIC (Egorova et al., 2006, 2001, 2020; Lee et al., 

2019) or evaluated the combined response properties the IC, disregarding the location of the 

recording (Galazyuk et al., 2017; Ono and Oliver, 2014; Portfors and Felix, 2005; Tan et al., 2007; 

Walton et al., 1997). Given the distinct sources of inputs to the CNIC and CtxIC, it is likely that 

these neurons have a unique role in auditory processing and thus may exhibit different response 

properties. The genetic tractability of the mouse has made it one of the most commonly used 

models for auditory neuroscience. Understanding the differences in the response properties of 

these neurons may further our understanding of their role in auditory processing under normal and 

pathologic conditions. In chapter 2 we aim to characterize the response properties of neurons in 

the CNIC and CtxIC and determine whether we can train machine learning algorithms to reliably 

classify neurons as CNIC or CtxIC.  
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Figure 2. Tonotopic organization of the inferior colliculus 

The inferior colliculus is organized according to best frequency, or tonotopically. Neurons that share a similar best 

frequency form an isofrequency band. The tonotopic axis runs orthogonal to the isofrequency axis, with low 

frequencies (purple) represented dorsolaterally and high frequencies (red) ventromedially. This organization is 

continuous across the boundaries separating the central nucleus of the IC (CNIC) from the dorsal and lateral cortices 

(DCIC and LCIC, respectively). 

In this schematic, frequencies are represented as a color gradient with high frequencies red and low frequencies purple. 

The schematic is oriented such that dorsal is up and medial is to the left. 

1.4 Efferent projections from the IC 

In addition to shaping auditory information through commissural and intrinsic connections, 

the IC plays a role in modulating auditory processing at lower brainstem nuclei via efferent inputs. 

Indeed, the IC has efferent projections to nearly every nucleus that projects to it, including the 

dorsal nucleus of the LL, the SOC, and the CN (Figure 3) (Thompson, 2005). Thus, the IC has an 

important role in shaping ascending auditory information through direct and indirect feedback 

loops.  
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The most well studied of these descending projections is from the CNIC to the dorsal CN 

(Thompson, 2005). The CNIC and dorsal CtxIC are the primary source of IC projections to the 

dorsal CN (Caicedo and Herbert, 1993; Schofield, 2001). These projections are bilateral, with a 

preference for the ipsilateral CN (Caicedo and Herbert, 1993; Kane and Conlee, 1979; Schofield, 

2001), and are likely mixed, with at least one inhibitory component (Thompson, 2005). Projections 

from the IC target several cell types in the CN, including granule cells, fusiform cells, and giant 

cells. Granule cells are the target of both auditory and non-auditory inputs, making them an 

important site of integration for multi-modal inputs. In addition to efferent projections from the 

IC, granule cells receive auditory input from the auditory cortex, medial olivocochlear (MOC) 

neurons, and auditory nerve fibers (Thompson, 2005). Non-auditory inputs arise from the 

vestibular and somatosensory systems (Wright and Ryugo, 1996), pontine gray (Ohlrogge et al., 

2001), and the brainstem serotonergic system (Hurley and Thompson, 2001). Thus, the IC 

modulates the multimodal processing that occurs in CN neurons. Projections from the IC to 

fusiform and giant cells of the dorsal CN create a direct feedback loop, as these cell types project 

to the contralateral IC (Thompson, 2005).  

Efferent projections from the IC are also involved in shaping auditory input at the level of 

the cochlea through modulation of basilar membrane motion and auditory nerve sensitivity via the 

MOC reflex (Guinan, 2006). Efferent projections from the IC to the SOC primarily target the 

periolivary regions which contain the MOC neurons (Warr, 1980). The MOC neurons in turn make 

cholinergic synapses onto outer hair cells in the contralateral cochlea (Art et al., 1984; Goutman 

et al., 2015; Guinan, 2006; Rasmussen, 1953). Projections from the IC to MOC neurons are 

glutamatergic (Saint Marie, 1996). Thus, increased MOC activity leads to decreased outer hair cell 

activity, the net effect of which is decreased basilar membrane motion and decreased auditory 
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nerve sensitivity (Guinan, 2006). Since the primary source of incoming auditory information to 

the IC originates in the contralateral cochlea, the ICs influence on MOC cells creates an indirect 

feedback loop in which the IC can modulate the incoming acoustic information.    

Efferent projections from the IC are thus another way in which the IC modulates and shapes 

acoustic information. As such, it is unsurprising that the IC plays a fundamental role in a variety 

of tasks, including sound localization (Wenstrup et al., 1986), temporal processing (Turner et al., 

2006), and sensorimotor gating (Koch and Schnitzler, 1997; L. Li et al., 1998). 
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Figure 3. Efferent projections from the inferior colliculus 

The central nucleus of the inferior colliculus (CNIC) has efferent projections that target the dorsal nucleus of the 

lateral lemniscus (DNLL) ipsilaterally, the dorsal cochlear nucleus (DCN) bilaterally, and the superior olivary 

complex (SOC) ipsilaterally.  

The dorsal cortex has efferent projections that target the ipsilateral SOC.  

Inputs to only one IC are shown for simplicity, orientation is such that dorsal (D) is up and lateral (L) is to the left and 

right of midline (dashed line).  
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1.5 The role of inhibition shaping in shaping IC response properties   

The convergence of inputs to the IC leads to the development of de novo response 

properties as well as the refinement of response properties inherited from lower nuclei (Pollak et 

al., 2011). Extrinsic inputs to the IC arise from excitatory (glutamatergic) and inhibitory (either 

GABAergic or glycinergic) sources. Similarly, intrinsic and commissural connections in the IC 

are also mixed (glutamatergic and GABAergic). Thus, the electrophysiological response properties 

of neurons in the IC result from the interaction of excitatory and inhibitory inputs. However, the 

dominant influence appears to be inhibition. Indeed, blocking inhibition in the CNIC alters the 

response properties of these neurons to simple and complex stimuli and appears to be critical in 

shaping their tuning curves and increasing specificity in the CNIC (Pollak et al., 2011).  

The frequency response areas of IC neurons have been characterized using the two-tone 

inhibition paradigm, which utilizes simultaneous presentation of both the characteristic frequency 

of the neuron as well as a second tone of variable frequency (Egorova et al., 2001). Two-tone 

stimuli revealed inhibitory receptive fields in every neuron that was recorded from, with inhibitory 

receptive fields flanking the excitatory field in almost all neurons (82%) (Egorova et al., 2001). 

Consistent with this, blocking inhibition in the IC has been shown to increase frequency tuning 

bandwidth (LeBeau et al., 2001; Peggy Shadduck Palombi and Caspary, 1996; Xie et al., 2005; 

Yang et al., 1992). Together, these finding suggests that inhibitory inputs onto CNIC neurons arise 

from a broader spectral range than that of excitatory inputs (Egorova et al., 2001; LeBeau et al., 

2001; Peggy S. Palombi and Caspary, 1996; Xie et al., 2005; Yang et al., 1992). Since extrinsic 

inputs map to tonotopically matched regions within the IC, this inhibitory shaping may arise from 

the inhibitory intrinsic connections in the IC. Consistent with this, the developmental refinement 

of intrinsic input maps results in an inhibitory input map that is overlapping, but larger than the 
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excitatory input map (Sturm et al., 2014). Thus, intrinsic inhibitory inputs are believed to have a 

critical role in shaping the receptive fields of neurons in the IC.  

Selectivity in the CNIC, however, extends beyond the frequency receptive field. Indeed, 

neurons within an isofrequency laminae can be separated into ñfunctional zonesò with distinct 

binaural response properties and periodicity preferences (Loftus et al., 2010; Schreiner and 

Langner, 1988; Wenstrup et al., 1986). Like tonotopy, the response properties of neurons within a 

functional zone are likely inherited from their extrinsic inputs and shaped by intrinsic and 

commissural connections within the IC. Consistent with this, ascending projections to the IC 

terminate within functional zones of an isofrequency band according to their input source (Aitkin 

and Schuck, 1985; Loftus et al., 2004; Maffi and Aitkin, 1987; Oliver et al., 1997; Shneiderman 

and Henkel, 1987) and blocking inhibition locally decreases neural selectivity (Pollak et al., 2011). 

This functional organization is believed to contribute to call type selectivity. For example, 

some neurons will respond to a particular call while other neurons are unresponsive, despite the 

call containing energy in the frequency response profile of the unresponsive neuron (Klug et al., 

2002; Pollak et al., 2011; Xie et al., 2005). The selectivity of these neurons is believed to be the 

result of inhibition, as blocking inhibition leads to decreased selectivity (Klug et al., 2002; Pollak 

et al., 2011; Xie et al., 2005). Frequency modulated sweeps within a call are likely one of the 

features accounting for neural selectivity in the IC (Pollak et al., 2011). Blocking inhibition 

abolishes directional selectivity in CNIC neurons suggesting that inhibition plays an important role 

in shaping the response (Andoni et al., 2007; Fuzessery and Hall, 1996; Pollak et al., 2011).  

Spectro-temporal receptive fields (STRFs) have been used in an attempt to understand the 

relationship between the spectral (i.e. frequency) and temporal response of CNIC neurons (Andoni 

et al., 2007; Brimijoin and OôNeill, 2005; Chen et al., 2012). The majority of IC neurons however 
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appear to integrate inputs in a non-linear fashion, meaning that their response to complex sounds 

such as FM sweeps is not merely a sum of the response to each component frequency (Andoni et 

al., 2007; Brimijoin and OôNeill, 2005; Pollak et al., 2011). Most of this research, however, has 

been done in bats and there is evidence that neurons in the IC may be preferentially selective for 

sweeps most relevant to species specific communication (Pollak et al., 2011). Thus, these findings 

might be applicable to humans but difficult to study in less vocally communicative animal models, 

such as rodents. However, the neural mechanisms underlying processing of complex sounds in the 

IC of rodents appears to be similar to those found in the bat (Portfors and Felix, 2005). Thus, 

inhibition appears to be critical in the response profile of neurons to both simple and complex 

stimuli across mammalian species.  

Auditory perception, however, relies on more than frequency coding. Temporal cues 

provide important stimulus information and contribute to auditory processing, including pitch 

perception, sound localization, and speech discrimination (Rees and Langner, 2005). These tasks 

rely on reliable encoding of stimulus onset and offset as well as the sound envelope (Rees and 

Langner, 2005). The temporal response profiles of IC neurons are encoded through several 

mechanisms, including the response pattern and periodicity preferences.  

Broadly speaking, response patterns in the IC can be characterized as onset, sustained, and 

offset responses (Berger et al., 2014; Rees and Langner, 2005). The response type of neurons in 

the IC is not fixed and can vary with stimulus frequency and level (Rees and Langner, 2005). One 

mechanism by which response type is mediated is through inhibition. Response patterns appear to 

be shaped by inhibitory currents that precede excitatory ones (Covey et al., 1996; Nelson and 

Erulkar, 1963; Pedemonte et al., 1997; Rees and Langner, 2005). Blocking this inhibition leads to 

increases in the firing rate and can result in changes in the response pattern, most frequently toward 
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a sustained response type (Le Beau et al., 1996). Noise exposure, which is also known to lead to 

hyper-excitable response properties (Berger et al., 2014; Coomber et al., 2014; Longenecker and 

Galazyuk, 2016; Ma et al., 2006; Mulders and Robertson, 2013, 2009), has also been shown to 

affect the distribution of response patterns. Interestingly, noise exposure increases the number of 

onset responders (Berger et al., 2014). These differences could be the result of methodological 

differences, or they could represent the effects of variable degrees of decreased inhibition on 

response patterns. Regardless, inhibition plays an important role in mediating neural response type.  

Periodicity coding in the IC occurs through two mechanisms: temporal synchronization to 

the stimulus envelope (temporal modulation) and rate modulation (increasing firing rate for 

preferred modulation frequencies) (Goldberg and Brown, 1969; Langner and Schreiner, 1988; 

Liang et al., 2002). Temporal modulation appears to be the preferred method for lower modulation 

frequencies while rate modulation encodes information at higher modulation frequencies (Rees 

and Langner, 2005). Periodicity coding can arise from monaural and binaural inputs and are 

organized into a periodic map that is orthogonal to the tonotopic map (Schreiner and Langner, 

1988). Monaural periodicity cues are important in speech discrimination. Neural selectivity for 

directionally oriented changes in amplitude modulated tones and duration tuning emerges in the 

IC (Rees and Langner, 2005). Inhibitory inputs are believed to play a critical role in the generation 

and spatial representation of these response properties (Rees and Langner, 2005). Binaural cues, 

such as interaural timing differences (ITD), contribute to sound localization. The neural basis of 

envelope ITD encoding begins with the auditory nerve, which is well synchronized to sounds in 

our AM range (Joris et al., 2004). In the IC, neurons that are sensitive to ITD show changes in 

their firing rate based on whether the contralateral envelope precedes or follows the ipsilateral 

envelope (Ono et al., 2020). The lateral SOC receives binaural inputs and it is likely that the 
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interaction of excitatory and inhibitory inputs here contributes to ITD sensitivity in IC neurons 

(Ono et al., 2020). 

Neural response properties in the IC arise from the convergence of excitatory and inhibitory 

inputs from ascending, descending, intrinsic, and commissural sources. The net effect of these 

inputs, however, appears to be inhibitory. Loss of inhibition in the IC leads to decreased specificity 

for spectral and temporal cues. As a result, any change in the excitatory and inhibitory balance of 

the IC could have a detrimental effect on auditory processing.   

1.6 The effects of hearing loss on the IC 

Noise exposure can lead to permanent or temporary auditory threshold shifts. Permanent 

threshold shifts are believed to result from the loss of inner hair cells (Liberman and Dodds, 1984; 

Lim, 1976) while temporary threshold shifts result from the loss of afferent nerve terminals and 

delayed degeneration of the auditory nerve fibers (Kujawa and Liberman, 2009). The basal cochlea 

is particularly vulnerable to acoustic trauma, leading to a preferential loss of high frequency inputs 

(Lim, 1976). The resulting imbalance in afferent inputs leads to plasticity in central auditory 

structures, including the IC, and changes the response properties of neurons in response to lower 

frequency sounds (Willott, 2005).  

Changes in the response properties of IC neurons following noise exposure are time 

dependent. Immediately following noise exposure, the spontaneous firing rates of neurons in the 

IC are unchanged (Dong et al., 2010; Gröschel et al., 2014; Palmer and Berger, 2018; Wang et al., 

1996) or, in some cases, decreased (Niu et al., 2013; Palmer and Berger, 2018). Significant 

increases in spontaneous firing rates are evident across a board range of frequencies by twelve 



 20 

hours post noise exposure (Mulders and Robertson, 2013). Over time, however, increases in the 

spontaneous firing rate are most prevalent in the tonotopic regions that correspond to the region of 

hearing loss (Manzoor et al., 2013; Mulders and Robertson, 2013; Vogler et al., 2014). While the 

exact time course of circuit changes in the IC is debated (likely due to methodologic differences), 

it is clear that the IC experiences both short- and long-term changes following noise exposure 

(Palmer and Berger, 2018). Currently, it is thought that the immediate changes observed in the IC 

following noise exposure are due to loss of peripheral input (Salvi et al., 2000). Consistent with 

this, cochlear ablation or severing the auditory nerve soon after acoustic trauma prevents the 

formation of hyper-excitable activity patterns in higher auditory structures, including the IC 

(Mulders and Robertson, 2009). However, this approach is unsuccessful at later time points 

(Mulders and Robertson, 2011), suggesting that while circuit reorganization following noise 

exposure may initially depend on peripheral input it is, in the long-term, maintained intrinsically. 

The long-term sequelae of hearing loss are summarized by the central gain model. The 

central gain model hypothesizes that noise exposure reduces neural activity at the level of the 

auditory nerve while paradoxically increasing spontaneous and sound evoked responses in the 

midbrain, thalamus, and auditory cortex (Asokan et al., 2018; Auerbach et al., 2019, 2014; Mulders 

and Robertson, 2009). Interestingly, increased excitation in these central auditory structures has 

been observed with and without concomitant hearing loss, suggesting that both temporary and 

permanent threshold shifts may lead to circuit reorganization in higher auditory structures. Thus, 

even in the absence auditory threshold shifts, noise exposure may have a significant effect on 

auditory processing.  

Consistent with the central gain model, neurons in the IC demonstrate hyper-excitable 

response properties following noise exposure. These include: increased spontaneous firing rates 
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(SFRs) and bursting activity (Berger et al., 2014; Coomber et al., 2014; Longenecker and 

Galazyuk, 2016; Ma et al., 2006; Mulders and Robertson, 2013, 2009), increased tuning broadness 

(Ma et al., 2006), and increased neural gap detection thresholds (Berger et al., 2014). Hyper-

excitable response properties in the IC following hearing loss are believed to be the result of 

decreased GABAergic signaling (Bledsoe et al., 1995; Dong et al., 2009; Milbrandt et al., 2000; 

Mossop et al., 2000; Sturm et al., 2017). Given the extensive and varied inputs to the IC, long-

term changes in the response properties of IC neurons are likely mediated by changes in the 

response properties of both extrinsic inputs as well as reorganization of local IC circuits.  

Synaptic reorganization of local IC circuits has been observed following mild hearing loss 

and affects both excitatory and inhibitory neurons (Sturm et al., 2017). Interestingly, the resulting 

reorganization appears to be variable and correlated with gap detection deficits (Sturm et al., 2017), 

which are commonly used as an indicator of tinnitus in animal models (Berger et al., 2014; Chen 

et al., 2013; Hayes et al., 2014; Sturm et al., 2017; Turner et al., 2006). In animals without gap 

detection deficits, synaptic reorganization is observed but the net excitatory/inhibitory balance is 

maintained at a level similar to that of control subjects (Sturm et al., 2017). In animals with gap 

detection deficits however, synaptic reorganization led to a net increase in excitation, primarily 

due to the loss of excitatory inputs onto type 1 GABAergic neurons, which are believed to 

correspond to local GABAergic neurons (Sturm et al., 2017). Given that hyperexcitable response 

properties of IC neurons have been identified in animals with and without tinnitus (Berger et al., 

2014; Coomber et al., 2014), the finding that synaptic reorganization varies between these two 

populations could suggest that hyperexcitable response properties in non-tinnitus animals may be 

the result of extrinsic increases in excitation while tinnitus animals experience both extrinsic and 

intrinsic increases in excitation.  
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The central gain model may also explain the presence of auditory processing deficits in 

patients with clinically normal hearing thresholds, such as difficulty understanding speech in noise 

(Grant et al., 2021). Indeed, recent research in gerbils suggests that even in the absence of auditory 

threshold shifts, noise exposure can degrade the neural representation of speech in background 

noise in the IC at high sound levels (Monaghan et al., 2020). Interestingly, the neural representation 

was improved at moderate sound levels (Monaghan et al., 2020). A model that combined damage 

to high-threshold auditory nerve fibers with increased central auditory gain reproduced these 

electrophysiological findings (Monaghan et al., 2020). These findings are consistent with the 

central gain model and implicate the combined effects of peripheral damage and central gain in 

auditory processing deficits in the setting of normal auditory thresholds following noise exposure.  

The loss of peripheral input leads to changes in the spontaneous and sound evoked activity 

of central auditory neurons and circuit reorganization. Even in the absence of auditory threshold 

shifts, auditory processing deficits related to acoustic overexposure can occur, suggesting subtle 

but clinically significant changes in hearing (Grant et al., 2021; Gu et al., 2010; Roberts et al., 

2010; Weisz et al., 2006). The finding that the degree and type of synaptic reorganization varies 

between animals with and without gap detection deficits suggests that local changes in the IC may 

be responsible, at least in part, for the generation and maintenance of noise induced pathology.  

1.7 Clinical consequences of noise exposure: Tinnitus and hyperacusis   

Exposure to dangerously loud sounds is an unfortunately common occurrence that can lead 

to not only hearing loss, but also pathologies such as tinnitus (Coomber et al., 2014; Middleton et 

al., 2011; Sturm et al., 2017; Wang et al., 2009; Yang et al., 2011) and hyperacusis (Knipper et al., 
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2013; Manohar et al., 2017). Tinnitus, often described as ñringing in the ears,ò and hyperacusis, 

increased sound sensitivity and decreased sound level tolerance, have been reported by patients 

with (Aazh and Moore, 2018; König et al., 2006; Sheldrake et al., 2015) and without (Aazh and 

Moore, 2018; Gu et al., 2010; Schaette and McAlpine, 2011; Sheldrake et al., 2015) concomitant 

hearing loss. Even in the absence of hearing loss, these symptoms can have a detrimental effect on 

quality of life  (Ayodele et al., 2020; Bartels et al., 2008; Reynolds et al., 2004; Weidt et al., 2016). 

Interestingly, many patients co-report tinnitus and hyperacusis, suggesting a common etiology 

(Aazh and Moore, 2018; Cederroth et al., 2020; Fournier and Hébert, 2013; Katzenell and Segal, 

2001; Schecklmann et al., 2014).   

Despite ongoing research efforts, the etiology of tinnitus and hyperacusis remains 

unknown. While originally thought to originate within the cochlea, the finding that cochlear or 

auditory nerve ablation does not resolve tinnitus symptoms points to a central mechanism in the 

development and maintenance of tinnitus (Soleymani et al., 2011; Zacharek et al., 2002). 

Consistent with this, there is evidence that hyper-excitability in central auditory structures, 

including the IC, may contribute to the subtle changes in auditory processing and mediate the 

development of tinnitus an hyperacusis (Auerbach et al., 2019; Coomber et al., 2014; Ma et al., 

2006; Middleton et al., 2011; Mulders and Robertson, 2013, 2009; Pedemonte et al., 1997; Resnik 

and Polley, 2017; Richardson et al., 2012; Sturm et al., 2017; Wang et al., 2009; Yang et al., 2011). 

As a result, researchers have turned to behavioral models to better understand the relationship 

between hyper-excitable response properties in central auditory centers and the perceptual 

experience of tinnitus and hyperacusis. 
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1.8 The acoustic startle response 

The subjective nature of tinnitus and hyperacusis makes them difficult to study in animal 

models. As a result, much work has been done to create behavioral methods to identify these 

pathologies (Hayes et al., 2014). Behavioral methods to determine whether an animal is 

experiencing tinnitus and/or hyperacusis have relied on operant conditioning tasks and, more 

recently, the acoustic startle response (ASR) (Hayes et al., 2014). Unlike operant conditioning 

tasks, the ASR is an innate reflexive response to loud sounds (Davis et al., 1982; Yeomans et al., 

2002), and thus requires no training. Additionally, since there is no risk of extinction of the 

behavior, the ASR can be repeated over long durations. The advantages of the ASR have made it 

one of the most popular behavioral paradigms for tinnitus and hyperacusis (Hayes et al., 2014). 

The ASR became a viable tool for studying tinnitus when it was discovered that a silent 

gap inserted in a continuous background sound suppresses the ASR in naïve mice, but fails to do 

so in a subset of noise exposed animals (Turner et al., 2006). Animals with gap detection deficits 

(i.e. who do not experience gap induced inhibition of the ASR) are believed to have tinnitus based 

on the assumption that the tinnitus percept fills the silent gap (Turner et al., 2006). In support of 

this hypothesis, the emergence of hyper-excitable response properties of neurons in the IC 

following noise exposure is associated with the development of gap-detection deficits (Berger et 

al., 2014; Chen et al., 2013; Hayes et al., 2014; Sturm et al., 2017; Turner et al., 2006). As a result, 

gap detection tasks have become an attractive model to identify tinnitus in animal models (Berger 

et al., 2014; Chen et al., 2013; Hayes et al., 2014; Sturm et al., 2017; Turner et al., 2006). However, 

the absence of gap detection deficits in human subjects (Campolo et al., 2013) has led to some 

debate as to whether gap detection deficits in animals are truly indicative of tinnitus or are instead 

representative of hyperacusis (Chen et al., 2013; Hickox and Liberman, 2014).  
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Behavioral paradigms for hyperacusis have also relied on the ASR. When used to evaluate 

for hyperacusis, the ASR is evaluated at multiple startle stimulus amplitudes (amplitude varied 

ASR, AmpVar-ASR). The ASR is small in response to lower amplitude startle stimuli and 

increases with increasing amplitude. It is assumed that animals with hyperacusis will have an 

elevated ASR in response to moderate to loud sounds, indicating decreased sound level tolerance 

(Berger and Coomber, 2015; Chen et al., 2013; Coomber et al., 2014; Hickox and Liberman, 2014; 

Sturm et al., 2017). However, the effects of noise exposure on the ASR are highly variable and 

appear to be dependent on the noise exposure conditions, subsequent degree of hearing loss, and 

time since noise exposure (Salloum et al., 2014). Therefore, it is important to consider all these 

variables when considering the effects of noise exposure on the ASR. 

The ASR has also been used to assess sensorimotor gating using pre-pulse inhibition (PPI). 

PPI occurs when the presence of a pre-pulse (a tone-pip or noise pulse of moderate intensity) 

results in inhibition of the ASR (Carlson and Willott, 1996). The IC is critical for PPI, as lesioning 

the IC abolishes this behavior in naïve mice (Koch and Schnitzler, 1997; L. Li et al., 1998). In 

noise exposed mice, changes in PPI are correlated with the degree of hearing loss and resulting IC 

plasticity (Carlson and Willott, 1996; Willott and Turner, 2000). Thus, it is important to consider 

the PPI in conjunction with hearing thresholds. 

As previously mentioned, there is some debate as to whether the effects of noise exposure 

on the ASR are due to tinnitus or hyperacusis. Given that many patients co-report tinnitus and 

hyperacusis (Aazh and Moore, 2018; Cederroth et al., 2020; Fournier and Hébert, 2013; Katzenell 

and Segal, 2001; Schecklmann et al., 2014), it is possible that animals similarly experience some 

combination of symptoms following noise exposure. Unless we are able to create objective 

measures for tinnitus and hyperacusis, it is unlikely that we will be able to determine the exact 
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psychoacoustic experience of an animal subject. Nonetheless, the ASR remains a useful tool in 

identifying disruptions in auditory function following noise exposure and provides a means to 

evaluate interventions.   

1.9 Treating tinnitus: Current options  and future directions 

Despite ongoing research efforts, the etiology of tinnitus remains unknowns, making it 

difficult to provide treatment. To date, there are no FDA approved drugs for the treatment of 

tinnitus. While there has been some success in treating secondary symptoms of tinnitus, such as 

anxiety and depression, there has been little success in treating tinnitus itself (Czornik et al., 2022; 

Parnes, 1997; Salvi et al., 2009). Attempts to treat tinnitus pharmacologically have employed a 

variety of drug classes, including those that increase GABAergic transmission, tri-cyclic 

antidepressants (TCAs), selective serotonin reuptake inhibitors (SSRIs), non-steroidal anti-

inflammatory drugs, and diuretics, to name a few (Czornik et al., 2022; Parnes, 1997; Salvi et al., 

2009). While there is evidence that TCAs and SSRIs may provide some symptomatic relief, the 

beneficial effects were associated with concomitant anxiety and depression, suggesting that they 

are treating these secondary symptoms rather than the tinnitus itself (Czornik et al., 2022; Parnes, 

1997; Salvi et al., 2009). Similarly, treatments such as cognitive behavioral therapy demonstrate 

some improvement compared to placebo; however, the effects are largely in treating the secondary 

symptoms of tinnitus and do not provide sustained relief (Czornik et al., 2022).  

Unlike the other drug classes mentioned, those that increase GABAergic tone have the 

potential to treat a known underlying cause of tinnitus. While there has been some success in 

treating tinnitus in animal models using drugs that systemically increase inhibition (Brozoski et 
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al., 2010, 2007; Yang et al., 2011), there has been no clear clinical efficacy in humans (Bauer and 

Brozoski, 2006; Czornik et al., 2022; Parnes, 1997; Piccirillo et al., 2007; Salvi et al., 2009). 

Furthermore, systemically increasing GABAergic transmission can result in undesirable side 

effects including somnolence, confusion, bradypnea, and difficulty concentrating, among others. 

The side effect profile of these drugs, combined with the lack of clear clinical efficacy, render 

them suboptimal. Rather than increasing inhibition systemically, we wonder whether a more 

targeted approach could provide more consistent results while minimizing off-target side-effects. 

The IC is a nexus of auditory processing and integration, is critical for PPI (Koch and Schnitzler, 

1997; L. Li et al., 1998), and experiences local circuit reorganization that has been implicated in 

the emergence of behavioral gap detection deficits (Sturm et al., 2017). As such, the IC is a 

particularly apt target to explore the effects of local increases in inhibition on auditory behavior.  

In Chapters 3 and 4 we describe a series of experiments in which we test the hypothesis 

that local increases in inhibition in the IC are sufficient to mitigate the effects of noise exposure. 

To locally increase inhibition in the IC, we transplanted inhibitory precursor cells derived from 

the embryonic medial ganglionic eminence (MGE) into the IC of naïve and noise exposed mice. 

The MGE is the birthplace of cortical inhibitory interneurons (Lavdas et al., 1999), and while 

naturally destined for the cerebral cortex, these inhibitory precursor cells are capable of surviving 

in a variety of cortical and subcortical structures (Alvarez-Dolado et al., 2006; Baraban et al., 2009; 

Bráz et al., 2012; Hammad et al., 2015; Martínez-Cerdeño et al., 2010; Derek G Southwell et al., 

2010; Southwell et al., 2014; Wichterle et al., 1999; Yang et al., 2016). However, the fate of 

transplanted MGE cells in auditory and brainstem structures had not been previously characterized. 

In Chapter 3 we characterize the migration, differentiation, and integration of MGE cells in the IC; 
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and in Chapter 4 we investigate whether transplantation of MGE cells into the IC of noise exposed 

mice is sufficient to mitigate the behavioral effects of noise exposure.  

1.10 Summary of dissertation research 

The aims of this dissertation are twofold, 1) to characterize the spontaneous and sound 

evoked response properties of neurons in the CNIC and CtxIC in mice, and 2) to investigate the 

role of inhibition in mitigating the effects of noise exposure. In chapter 2, we characterize the 

electrophysiological response properties of neurons in the CNIC and CtxIC and test whether these 

populations can be reliably separated using three different machine learning models. We found 

that there are subtle, but significant, differences in the frequency response properties of neurons in 

the CNIC and CtxIC and that robust, reliable discrimination can be achieved. In chapters 3 and 4 

we investigate whether transplanted MGE cells will functionally integrate into the IC of adult mice 

and mitigate the behavioral effects of noise exposure. In chapter 3, we demonstrate that 

transplanted MGE cells survive and integrate into the adult IC, with similar viability in the non-

noise exposed and noise exposed IC. In chapter 4, we demonstrate that increased inhibition in the 

IC is sufficient to mitigate at least some of the behavioral effects of noise exposure. Together, our 

data suggest that local increases in inhibition may be useful in mitigating the effects of noise 

exposure.  
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2.0 Distinguishing between inferior colliculus central nucleus and cortex neurons based on 

spontaneous and sound-evoked response properties 

2.1 Introduction  

The inferior colliculus (IC) is a major auditory brainstem nucleus that receives ascending 

(Frisina et al., 1998), descending (Saldaña et al., 1996; Winer, 2006), commissural 

(Chandrasekaran et al., 2013; Ito and Oliver, 2014; Malmierca et al., 2003, 1995; Rees and Orton, 

2019; Saldaña and Merchán, 1992), and intrinsic inputs (Ito and Oliver, 2014; Malmierca et al., 

1995; Miller et al., 2005; Oliver et al., 1991; Saldaña and Merchán, 1992; Sturm et al., 2014, 2017; 

Wallace et al., 2012). The IC consists of a ócoreô or central nucleus (CNIC) surrounded by a óshellô, 

or cortex (CtxIC). The CNIC receives primarily ascending input from lower brainstem nuclei 

(Beyerl, 1978; Coleman and Clerici, 1987; Shneiderman et al., 1988) and accounts for an extensive 

portion of the projections to the commissure (Rees and Orton, 2019). The CtxIC can be subdivided 

into the lateral and dorsal cortices. The lateral cortex receives multimodal input from 

somatosensory, visual, and auditory centers (Coleman and Clerici, 1987; Faye-Lund, 1985; 

Lesicko et al., 2016; Li and Mizuno, 1997; Wise and Jones, 1977). The dorsal cortex receives 

inputs from the auditory cortex, cochlear nucleus, and the dorsal nucleus of the lateral lemniscus 

(Coleman and Clerici, 1987; Druga et al., 1997; Druga and Syka, 1984; Faye-Lund, 1985). Thus, 

the CNIC and individual cortices are believed to play distinct roles in sound processing and 

integration.  

Despite being well defined anatomically, distinguishing neurons of the CNIC and CtxIC 

based on their electrophysiological response properties alone has remained elusive. A few studies 
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have attempted to differentiate the response properties of CNIC and CtxIC neurons in the cat 

(Aitkin et al., 1994, 1981, 1978) and guinea pig (Syka et al., 2000). While a few studies have 

characterized the response properties of neurons in the CNIC and CtxIC of the mouse using two-

photon calcium imaging (Barnstedt et al., 2015; Wong and Borst, 2019), the majority of the 

research has focused on the CNIC (Egorova et al., 2006, 2001, 2020; Lee et al., 2019) or evaluated 

the combined response properties the IC, disregarding the location of the recording (Galazyuk et 

al., 2017; Ono and Oliver, 2014; Portfors and Felix, 2005; Tan et al., 2007; Walton et al., 1997). 

The genetic tractability of the mouse has made it one of the most prevalent models in auditory 

neuroscience. While there is some evidence that the neural mechanisms underlying IC function is 

preserved across mammalian species (Portfors and Felix, 2005), some of the features of the 

response properties of IC neurons, such as selectivity, appear to be species specific (Pollak et al., 

2011). Thus, better understanding of the response properties of neurons in the CNIC and CtxIC 

may provide important insight and aid in the interpretation and understanding of the role the IC 

plays in auditory processing and integration. At the same time, exploring methods of determining 

neuron location from electrophysiological responses would be highly beneficial for experiments 

in other species where the IC is not close to the surface and cannot be stereotactically accessed 

(for example, in non-human primates) (Rocchi and Ramachandran, 2018; Slee and Young, 2011; 

Wang et al., 2022).  

The goal of the present study is to 1) comprehensively characterize the response properties 

of neurons in the CNIC versus CtxIC, and 2) test whether these populations can be classified based 

on these response properties alone. To accomplish this, we obtained responses of CNIC and CtxIC 

neurons to a stimulus battery that included pure tones, two-tones, amplitude-modulated tones, and 

dynamic random cords. We then applied logistic regression (LR), support vector machine (SVM), 
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and random forest (RF) classifiers on response parameters derived from pure-tone responses to 

determine if neurons from the CNIC and CtxIC could be reliably separated based on simple 

response properties. We found that the response properties of CNIC and CtxIC neurons subtly 

differed in their pure-tone responses and that all three types of models could result in robust, 

reliable classification of anatomical location. However, in anesthetized mice, these differences did 

not translate to significant differences in neural responses to other stimulus types.  

2.2 Methods 

Experimental procedures were performed in accordance with National Institutes of Health 

guidelines and were approved by the Institutional Animal Care and Use Committee at the 

University of Pittsburgh. All experiments were performed in CBA/CaJ mice (Jax 000654).  

2.2.1 Surgical procedures 

Adult CBA/CaJ mice (6-11 weeks old) of either sex were sedated with an IP injection of 

dexmedetomidine (IP, 0.5mg/kg) to facilitate maintenance of the anesthetic state at low doses of 

general anesthetic. Ten minutes after dexmedetomidine injection, general anesthesia was induced 

with vaporized isoflurane (2.5-3% for surgery). When subjects no longer exhibited a toe pinch 

reflex, they were transferred to the stereotaxic apparatus and the isoflurane lowered to a 

maintenance dose (2-2.5%). Body temperature was monitored and maintained at 36.5-38.5ęC 

(FHC DC temperature controller). The IC were located using stereotaxic coordinates (-5.3mm 

caudal and +/- 1.3mm lateral from bregma). A 1.4mm burr hole was drilled into the skull using a 
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high speed stereotax-mounted drill (Model 1474, Kopf). The craniotomies were covered with 1% 

agarose. A custom head post was affixed to the anterior skull using dental acrylic (Metabond) and 

allowed to set for at least 15min before transfer to the recording chamber.  

2.2.2 Acoustic stimuli  

All stimuli were generated in Matlab (Mathworks) at a sampling rate of 100kHz, converted 

to analog (National Instruments), attenuated (TDT), power amplified (TDT) and delivered through 

a speaker (MF1, Multifield Magnetic Speaker, TDT) located approximately 10cm from the subject 

on the contralateral side. Stimuli included pure tones (4-32kHz), amplitude-modulated tones, two-

tone complexes, and a 1-minute-long segment dynamic random chords (10 repetitions) to estimate 

spectrotemporal receptive fields (STRFs).  

 

2.2.3 Electrophysiology 

All recordings were conducted in a double-walled sound-attenuating booth (IAC), the walls 

of which were lined with anechoic foam (Pinta Acoustics). Subjects were headfixed to a vibration-

isolation tabletop. Isoflurane concentration was lowered to 0.5-1.5% for recordings, and body 

temperature maintained at 36.5-38.5ęC (FHC DC temperature controller). Single units were 

recorded using a 64-channel silicon probe (64D sharp, fabricated by IDAX Microelectronics) (Du 

et al., 2011) with individual sites electroplated to achieve an impedance of ~2-3Mɋ. The electrode 

was dipped in DiI before recordings to allow for post-hoc verification of the recording site. The 

agarose was removed from the craniotomies and the probe positioned above the IC at a 15ę angle, 
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pointed rostrally, and lowered to a depth of 1.5mm using a hydraulic microdrive (FHC Inc.). 

Mineral oil was placed over the craniotomy sites to prevent the tissue from drying. 

Electrophysiological signals were digitized and amplified using a low-noise amplifier (Ripple 

Neuro) and visualized using Trellis suite software (Ripple, Inc.). The data was sorted off-line to 

isolate single unit clusters using JRClust (Jun et al., 2017). Cluster quality was assessed using a 

range of metrics (e.g. signal-to-noise ratio of spike waveform, ISI histogram, stability of cluster 

over recording duration). Only well isolated single unit clusters (SNR > 5) were considered for 

analysis. Post-hoc reconstruction of the probe track was used to obtain the location of recorded 

single units in the IC (Figure 4B).  

2.2.4 Post-hoc verification of probe location 

At the end of the recording session, we performed histochemistry for cytochrome oxidase 

to delineate the borders of the CNIC anatomically (Cant and Benson, 2005; Ito et al., 2018) and 

used the DiI staining to register the probe trajectory to the underlying IC anatomy. Subjects were 

transcardially perfused with 0.1M phosphate buffer saline (PBS) followed by 4% 

paraformaldehyde (PFA) in 0.1M PBS. The brains were extracted and post fixed in 4% PFA 

overnight at 4ęC. Following post fixation, the brains were cryoprotected in 30% sucrose in 0.1M 

PBS for 48 hours at 4ęC. Coronal sections (50Õm in thickness) were cut using a freezing 

microtome.  

 

Sections were washed in 0.1M PBS then incubated at room temperature in a solution 

containing 10mg diaminobenzidine (Sigma D5905), 20mL 0.1M PBS, 5mg cytochrome oxidase 

(Sigma C2037), and 0.8g sucrose. Sections were incubated at room temperature until the CNIC 
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appeared well differentiated (typically 4 hours). Sections were washed three times in 0.1M PBS 

and mounted onto superfrost plus microscope slides (Fisherbrand).  

 

Light and fluorescent microscopy was performed to visualize the CO (Figure 4A) and DiI, 

respectively. Digitized images of coronal sections were obtained (Axio Imager, Zeiss) and overlaid 

in imageJ.  

2.2.5 Data analysis 

The frequency response area (FRA) was characterized by acquiring responses to 100ms 

pure tones ranging from 4 to 32kHz (12steps/oct) at various sound levels (30-70dB SPL, 5dB 

spacing). The spontaneous firing rate was determined during the interstimulus interval (100ms). 

The best frequency (BF) was defined as the frequency that elicited the highest firing rate at any 

sound level. Threshold was defined as the lowest sound level to evoke a response significantly 

different from baseline. The characteristic frequency (CF) was defined as the frequency that 

elicited the highest firing rate at threshold. Onset latency was determined using the peristimulus 

time histogram (PSTH, 1ms bins) of the most active trials (90th percentile or higher). The earliest 

time bin that displayed spike counts significantly greater than spontaneous rate for three 

consecutive bins was taken to be the onset latency. For cases in which the spontaneous rate was 

zero, the threshold was set to 1 spike/sec. The bandwidth at each level was estimated using a 

rectangular fit of the tuning curve at that level (Sadagopan and Wang, 2008). For each neuron, a 

linear fit of the bandwidth in octaves was estimated for the data between 0 and 15dB relative to 

threshold and 15 to 35dB relative to threshold (Figure 5H). The difference in slope was used to 

determine if the bandwidth increased linearly with increasing amplitude (difference = 0) or if the 
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bandwidth increased more (difference >0) or less (difference <0) rapidly at higher amplitudes. A 

similar analysis was performed for the firing rate. Q, defined as the best frequency divided by the 

bandwidth in hertz, was calculated at each level relative to threshold and fit with an exponential 

decay function (Figure 5K). Tau of Q was determined for each neuron and outliers were identified 

using the ROUT method and excluded. Linear and exponential decay functions were fit using 

GraphPad Prism software.  

 

Gap detection was evaluated at a range of pure tone frequencies with gaps (0-100ms, log 

steps) embedded 500ms after tone onset. Note that because exact neuron BFs were only determined 

offline (see Discussion), the best frequency of each single unit for gap detection was approximated 

as the frequency that elicited the highest firing rate in the absence of a gap (i.e. gap length = 0ms). 

The frequency corresponding to the minimum gap detection threshold was also noted. The 

difference in octaves from the estimated best frequency and minimum gap detection frequency 

was calculated. The gap threshold was defined as the gap length required for the firing rate during 

the gap to be significantly modulated (ANOVA) compared to the firing rate in an equal-length 

response bin immediately preceding or following the gap. Single unit responses were classified as 

onset, sustained, offset, or other (based on Berger et al., 2014). The onset window was defined as 

the first 30ms after stimulus onset plus the estimated onset latency (5ms). The sustained window 

was defined as the 30ms following the onset window. The offset window was defined as the first 

30ms following stimulus offset. The response in each response window was considered significant 

if it was greater than the spontaneous firing rate plus two standard deviations. Single units that had 

a significant response in only the onset window were classified as onset responders. Units with a 

significant response in the onset and sustained windows were considered sustained responders. 
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Units with a significant response in only the offset window were considered offset responders. 

Single units that did not fit into one of these categories were classified as other.  

 

Amplitude-modulated tones (500ms in length, AM frequencies 2-256 Hz, log steps) were 

presented at a range of pure tone frequencies, based on LFP responses. For the reasons stated 

above, the best frequency of each unit was estimated as the frequency that elicited the highest 

overall firing rate. The rate-based best modulation frequency (rBMF) and discharge synchrony-

based best modulation frequency (tBMF) were calculated using previously described methods 

(Liang et al., 2002).  

 

Spectrotemporal receptive fields (STRFs) were estimated using NEMS (Pennington and 

David, 2020; Thorson et al., 2015) and previously described methods (Montes-Lourido et al., 

2021). Briefly, the actual peristimulus time histogram (PSTH) of unit responses to dynamic 

random chords was computed in 5ms bins, averaged over 10 repetitions. Nested cross-validation, 

where 90% of the data was used to fit the model and the remaining 10% was used to test the model, 

was repeated 10 times using non-overlapping segments to yield 10 STRF estimates which were 

then averaged to result in a mean receptive field. A significance mask was calculated using a 

permutation test (Montes-Lourido et al., 2021), and non-significant STRF weights were set to zero. 

The correlation coefficient between the predicted responses to the test data sets and actual 

responses (r-test) was used as a metric of goodness of fit. STRFs with an r-test <0.3 were excluded 

from further analysis. The performance of three STRF models, with 17, 29, or 365 parameters, 

were compared. The temporal and frequency response profiles of the average full-rank STRF 

estimate for each neuron were estimated using a Gaussian fit (Matlab, MathWorks). Sideband 
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inhibition was further investigated using a second order analysis in which the stimulus frames 

containing frequency content in the excitatory frequency range (F0= peak excitatory frequency +/- 

1 standard deviation) were extracted. The average response rate of the neuron was then plotted 

based on the additional frequency content (Fi) contained in the stimulus bins. For comparison, 

stimulus bins that did not contain F0 were extracted and plotted according to Fi. Units were 

considered to be inhibited if the response to F0 + Fi was less than the response at Fi.  

 

Lateral suppression was determined using simultaneous presentation of tone-pairs. In each 

stimulus set, one tone was presented at a fixed frequency (F1) and a simultaneously presented 

second tone was varied in frequency (F2; +/- 1 octaves rel. F1; 10 steps/oct). This was repeated 

for a number of F1 frequencies. Best frequency for each unit for this paradigm was approximated 

as the frequency in which the peak response was at F1=F2. The maximal percent suppression and 

the area under the curve from -0.5 to 0.5 oct and -1 to 1 oct was calculated.  

 

Logistic regression (LR), linear support vector machine (SVM), and random forest 

classifiers (RF) were trained on pure-tone responses (used to derive the FRA) to determine whether 

CNIC (n= 107 single units) and CtxIC (n= 86 single units) responses could be reliably separated 

based on simple response properties. Missing values were estimated using SimpleImputer (Scikit-

learn toolbox in Python). Anatomical probe location ground-truth, determined using DiI and 

cytochrome oxidase labeling, was used to create a binary target variable. Further details of data 

used for classification are shown in Table 1. Monte-Carlo cross validation, where 80% of the data 

was randomly selected and used to fit the model and the remaining 20% was used to test the model, 

was repeated 100 times. Models were trained and evaluated using scikit-learn (Pedregosa et al., 
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2011). The LR algorithm was implemented with the ñliblinearò solver. The SVM algorithm used 

a linear kernel. The RF algorithm was implemented with an ñentropyò scoring criterion and an 

ensemble size of 50. Model performance was evaluated based on accuracy, whether the model 

correctly classified the units, and area under the receiver operating characteristic (ROC) curve, a 

measure of discrimination. Average accuracy and area under the ROC curve were calculated across 

the 100 runs for each type of model. 

 

Table 1. Data Used to train classification models 

 CNIC  CtxIC 

 107 Samples 86 Samples 

Variable Missing Data Missing Data 

Spontaneous firing rate (mean) 0  0  

Spontaneous firing rate (standard deviation) 0  0  

Threshold  0  0  

Onset latency  0  0  

Change in slope of bandwidth (oct) 44  13  

Tau of Q 37  19  

Change in slope of firing rate 44  13  

Characteristic frequency ï best frequency   0  0  

 

 

Statistical analysis was performed using GraphPad Prism software. Data were evaluated for normal 

distribution using a one sample Kolmogorov-Smirnov (K-S) test. Two sample t-tests or Mann 

Whitney tests were used to compare two independent groups with either normally or non-normally 

distributed data, respectively. Kruskal-Wallis tests were used to compare three or more groups, 

multiple comparisons were corrected for using the Dunn pairwise method. Two-way ANOVA was 

used for comparisons in which there were two independent variables, multiple comparisons were 

made using Tukeyôs test. Cumulative frequency distributions were compared using the two-sample 
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K-S test. Statistical significance for all tests was set to p<0.05 and corrected for in cases of multiple 

comparisons.  
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Figure 4. Identifying probe location and mapping single units 

A. Cytochrome oxidase was used to identify the central nucleus of the inferior colliculus (dashed white line). The 

probe location (overlaid gradient) was confirmed using DiI (not pictured). Multiunit activity was used to estimate the 

tonotopic axis (overlaid gradient: purple ï low frequencies, red ï high frequencies).  

B. Post-hoc reconstruction of the 64-channel silicon probe and the location of identified single units. Single units 2, 

25, and 38 are labeled and referenced in C (unit 25), E (units 2, 25, and 38), and F (unit 25).  

C. Spike waveforms were isolated, clustered, and visualized in JRClust. Voltage fluctuations were observed on 

multiple channels. Waveforms with consistent shapes and timing were combined to form single unit clusters. The 

spike waveform for unit 25 at its primary and neighboring electrode channels is shown here. Unit 25 was a cluster of 

2077 spikes with a signal-to-noise ratio (SNR) of 38.2.  
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D. Heat maps of the average multiunit activity (MUA), defined as the envelope of the band-pass filtered (350-3500Hz) 

and rectified raw signal, at each contact in response to pure tones of different frequencies (6, 8, 16, and 24kHz). The 

average MUA (mV) at each contact was normalized to the peak MUA across all channels and frequencies. The 

colormap corresponds to the normalized average MUA, dark blue indicates no response and yellow indicates the 

highest response. Colored lines on the right margin correspond to MUA depth profiles, averaged over three closely 

spaced contacts, to 6 (purple), 8 (blue), 16 (green), and 24 (orange) kHz. 

E. Frequency response areas from isolated single units 2 (bottom), 25 (middle), and 38 (top) show responses that are 

consistent with the expected tonotopic gradient of the IC as well as the MUA map. The color map corresponds to the 

firing rate (FR), the maximum FR (right margin) is dark red, spontaneous firing rate is white. Insets: spike waveforms.  

F. Raster plot for unit 25. The grey shading indicates stimulus duration, black dots correspond to spike times. Red 

lines indicate the response window, assuming a 5ms latency.    

2.3 Results  

Recordings were performed in 5 subjects (n=7 IC). Four tracks were confirmed to be in the 

CNIC (n=3 mice) and three were in the CtxIC (n=2 mice).   

2.3.1 CNIC and CtxIC units exhibit subtle but significant differences in spontaneous and 

pure-tone evoked response parameters  

The FRAs of CNIC and CtxIC units were similar in shape, with subtle but significant 

differences in their response properties. In both the CNIC and CtxIC, the majority of units 

demonstrated ñVò shaped tuning (Figure 5A) (Ramachandran et al., 1999). We isolated 107 CNIC 

and 86 CtxIC units that responded to pure tones, with BFs ranging from 4 to 32kHz (Figure 5B). 

There was no significant difference between the cumulative probability distributions of the BF of 
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CNIC or CtxIC units (p=0.66), suggesting that observed differences are not due to systematic 

differences in sampling. 

Unlike previous studies (Syka et al., 2000), we found that units in the CNIC had lower 

spontaneous firing rates, higher onset latencies, and higher thresholds than units in the CtxIC. 

Indeed, the spontaneous firing rate of units in the CNIC (median=0.024 spks/s, IQR=0.16) was 

significantly lower than that of units in the CtxIC (median=0.084 spks/s, IQR=0.56, p=0.006, 

Figure 5D) The standard deviation of spontaneous firing rates of units in the CNIC (median=0.49 

spks/sec, IQR=1.12) was also significantly lower than that of CtxIC units (median=1.03 spks/s, 

IQR=2.61, p=0.001, Figure 5E). The distribution of spontaneous firing rates was not Poisson 

distributed (i.e. the mean was not equal to the standard deviation) in either the CNIC or CtxIC. 

Thus, the increased variability in the spontaneous firing rates in the CtxIC is not likely related to 

the increased mean. The median onset latency of CNIC units (8ms, IQR=2) was significantly 

higher than the median onset latency of CtxIC units (7ms, IQR=2, p=0.0006, Figure 5F). Finally, 

the median threshold of CNIC units was 55dB SPL (IQR=10), significantly higher than that of 

CtxIC units (median=40dB SPL, IQR=15, p<0.0001, Figure 5G). In summary, units in the CNIC 

exhibit lower and less variable spontaneous firing rates, are slower to respond to pure tone stimuli, 

and have higher thresholds than units in the CtxIC.  

In addition to pure tone thresholds, we further characterized the shape of the FRA in terms 

of tuning asymmetry and change in bandwidth with increasing stimulus level. We found that CNIC 

units exhibited narrower tuning whose bandwidth increased linearly with increasing stimulus 

amplitude without changes to frequency eliciting peak firing rate at each level (i.e. BF=CF, median 

difference=0 oct, IQR=0.4), while CtxIC units demonstrated a low-frequency tail, with a higher 

CF than BF (median difference=0.2 oct, IQR=0.9, p<0.0001, Figure 5C). To determine whether 
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the BW increased linearly with increasing stimulus level, we plotted the BW in octaves at each 

level relative to threshold and fit the data with two lines, one from 0-15dB relative to threshold 

and the second from 15-35dB relative to threshold (Figure 5H). Units that did not have enough 

data to fit both lines were excluded from analysis. The median change in slope of BW was negative 

in the CNIC (n = 66; median=-0.014 oct/dB relative to threshold, IQR=0.029) and CtxIC (n = 75; 

-0.046 oct/dB relative to threshold, IQR=0.054), indicating that in both populations the BW 

increased less rapidly with increasing amplitude (Figure 5I). However, the change in slope of the 

BW was significantly lower in the CtxIC compared to the CNIC (p<0.0001). Additionally, units 

in the CNIC had, on average, narrower tuning at levels above threshold compared to units in the 

CtxIC (Figure 5H). Consistent with our BW data, we found that, on average, units in the CNIC 

had Q values that were higher at almost every level above threshold compared to units in the CtxIC 

(Figure 5K). Moreover, the Tau of Q was significantly higher in the CNIC (median=5.69, 

IQR=5.44, n=72) compared to the CtxIC (median=4.34, IQR=4.34, n=69, p=0.042, Figure 5L). 

Together, these data suggest that compared to CtxIC units, units in the CNIC are more consistently 

and narrowly tuned, with relatively linear increases in BW with level. 

Finally, we examined the change in the slope of the firing rate (FR) with increasing 

stimulus level using a similar analysis as described above. Using this analysis, we expect that units 

with monotonic rate-level functions will have a change in slope equal to zero. Consistent with 

previous studies (Aitkin et al., 1994; Syka et al., 2000), we found that units in the CNIC were more 

likely to have non-monotonic rate-level functions compared to CtxIC units. This was reflected in 

our analysis, in which we found that the median change in slope of the FR was significantly lower 

in the CNIC (median=-1.3 spks/sec/dB relative to threshold, IQR=7.08, n=63) compared to the 
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cortex of the IC (median=-0.264 spks/sec/dB relative to threshold, IQR=2.13, n=73, p=0.013, 

Figure 5J).  

To summarize, compared to the CtxIC, units in the CNIC have lower and less variable 

spontaneous firing rates, slightly delayed onset, higher thresholds, are more consistently and 

selectively tuned, and have a higher prevalence of non-monotonic rate-level functions. As a result, 

the FRAs of units in the CNIC are narrower and have more consistent growth in their bandwidth 

with increasing level compared to those in the cortex of the IC (Figure 5M). Because we sampled 

a similar range of BFs in CNIC and CtxIC, these differences in the response properties of units in 

the CNIC and CtxIC are not due to systematic sampling biases and represent true underlying 

differences.  
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Figure 5. Units in the CNIC have lower and less variable spontaneous firing rates, delayed onset, higher 

thresholds, are more consistently and selectively tuned, and have non-monotonic rate-level functions 
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A. A representative frequency response area (FRA). The majority of the FRAs demonstrated ñVò shaped tuning. The 

best frequency (BF) was defined as the frequency that elicited the highest response rate while the characteristic 

frequency (CF) was defined as the frequency that elicited the highest response at threshold. Green curves are frequency 

tuning curves at each sound level, and vertical green lines denote the frequency that elicited the highest response at 

each level. Threshold was defined as the lowest amplitude to elicit a significant response (red circle). The color map 

corresponds to the firing rate minus the spontaneous firing rate. Red: increase in the FR over the spontaneous FR (dark 

red- max firing rate). White: FR equal to the spontaneous FR. Blue: decrease in the FR, below spontaneous FR (dark 

blue- max inhibition). 

B. The distributions of BFs of single units in the central nucleus of the IC (CNIC, grey) and cortex of the IC (CtxIC, 

blue) were not significantly different (p=0.66, Kolmogorov-Smirnov test).  

C-G, I, J, L: Plots show data from individual units (CNIC=grey circles, CtxIC= blue squares) with median (dashed 

horizontal line) and interquartile range (error bars). Asterisks denote statistical significance (*p<0.05, **p<0.01, 

***p<0.001, ****p<0.0001).  

C. FRA asymmetry, quantified as the difference in octaves between the CF and BF. Units in the CtxIC demonstrated 

a low-frequency tail (median=0.2 oct) while units in the CNIC demonstrated symmetric tuning (median=0 oct, 

p<0.0001, Mann-Whitney test).  

D. Mean spontaneous firing rates of units in the CNIC and CtxIC. The spontaneous firing rate of units in the CNIC 

(median=0.024 spks/sec) was significantly lower than that of units in the CtxIC (median=0.084 spks/sec, p=0.006, 

Mann-Whitney test).  

E. The standard deviation of the spontaneous firing rates of units in the CNIC and CtxIC. The standard deviation of 

spontaneous firing rates was significantly higher in the CtxIC (median= 1.026) compared to the CNIC (median=0.491, 

p=0.001, Mann-Whitney test).  

F.  Onset latency of units in the CNIC and CtxIC. The onset latency was higher in the CNIC (median=8 ms) compared 

to CtxIC (median=7 ms, p=0.0006, Mann-Whitney test).  

G. Thresholds of CNIC and CtxIC units. units in the CNIC had a higher threshold (median=55 dB SPL) compared to 

units in the CtxIC (median=40dB SPL, p<0.0001, Mann-Whitney text).  

H. Schematic representation of the analysis used in I. The bandwidth (BW) in octaves was plotted at each level relative 

to threshold. The data plotted here are the mean BW at each level relative to threshold. A line was then fit to the data 
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between 0 and 15dB relative to threshold and 15 to 35 dB relative to threshold. The change in slope of the BW in 

octaves was then calculated A change in slope of BW of zero indicates a linear increase in BW with increasing level. 

A negative change in slope of BW indicates that the BW increases less rapidly at higher amplitudes while a positive 

change in slope indicates that the BW increases more rapidly at higher amplitudes. A similar analysis was performed 

for the firing rate in J.  

I. The change in slope of the BW. The median change in slope of BW was negative for both CNIC (median=-0.014 

oct/dB relative to threshold) and CtxIC (median=-0.046 oct/dB relative to threshold), indicating that the BW increased 

less rapidly with increasing amplitude. The change in the slope of the BW was significantly lower in the CtxIC 

compared to the CNIC (p<0.0001, Mann-Whitney test). Therefore, units in the CNIC demonstrate a more linear 

increase in BW with increasing stimulus level than units in the CtxIC.  

J. Change in the slope of the firing rate (FR). No change in the slope of the FR indicates a monotonic rate-level 

function. The change in slope of the FR was significantly lower in the CNIC (median=-1.3 spks/sec/dB relative to 

threshold) compared to the CtxIC (median=-0.264 spks/sec/dB relative to threshold, p=0.013, Mann-Whitney test). 

Thus, units in the CNIC have a higher incidence of non-monotonic rate-level functions, with a decrease in FR with 

increasing stimulus level.  

K. Schematic representation of the analysis used in L. The Q at each level relative to threshold was plotted and fit 

with an exponential decay function. The data plotted here are the mean Q at each level relative to threshold. The Tau 

of Q was calculated for each single unit. Outliers were identified using the ROUT method.  

L. The Tau of Q was significantly higher in the CNIC (median=5.69) compared to the CtxIC (median=4.34, p=0.042, 

Mann-Whitney test).  

M. Schematic summary. Together, these data demonstrate that the FRAs of single units in the CNIC (grey) have a 

higher threshold, are more narrowly tuned, and have a more consistent growth in their bandwidth with increasing level 

compared to those in the CtxIC (blue). 
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2.3.2 CNIC units exhibit a narrower f requency response profile and sustained temporal 

response profile than CtxIC units 

 

Presenting single pure-tones does not engage known mechanisms such as side-band 

suppression. Additionally, by presenting single tones at fixed inter-stimulus intervals, it is difficult 

to characterize the temporal response profiles of units. To reveal putative side-band interactions 

and the temporal response profile of units, we used dynamic random chord (DRC) stimuli (Figure 

6B) to evoke responses, and fit linear-nonlinear models to the responses using the Neural Encoding 

Model System (NEMS) (Pennington and David, 2020; Thorson et al., 2015). For each recorded 

unit, the encoding model estimated a set of 360 linear weights (36 frequencies x 10 time bins, 

called the spectrotemporal receptive field or STRF, Figure 6C) and the parameters (n=5) of a level-

shifted double-exponential point nonlinearity. Neural responses to the DRC stimulus were 

predicted using this model with nested cross-validation (see Methods), and the correlation 

coefficient between the predicted PSTH and the actual PSTH (r-test) was computed. STRFs with 

low r-test values (r-test<0.3) were excluded from further analysis (Figure 6A). The median r-test 

of the included STRFs was 0.7 (IQR=0.3, n=94) for CNIC units and 0.6 (IQR=0.2, n=95) for CtxIC 

units, indicating that there were no systematic differences in the STRF estimation procedure 

between the two regions. 

From the STRF, by fitting Gaussians to the positive and negative STRF weights averaged 

separately along the frequency and time axes, we extracted four ótuning curvesô corresponding to 

the excitatory (E) and inhibitory (I) spectral and temporal response profiles (Figure 6C). Eight 

parameters were extracted to quantify these tuning curves ï the peak E and I position in frequency 

and time (corresponding to the mean of the Gaussian fits), and the width of E and I in frequency 
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and time (corresponding to the standard deviation of the Gaussian fits). Response profiles with 

peak positions that fell out of the range of STRF frequency and time extents were excluded from 

analysis. Most units exhibited co-tuned E and I frequency tuning curves, regardless of their 

location in the IC. The median difference between the peak E and I frequencies was 0 oct 

(IQR=0.02, n=81) for CNIC units and 0.01 oct (IQR=0.48, n=72) for CtxIC units (Figure 6E). 

Consistent with results from the FRA analysis described above, E and I frequency tuning widths 

were significantly different between CNIC and CtxIC units (H=33.09, p<0.0001, Table 2; E width 

p=0.04, I width p=0.03, Figure 6F). In both the CNIC and CtxIC, the E width was significantly 

higher than the I width (CNIC p=0.009, CtxIC p=0.03, Figure 6F). Together, these data confirm 

that units in the CNIC are more narrowly tuned than the CtxIC. Surprisingly, we did not see clear 

lateral inhibition in the STRFs of CNIC or CtxIC units, although this may be due to the low 

spontaneous firing rate and the use of anesthesia (Figure 5D).  

Because we used a spectrotemporally varying stimulus (DRC), these data also allowed us 

to characterize the time course of E and I responses. Most STRFs exhibited a pattern of excitation 

followed by a period of inhibition. The peak I response occurred later in CNIC units compared to 

CtxIC units (Figure 6G). Indeed, the difference in the peak E and I timing was 13.7ms in the CNIC 

and 10.3ms in the CtxIC (Figure 6G; p<0.0001). Additionally, E and I widths were also different 

between CNIC and CtxIC units (H=109, p<0.0001, Table 3). Excitatory temporal response profiles 

were generally wider than the inhibitory temporal profiles (CNIC p<0.0001, CtxIC p<0.0001). The 

excitatory temporal response profile of CNIC units was wider than CtxIC units (p=0.0004). These 

data reveal that CNIC units exhibit sustained excitation in time compared to units in the CtxIC, 

suggesting differences in temporal processing between the two regions. 
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Figure 6. CNIC units have a narrower frequency response profile and sustained excitatory response compared 

to CtxIC units  










































































































































































































































