
 

  

Title Page 

NEURAL CORRELATES OF PHONETIC-INTENSITY ENCODING 

 

 

 

 

 

 

 

 

by 

 

Christina Angela Dastolfo-Hromack 

 

Bachelor of Arts, Allegheny College, 2008 

 

Master of Science, University of Pittsburgh, 2011 

 

 

 

 

 

 

 

 

 

Submitted to the Graduate Faculty of the 

 

School of Health and Rehabilitation Sciences in partial fulfillment 

  

of the requirements for the degree of 

 

Doctor of Philosophy 

 

 

 

 

 

 

 

 

 

University of Pittsburgh 

 

2021  



 ii 

Committee Membership Page 

UNIVERSITY OF PITTSBURGH 

 

SCHOOL OF HEALTH AND REHABILITATION SCIENCES 

 

 

 

 

 

 

 

 

 

This dissertation was presented 

 

by 

 

 

Christina Angela Dastolfo-Hromack 

 

 

It was defended on 

 

December 16, 2021 

 

and approved by 

 
Robert Turner, PhD  

Professor, Department of Neurobiology  

Dietrich School of Arts & Sciences, University of Pittsburgh  

 
Jason Bohland, PhD  

Assistant Professor, Department of Communication Science and Disorders 
School of Health and Rehabilitation Sciences, University of Pittsburgh 

 
Bharath Chandrasekaran, PhD  

Professor, Department of Communication Science and Disorders 

School of Health and Rehabilitation Sciences, University of Pittsburgh 

 

 

Dissertation Director: Susan Shaiman, PhD, CCC-SLP  

Associate Professor, Department of Communication Science and Disorders 
School of Health and Rehabilitation Sciences, University of Pittsburgh 

 

 

  



 iii 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Copyright © by Christina Angela Dastolfo-Hromack 

 

2021 

 

  



 iv 

Abstract 

Neural Correlates of Phonetic-Intensity Encoding 

 

Christina Angela Dastolfo-Hromack, PhD 

 

University of Pittsburgh, 2021 

 

 

 

 Speech therapy for patients with Parkinson’s disease (PWPD) capitalizes on a 

physiologic link between vocal intensity and articulation (termed here as ‘phonetic-intensity 

encoding’), causing a patient’s articulation to improve given the single objective to speak loudly.  

However, because specific neurological correlates of this effect remain unknown, phonetic-

intensity encoding is not described in models of speech motor control.  This project investigated 

the neurological origins of phonetic-intensity encoding within the cortico-basal ganglia loop 

(precentral gyrus and subthalamic nucleus) using electrophysiologic recordings gathered from 

patients undergoing deep brain stimulation implantation surgery.  Patients were asked to speak 

nonsense syllables loudly and softly during the awake portion of surgery.  Electrophysiologic 

signals were decomposed into theta band power (4-8 Hz) and gamma band power (70-150 Hz) 

which were used as the dependent variable in a mixed-effects model, predicted by phoneme 

identity, vocal intensity and electrode location. Results showed that phonetic-intensity encoding 

occurs as vocal intensity-dependent increases in theta band power at phoneme-specific locations 

with the subthalamic nucleus.  Simultaneous phonemic and vocal intensity-dependent changes in 

neural power were observed in precentral gyrus gamma band power, although no interaction 

between the variables was found.  Secondary analysis concluded that both the precentral gyrus 

and subthalamic nucleus power predict changes in vocal intensity production, although averaged 

gamma band power displayed a negative association with intensity, while theta band power 

displayed a positive association.  These results confirm hypotheses that the basal ganglia-cortical 
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loop is involved in vocal intensity processing and the subthalamic nucleus is an important node 

in phonetic-intensity encoding.  
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1.0 Introduction 

Prosody, the melody of speech, is an essential component of speech production that permits 

speakers to express a cornucopia of nuanced intentions; however, the neurological correlates are 

not well understood.  Specifically, it is unknown how neurological processes underlying the 

prosodic plan (i.e. intensity, intonation, and rhythm) interface with segmental aspects of speech 

production (i.e. movements related to speech sound production) in order to create the final 

movements for speech production.  Researchers have acknowledged for years that the basal 

ganglia and motor cortex contribute to the motor control of speech production (Aldridge, 

Theodoros, Angwin, & Vogel, 2016; Bouchard & Chang, 2014a; D. F. Conant, Bouchard, 

Leonard, & Chang, 2018; Guenther, 2015; Murdoch, 2001; J. S. Perkell et al., 1997).  Speech 

deficits in patients with Parkinson’s disease (Baumann et al., 2018; Jannetts & Lowit, 2014; Pinto, 

Ghio, Teston, & Viallet, 2010; Watts, 2016) and Huntington’s disease (Ludlow, Connor, & 

Bassich, 1987; Rusz et al., 2013) as well as electrophysiological (Chrabaszcz et al., 2019; Dastolfo-

Hromack et al., 2018) and imaging studies of neurotypical and patient populations (Aziz-Zadeh, 

Sheng, & Gheytanchi, 2010; Golfinopoulos et al., 2015) provide evidence for motor cortex and 

basal ganglia involvement in prosody.  Despite this evidence, our understanding of a specific facet 

of speech prosody production, phonetic-intensity encoding, is lacking.  Phonetic-intensity 

encoding is a theoretical speech motor control process that describes the link between phonetic 

control and prosodic control (Keating, 2003).  Behavioral studies have repeatedly found that as 

disordered patients and neurotypical individuals increase vocal intensity, articulation improves, 

demonstrated by changes in acoustic markers of articulation and intelligibility (Dromey, Ramig, 

& Johnson, 1995; Sapir, Spielman, Ramig, Story, & Fox, 2007; Tjaden & Martel-Sauvageau, 



 3 

2017; Tjaden & Wilding, 2004), which is behavioral evidence for phonetic-intensity encoding.  

Speech therapy techniques rely on this phonetic-intensity encoding effect to induce efficient 

changes across the speech mechanism.  Understanding the neurological basis of this effect would 

1) provide evidence supporting extant clinical approaches, 2) illuminate the theoretical role of the 

basal ganglia and motor cortex in speech production and 3) provide brain-behavior correlates for 

future therapeutic work.  This dissertation explores the neurological basis of phonetic-intensity 

encoding and is composed of a literature review describing neuroanatomy and function of the 

motor cortex and basal ganglia, as well as theoretical perspectives of prosodic control, followed 

by an abstract and two experimental studies analyzing the evidence for phonetic-intensity encoding 

in the basal-ganglia cortical loop and the differential contributions of each region to vocal intensity 

control. 

1.1 Statement of the Problem 

Hypokinetic dysarthria affects the vast majority (~89%) of patients with Parkinson’s 

disease (PD)(Logemann, Fisher, Boshes, & Blonsky, 1978; Miller et al., 2007; Schalling, 

Johansson, & Hartelius, 2017) and causes decreased intelligibility (Barnish et al., 2017; Canter, 

1965; Dykstra, Adams, & Jog, 2015) and social isolation (Enderby, 2013; Lirani-Silva, Mourao, 

& Gobbi, 2015). Given that PD affects approximately 6.1 million people worldwide 

(Collaborators, 2018), the disease burden is substantial. Although speech therapy has reduced this 

burden by training a singular therapeutic target (i.e., ‘loud’ – LSVT®) (Carmichael, Sapienza, & 

Ramig, 2006; L. O. Ramig, Sapir, Countryman, et al., 2001; L. O. Ramig, Sapir, Fox, & 

Countryman, 2001), patients in advanced stages and those with deep brain stimulation (Spielman 
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et al., 2011; Tripoliti, Strong, et al., 2011) do not respond as well to this behavioral intervention, 

leaving many still suffering from communication deficits.  One reason that speech therapy has 

been effective is because phonatory changes (i.e., increasing intensity) are fundamentally linked 

to increases in articulator movement; therefore, increases in vocal intensity cause widespread 

improvements in articulation (L. O. Ramig, Sapir, Countryman, et al., 2001; L. O. Ramig, Sapir, 

Fox, et al., 2001).  This link has been theoretically described as resulting from the phonetic 

encoding of prosodic structure (Keating, 2003).  However, the neurological basis of phonetic-

prosodic encoding remains unknown, leaving a critical gap in fundamental knowledge of speech 

motor control.  The basal ganglia and precentral gyrus are critical nodes in the motor control 

network and may play a role in phonetic-intensity encoding. Addressing this critical gap would 

stimulate development of innovative treatments for speech disorders.  The goals of this project 

are to 1) examine neurological evidence for phonetic-intensity encoding in the precentral 

gyrus and basal ganglia and 2) test the differential contributions of the basal ganglia (STN) 

and precentral gyrus for vocal intensity production. Deciphering the physiology of these 

speech motor control processes has the potential to not only improve the lives of patients with PD 

by informing future treatment, but also informing the neurologic basis of speech production.   

1.2 Significance of Work 

The proposed research will address a critical gap in speech motor control theory, namely, the 

existence of a process linking vocal intensity control and articulation (i.e. phonetic intensity 

encoding).  Without a complete understanding of this process, therapeutic interventions which 

currently rely on phonetic-intensity encoding (Boutsen, Park, Dvorak, & Cid, 2018; L. O. Ramig, 
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1997; Sapir, Ramig, & Fox, 2011) will remain a ‘black box’ and therefore, limit generalizability 

of therapeutic effects.  Furthermore, speech motor control theory is constructed with the goal of 

being tested; therefore, the exploration of neurological origins of phonetic-intensity encoding is a 

natural sequel to the proposition that phonetic-intensity encoding is an observable behavioral 

process in speech motor control (Keating, 2003).  The experiments described in this dissertation 

are conducted in patients with Parkinson’s disease, whose speech deficits are widespread and 

devastating (Barnish et al., 2017; Canter, 1965; Enderby, 2013; Logemann et al., 1978).  

Discoveries from this work would not only contribute to speech motor control theories, but also to 

understanding the neurophysiological processes which underly Parkinsonian speech, informing 

future therapeutic studies in deep brain stimulation and brain-computer interface technology.   

 Notable innovative contributions of this work include the evaluation of a theoretical speech 

motor control process whose existence has been substantiated only through behavioral means 

(Dromey et al., 1995; Keating, 2003; Tjaden & Wilding, 2004) and inferred from related indirect 

imaging studies of prosody (Aziz-Zadeh et al., 2010; Guenther, 2015). This work would provide 

direct electrophysiologic evidence from humans by evaluating vocal intensity control using direct 

sampling of local field potentials (LFPs) from neuron populations, rather than indirect imaging 

methods.  Vocal intensity control has been evaluated using indirect imaging methods (Aziz-Zadeh 

et al., 2010; Baum & Pell, 1999; Baumann et al., 2018; Caekebeke, Jennekens-Schinkel, van der 

Linden, Buruma, & Roos, 1991; Mayer et al., 2002), which do not allow for an analysis of the 

electrical behavior of neurons.  Electrophysiologic recordings (LFPs) offer improved spatial and 

temporal resolution of neural activity over indirect imaging methods.  Analysis of LFPs in this 

project will provide direct information on neuron population activity, which may be used in future 

applications (i.e. deep brain stimulation communication outcomes). 
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1.3 Description of Chapter Structure 

The goal of this dissertation was to provide new evidence to support or refute the existence 

of phonetic-intensity encoding and elaborate upon the paucity of research in the neural basis of 

vocal intensity encoding, which is a component of prosodic encoding. Chapter 2 is an overview of 

the background and theoretical perspectives underlying prosody production with an emphasis on 

intensity control and known anatomical substrates for both phonetic and prosodic encoding.  The 

goal of this review is to provide support for the scientific arguments created throughout the course 

of the study and expand upon theoretical and practical considerations in prosody control, which 

are integrated in the interpretation of findings.  Chapter 3 provides an overview of the study design 

and aims.  Briefly, the study consists of two specific aims, one addressing the primary question of 

neural correlates for phonetic intensity encoding and a second exploring the differential 

contributions of the precentral gyrus and subthalamic nucleus to intensity encoding.  Chapter 4 is 

an abstract, which provides a summarized description of study findings and was submitted to the 

Motor Speech Conference.  Chapter 5 outlines an unpublished manuscript arising from the analysis 

of the primary aim, while Chapter 6 describes an unpublished manuscript centered around the 

secondary aim, vocal intensity control. The document culminates with Chapter 7, which integrates 

the knowledge gathered from all study aims and provides final synthesis of study accomplishments 

and future objectives. 
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2.0 Background and Theoretical Framework 

The following section describes the theoretical and clinical research related to phonetic-

intensity encoding.  The goals are to define the phenomenon as well as describe current 

interpretations of the phenomenon within common speech motor control theories.  Background is 

also included for the primary decisions made in the study, namely 1) the neurological structures 

posited to be involved in phonetic-intensity encoding, and 2) neurophysiological measurements of 

gamma and theta band power.  Finally, clinical studies of deep brain stimulation are reviewed not 

only to supplement studies demonstrating that the subthalamic nucleus is important for speech 

production, but also to investigate the potential clinical relevance of this study. 

2.1 Phonetic Intensity Encoding 

What exactly is phonetic-intensity encoding?  It is the link (i.e. neural substrate) between 

neural control of articulatory segments (motoric units related to phonemes), and the 

suprasegmental features of one component of prosodic control, vocal intensity.  Although these 

two aspects of speech production are often thought of as separate entities, ample evidence exists 

demonstrating that these processes are intertwined and ultimately planned/programmed 

simultaneously.  The brain must modulate the motor commands that guide the production of 

phonemic units to account for adjustments necessary to produce the intended prosodic structure.  

Prosody contains three basic dimensions: pitch, duration and loudness (Hoyte, Brownell, & 

Wingfield, 2009).  For the purpose of this dissertation, this segmentation has been limited to vocal 
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intensity (loudness) encoding to not only fit constraints of the neural data, but also focus on a 

prominent feature (i.e. vocal intensity) relevant in the pathophysiology and treatment of speech 

functions in Parkinson’s disease.   

Prosody is often described as a suprasegmental feature; however, evidence across multiple 

studies and domains have shown that this compartmentalization is reductionist. Keating noted that 

segmental features of speech are modified based on prosodic boundaries (Keating, 2003) and 

presented evidence from multiple studies of articulatory kinematics demonstrating that phonetic 

‘strengthening’ (i.e. exaggeration or weakening of articulator contact) is dependent upon prosodic 

boundaries, replicated across four languages (Cho & Keating, 2001; Gordon, 1999; Keating & 

Shattuck-Hufnagel, 2002; Lavoie, 2001).  These claims are supported by older evidence describing 

that vowel quality changes occur with increased vocal intensity (Lehiste & Universität zu Köln., 

1970), as well as recent acoustic studies demonstrating improved articulation (i.e.  final word 

lengthening and intelligibility) with increasing vocal intensity in neurotypical populations (P. J. 

Watson & Hughes, 2006).  The phenomenon of phonetic-intensity encoding also aligns with a 

recent speech motor control observation of ‘laryngeal-articulatory coupling’ (Dromey, 2010) 

which reiterates the co-dependence of laryngeal movements (i.e. vocal intensity generator) and 

articulatory movements in three voice disorders.   

Therapeutic interventions have capitalized on this interaction, leading to increases in 

speech therapy efficiency, particularly for patients with Parkinson’s disease.  Lee Silverman Voice 

Therapy (LSVT®) and SpeakOUT® therapy both prioritize increasing vocal intensity as a 

prominent therapeutic target (Behrman, Cody, Elandary, Flom, & Chitnis, 2020), with LSVT® 

indicating vocal intensity as the singular target (L. O. Ramig, Fox, & Sapir, 2004). This therapeutic 

target of ‘speak loud’ has resulted in improvements in articulation without direct practice in this 
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domain (Dromey et al., 1995; L. O. Ramig, Sapir, Fox, et al., 2001; Sapir et al., 2002; Sapir et al., 

2007).  Prior to these approaches, speech therapy targeted the speech sub-systems, structuring 

therapy goals around either articulation or other prosodic aspects of speech production (Darley, 

Aronson, & Brown, 1975; L. O. Ramig, Fox, & Sapir, 2008; Trail et al., 2005).  Therefore, the 

phonetic-intensity encoding effect has significant relevance to current and future treatment 

planning.   

Neural correlates of phonetic-intensity encoding are significantly less documented 

compared to these behavioral effects.  Two studies have suggested that cortico-cortical connections 

(i.e., corpus callosum) underly the link between linguistic processing, specifically syntactic, and 

prosody (Klouda, Robin, Graff-Radford, & Cooper, 1988; Sammler, Kotz, Eckstein, Ott, & 

Friederici, 2010).  However, these studies primarily rely on fundamental frequency, which may 

not display the same neural organization as vocal intensity.  Other studies have examined neural 

correlates of articulation (Brown et al., 2009; Grabski et al., 2012; Hauk, Johnsrude, & 

Pulvermuller, 2004; Nakayama, Fujii, Suzuki, Kanazawa, & Nakada, 2004; Olthoff, Baudewig, 

Kruse, & Dechent, 2008; Pulvermuller et al., 2006; Riecker et al., 2000; Takai, Brown, & Liotti, 

2010; Terumitsu, Fujii, Suzuki, Kwee, & Nakada, 2006; Wildgruber, Ackermann, & Grodd, 2001) 

and vocal intensity (Behroozmand et al., 2019; Narayana et al., 2010; Pichon & Kell, 2013) 

separately without discussion of the overlapping nature of phonetic-intensity encoding.  None of 

these studies have evaluated the neural basis of the link between these two processes, which is the 

focus of the current dissertation.  Future sections will discuss the known neural substrates 

underlying speech motor control in more detail. 

As noted, Keating argued that the omission of the phonetic encoding of prosodic structure 

in theories of speech production (Levelt, Roelofs, & Meyer, 1999) is a fundamental flaw (Keating, 
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2003); the available data demonstrating the behavioral effects of phonetic-intensity encoding are 

not explained in current theoretical structure.  She noted that Levelt (1999) described phonological 

encoding and phonetic encoding as two distinct processes, with prosodic planning included in the 

phonological encoding.  However, the theory envisions parallel, but separate planning process for 

prosodic features and articulatory movements, with no explicit link.  The articulatory planning is 

proposed to be retrieved by ‘gestural scores’ which are stored exemplars of motoric 

subcomponents of speech sounds.  This concept of stored exemplars for speech sounds is 

recapitulated in more recent models of speech production (Bohland, Bullock, & Guenther, 2010; 

Guenther, 2015; Perkell, 2013; J. S. Perkell et al., 1997; J. S. Perkell, M. Matthies, M. A. Svirsky, 

& M. I. Jordan, 1995a) and although the exemplars are modifiable through practice, there is no 

explicit link between prosody and articulatory changes in established, mature speech systems.  To 

understand the theoretical perspectives of prosodic control more thoroughly, this review discusses 

prominent and influential theories in speech motor control. 

2.2 Theoretical Perspectives  

A vast literature exists on prosody and articulatory control including sociolinguistic and 

cognitive perspectives; however, this review will focus on the goal of understanding motor control, 

and will therefore, limit the scope of the discussion to studies involving three of the most prominent 

and influential theories of motor control: Schema Theory, Dynamical Systems, and the Internal 

Model.  The primary goal is to explain articulatory and prosodic movements within a motoric 

system, not cognitive and linguistic components.  These theories will contribute to the 

interpretation of phonetic-prosodic encoding in the basal ganglia cortical loop.   
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2.2.1 Schema Theory 

Speech production, including prosodic and articulatory components, have been interpreted 

within the framework of Schema Theory in numerous studies (Ballard, Robin, McCabe, & 

McDonald, 2010; Coburn, 2016; Damron, 2004; Meigh, 2017; Sevald, Dell, & Cole, 1995; Welch, 

1985).  The Schema Theory of motor control was introduced by Schmidt and intended to reconcile 

deficits in Adam’s Theory, which explained motor behaviors through memory systems (R. 

Schmidt, 1975).   Adam’s Theory did not match with experimental evidence demonstrating high 

degrees of variability in learned motor tasks, and it also was not intended to explain ballistic, highly 

skilled movements, such as speech production.  Schmidt’s response to these problems was the 

generalized motor program and corresponding Schema Theory. 

Generalized motor programs (GMP) address the combinatorial explosion problems related 

to a one-to-one mapping of movement to motor program.  GMPs articulate a class, or group of 

movements, not just one.  From this perspective, a range of movements are learned together and 

categorized as a motor class.  Schmidt gives the example of “overarm pattern” in throwing a 

baseball for one potential motor class of movements (R. Schmidt, 1975).  This conceptualization 

would account for the trial-by-trial variability and flexibility that is evident in all skilled motor 

tasks.  However, this requires that the GMP can be modified for different contexts, as the 

adaptation of the GMP would be necessary.   

Parameterization of the GMP allows for this adaptation to occur in novel contexts.  

Changes in movement speed, or relative force are considered a parameter change to the GMP and 

are very relevant to the concept of phonetic-intensity encoding, which describes alterations to a 

potential phonetic GMP based on vocal intensity adjustments.  These specific changes are 

modulated within the motor schema by which the GMP operates.  The motor schema is a memory 
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function, which accumulates and stores relationships between variables involved in movement.  

The key considerations are the initial conditions, response specifications, sensory consequences 

and the outcome of the movement (Figure 1).  All of these factors are stored with the motor schema 

and allow for flexibility in movement to adapt to multiple situations.  However, the detailed 

predictions of Schema Theory focus on motor learning, and less consideration is devoted to 

parameter selection in novel contexts.  For example, one of the primary predictions of the theory 

is that the strength of the recognition memory should increase ‘as a function of both knowledge of 

results during initial practice, and the quality and amount of feedback received on each trial.’ (R. 

Schmidt, 1975). 

 

Figure 1. Schema Theory Diagram 

Recall and recognition schema diagram.  Taken from Schmidt, 1975. 

 

Although schema theory is widely recognized in speech motor control, studies specifically 

investigating the applications of generalized motor programs in speech prosody have been limited.  
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Available research explicitly relating Schema Theory to prosody has been restricted to syllabic 

stress (Ballard et al., 2010; Coburn, 2016; Meigh, 2017).  Meigh tested the prediction that syllabic 

stress is contained in the generalized motor program by training participants to produce different 

stress patterns via a vocal intensity instruction, then testing the recognition schema through 

reaction time tests of auditory word recognition; however, she found co-variance in the reaction 

time results associated with lists that contained similar phonetic content. It was hypothesized that 

reaction times would be determined based on syllable stress (old vs. new pattern) since this was 

the trained parameter; however, reaction times varied based on both stress pattern and phonemic 

similarity to the training task.   Meigh concluded that both syllable stress and phonetic information 

must have been encoded into the trained GMP, which does not support the conclusion that syllabic 

stress alone is part of the GMP (Meigh, 2017).  She noted that the difference in modality between 

the training (motor execution) and recognition memory testing (auditory identification task), may 

have influenced the results.  Coburn addressed this concern by replicating Meigh’s study, but with 

transfer testing evaluating the motoric recognition, not auditory recognition.  Her results mirrored 

Meigh’s original results, and concluded the same: syllabic stress was encoded with phonetic 

features (Coburn, 2016).  

Importantly, syllabic stress was verified by ensuring that participants were modulating 

vocal intensity on their trials, providing some support for the concept that phonetic-intensity 

encoding can be interpreted as a united process with articulation within a generalized motor 

program.  Meigh and Coburn both concluded that syllabic stress, at least in isolation, is not part of 

the motor program and that stress and phonetic similarity are encoded together.  According to 

Schmidt (2003), one of the commonly unaccounted for interpretations of the GMP is the separation 

between parameterization and generalized motor program.  It is possible that syllabic stress, and 
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therefore vocal intensity, does not represent a component of the GMP, but rather exists as a 

parameterization of the GMP.  In this sense, the recognition schema would not encode the specific 

gradations of intensity associated with each syllable, but rather the phonetic information and 

potential scaling parameters associated with the outcomes.  These studies examined learning of 

non-words.  It is possible that the function of prosody is different when the stressed syllable 

indicates a linguistic change, which cannot be measured in non-words. 

Ballard and colleagues conducted a similar style of experiment, training syllabic stress; 

however, it targeted lexical stress as a potential treatment variable for children with apraxia of 

speech (Ballard et al., 2010; Coburn, 2016).  Theoretically, they make an argument rooted in the 

phonetic-intensity encoding effect, in that prosody affects the entire speech production mechanism, 

and perhaps training prosody, instead of segmental level errors, may enhance therapeutic gains for 

apraxia of speech.  In Ballard’s study, five children underwent syllabic stress training on three 

syllable non-words, and were later tested using multiple transfer lists, as in Meigh’s study.  All of 

the five patients improved in their training and production of the non-words in the stressed-weak 

syllable condition, leading the authors to conclude that training prosody demonstrated therapeutic 

efficacy.  Some children even transferred some syllable stress patterns (strong-weak) to the real 

words, which was not expected but highly encouraging.   

Examining the results from the perspective of schema theory, some conclusions are 

apparent.  First, syllabic stress (instantiated by vocal intensity) is a trainable variable in the context 

of motor learning.  Second, phonetic content matters.  In Ballard’s study, transfer occurred best 

(most accurately) when phonetic content was shared between the trained and transfer stimuli, 

which replicates the results of Meigh and Coburn.  As phonetic content changed to more complex 

phonemes and real words, transfer degraded.  This pattern is consistent with the idea that phonetic 
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content is somehow encoded with prosodic content in the training process, and by extension, the 

generalized motor program. 

Schmidt reflected on the progress on his theory and acknowledged areas that could and 

should be improved in subsequent theories of motor control.  First, he argued that the concept of a 

motor program was well supported in the literature.  The strongest evidence came from patterning 

in a limb reach task and observations of the invariant patterning of agonist-antagonist burst that 

was unaltered by perturbation (Schmidt, 2003).  He also argued that invariance can be found in 

relative timing of GMPs, but not in force.  This is important because force is a scaling parameter, 

and is therefore, a potential correlate of prosody.  The difficulty in finding invariance in force may 

also reflect the difficulty in finding evidence for prosodic stress in the GMP.   

2.2.2 Dynamical Systems Theory 

Phonetic-prosodic encoding can be interpreted within the framework of Dynamical 

systems theory (DST).  DST emerged in the early 1980s as an alternative approach to motor control 

using the general motor program (Van Lieshout, 2004).  Schema theory failed to recognize the 

synergistic role of muscles and subsystems in the self-organization of a system.  DST 

conceptualized movement in terms of multiple functional systems working together, like a mass-

spring system (Byrd & Saltzman, 2003).  In disagreement with schema theory, DST does not 

require a unified central ‘controller’ or motor program; instead, it relies on the natural oscillating 

frequencies of the subsystems to self-organize into movement out of chaos.  In a generalized 

interpretation of DST, the self-organizing systems underlying phonetic-prosodic encoding could 

be the laryngeal system and articulatory system, which are already recognized as working 

synergistically in a process called laryngeal-articulatory coupling (Dromey, 2010).  
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According to DST, subcomponents of a system will interact in a predictable, interactive 

manner; in speech, the subcomponents have traditionally been viewed as different articulators 

(Kelso & Tuller, 1984).  The specific pattern or outcome predicted from any interaction between 

subsystems is that of periodic motion.  Therefore, each articulator (i.e. jaw, lips, vocal folds), can 

be viewed as a synergistic system within itself, as opposed to multiple individual muscles which 

require programming.  These subsystems are therefore hypothesized to each have an intrinsic 

resting level oscillation (optimal movement), wherein, the predictable oscillating pattern is 

considered an attractor state.  Systems also interact synergistically, and the optimized interaction 

between systems is called the attractor point (Kelso & Tuller, 1984).  

In disagreement with the more recently discussed internal model (J. S. Perkell et al., 1997; 

Perkell et al., 1995a), the DST goals of the speech system are not acoustic, but rather movement 

trajectories, which can be expressed cyclically (Kelso & Tuller, 1984).  Trajectories rely neither 

on sensory feedback, nor memory-based processing, which represent key concepts in this 

approach.   Invariance in the relationships between systems; however, is the postulated driver of 

the speech motor system in the dynamical approach.   Within this paradigm, control variables do 

not constitute a single motor program, rather they are constraints on the system such that these 

interacting attractor states are guided through equifinity to achieve the goal of the task (Kelso & 

Tuller, 1984).   

Control variables have been discussed in many different ways, mostly representing the 

final goal of the movement (Kelso & Tuller, 1984). Control variables also are sometimes referred 

to as order variables because the variable is an organizing principle, not a central ‘controller’ as 

in schema theory or internal model (Tilsen, 2009).  Regarding speech prosody, the primary control 

variable investigated has been speech rhythm, focusing on the timing of interaction between 
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various levels of linguistic structure.  Rhythm has been instantiated as predictable changes in 

syllable, word or phrase duration, cyclic intensity modulations in the speech waveform, and 

cyclical hesitations or pauses within spontaneous utterances (Barbosa, 2007; Liss, LeGendre, & 

Lotto, 2010; Tilsen, 2009).  Across all studies of speech rhythm, phase relationships between 

segments are important in explaining the dynamics of the prosodic system.   

Tilsen has investigated prosody through the lens of DST, through borrowing the concept 

of gestures as an underlying unit of speech production from Articulatory Phonology (Browman & 

Goldstein, 1989; Stalzman & Munhall, 1989).  He posits that temporal patterns of phonetic 

structure, stretching from the phoneme up to phrase level, can be described using oscillatory 

dynamics (Figure 4).  The phrase level constitutes the slowest of the oscillating frequencies, with 

each sublevel oscillating at twice the frequency of the superordinate level (Tilsen, 2009).  It has 

been noted that this relationship closely resembles the oscillating harmonic frequencies of vocal 

fold vibration, which is highly relevant to the control of laryngeal dynamics, including vocal 

intensity.  Tilsen hypothesized that each prosodic movement (termed ‘pi gesture’) was an 

independent motor control process, which interacts with other levels of gestural processing (Tilsen, 

2011) in agreement with the concept of phonetic-prosodic encoding.  Movement amplitude has 

also been identified as an important modulator of the system, even destabilizing movements at 

high amplitude (Haken, Peper, Beek, & Daffertshofer, 1996), which is a consideration for the 

interpretation of vocal intensity. 
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Figure 2. Dynamical Systems Oscillation Example 

Relationships between the hierarchical model of prosodic and gestural units.  Taken from Tilsen, 2009. 

 

DST has been applied to purely vocal characteristics: register shifts.  Register shifts 

describe the difference between vocal fry, modal, and falsetto vocal production, which are partially 

dependent upon vocal intensity modulation.  Although vocal registers are not incorporated into the 

hierarchy of Tilsen, it is highly relevant for the production of all vocal modulation, including 

intensity.  Steinhauer analyzed differences in register production from the perspective of registers 

as attractor states (Steinhauer, 2000).   Three variables were hypothesized to interact as three 

attractor states: 1) breathy onset/speech quality/low pitch 2) simultaneous onset/mixed quality/mid 

F0 3) breathy onset/falsetto quality/ high F0.  She found that trial accuracy was significantly 

different based on these combinations of states, but it was dependent upon tasks demands (quality 

of speech).  Therefore, she found evidence that the laryngeal muscles exhibit characteristics of 

dynamical systems modeling.  This study was conducted in non-speech vowel productions; 
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however, this concept of register transition has not been applied in connected speech, relevant to 

understanding potential articulatory influences.   

2.2.3 Internal Model 

The theoretical construct of internal models of movement was introduced in the 1990s, and 

incorporated both cognitive mechanisms as well as non-cognitive biological constraints (i.e. 

muscle stiffness) in explaining movement (Kawato & Wolpert, 1998; Wolpert, Ghahramani, & 

Jordan, 1995; Wolpert, Miall, & Kawato, 1998).  Internal models are either inverse or forward 

models; forward models have received the most attention for speech research and will therefore be 

discussed here.  Forward models of movement dictate that the brain controls movement through 

ongoing predictions about the ‘next state’ in movement, and it does so from a stored model which 

maps sensory information with motor commands (Wolpert et al., 1995). Necessary components of 

the model to predict, and therefore control, ongoing movement are 1) the current state of the motor 

system (position of articulators, velocity of movement etc.) 2) the motor command and 3) sensory 

inflow of information both for ongoing monitoring and updating of the internal model.  This 

internal model concept was introduced to resolve the high computational load of multiple motor 

programs and was argued to reduce the redundancy in movement and large issues in large degrees 

of freedom for movement. 

In examining internal models, the similarities with schema theory are very apparent.  First, the 

concept that sensory consequences are important in motor learning is reminiscent of recognition 

schema from schema theory.  Second, it has been argued that internal models are necessary because 

reliance on closed loop sensory feedback in ongoing movements is too slow, which has also been 

argued by Schema theory.  Finally, efference motor copy is discussed by both theories as important 
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to generation of motor commands.  Both theories also acknowledge the necessity of long term 

memory representation of something (motor program or internal model), to explain motor learning 

in highly skilled movements.  Some authors even use the terminology of a motor program when 

working from the internal model perspective (Guenther, 2015).  However, differences do exist 

between these approaches. 

Internal models are an even more generalized framework of movement than Schema theory.  

Schema theory posits that we have generalized motor programs, which specify learned programs 

for a class of movements; however, internal models do not restrict the learned models to a specific 

group of movements, it is discussed in an extremely generalized way, not restricting a ‘mapping’ 

to a specific context or movement class.  Also, despite the fact that Schema theory incorporates 

sensory information as part of recognition schema, internal models emphasize the role of sensation 

much more strongly.  Schema theory uses sensory information primarily in learning and updating 

the GMP after the movement has occurred; alternatively, internal models treat sensory information 

as central to the process of modulating movement in an ongoing way, through ongoing state 

estimation.  Internal models incorporate two loops of motor control: 1) an outer loop that uses 

sensory feedback from external channels, which is similar to the learning and updating which 

occurs in Schema theory and 2) an internal loop that compares the internal state (movement 

location) with a sensory prediction of the change due to an ongoing motor command.  The second, 

internal loop allows for online modulation of movement.   

Perkell and Guenther have championed the concept of internal models in the realm of speech 

production (Guenther, 2015; J. Perkell et al., 1997; Perkell, 2013; J. S. Perkell, M. L. Matthies, M. 

A. Svirsky, & M. I. Jordan, 1995b).  One of the main arguments proposed by Perkell is that the 

goal of speech production is in multi-dimensional auditory-acoustic space (J. Perkell et al., 1997).  
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This proposal implies that the primary goal of prosodic variation is not movement of muscles, or 

a certain vocal fold length, but rather fundamental frequency and intensity contrasts, as well as the 

perceptual correlates of pitch and loudness.  He also posits that internal models are required for 

‘acoustic trajectory’ planning, and that both the specifications of the internal model, as well as 

saturation effects (i.e. when greater movement does not results in a change in perception) 

determine the final product of speech production.  The framework also includes the provision that 

suprasegmental and segmental features are controlled differently in the speech motor control 

system (J. Perkell et al., 1997).  Perkell uses the example of post-lingually deafened individuals 

who have received cochlear implants to show that suprasegmental features are more susceptible to 

sensory deprivation than segmental features.   

The most prominent models to emerge from the internal model of speech production are 

Directions Into Velocity of the Articulators (DIVA) and  Gradient Order Directions Into Velocity 

of the Articulators (GODIVA) (Bohland et al., 2010; Tourville & Guenther, 2011).  The DIVA 

model primarily focuses on acquisition of segmental features of speech production and is therefore 

less relevant for the discussion of prosodic features.  However, the GODIVA model is intended to 

explain sequencing of speech sounds, as controlled through the basal ganglia in conjunction with 

cortical connections.  The GODIVA model does not aim to explain prosodic variation, but its 

highly detailed account of speech production via the looped architecture of the basal ganglia and 

motor cortex make it a foundational model for studying the basal ganglia and speech production.  

Because prosody is omitted from the GODIVA descriptions of basal ganglia function in speech, it 

does not explain how vocal intensity is incorporated into the execution of speech sounds, which 

was not its original intention.  Because of the well-established basal ganglia pathophysiology 

underlying Parkinson’s disease and reduced prosodic variation in the speech of patients as a 
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predominant characteristic, the basal ganglia are thought to play an important role in prosody, and 

by extension phonetic-prosodic encoding. 

Two complementary theories of prosody control have been proposed within the framework of 

the DIVA model:  the integrated model and the independent model (Guenther, 2015).  The neural 

locus of this prosodic control is proposed to be located within the cortical regions responsible for 

segmental speech production.  Predictions about prosody align with the internal model; a 

feedforward controller is continually being adapted by somatosensory and auditory feedback error 

signals.  Both models would predict that auditory feedback is imperative to prosodic control, but 

the independent model separates different channels for pitch, duration and loudness allowing for 

modulation of one parameter and not the other.  The integrated model treats these three parameters 

as interdependent, summing to a single variable of ‘emphasis.’ This integrated model would 

predict that perturbations to one parameter could result in a compensation in a different parameter, 

as long as emphasis was maintained.   Within these models, metrical timing is controlled 

differently than pitch and loudness variation, because literature has shown that metrical timing is 

resistant to sensory deprivation (Gammon, Smith, Daniloff, & Kim, 1971).  

Different research groups have evaluated the predictions from this model, primarily attempting 

to differentiate between integrated control  vs.  independent control  of pitch and intensity  

(Larson, Sun, & Hain, 2007; R. Patel, Niziolek, Reilly, & Guenther, 2011; R. Patel, Reilly, 

Archibald, Cai, & Guenther, 2015; S. Patel, Lodhavia, Frankford, Korzyukov, & Larson, 2016) 

and test intentionality of pitch and intensity control (Hain et al., 2000).  These studies do not 

resolve the question of integrated vs. independent control of prosody, but do demonstrate that 

participants are able to consciously and unconsciously control vocal intensity in ongoing 

movements, which supports the general tenets of the internal model in prosodic control.  Since 
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prosodic variation, including vocal intensity, is highly sensitive to sensory deprivation whereas 

segmental features are not, these two components are treated as completely separate systems with 

the DIVA model.  If only considering sensory deprivation effects, this compartmentalization 

would be appropriate; however, this separation ignores the substantial evidence of co-dependence 

of prosodic and articulatory performance, and therefore, phonetic-prosodic encoding. Therefore, 

the aspects of these models which attend to vocal intensity control are incomplete. 

2.2.4 Summary and Integration  

All of these behavioral theories of speech motor control uniquely contribute to the 

interpretation of phonetic-intensity encoding, but none encompass all aspects of this process.  For 

instance, evidence from schema theory shows that articulatory and intensity information may be 

encoded together (Coburn, 2016; Meigh, 2017), but leaves prosody to ‘parameterization,’ which 

is not well described or differentiated from the generalized motor program.  The internal model 

captures the sensory control of pitch and intensity supported through perturbation experiments (R. 

Patel et al., 2011; R. Patel et al., 2015; S. Patel et al., 2016), but completely omits an interpretation 

for the known behavioral link between articulatory performance and vocal intensity control. In the 

DST, a moderate amount of evidence supports the notion that different levels of prosody interact 

in a cyclical fashion, although none of the studies explained articulatory influences.  Furthermore, 

one of the tenants of DST is that it omits cognition in motor control.   

Some aspects of these models will be applied in the current study: 1) the oscillatory nature 

of DST and 2) the neural locus of vocal intensity control and importance of acoustic information 

in the internal model. Oscillatory behavior in speech production is relevant to testing neural 

population effects, which are also proposed to demonstrate oscillatory behavior (Arnal & Giraud, 
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2012; Cebolla & Cheron, 2019; Giraud & Poeppel, 2012).  The proposed study will explore this 

aspect of oscillatory behavior in more detail, by examining speech through the lens of rhythmic 

activity contained in local field potentials in the motor cortex and subthalamic nucleus, which will 

be discussed more in future sections.  Furthermore, the importance of acoustic goals (i.e. intensity 

modulation) and the use of syllables as the fundamental unit of speech production will be utilized 

in this study as one of the primary variable of interest (vocal intensity), which will allow for 

applications to these theories of speech production.  Results from this study will also inform the 

core components of these theories.  Specific organizational patterns of phonetic-intensity encoding 

may support or refute the proposal of combinatorial control of phonetic information and vocal 

intensity and provide direction for alterations on these theories based on neuroanatomical 

correlates. 

2.3 Selection of Neurological Structures 

2.3.1 Precentral Gyrus Anatomy and Theoretical Importance 

Sensorimotor cortex involvement in speech and voice motor control is well established 

(Bouchard et al., 2016; Chrabaszcz et al., 2019; D. Conant, Bouchard, & Chang, 2014; D. F. 

Conant et al., 2018), although the precise contributions are yet to be determined.   Major 

neuroanatomical models of speech production recognize the importance of the precentral gyrus in 

speech production (Guenther, 2015; Jurgens, 2002), and predominantly focus on motor cortex’s 

role in articulatory control.  This focus on articulatory control perhaps stems from the original 

motor control somatotopy identified by Penfield and Boldrey (1937) in which major movement 
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effectors (larynx, hands, lips, fingers, legs etc.) are represented in the precentral gyrus.  Following 

in this tradition multiple studies have identified articulatory somatotopy in the dorsal precentral 

gyrus (Bouchard et al., 2016; Eichert, Papp, Mars, & Watkins, 2020; Pulvermuller et al., 2006).  

More recently, intraoperative studies of speech production have shown that specific phonemes can 

be decoded from electrophysiologic signals in the precentral gyrus (Chrabaszcz et al., 2019; D. 

Conant et al., 2014; D. F. Conant et al., 2018), adding to the support that articulatory encoding 

occurs in the precentral gyrus.  In addition to articulatory control, some studies also implicate the 

left precentral gyrus in prosodic control.  

Several neuroimaging and lesion studies have addressed the neurological basis of prosody 

production (Aziz-Zadeh et al., 2010; Baum & Pell, 1999; Caekebeke et al., 1991; Golfinopoulos 

et al., 2015; Mayer et al., 2002; Paul, Van Lancker-Sidtis, Schieffer, Dietrich, & Brown, 2003; 

Pichon & Kell, 2013; Riecker, Wildgruber, Dogil, Grodd, & Ackermann, 2002; Van Lancker 

Sidtis, Pachana, Cummings, & Sidtis, 2006).  Two notable functional magnetic resonance studies 

found widespread bilateral frontal activation, including the ventral regions of the left motor cortex, 

during linguistic prosody manipulations (Aziz-Zadeh et al., 2010; Golfinopoulos et al., 2015), 

which overlaps with areas important for articulation.  These studies demonstrate a proof of concept 

that one potential neural correlate for phonetic-intensity encoding could be the overlap between 

regions specialized for articulation and vocal intensity.  It should be noted that these studies focus 

on emotional and linguistic prosody manipulations, and did not explicitly differentiate between 

vocal intensity, pitch, and duration. Guenther also noted that the ventral motor cortex (larynx area) 

may be involved in prosodic control in addition to many of the same regions of interest involved 

in articulatory control (Guenther, 2015).   
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Neural correlates of vocal intensity have primarily been investigated through outcome studies 

in LSVT®.  Multiple LSVT outcome studies have found increased activation in bilateral primary 

motor areas in addition to other cortical speech motor areas following treatment (Baumann et al., 

2018; Liotti et al., 2003; Narayana et al., 2010).  To disentangle the primary outcome variable in 

LSVT®, vocal intensity, Narayana and colleagues correlated changes in functional magnetic 

resonance activation before and after treatment to vocal intensity changes.  Correlations were noted 

bilaterally, but primarily showed a shifted activation toward the right hemisphere and were not 

apparent in the left precentral gyrus.  Although this study suggests that vocal intensity is controlled 

in the right hemisphere, in agreement with prior literature on generalized prosodic functions (S. 

Patel et al., 2018; Shapiro & Danly, 1985; Weed & Fusaroli, 2020; Weintraub, Mesulam, & 

Kramer, 1981; Wildgruber et al., 2005), it fails to define the nuanced effect of phonetic-intensity 

encoding, which is perhaps more related to articulatory organization rather than global prosody.  

Furthermore, theoretical studies of prosody that focus on the right hemisphere dominant view of 

prosodic control also acknowledge that prosodic control is unlikely to be completely unilateral and 

likely involves left hemispheric functions (Heilman, Leon, & Rosenbek, 2004; Wildgruber et al., 

2005).  Because phonetic-prosodic encoding does not simply involve intonational changes, but 

rather describes changes in articulatory kinematics as a function of prosody, it could be argued that 

this nuanced effect may appear as subtle modulations in the articulatory organization of the 

precentral gyrus.  This view is supported by one theoretical perspective in prosodic control which 

dictates that linguistic prosody is modulated in the left hemisphere, while emotional prosody is 

dominated by the right hemisphere (Heilman et al., 2004; Wildgruber et al., 2005). 

Aside from theoretical approaches in prosody, a model derived from both primate vocal control 

and evidence from humans, also implicates the primary motor cortex.  Jurgens formulated a two-
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path model for vocal production, one that is dominated by the periaqueductal grey and the limbic 

system, responsible for motivation and initiation of vocal behavior, and the other pathway devoted 

to highly skilled fine motor control for speaking (Jurgens, 2002, 2009; Jurgens & Zwirner, 1996).  

Jurgens highlights that, when cortical motor areas are damaged due to stroke or other neurological 

injury, complex speech patterns are lost, but patients are still able to produce visceral sounds such 

as grunting.  This neurological presentation is evidence that the cortical motor areas may be 

important for the highly skilled aspects of speech and vocal control, like phonetic-prosodic 

encoding, which requires an overlapping patterned response combining both phoneme movement 

and vocal intensity.   

Consolidation across experimental studies and theoretical propositions on neuroanatomical 

correlates of prosodic control would suggest that the precentral gyrus is a logical region in which 

to investigate phonetic-intensity encoding.  A plethora of evidence identifies the precentral gyrus 

as an important modulator of articulatory control, showing clear evidence of the encoding of 

articulators and phonemes.  This articulatory control is the foundation upon which phonetic-

intensity encoding may exist.  Vocal intensity dependent modulations may occur within this 

articulatory topography, causing the observed phonetic changes that occur with increased vocal 

intensity.  The ventral motor cortex (i.e. precentral gyrus) is also commonly modeled as the final 

cortical structure in the sequential planning and execution of speech sound production, with output 

leading to articulatory musculature (Guenther, 2015).   If this structure is the final arbiter of motor 

commands prior to execution, then all information required to produce the precise phonetic 

structure must be included, including alterations to articulation related to vocal intensity. 
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2.3.2 Subthalamic Nucleus Anatomy and Theoretical Importance 

In addition to the precentral gyrus, the basal ganglia are highly likely to be involved in 

phonetic-intensity encoding.  Basal ganglia involvement in prosody production has been well 

documented due to the effects of lesioning the basal ganglia and speech deficits  associated with 

Parkinson’s disease and Huntington’s Chorea (Murdoch, 2001).  The Jurgens model of vocal motor 

control, which implicates the motor cortex, also incorporates the basal ganglia, although not the 

subthalamic nucleus specifically, and it denotes the possibility that the basal ganglia support the 

generation of the ‘correct’ vocal sequence (Jurgens, 2009).  Furthermore, recent investigations 

have identified preliminary evidence for articulator encoding in one section of the basal ganglia, 

the subthalamic nucleus (STN) (Chrabaszcz et al., 2019), including electrophysiological evidence 

of articulatory gain encoding (Dastolfo-Hromack et al., 2018), one potential instantiation of 

phonetic-intensity encoding.  

The STN is a small, subcortical structure, and a functional division of the basal ganglia, 

which is comprised of the striatum, globus pallidus, substantia nigra and the subthalamic nucleus 

(Alexander, DeLong, & Strick, 1986; Groenewegen, 2003; Lanciego, Luquin, & Obeso, 2012).   

The STN is part of  the indirect pathway, an important modulator of basal ganglia function (Figure 

3), and has recently been identified as a critical member of the hyperdirect pathway (Heida, 

Marani, & Usunoff, 2008).  These pathways allow for communication with the cortex and thalamus 

(Alexander et al., 1986).  Tonic excitation of the STN induces inhibitory output from the globus 

pallidus, leading to tonic inhibition of the thalamus (Heida et al., 2008).  Maintenance of an 

equilibrium between the indirect and direct pathways is hypothesized to underlie motor function, 

making it an important region of investigation for all motor behaviors, including phonetic-prosodic 

encoding.   
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Figure 3. Direct and Indirect Pathways in the Basal Ganglia 

Description of indirect and direct pathways, taken from The Subthalamic Nucleus Part II, page 3 (Heida et 

al., 2008).  Excitatory pathways are outlined in red, and inhibitory pathways are outlined in blue.  The hyperdirect 

pathway is designated by the line on the left-hand side connecting the cortex directly to the subthalamic nucleus. 

 

Many hypotheses of basal ganglia function have been proposed (Alexander et al., 1986; 

Penney & Young, 1983), but some align well with the concept of phonetic-prosodic encoding.   

One of the early hypotheses was the funneling hypothesis (Kemp & Powell, 1971), although it has 

since been invalidated because of the discovery of segregated loops within the basal ganglia 

circuitry.   It was believed that the main function of the basal ganglia was for motor function, and 

that its role was to gather information from multiple cortical areas (funnel) and select the 

appropriate context for a specific motor command, which could be interpreted as the prosodic 
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context in which to modulate commands for phoneme.  Other hypotheses focused on the function 

of the basal ganglia for modulation of movement parameters like speed and amplitude of 

movement.  In the ‘scaling and focusing’ hypothesis, it was proposed that the balance between the 

direct and indirect pathway was responsible for creating the specifications of movement 

parameters, such as speed.  This model may be interpreted as a generalized scaling parameter, in 

which vocal intensity might be a scaling parameter to the motor commands related to phoneme.  

The fast direct pathway would activate a motor program, and the indirect pathway would inhibit 

this action.  Critiques of this model stated that the indirect pathway is too slow to balance the fast 

direct pathway, but with the discovery of the hyperdirect pathway connecting the STN directly 

with motor cortex, the concept retained legitimacy (M. DeLong & Wichmann, 2009).  Finally, the 

basal ganglia have also been implicated in models of action selection (Albin, Young, & Penney, 

1989; M. R. DeLong, 1990; Mink, 1996), or more precisely, reduction of possible motor choices 

(Bar-Gad, Morris, & Bergman, 2003).  Again, this interpretation could be applied to phonetic-

intensity encoding in which inappropriate phonetic motor plans are suppressed to allow for the 

most appropriately scaled version of the speech movement to be chosen. 

These theoretical perspectives converge with electrophysiological, neuroimaging and 

behavioral evidence of the basal ganglia’s role in prosodic control (Aldridge et al., 2016; Dastolfo-

Hromack et al., 2018; Liotti et al., 2003; Pichon & Kell, 2013; Rektorova et al., 2012).  

Neuroimaging evidence has shown that bilateral regions of the basal ganglia are involved in the 

generation of emotional prosody (Pichon & Kell, 2013), while electrophysiological studies have 

shown general involvement of the STN in speech production (Chrabaszcz et al., 2019; Lipski et 

al., 2018; P. Watson & Montgomery, 2006), as well the STN’s potential role in modulating 

phonetic productions measured by the second formant ratio (Dastolfo-Hromack et al., 2018). The 
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STN is extremely small (approximately 6 mm diameter) making it difficult to investigate through 

solely indirect methods.  The opportunity to directly measure electrical potentials from the STN 

via awake deep brain stimulation surgery provides a valuable opportunity to expand on these 

studies and examine the role that this structure plays in phonetic-prosodic encoding and speech 

production as a whole.   

2.3.3 Cortical-Basal Ganglia Connections 

The proposition of this study is not just that these two regions are working in isolation on 

different aspects of phonetic-prosodic encoding, but rather that they work in concert in a motor 

control network.  The connections of the subthalamic nucleus have distinguished it as a ‘hub’ of 

neurological control, having great influence both within the basal ganglia and across broad 

networks (Baunez, Yelnik, & Mallet, 2011; Bostan, Dum, & Strick, 2010; Jwair, Coulon, & 

Ruigrok, 2017).  The STN has connections to the primary motor cortex, supplementary motor area, 

premotor area, thalamus, raphe nucleus, pedunculopontine nucleus and cerebellum, in addition to 

the internal connections of the basal ganglia circuitry (Marani, Heida, Lakke, & Usunoff, 2008).   

Cortical motor connections between the STN and the somatosensory area were first 

identified in the macaque (area 4) (Kunzle, 1976); the result has been replicated, confirming the 

direct connection between the cortex and STN in primates (Carpenter, Baton, Carleton, & Keller, 

1981; Monakow, Akert, & Kunzle, 1978).  Studies also have identified more nuanced features to 

this cortical/STN connection, like somatotopic and topographic organization, which provide the 

basis of speech motor control models (Bohland et al., 2010).  Topographic organization was 

identified in the primary motor area through anterograde injections into the primary motor area, 

which demonstrated labeling in the lateral STN (BDA and WG-HRP) (Nambu, Takada, Inase, & 
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Tokuno, 1996).  This topographic organization is replicated throughout the majority of the basal 

ganglia, such that each motor area representation is somewhat preserved as the information passes 

through the basal ganglia. 

In addition to this topographic organization of the cortical areas, somatotopic organization 

was found within the STN (Figure 5) and throughout the basal ganglia loops.  Researchers found 

that injection of tracer into three areas (arm, leg, face) in primary motor cortex yielded a preserved 

somatotopic organization within the STN, and that this occurred both for the supplementary motor 

area and primary motor area topographic territories (Nambu et al., 1996).  Therefore, there is an 

overlap of topographic and somatotopic organization within the STN.  The representation of facial 

structures is of primary importance to phonetic-prosodic encoding as this may underly generation 

of motor sequences for speech sounds.  A recent viral tracing study in the rat STN demonstrated 

significant contributions to the orofacial regions of primary motor cortex from the rostral-dorsal 

area of the STN (Degos, Deniau, Le Cam, Mailly, & Maurice, 2008); this projection was found to 

create a looped architecture with primary motor cortex, just as in the primate model.  Additional 

primate studies include discussion of orofacial movements in the STN, but do not identify the type 

of orofacial movement elicited from the intracranial stimulation (Nambu et al., 1996; Nambu, 

Tokuno, Inase, & Takada, 1997); therefore, it is impossible to know if the projections relate to 

speech musculature (i.e. lips, tongue), or not (i.e. eyelid, eyebrow).  This organization provides a 

potential substrate for overlapping representation of phoneme and vocal intensity control. 
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Figure 4. Somatotopy of the Subthalamic Nucleus 

STN somatotopy as pictured in Nambu et al 1996, and re-distributed in Marani et al 2008.   

 

Conclusions  

Findings from these studies on the structural organization of the STN have propelled 

theoretical viewpoints of the basal ganglia.  Authors have noted that because of the various STN 

connections, it is uniquely situated to act as a modulator of activity for many neuronal networks 

(Bostan et al., 2010; Jwair et al., 2017), especially for motor control.  The specific functions 

mediated through these network connections are unknown, but the possibility for speech 

production and phonetic-intensity encoding specifically is high considering the presence of 

orofacial regions and interconnections with cortical structures.  Additionally, the STN connections 

make control of both limbic and motor functions possible through the motor cortex, frontal lobe, 

cerebellum, and cingulate cortex connections, which may be involved in prosody generation.  

Furthermore, the somatotopic designation for oral gestures in the STN-motor cortex affords the 

ability to integrate multiple sources of information for speech processing.  It also raises some 
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questions regarding the function of these somatotopic areas.  How fine-grained is the potential 

control (i.e. single muscle movements or general oral gestures)? Do these regions apply to speech 

and voice, or only non-speech gestures (as would be elicited in primates)?  The studies that 

examined oral areas in the somatotopic organization of primates via intracranial stimulation failed 

to adequately describe the types of oral movements (or sounds) that were elicited.  An investigation 

of the potential role for phonetic-prosodic encoding in the STN and motor cortex would provide 

some evidence to answer these questions of the functional role of these structures in speech 

production. 

2.4 Local Field Potentials and Speech 

The basal ganglia-cortical loop has been studied extensively using local field potential 

recordings, which are the neural measurements used in the present study to evaluate the presence 

of phonetic-prosodic encoding.  Local field potentials (LFPs) are electrical signals generated by 

populations of neurons (Schroeder & Lakatos, 2009).  These recordings are of particular 

importance to deep brain stimulation (DBS) because oscillatory patterns have been shown to relate 

to different movement parameters (Rosa, Marceglia, Barbieri, & Priori, 2014), and these 

recordings have also been shown to be biomarkers for adaptive DBS treatment parameters (Hoang, 

Cassar, Grill, & Turner, 2017).  Research using LFPs also provides some direct evidence of neural 

activity in the subthalamic nucleus, which can inform hypotheses on types of potential movements 

incorporated in prosodic and articulatory control.  LFPs are divided into bands of oscillatory 

frequencies and studied to understand their role in neuronal communication, as well as the 

functional and behavioral role a particular frequency may serve (Fries, 2015).  Gamma band (70-



 35 

150 Hz) and theta band (4-8 Hz) oscillations are the focus of this discussion because these bands 

have been identified as ‘critical’ bands for speech production (Giraud & Poeppel, 2012; Sengupta 

& Nasir, 2016).    

Oscillatory activity measured by LFPs is thought to enhance neuronal communication in 

large-scale networks to modulate multiple brain regions in a synchronous fashion.  LFPs reflect 

net changes in excitability states of neuronal populations, reflected in the summed rhythmic 

presynaptic change between hyperpolarization and depolarization among a group of neurons 

(Schroeder & Lakatos, 2009).   LFPs have been used to study general neurophysiology in the 

subthalamic nucleus and motor cortex, as well as attribute specific roles to specific frequency 

bands.  Studies examining LFPs in the STN have attributed changes in oscillation to response 

inhibition (i.e. release of motor programs), motor vigor, motor effort and motor gating as it is 

encoded within the subthalamic nucleus (Anzak et al., 2012; Tan, Pogosyan, Anzak, Ashkan, et 

al., 2013).  These concepts, as well as the frequency bands attributed to these processes are highly 

relevant to phonetic-intensity encoding since motor commands for speech may be gated in the 

same way as limb movements and motor effort or vigor would likely be required to modulate the 

motor plan for a phoneme. 

Much of the LFP discussion in human STN recordings is linked to a process called response 

inhibition.  This is a paradigm during which participants perform motor tasks (such as a button 

press) after a cue for action (i.e. ‘go’ response), and then the action is randomly inhibited prior to 

execution (i.e. ‘no go’ response)(N. J. Ray et al., 2012).  This common paradigm reflects the 

theoretical role of the STN within the basal ganglia system of movement inhibitor.  This paradigm 

is not well defined for speech production but could reflect the need for sequential motor release 

signals, as described in the GODIVA model (i.e. “Go Signal”), for speech sound motor programs.  
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A ‘stopping network’ is thought to facilitate this process which predominantly includes the frontal 

lobe connections with the basal ganglia (Aron & Poldrack, 2006).  Increases in gamma power have 

been linked to the inhibition (no go) response (N. J. Ray et al., 2012), while other have not seen 

such an inhibitory gamma response (Brucke et al., 2008).  Gamma power is generally expected to 

increase during movement (Alegre et al., 2013; Anzak et al., 2012; Joundi et al., 2012), but the 

gamma response is highly variable, evidenced by disparate responses to the inhibition paradigm. 

In addition to the response inhibition paradigm, various functional roles have been 

attributed to frequency bands in the LFP/STN literature.  These range in motor functions, but 

generally focus on the concept that the basal ganglia is responsible for scaling movements (Joundi 

et al., 2012), in reference to the scaling and focusing hypothesis discussed earlier.  Movement 

parameter scaling is a vague concept and has been operationalized in different experimental 

methods across the literature.  Some authors have argued that scaling of movements in the basal 

ganglia is related not to specific parameters, but rather to overall effort employed to execute the 

task (Anzak et al., 2012; Joundi et al., 2012; Tan, Pogosyan, Anzak, Foltynie, et al., 2013).  It is 

difficult to understand what ‘effort’ entails and how it should be measured, because it is not clearly 

delineated in the literature.  Anzak discusses the term scaling as ‘best effort of will’ which implies 

that the movement extent parameters will vary based on movement context (Anzak et al., 2012).  

Authors have experimentally operationalized ‘effort’ as speed (Joundi et al., 2012), while other 

operationalize effort as force exerted during movement (Anzak et al., 2012; Tan, Pogosyan, Anzak, 

Foltynie, et al., 2013).  Other authors do not make theoretical connections to ‘effort,’ but study the 

movement parameters of speed and force on frequency bands independently from the concept of 

‘effort’ (Androulidakis et al., 2007; Brucke et al., 2008).  Movement scaling is the hypothesized 
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functional role of the subthalamic nucleus in vocal intensity control and the oscillatory correlates 

to this process are, therefore, highly relevant to the present study on phonetic-intensity encoding.  

Conclusions from these STN LFP studies on force, speed and effort have identified some 

relationships to the frequency band modulations expressed in the STN.  When effort is defined as 

speed, Joundi and colleagues found a significant increase in gamma power related to the onset of 

an arm-reaching task, and the increase was most prominent for the fast condition compared to 

normal or slow (Joundi et al., 2012).  More recently, a research study examining single unit 

recordings in the STN found increases in firing related to velocity of a hand reaching task (Potter-

Nerger et al., 2017).  The relationship between gamma activity and movement speed as well as 

displacement has also been observed in recordings from the globus pallidus, which receives input 

from the STN (Brucke et al., 2012). 

Additional research papers have found a relationship between frequency bands in STN LFP 

recordings and force of movement (Anzak et al., 2012; Tan, Pogosyan, Anzak, Foltynie, et al., 

2013; Tan et al., 2015; Tan et al., 2016).  Anzak et al., who framed the hypothesis in terms of 

motor effort, found that gamma band activity was related to the overall force in a maximal hand-

grip task.  They found that high gamma activity predicted both maximal grip force, as well as hand 

yank force in this task (Anzak et al., 2012).  However, Tan and colleagues expounded on their (and 

others) prior work in force and LFPs relationships in a follow-up study looking at motor effort, 

combined with a manipulation of effector limb (R vs. L finger).  Force parameters generally 

correlated with LFP response, but the relationship of LFP to effort level was independent of 

effector of that force, leading the authors to conclude that the STN was encoding effort, not strictly 

force parameters (Tan et al., 2015).  
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As evidenced from the previous discussion, gamma band activity has been associated with 

speed of movement (Joundi et al., 2012) as well as force (Tan, Pogosyan, Anzak, Foltynie, et al., 

2013); however, the effects of gamma and movement in the STN are highly variable.  The 

predominant view of gamma and movement in the STN is that it is a ‘prokinetic’ frequency band 

and assists with allowing movement to occur (Cassidy et al., 2002; Fischer et al., 2017; Fogelson 

et al., 2005).  This aligns with the commonly held hypothesis that gamma is a ‘binding’ agent 

connecting networks related to a task, which has application to both sensory and motor binding for 

movement execution (Engel, Moll, Fried, & Ojemann, 2005; Engel & Singer, 2001; van Wijk, 

Beek, & Daffertshofer, 2012).  However, some recent evidence demonstrates that increases in 

gamma band are associated with decreased amplitude of movement (Fischer et al., 2017), which 

is opposite of the effect one would expect if gamma is prokinetic.  Another author proposes that 

STN gamma band modulation is related to a ‘startle response’(N. J. Ray et al., 2012).  Therefore, 

the functional purpose of gamma is still largely unknown and controversial, but it is certainly 

considered important in the study of movement.   

Gamma band activity in the precentral gyrus adheres to a similar pattern compared to the 

STN.  Gamma band power is expected to increase during movement (Ball et al., 2008; Cheyne, 

Bells, Ferrari, Gaetz, & Bostan, 2008) and is considered prokinetic and related to focal functional 

anatomy (Brittain & Brown, 2014; Crone et al., 1998; Pfurtscheller, Neuper, & Kalcher, 1993).  

Pfurtscheller and colleagues found that increases in gamma band power (40 Hz) were 

topographically distributed over the contralateral precentral gyrus for finger movements, and that 

the maximal gamma increase occurred prior to movement onset.  Importantly, Salari found that 

movement direction was also encoded in precentral gyrus gamma band (Salari et al., 2019), which 
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agrees with literature stating that movement fragments, or trajectories can be encoded in single 

neurons (Hatsopoulos, Xu, & Amit, 2007). 

This functional anatomy in gamma band for limb effectors has been replicated for speech 

articulators across multiple studies (Chartier, Anumanchipalli, Johnson, & Chang, 2018; 

Chrabaszcz et al., 2019; Salari et al., 2019).  Chrabaszcz and colleagues approached this question 

by contrasting gamma band activity for CVC words which contained ‘lip’ consonants vs. ‘tongue’ 

consonants to identify electrodes which encoded for lips vs. tongue movements (Chrabaszcz et al., 

2019), while Chartier and colleagues utilized a decoding method based on kinematic trajectories 

of articulators (Chartier et al., 2018).  The replication across these studies indicates that articulatory 

representation in gamma band in the precentral gyrus is a robust finding.  In addition to articulator 

encoding, speech acoustics and phonemes have also been identified in gamma band power in the 

precentral gyrus (Bouchard & Chang, 2014a, 2014b; Bouchard, Mesgarani, Johnson, & Chang, 

2013).   

Gamma band synchronization is also related to binding processes.  Gamma band has been 

implicated  in cortical-STN coupling, with an increase in synchrony between STN single unit firing 

and gamma band power during movements with fast reaction times (Fischer et al., 2020).  It was 

proposed that this coupling demonstrated evidence of gamma band involvement in movement 

preparation.  Furthermore, these results show that gamma band may be involved in creating the 

functional motor network between precentral gyrus and the STN.  Gamma band is also thought to 

work in concert with theta band (Canolty et al., 2006; Doesburg, Vinette, Cheung, & Pang, 2012; 

Landau, Schreyer, van Pelt, & Fries, 2015), another critical oscillation in speech production 

(Giraud & Poeppel, 2012).   Canolty and colleagues found that gamma band power phase-locked 

to theta oscillations (Canolty et al., 2006).  It is possible that these two frequency bands work 
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together within the basal ganglia cortical loop to modulate numerous aspects of speech production, 

including phonetic-intensity encoding. 

Compared to gamma band, research evaluating theta band in motor control is more sparse; 

however, theta band has been linked to a process called ‘motor gating’ in the STN.  Motor gating 

is the idea that for any movement to occur, the body must generate a signal indicating that 

movement has been ‘permitted’ to occur.  Reaction time data has provided primary evidence for 

this process because the relationship between reaction time, and frequency band modulation would 

be indicative of the body allowing movement to occur once given a command.  Although multiple 

studies found a significant correlation between the latency of beta desynchronization onset and 

reaction time (Joundi et al., 2012; Kuhn et al., 2004; N. J. Ray et al., 2012), another found a 

negative partial correlation of increased theta related to decreased reaction time in a grip force task 

(Anzak et al., 2012), making this another potential role for theta band.  Theta in the STN has also 

been related to decision-making processes in synchrony with the frontal cortex, including 

sensorimotor conflict (Cavanagh et al., 2011; Tan et al., 2014; Zavala et al., 2016), ‘breaking’ once 

a movement has begun and contribute to the ‘hold your horses’ aspect of the STN and motor 

control (Zavala et al., 2013; Zavala, Zaghloul, & Brown, 2015).   

Cortical theta band production has been described as ‘critical’ to speech production.  One 

hypothesis dictates that theta to gamma band synchronization serves to parse the speech signal into 

decodable units in speech perception (Giraud & Poeppel, 2012) and a similar function is proposed 

for speech production (Sengupta & Nasir, 2015, 2016). Giraud and Poeppel argue that the rhythmic 

structure of gamma and theta bands coincides with phrasal and syllabic rhythms of speech 

perception and note that when phase tracking in theta band does not occur, intelligibility measures 

sharply decline (Giraud & Poeppel, 2012). Sengupta and Nasir apply these same concepts to 
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speech production showing that theta and gamma band coherence underlies performance in a 

speech adaptation task, concluding that these two bands are responsible for feedforward 

programming (Sengupta & Nasir, 2015). Recent research by the Brain Modulation Lab (the group 

responsible for overarching NIH study from which these data arise) has implicated both cortical 

(precentral gyrus) and STN theta band power in a process called articulatory gain encoding 

(Dastolfo-Hromack et al., 2018; Dastolfo-Hromack et al., 2021), which is the exaggeration of 

articulator movements associated with clear speech (Sapir, Ramig, Spielman, & Fox, 2010).  

Collectively, this research highlights the potential influence of theta and gamma band in both the 

precentral gyrus and STN for phonetic-intensity encoding.   

Research on neuron spiking data may also inform the process of phonetic-intensity 

encoding in the basal ganglia-cortical loop.  Two papers examined single unit activity in the STN 

during speech production and both research papers documented changes in firing rates during 

speech production tasks (Lipski et al., 2018; P. Watson & Montgomery, 2006); although the tasks 

were different (CVC syllables vs. sentence read aloud).  Watson and Montgomery reported 

multiple changes in firing occurring throughout the duration of a sentence, with the hypothesis 

being that changes may be related to selection of linguistic units and syntax (P. Watson & 

Montgomery, 2006).  Unfortunately, this study was descriptive only and did not employ statistical 

measures to substantiate the claims.  Finally, Lipski and colleagues did employ a statistical 

approach, separating some of the changes in firing to a relationship with onset of the cue and some 

with onset of speech (Lipski et al., 2018); increases in firing were observed at the onset of speech 

production.  These results are informative for general STN function in speech production, but may 

also reflect gamma processes since gamma band activity is thought to reflect single unit firing (Nir 

et al., 2007). 



 42 

 

Conclusions and Critiques 

In summary, these neurophysiological studies provide preliminary evidence to support 

hypotheses that prosodic and articulatory control occur in both gamma and theta band in the 

precentral gyrus and STN.  Prosodic variation involves modulating the speed and force of 

movements, which has clearly shown a relationship with these bands.  Furthermore, studies of 

LFPs during speech production consistently show an STN response.  Cortical data robustly show 

evidence of articulatory parameter control in the precentral gyrus for speech production, which 

have been identified largely in gamma band and theta band.  Based on this review, prosodic 

variation may be reflected in gamma and theta frequency bands, which have been shown to be 

modulated with changes in limb force and speed and capture articulatory control in cortex.   

Although these studies are consistent with to the notion that phonetic-intensity encoding 

may be represented in the basal ganglia-cortical loop, further study is required to substantiate this 

claim as it has not been explicitly tested.  In studies on speech production in the STN, stimuli vary 

from visual presentation and subsequent production of a single letter (Wessel et al., 2016), to no 

cue and automatic-style speech (i.e. counting months of the year)(Hebb, Darvas, & Miller, 2012), 

to repetition of a complex sentence (P. Watson & Montgomery, 2006).  Stimulus variability makes 

results difficult to interpret and, by extension, to propose precise hypotheses regarding prosody.  

Related limb movements studied with LFP analysis often parameterize features of movement, such 

as force and speech generation (Joundi et al., 2012) because these parameters are hypothesized in 

theoretical accounts of the basal ganglia function, but the precise correlate of this process in speech 

production is unknown. Furthermore, studies of motor control in the precentral gyrus have largely 

focused on articulatory variables.  Given that movement direction is a potential control variable in 
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the cortex (Salari et al., 2019), the direction and extent of phoneme related movements may be 

modulated in the cortex. 

In addition to the variability in speech stimuli and production, few of the studies in the STN 

test theoretical accounts of speech production.  These studies do not reference any specific 

parameter from speech motor control theories, aside from arguing for the incorporation of the basal 

ganglia in theories of speech motor control (Lipski et al., 2018).  Similarly, the nuances of speech 

and language processing seem to be ignored based on the stimulus variability including automatic 

utterances, vs. syllable repetition and sentence repetition.  Despite the inconsistencies that exist in 

the current literature base, evidence supports the notion that the STN participates in speech 

production, which validates the examination of phonetic-prosodic encoding in the STN and 

precentral gyrus.  The current study will expound upon these findings and seek to determine the 

role of the basal ganglia and the precentral in phonetic-intensity encoding. 

2.5 Supportive Evidence from Deep Brain Stimulation 

Deep brain stimulation (DBS) has had a highly influential and informative impact on the 

research in basal ganglia involvement in vocal motor control.  Patients with Parkinson’s disease, 

essential tremor, and dystonia commonly undergo DBS to treat abnormal motor symptoms through 

direct stimulation to the subcortical motor circuit.   The typical target of stimulation for patients 

with Parkinson’s disease is the STN; therefore, the literature review here is primarily based on 

STN DBS in Parkinson’s disease.  DBS has been shown to be very effective in reducing tremor 

severity and bradykinesia in limb movements in patients with Parkinson’s disease; however, the 

effects on speech symptomology are less clear and highly variable (Aldridge et al., 2016).  Pitch 
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and intensity are important features in the concept of prosody and although phonetic-intensity 

encoding does not explicitly describe pitch, co-variation of pitch and intensity is common in speech 

(Scharine & McBeath, 2019) and therefore, studies of pitch control may be reflective of larger 

prosodic processes.  The present review of DBS literature will be limited to DBS of the STN and 

studies discussing these specific parameters in order to inform the current study on both the 

potential role of the STN in phonetic-intensity encoding, but also explore practical applications for 

the results of this work. 

Multiple studies have found positive influences of DBS on prosodic control with regard to 

pitch variability (D'Alatri et al., 2008; Dromey, Kumar, Lang, & Lozano, 2000).  Karlsson and 

colleagues compared speech outcomes after DBS between STN-DBS vs. cauda zona incerta DBS.  

They found increased pitch variability in a monologue reading task in STN-DBS, which was 

independent of linguistic context (i.e. question statements).  Patients with targets in the caudal zona 

incerta did not improve in pitch variability (Karlsson, Olofsson, Blomstedt, Linder, & van Doorn, 

2013).  Similarly Zhou and colleagues, as well as Gentil et al. tested variability in fundamental 

frequency and also noted an increase after STN-DBS  (Gentil, Chauvin, Pinto, Pollak, & Benabid, 

2001; Zhou, Lee, Wang, & Jiang, 2009).  Another study found no change in pitch before and after 

stimulation (Wang, Verhagen Metman, Bakay, Arzbaecher, & Bernard, 2003).  The difference 

between these studies may have been due to low sample size, and therefore low power, in the study 

by Wang and colleagues (n = 6), compared to the study by Karlsson and colleagues (n = 16).  The 

severity of Parkinson’s disease was comparable across studies, and all studies extracted 

fundamental frequency variability from connected speech tasks, although some differences could 

also be due to the linguistic factors in stimuli between tasks. 
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Authors of these studies examining fundamental frequency in patients with Parkinson’s 

disease pre/post STN-DBS have proposed some hypotheses regarding the findings.  First, Gentil 

discusses the possibility that increased fundamental frequency variability after STN-DBS reflects 

a reduction in rigidity in the laryngeal muscles (Gentil et al., 2001), although they do not provide 

a definition of rigidity that may be tested in a more rigorous manner.  Dromey and colleagues 

proposed the same explanation for increased pitch variability, but they called it a reduction in 

‘stiffness” (Dromey et al., 2000).  Furthermore, the study by Karlsson and colleagues offers some 

insight into the anatomical specificity of STN control over pitch variability.  The finding that no 

difference was found in caudal zona incerta DBS, but that increased pitch variability was found in 

STN DBS, highlights the potentially unique contribution of the STN and pitch variability.  

However, these studies do not differentiate different types of prosodic variation, and therefore it is 

difficult to understand how the increase in pitch variability actually contributes to prosody in a 

meaningful communicative manner (Aldridge et al., 2016). 

In addition to pitch, some studies have noted changes in the control of vocal intensity.  

Wang and colleagues found an overall increase in intensity, measured in a sustained vowel task, 

suggesting an overall positive effect of STN-DBS on the phonatory/respiratory systems (Wang et 

al., 2003).  However, intensity measured in a sustained vowel context exhibits low ecological 

validity.  A study by Dromey concurs with the results of Wang, but measured changes in intensity 

from monologue tasks (Dromey et al., 2000).  Lundgren and colleagues measured intensity during 

a reading task pre/post DBS as well as off/on stimulation.  They found a modest increase in 

intensity on/off stimulation (~2 dB), indicating that the stimulator was effecting change; however, 

there was no difference in intensity between pre-stimulation baseline and long term follow-up one 

year after testing (Lundgren et al., 2011).  Karlsson and colleagues found no significant differences 



 46 

in intensity on/off STN-DBS stimulation, although a non-significant shallow decline with 

stimulation was noted (Karlsson et al., 2014).  Finally, the Brain Modulation Lab conducted a 

study evaluating STN DBS outcomes and found electrode lead location did not lead to high 

perceived intensity, but was related to phonatory airflow, which is a driver of vocal intensity (Jorge 

et al., 2020).  Examining results across studies, the results suggest vocal intensity is impacted by 

DBS, but no definitive outcome for vocal intensity and STN-DBS can be ascertained.   

Theoretically, authors have attributed these changes, or lack of changes, to different 

processes.  Wang and colleagues noted that there may be hemispheric effects to stimulation, with 

a more appreciable gain in intensity given right sided stimulation alone (Wang et al., 2003), and 

hemispheric effects were not controlled in the other studies mentioned.  In addition to the 

hemispheric effects, some of these changes could be due to microlesion effects which occur after 

the DBS electrode is inserted into the brain and (theoretically) disrupts abnormal neural 

processing.  Finally, the effects of levodopa, and other common medications utilized to improve 

motor symptoms in patients with Parkinson’s disease, are also important in interpreting the results.  

Because of these factors, more research is needed on intensity and STN-DBS. 

It is also important to note that prosodic variation is a complex phenomenon, with more 

aspects than the decomposable characteristics of pitch, duration and intensity.  Considering this 

fact, two studies evaluated prosody by perceptual rating scales.  Tripoliti evaluated prosody based 

on a 1-7 Likert rating scale (7 is normal), and noted a decrease in perceived prosodic variation (by 

1 point) at one year after onset of stimulation (Tripoliti et al., 2014).  This is informative, but 

difficult to differentiate effects of stimulation from progression of the disease on prosodic control.  

This negative effect on prosody is supported by another study which rated prosodic variation on/off 

stimulation.  Santens and colleagues found a perceptually negative effect on prosody, but only 
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when stimulation was localized to the left hemisphere (Santens, De Letter, Van Borsel, De Reuck, 

& Caemaert, 2003). 

General laryngeal control has also been studied in pre/post STN-DBS, which is important 

to characterize since prosodic variation is dependent upon phonatory-respiratory physiology.  

Hammer and colleagues evaluated multiple measures of respiratory physiology in a non-speech 

task designed to non-invasively elicit subglottic pressure (Hammer, Barlow, Lyons, & Pahwa, 

2010).  Participants repeated this task both on and off STN-DBS stimulation, and Hammer found 

that many parameters of aerodynamic speech function changed with stimulation.  Participants 

exhibited greater subglottic pressure, increased peak airflow, and decreased mean vocalic airflow.  

He concluded that these changes were due to increased respiratory driving pressure from STN 

stimulation.  These modulations in respiratory-phonatory physiology are important pre-cursors for 

patients to be able to alter pitch and intensity during speech, and therefore could underly phonetic-

prosodic encoding.  Hammer and colleagues noted that the results were consistent with the idea 

that low frequency stimulation is associated with higher respiratory drive and noted that speech 

may improve more with low vs. high frequency STN-DBS stimulation. This finding of improved 

respiratory function following STN DBS was replicated in a study from the Brain Modulation Lab 

demonstrating increased phonatory airflow pre/post STN DBS (Jorge et al., 2020). 

 

Conclusions and Critiques 

In summary, the STN-DBS literature offers some clues to the function of the STN in 

prosody control, potentially implicating it in phonetic-intensity encoding.  Laryngeal control is 

consistently connected to STN DBS, including the primary driver of vocal intensity changes, 

respiratory function.  Research evaluating the role of the STN in vocal intensity control is 
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inconclusive; however, consistent changes are observed in pitch control with STN DBS which 

imply at least some involvement of the STN in prosodic functions.  Available studies demonstrated 

low sample sizes and poor controls for articulatory context and stimulation parameters.  More 

research is needed to disentangle the role of STN in prosodic functions. 

The largest gap is in this literature is a systematic investigation of different categories of 

prosodic production, for example linguistic prosody.  Multiple studies show changes in pitch 

variation or intensity modulation with DBS, but the question remains how this intensity 

modulation is layered onto phonetic aspects of speech production.  Furthermore, none of these 

studies have investigated the possibility of heterogeneity within the Parkinson’s population.  

Disorder subgroups (i.e. akinetic rigid and tremor-dominant) have demonstrated some differential 

effects in intensity (akinetic rigid subtype showed lower intensity) (Zauber & Huber, 2015), so it 

is conceivable that some of the variability across outcomes in these different studies is due to 

heterogeneity within the Parkinson’s population.   

2.6 Background Summary 

Phonetic-intensity encoding is a critical aspect of speech production which is ill-defined in 

current theoretical accounts of speech production.  However, each prominent speech production 

theory contains components which may afford partial explanations for the co-modulation of 

articulation and vocal intensity.  Schema theory may conceptualize this process as a 

parameterization of the generalized motor program, while DST may interpret phonetic-intensity 

encoding as the natural oscillation between the complementary systems of articulation and 

laryngeal control.   The internal model may instantiate phonetic-intensity encoding as an online 
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modulation to the internal representation of speech sounds; however, none of these interpretations 

are described in these perspectives.  Substantiation of phonetic-intensity encoding through 

neurological evidence would provide impetus to incorporate it into extant models as well as 

provide insights for how this process may be instantiated. 

Ample evidence exists that the basal ganglia cortical loop is a logical region in which to 

examine the existence of phonetic-intensity encoding.  Motor cortex, including the precentral 

gyrus, has been implicated in fine motor control including numerous accounts of articulatory 

control, and has been proposed to be important for linguistic prosody manipulations.  The STN, 

and basal ganglia, are thought to be critical for all movements, and are implicated in the modulation 

of scaling parameters, of which vocal intensity may be a part.  Furthermore, numerous studies 

demonstrate activation in the STN during speech production tasks, as well as articulatory gain, a 

process which is highly related to phonetic-intensity encoding.    

This neurological evidence is combined with plausible electrophysiological markers of 

phonetic-intensity encoding.  Gamma and theta band have been proposed as two critical bands for 

speech production.  Furthermore, gamma band is the primary measurement linked to articulatory 

somatotopy in the precentral gyrus, and differentiated articulatory parameters in the STN.  Theta 

band has been implicated in articulatory gain encoding and feedforward programming of speech.  

Phonetic-intensity encoding would likely involve these two bands due to the related findings in 

the literature.   These findings are supported by evidence from deep brain stimulation research that 

shows both vocal intensity and pitch control are affected in STN-DBS, and that frequency of 

stimulation differentially affects speech performance. 

The experiments described in this document explore phonetic-intensity encoding in the 

STN and precentral gyrus, utilizing gamma and theta band as potential indicators of the shared 
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neural link between vocal intensity and articulatory encoding.  Results will provide relevant 

knowledge for major theories of speech production and potential speech biomarkers for future 

studies of deep brain stimulation therapies. 
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3.0 Study Design 

The present study was prospective experimental research designed to test the neurological 

response in the subthalamic nucleus and precentral gyrus as a function of phoneme and vocal 

intensity level, which revealed correlates of phonetic-intensity encoding.  Electrophysiological 

amplitude is the estimate of neural activity which was applied in a linear mixed effects model as 

the dependent variable, with phoneme, vocal intensity, and electrode location as predictors.   As 

part of ongoing work in a larger study, local field potential (LFP) recordings in the subthalamic 

nucleus and sensorimotor cortex were gathered during a speech task in patients with Parkinson’s 

disease during awake surgery for deep brain stimulation implantation.  Patients read speech stimuli 

aloud while electrodes were recording in the sensorimotor cortex and subthalamic nucleus, and 

patients were prompted to increase vocal intensity on half of the trials, which were balanced for 

initial phoneme.  Recordings were analyzed to examine changes in LFP power as a function of 

vocal intensity and speech sound -- electrodes which demonstrated an interaction effect between 

speech sound and vocal intensity were hypothesized to reflect phonetic-intensity encoding.  It was 

further hypothesized that the STN will contribute more to vocal intensity modulation compared to 

the precentral gyrus during speech production.  This hypothesis was motivated by the 

pathophysiology of Parkinson’s disease, during which basal ganglia deficits result in reduced vocal 

intensity output.   

Subsequent descriptions detail an experimental investigation designed to empirically 

determine the functional association between vocal intensity, speech sound and neural population 

activity.  Experimental manipulation of vocal intensity and randomization of articulatory variables 

provided a causal design by which to conclude the association of theta and gamma band to vocal 
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intensity encoding and phonetic-intensity encoding.  Estimations of disease severity were included 

in models to account for the possibility of pathology driven results.  Behavioral speech 

performance measurements were also included to verify the assumption of improved articulation 

with vocal intensity increases, as reported in the literature (Dromey et al., 1995; Tjaden & Martel-

Sauvageau, 2017). 

Electrophysiologic signals of neuronal activity measured directly from the cortical surface 

and subthalamic nucleus provided information which allows a detailed analysis of spatial 

topography for phonetic-intensity encoding.  Electrical activity from neuron populations (i.e., 

LFPs), are of interest because these signals correlate with speech production (Bouchard & Chang, 

2014b; Chartier et al., 2018; Dastolfo-Hromack et al., 2018) and limb movement (Anzak et al., 

2012; Tan, Pogosyan, Anzak, Foltynie, et al., 2013).  The amplitude of the signal in these 

oscillatory frequencies is thought to reflect rhythmic, coordinated communication in neuron 

populations (Rimmele, Gross, Molholm, & Keitel, 2018).  LFP  amplitude – specifically high 

gamma band amplitude (termed ‘high gamma power’) – has revealed differential activation in the 

primary motor cortex based on speech articulator (Bouchard & Chang, 2014a, 2014b).  Differences 

in gamma power across the primary motor cortex produces ‘articulator maps’ (i.e., articulator 

topography) showing that different regions are activated for specific articulators.   

Assessment of these variables and measurements from human electrophysiologic 

recordings allowed for a detailed topographical assessment of phonetic-intensity encoding.  The 

mixed effects modeling approach accounted for participant level variability embedded within 

neural power and described the critical interaction effect between phoneme and intensity.  The 

opportunity to test these hypotheses in direct neurological recordings from patients with 

Parkinson’s disease advances the understanding of phonetic-intensity encoding, which is a 
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fundamental process implicated in numerous clinical interventions (Behrman et al., 2020; Lam & 

Tjaden, 2013; L. O. Ramig, Sapir, Countryman, et al., 2001).   

3.1 Sample Size Justification 

To determine the appropriate sample size for the study proposed in the previous section, 

pilot data were examined to establish statistical power.  The resulting information informed the 

project by testing if the amount of data was adequate to find the proposed three-way interaction 

between phoneme, vocal intensity and electrode location as described above. 

 

A power analysis was completed using pilot data from 7 participants and 11 sample 

electrodes.  We estimated the effect size for the critical Phoneme x Intensity interaction as partial 

2 = .50 and the non-sphericity as e = .80.  A power analysis for a 3-way repeated measures 

ANOVA using G*Power 3.1.9.3 indicated that the sample size of 29 patients provides more than 

sufficient power and, in fact, only required 4 participants.  A partial analysis of behavioral data 

showed that vocal intensity production was significantly different between soft and loud conditions 

in at least 13 patients, with average intensity ranging from 71.55 dB SPL in the soft condition to 

73.94 dB SPL in the loud condition (Gates, 2020), demonstrating that the majority of patients 

modulated intensity during the task.  Data were analyzed from all viable data from 29 patients.  

After elimination of artifactual electrodes, a total of 20 participants with 373 precentral and 111 

subthalamic nucleus electrode locations were included in analysis.  A thorough description of 

procedures related to artifact rejection can be found in the methods section and vibration artifact 

section.  Based on the estimation of 4 participants for the critical effect of phoneme by intensity, 
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this sample size is adequate to answer the questions proposed.  Furthermore, similar effects have 

been found with less data.  In pilot data from the Brain Modulation Lab, articulator somatotopy 

was replicated in the precentral gyrus utilizing 10 participants and 198 electrodes (Chrabaszcz et 

al., 2019) and articulatory gain encoding was found using the same data (Dastolfo-Hromack et al., 

2018).  Therefore, it is highly likely that phonetic-intensity encoding, which is a derivative of these 

processes, may also be identified with the available sample size. 

3.2 Specific Aims 

Once it was determined that the sample size was adequate for the proposed experimental 

questions, the specific aims described in the study design were expounded upon and described in 

greater detail.  The description of the primary and secondary aims is included in the current section, 

including detailed descriptions of the independent and dependent variables. 

3.2.1 Primary Aim  

SA1.  Examine neuronal organization of phonetic-intensity encoding of speech production in 

the precentral gyrus and subthalamic nucleus (Figure 5).   

Experimental Question: Do populations of neurons exist in the precentral gyrus and 

subthalamic nucleus which encode both movements to generate phoneme patterns and vocal 

intensity increases (phonetic-intensity encoding)?  We will seek evidence of phonetic-intensity 

encoding by examining LFP power in theta and gamma bands, as these have been identified as 

critical for speech  processing (Giraud & Poeppel, 2012), and have been shown to function in 
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concert with one another in feedforward adaptation of speech production (Sengupta & Nasir, 2015, 

2016). 

 

 
 

Primary Aim (SA1) Hypothesis:  Electrodes in the precentral gyrus will demonstrate phonetic-intensity 

encoding effects (i.e. interaction effect).  LFP power will increase during increases in vocal intensity, but 

only in articulator regions necessary for a particular phoneme (red dot, interaction effect). 

 

SA1. Statistical Approach.   

 

 After raw signal is decomposed into standard frequency components after standard pre-

processing, mean-normalized component amplitude (LFP power) will be used to conduct a linear 

mixed-effects model assessing power changes as a function of 1) phoneme identity 2) vocal 

intensity and 3) electrode location.   A mixed effects model will be fit to account for clustering 

within the data and a type III analysis of variance will be computed from this model.  A recent 

meta-analysis identified MNI (Montreal Neurological Institute) coordinates of anatomical 

regions associated with articulators (lips, tongue, respiratory, jaw, larynx)(Guenther, 2015) and 

these MNI coordinates were originally proposed to be the reference point for articulator coding 

of electrode positions.  The original proposal to determine electrode categorization was based on 

shortest Euclidean distance from these MNI articulator reference regions.  However, these 

Figure 5. Primary Aim (SA1) Hypothesis 
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distinctions yielded coarse labeling with little differentiation between electrodes.  A secondary 

approach was undertaken, utilizing a functional analysis of articulators, which will better account 

for idiosyncratic differences between participants.  A mixed effects model was fit, predicting 

power in each electrode using known articulators as binary variables (1 = involvement of 

articulator, 0 = no involvement).    

Table 1.  Articulator Coding for Functional Analysis of Electrode Locations 

Phoneme Lip Tongue Larynx 

/s/ 0 1 0 

/t/ 0 1 0 

/g/ 0 1 1 

/v/ 1 0 1 

 

𝑁𝑒𝑢𝑟𝑎𝑙 𝑃𝑜𝑤𝑒𝑟 =  𝛽1[𝑙𝑖𝑝] + 𝛽2[𝑡𝑜𝑛𝑔𝑢𝑒] + 𝛽3[𝑙𝑎𝑟𝑦𝑛𝑥] 

We hypothesize that articulator region and phoneme variables will show parallel effects in that 

the electrodes labeled as ‘lip region’ will increase in power during production of /v/, but not /t/.  

Independent Variables (Factors).  1) speech sound /s, t, v, g/ of the experimental trial,  

2) vocal intensity on each trial, and 3) electrode location. 

Dependent Variable:  LFP power 

Hypothesis. (Figure 6) Phonetic-intensity encoding will be revealed in the interaction effect 

between vocal intensity and speech sound.  LFP power will increase as a function of both phoneme 

and vocal intensity, reflecting specific electrodes which encode for movement specification.  

Furthermore, we hypothesized that this interaction effect of phonetic-intensity encoding will occur 
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in the precentral gyrus, while the subthalamic nucleus will demonstrate an effect of intensity, but 

not an interaction with phoneme.  

3.2.2 Secondary Aim 

SA2.  Test the differential contributions of the basal ganglia (STN) and precentral gyrus 

(PcG) for vocal intensity production.  

 

Experimental Question: What are the respective contributions of the STN and precentral gyrus in 

the control of vocal intensity output?  We will control for PD disease severity using the Unified 

Parkinson Disease Rating Scale (UPDRS) and time since diagnosis (TSD) because disease severity 

will likely impact the neural functioning and, therefore, predictive performance in this context.   

 

𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 𝑉𝑜𝑐𝑎𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 (𝑑𝐵 𝑆𝑃𝐿)

= 𝛽1(𝑆𝑇𝑁 𝐿𝐹𝑃 𝑃𝑜𝑤𝑒𝑟) + 𝛽2(𝑃𝑐𝐺 𝐿𝐹𝑃 𝑃𝑜𝑤𝑒𝑟) + 𝛽3(𝑈𝑃𝐷𝑅𝑆) + 𝛽4(𝑇𝑆𝐷) 

 

SA2. Statistical Approach. Linear Mixed Effect Modeling 

Independent Variables. LFP power and disease severity, UPDRS, TSD 

Dependent Variables. Participant vocal intensity (root mean square - RMS)  

Hypothesis. Neural activation in the precentral gyrus and STN (LFP power) will predict the 

acoustic intensity level of the motor output, and the STN (basal ganglia) will demonstrate a higher 

effect estimate reflecting greater contribution.  This hypothesis is informed by evidence that the 

basal ganglia is involved in a speech motor planning loop with the SMA (Chen, Thaler, Nixon, 

Stern, & Passingham, 1995; Guenther, 2015) which has been implicated in vocal control gain 

adjustments (Chang, Niziolek, Knight, Nagarajan, & Houde, 2013).  It is possible that the 

Equation 1 
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dominant brain region for vocal intensity control will be temporally dependent, with earlier time 

points favoring the precentral gyrus for motor planning of feedforward commands and later time 

points favoring the STN for execution of vocal amplitude.   For this reason, two models will be 

conducted in each band of interest, one prior to the onset of speech production and one during 

speech production.   
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4.0 Vibration Artifact Rejection  

Before testing the hypotheses detailed in the previous section, electrophysiologic data were 

inspected and processed.  Artifact rejection is a normal aspect of processing electrophysiologic 

data; however, a novel artifact was identified related to the vibration of the electrical system caused 

by patients’ speech which required more extensive work.  A working group was established within 

the Brain Modulation Lab to identify and characterize this novel artifact.  The following section 

describes the artifact and major findings of this working group.  Addressing this issue was 

necessary to ensure the validity of the neural measurement before testing the proposed hypotheses. 

 

The Brain Modulation Lab identified an electrical artifact related to the vibration of the 

participants’ voice production.  It was originally observed on a spectrogram and appeared as a high 

frequency narrow band component, which occurred in the region of the fundamental frequency of 

the human voice in a three-syllable pattern, identical to the three-syllable triplet pattern in the task 

stimuli.  This narrowband component tracked with the participants’ fundamental frequency across 

trials (Figure 6).  In addition to this observation in neural data, the same component was identified 

in blank recording pins, which were included in some of the participants recording arrays.  These 

recordings were not connected to electrodes, and were therefore not recording any neural data, yet 

the pattern was still apparent.  This three syllable response cannot be accounted for by the 

frequency following response (Krishnan & Parkinson, 2000; Krishnan, Xu, Gandour, & Cariani, 

2004), because it was not observed during stimulus perception and was not localized to the auditory 

cortex.  Finally, vibrations of a similar pattern were intermittently observed after placing a 

vibration sensor onto the stereotactic frame which holds the participants head in place during 
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surgery.  While the precise mechanisms are still being investigated, the conclusion is that the 

stereotactic frame and other recording equipment vibrates in response to participants’ vocal 

production therefore contaminating the data.  A thorough description of the artifact and analyses 

used in characterizing the artifact were presented at the Society for Neuroscience Global 

Connectome 2021 (Bush et al., 2021) and will be submitted for publication.  

 

Figure 6. Vibration Artifact Example 

Two primary analysis techniques were used to characterize the artifact 1) correlation 

analysis previously reported by another group who observed the same vibration artifact (Roussel 

et al., 2020), and 2) a coherence analysis.  The correlation analysis examined the cross-correlation 

matrix between neural power in a broad range of frequency bands to the corresponding power in 

the audio recording of the participants’ voice (Figure 7).  The average of the correlation 

coefficients across the diagonal was used as the artifact contamination score, and permutation 

testing of this metric was utilized to determine significance of contamination score in a dataset 

(individual sessions).    In addition to this correlation measurement, the coherence between the 

audio signal and neural signal was calculated for each session. This analysis is systematically 



 61 

different from the correlation score between it is a direct comparison between signals and is 

intended to determine causality between each signal, which a correlation analysis cannot 

accomplish.  These two methods were completed on the dataset and dataset measures were 

significantly correlated to the correlation analysis (r = 0.55, p < 0.001)(Bush et al., 2021). 

 

Figure 7. Cross Correlation Matrix 

Example cross-correlation matrix taken from figures in (Roussel et al., 2020).  High correlations 

along the diagonal are evidence of vibration related artifact. 

 

To select non-contaminated data for the present study, it was determined that if a true 

artifact existed, both methods would detect the contamination.  The correlation method alone 

demonstrated a high sensitivity rate (~80%), but a low specificity rate (~20%) when comparing 

results to the visual analysis of spectrograms as the artifact was originally detected.  Combining 

methods was intended to increase specificity rate. For the coherence method, a significance value 

was determined to be coherence of 3 based on permutation testing, which correlated to the results 

of the Roussel method.  If a session demonstrated a significant correlation score and coherence 

greater than 3, it was rejected from analysis.  A total of 211 STN recording locations were 
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originally recorded, with 31 of these locations rejected via the combined coherence and correlation 

criteria for identification of artifactual influence (14.6% rejected).  Out of a total of 631 precentral 

gyrus electrodes 220 electrodes were rejected for a total of coverage of 410 electrodes represented 

across precentral gyrus.   Brain Modulation Lab scientists conducted a spatial analysis of the 

electrodes which were identified as artifactual and found no anatomical pattern related to the 

rejected electrodes.  

This amount of data is adequate for the questions presented.  The original power analysis, 

which would have identified the phoneme by intensity interaction effect at a group level, required 

only four participants.  The final number of participants was twenty due to additional artifact 

rejection parameters (detailed in section 3.1 and methods sections of manuscripts); therefore, this 

is greater than the four necessary.  Furthermore, two previous studies replicated articulator 

representation on cortex in gamma band (Chrabaszcz et al., 2019) and found evidence of 

articulatory gain (Dastolfo-Hromack et al., 2018) with only 10 participants and 198 electrodes.  

These two processes are highly related to the process of phonetic-intensity encoding and therefore 

demonstrate that an effect can be identified in this number of participants and electrodes. 
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5.0 Abstract 

After managing the vibration artifact, a preliminary analysis was completed.  This analysis was 

organized and submitted as an abstract to the 2022 Motor Speech Conference in Charleston, SC.  

The following section is the submitted abstract for this conference.    

 

Purpose:  Speech therapy for patients with Parkinson’s disease (PWPD) capitalizes on a 

physiologic link between vocal intensity and articulation (termed here as ‘phonetic-intensity 

encoding’), causing a patient’s articulation to improve given the single objective to speak loudly 

(Sapir et al., 2007) .  However, because specific neurological correlates of this effect remain 

unknown, phonetic-intensity encoding is not described in models of speech motor control 

(Guenther, 2015; Hickok & Poeppel, 2015; J. S. Perkell et al., 1997; R. A. Schmidt, 1975) despite 

its critical theoretical role in prosody (Keating, 2003; Keating & Shattuck-Hufnagel, 2002).  The 

project goals are to 1) determine the neurological organization of phonetic-intensity encoding in 

the precentral gyrus and subthalamic nucleus (STN), which is critical for movement scaling   and 

2) explore the differential contributions of the precentral gyrus and STN to generalized vocal 

intensity control. We hypothesized that phonetic-intensity encoding is represented by vocal 

intensity-dependent neural activity increases that are topographically specific for particular 

phonemes. 

Methods: Electrophysiologic recordings were obtained from the precentral gyrus and STN 

in 29 PWPD undergoing deep brain stimulation implantation surgery.  During the awake portion 

of surgery, PWPD repeated at high and low vocal intensity nonword syllables containing the 

consonants /g, t, v, s/, presented auditorily.  To determine if increased vocal intensity improved 
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patients’ articulation, we extracted spectral and temporal measurements - including fricative 

duration, vowel duration, spectral centroid and the second formant ratio – from the recordings of 

patient speech, and then correlated them to vocal intensity, measured by syllable-level root mean 

square.  Electrophysiologic signals were decomposed using a wavelet transformation to extract 

theta band power (4-8 Hz) and gamma band power (70-150 Hz).  For Goal 1, linear mixed-effects 

models were used to predict neural power in each band and brain region from 1) vocal intensity, 

2) consonant, 3) recording location and 4) all possible interactions.  For Goal 2, averaged neural 

power by band and brain region were used to predict vocal intensity using a linear mixed-effects 

model, with two model terms to control for disease severity (time since diagnosis and Unified 

Parkinson’s Disease Rating Scale).  To assess for motor preparation and execution effects, the 

model was fitted to spectral power during the reaction time interval (before speech) and again 

during speech production.  

Results: Increasing intensity improved patients’ articulation in both temporal and spectral 

features.  Fricative duration and vocal intensity showed a significant negative correlation (r = -

0.16, p < .001), and spectral centroid and vocal intensity showed a significant positive correlation 

(r = 0.19, p < .001). For Goal 1, the mixed-effects model analysis revealed a significant three-way 

interaction between phoneme, intensity and electrode location in the STN for theta band power 

(F(330, 27958) = 1.39, p < .001 ), indicating a location-dependent organization of phonetic-intensity 

encoding (Figure 1).  The mixed-effects model in precentral gyrus for gamma band revealed 

significant two-way interactions for intensity by electrode (F(372, 217840) = 3.633, p < .001 ) and 

phoneme by electrode (F(1115, 218510) = 4.9309, p < .001), indicating a location-dependent 

organization of phoneme and vocal intensity encoding in the precentral gyrus.   For Goal 2, vocal 

intensity was significantly predicted by averaged neural power during the reaction interval; neither 
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region nor band displayed a significant effect. During movement execution, a significant power 

by band interaction effect (F(1, 200) = 6.76, p < .01 ) indicated that gamma band power significantly 

predicted vocal intensity across both brain regions ( = - 0.2, p =.02)(Figure 2). 

Discussion:  Results demonstrate that a neurological correlate exists for phonetic-intensity 

encoding: increases in STN theta band power at phoneme-specific locations.  Speech therapy 

techniques which require patients to increase vocal intensity may activate the STN, stimulating 

articulatory improvement.  Precentral gyrus gamma band encodes phonemic and vocal intensity 

information in non-overlapping locations.  Negative association between averaged gamma band 

and vocal intensity may reflect reduction in competing motor programs with increasing intensity.  

Predictions of phonetic-intensity encoding were driven by increases in theta band power, which 

strengthens recent findings that theta band is critical for speech production (Doesburg et al., 2012; 

Giraud & Poeppel, 2012; Lizarazu, Lallier, & Molinaro, 2019).  We conclude that the STN is 

involved in phonetic-intensity encoding.  

 

 

Figure 8. Phonetic-Intensity Encoding Occurs in the Subthalamic Nucleus 

Phonetic-Intensity Encoding in the Subthalamic Nucleus (STN). Central plot depicts 

recording locations in the STN and site at which both phoneme and vocal intensity predicted 
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neural power (theta band) via an interaction effect.  Specific interaction effects for recording 

locations are depicted in the surrounding figures following simple slope analysis. Raw data 

points are included as scatter plots for each significant simple slope, color coded to match the 

slope of interest.  Effects were found across participants; participant number is noted by title on 

surrounding figures. 

 

 

 

 

Figure 9.  Gamma Power Negatively Predicts Vocal Intensity Production 

Gamma Band Power Negatively Predicts Vocal Intensity Production.  A model was fit 

predicting vocal intensity from theta and gamma band power, averaged across recording 

locations in the precentral gyrus and subthalamic nucleus. Results showed that gamma band 

power across both the subthalamic nucleus and precentral gyrus negatively predicted vocal 

intensity (*).  Simple slope for theta band was significant in the precentral gyrus (+), but not 

when pooled between regions. 

 



 67 

6.0 Manuscript #1 

Following the submission of the abstract described above, analyses were completed and 

described in the form of two manuscripts.  The first manuscript addresses the primary question of 

Aim 1, which examines the existence of phonetic-intensity encoding within the basal ganglia 

cortical loop.  The second manuscript describes the second aim, which addresses the question of 

differential contributions of the precentral gyrus and subthalamic nucleus to vocal intensity 

encoding. 

WORKING TITLE:  Phonetic-Intensity Encoding Occurs in the Subthalamic Nucleus. 

6.1 Introduction 

Researchers and clinicians have consistently observed that increasing vocal intensity 

produces greater articulatory precision in both neurotypical (Dromey & Ramig, 1998; Huber, 

Stathopoulos, Curione, Ash, & Johnson, 1999) and neurologically disordered individuals (Dromey 

et al., 1995; Gates, 2020; Maniwa, Jongman, & Wade, 2009; Tjaden, Lam, & Wilding, 2013; 

Tjaden & Martel-Sauvageau, 2017).  This effect relies on a link between the neurological encoding 

of phonetic and prosodic information (Keating, 2003; Keating & Shattuck-Hufnagel, 2002), which 

will be referred to as phonetic-intensity encoding.  Speech therapy interventions, most prominently 

Lee Silverman Voice Treatment (LSVT®), rely on phonetic-intensity encoding to enact highly 

replicable and meaningful change for millions of people with motor speech disorders by focusing 

instruction on ‘loud speech’(Levy et al., 2020; L. Ramig, Halpern, Spielman, Fox, & Freeman, 
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2018; L. O. Ramig, Countryman, O'Brien, Hoehn, & Thompson, 1996).  Despite the impact of 

phonetic-intensity encoding, the neurological correlates remain unknown. Understanding the 

neurological underpinnings of this effect would have both clinical and theoretical relevance and 

enable detailed incorporation of phonetic-intensity encoding into theories of speech motor control 

(Bohland et al., 2010; Guenther, 2015; Levelt, 1992; J. S. Perkell et al., 1997) as well as inform 

speech therapy intervention.  The goals of this study were to 1) investigate the neurological 

correlates of phonetic-intensity encoding within the cortico-basal ganglia loop, specifically the 

precentral gyrus and subthalamic nucleus (STN), and 2) understand the connection between 

phonetic-intensity encoding and the established articulatory topography of the precentral gyrus 

(Pulvermuller et al., 2006). 

Although the neural correlates of phonetic-intensity are unknown, the component parts, 

phoneme and vocal intensity control, have been well investigated and provide insights for these 

hypotheses.  Prosody has been widely studied through functional magnetic resonance imaging, 

showing diffuse effects across both cortical hemispheres when producing broad changes in 

multiple prosodic parameters (Aziz-Zadeh et al., 2010; Baum & Pell, 1999; Caekebeke et al., 1991; 

Golfinopoulos et al., 2015; Mayer et al., 2002; Paul et al., 2003; Pichon & Kell, 2013; Riecker et 

al., 2002; Van Lancker Sidtis et al., 2006).  However, two studies identified bilateral activation in 

motor cortical areas, including larynx areas in the left precentral gyrus, during linguistic prosodic 

manipulation, which implicated regions typically involved in articulation (Aziz-Zadeh et al., 2010; 

Golfinopoulos et al., 2015).  These studies demonstrate the possibility that neurological 

representations for prosody, namely intensity, may be encoded in the same cortical region as 

articulatory parameters.   
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Cortical function has received much attention in prosodic research; however, some 

researchers propose that the cortex is not the primary driver of prosodic control; rather, the basal 

ganglia are responsible for prosody generation (Baum & Pell, 1999; Pichon & Kell, 2013). This 

claim is supported by the monopitch and monoloudness speech characteristics in patients with PD 

(Liotti et al., 2003), as well as outcomes after pallidotomy (Favre, Burchiel, Taha, & Hammerstad, 

2000).  Studies conducted in patients with PD echo both these cortical and subcortical claims about 

prosodic processing, specifically intensity modulation.  Outcomes after LSVT® (which utilizes the 

phonetic-intensity encoding effect) demonstrate diffuse cortical changes in neural activity 

(Narayana et al., 2010; Rektorova, Barrett, Mikl, Rektor, & Paus, 2007) and increased activation 

in the basal ganglia (Liotti et al., 2003).  The basal ganglia are also implicated in vocal intensity 

because changes in vocal intensity (both increases and decreases) occur following STN deep brain 

stimulation (Aldridge et al., 2016; Behroozmand et al., 2019).  Due to prosodic research 

implicating cortical motor areas and the basal ganglia, the current study investigated phonetic-

intensity encoding in the precentral gyrus and subthalamic nucleus.    

Studies which evaluate the neural correlates of articulation also support the hypothesis that 

phonetic-intensity encoding may occur within the precentral gyrus (Brown et al., 2009; Grabski et 

al., 2012; Hauk et al., 2004; Nakayama et al., 2004; Olthoff et al., 2008; Pulvermuller et al., 2006; 

Riecker et al., 2000; Takai et al., 2010; Terumitsu et al., 2006; Wildgruber et al., 2001).  The 

precentral gyrus, among other motor regions, have been designated as ‘regions of high articulatory 

convergence’ based on meta-analyses (Brown, Ingham, Ingham, Laird, & Fox, 2005; Guenther, 

2015; Turkeltaub, Eden, Jones, & Zeffiro, 2002), indicating a consensus across studies that these 

regions contribute to articulator control.  Additionally, electrophysiologic (i.e. 

electrocorticography) studies have identified ‘articulator maps’ in the sensorimotor cortex, 
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demonstrating that certain regions of cortex are specialized for specific articulator movements 

(Bouchard & Chang, 2014a, 2014b; D. Conant et al., 2014; D. F. Conant et al., 2018).  Collectively, 

these studies implicate the precentral gyrus in both prosodic control and articulator movements 

separately, but questions remain regarding how these regions function to produce simultaneous 

change in articulation and vocal intensity (i.e. phonetic-intensity encoding), which is the focus of 

the current study.   

Few studies address the links between prosody generation and other speech motor control 

processes. Two studies have proposed that interhemispheric connections (i.e. via the corpus 

callosum) underly the link between linguistic processing and prosody (Klouda et al., 1988; 

Sammler et al., 2010).  Although it is possible that cortico-cortical connections may also be 

relevant for phonetic-intensity encoding, another plausible hypothesis can be generated from non-

speech movement data.  Viral tracing studies in primates have shown that the basal ganglia and 

cortical motor areas are anatomically connected and somatotopically organized in a reciprocal 

fashion (Alexander, Crutcher, & DeLong, 1990; Alexander et al., 1986).  These motor areas (e.g. 

supplementary motor area, precentral gyrus) have also been implicated in articulatory planning 

and execution (Bohland et al., 2010).  Furthermore, primate data has shown that increased 

amplitude of movements (which is similar to increased vocal intensity), is achieved through 

increases in single neuron firing rates in the basal ganglia and greater recruitment of activity (M. 

R. DeLong, Crutcher, & Georgopoulos, 1983; Georgopoulos, DeLong, & Crutcher, 1983; 

Panigrahi et al., 2015).  It is plausible that the cortical motor areas implicated in articulatory control 

are modulated by the basal ganglia as a function of vocal intensity.   

To investigate this hypothesis, gamma band power and theta band power were selected as 

primary neural measurements, extracted from local field potential recordings (LFPs).  Gamma 



 71 

band power encodes articulatory information in the precentral gyrus (Bouchard & Chang, 2014a; 

D. Conant et al., 2014) and is correlated to single neuron unit firing (Nir et al., 2007; S. Ray, Crone, 

Niebur, Franaszczuk, & Hsiao, 2008).  Gamma band activity is also closely linked to BOLD signal 

reflected in fMRI studies (Nir et al., 2007), which will allow comparison of the results to the 

numerous studies investigating articulatory and prosodic control.  Theta band has equivalent 

relevance and was correlated to naturalistic differences in articulatory gain (i.e. increases and 

decreases in the second formant ratio), which is one type of articulatory change that occurs during 

increases in vocal intensity, in both the precentral gyrus and STN (Dastolfo-Hromack et al., 2021).  

Both gamma and theta band are described as critical oscillations for speech production (Giraud & 

Poeppel, 2012).  These connections with prior research and extant theories will facilitate the 

interpretation of results within relevant frameworks and facilitate concept integration into theories 

of speech motor control.    

This experiment utilized intraoperative recordings of speech in patients with PD 

undergoing deep brain stimulation implantation surgery to investigate the neurological correlates 

of phonetic intensity encoding.   This goal was achieved through analyzing gamma and theta band 

power as a function of phoneme, intensity, and electrode location in the precentral gyrus and 

subthalamic nucleus.  Behavioral speech performance was verified using multiple spectral and 

temporal measurements of articulatory precision and vocal intensity.  Results demonstrate that a 

neural correlate exists for phonetic-intensity encoding and that articulator region contributes to 

vocal intensity control.   
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6.2 Methods 

6.2.1 Participants.  

Data were collected from a total of 29 patients presenting to a neurosurgical clinic for deep 

brain stimulation surgery. Patients were recruited during clinical visits during which they were 

undergoing evaluation for deep brain stimulation implantation surgery.  Inclusion criteria were: 1) 

a diagnosis of idiopathic Parkinson’s disease, 2) recommendation for surgical treatment by a 

multidisciplinary movement disorder surgery team, which required thorough neuropsychological 

evaluation and evaluation of PD symptoms on and off medication, 3) neurosurgical target of the 

STN, and 4) favorable anatomy free of venous obstructions that would impede electrode contact 

with the cortical surface.  Patients were excluded if they were not candidates for deep brain 

stimulation based on the above criteria or were unable to perform the task.  To ensure informed 

consent occurred without coercion, study participation meetings and informed consent procedures 

were held with a research coordinator who was not involved in clinical processes.  Patients were 

assured that the decision to participate would not affect their clinical care in any manner.  This 

research study was approved by the University of Pittsburgh Institutional Review Board 

(PRO13110420) and all participants completed a written informed consent. 

6.2.2 Stimuli 

Three syllable ‘triplets’ (e.g. ‘see too gah’) were constructed from different combinations of 4 

consonants (/g, t, s, v/) and 3 vowels (/i, a, u/).  These phonemes were chosen because they consist 

of articulatory features (involvement of the lips, tongue tip, low tongue/jaw, front tongue, and 
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larynx) and phonetic state spaces (high, low, front, and back vowels; alveolar, labial, and coronal 

consonants) which have previously been described in the human motor cortex.  Phonemes were 

presented pseudo-randomly, such that the initial phoneme of the triplets were balanced, and each 

consonant was presented in the initial position 30 times within a session.  Participants were also 

auditorily prompted (by acoustic example) to increase intensity on half of the trials.  The intensity 

increase was balanced within phoneme condition, so that in a single phoneme condition, 15 were 

normal intensity and 15 were increased intensity (increase of 20 dB SPL).  Actual intensity level 

of the acoustic stimulus presentation varied based on patient, and audio was adjusted to achieve 

comfortable hearing level for each participant. The magnitude difference between loud and soft 

productions was constant. 

Table 2. Stimuli Characteristics 

 

 

 

6.2.3 Pre-operative Training 

While in pre-operative care, patients completed a pure-tone hearing screening at 500Hz, 1kHz, 

2kHz, and 4kHz at an intensity level of 25- and 40-dB HL using a calibrated tone generator.  Initial 

hearing screenings were completed by the PI (licensed speech-language pathologist) and then a 

trained research assistant.  Patients were instructed that some of the sounds would be soft, and 

some are loud, and to use a strong, loud voice when prompted by the stimuli.  Patients completed 

practice using the stimuli and were coached as necessary.   

Consonant  Alveolar Labiodental Velar Fricative Voicing 

/v/ 0 1 0 1 1 

/t/ 1 0 0 0 0 

/s/ 1 0 0 1 0 

/g/ 0 0 1 0 1 
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6.2.4 Surgical Procedure and Electrode Placement 

Prior to surgery, patients were off medication for 12 hours.  As dictated by routine clinical care, 

patients were anesthetized, a surgical frame was placed around the head for stabilization and burr 

holes were drilled into the skull at the point of safest entry. After waking the patient from 

anesthesia, a micro-electrode recording (MER) array, consisting of three electrodes in a fixed 

triangular orientation was inserted into the brain via the burr hole; three macroelectrode contacts 

were located superior to the macroelectrodes.  LFP recordings were gathered from these 

macroelectrodes.  Trajectory of the MER was guided by pre-operative imaging, and continuous 

electrophysiologic monitoring by a neurophysiologist.  Single cell recordings were used to 

determine location of the electrode at the superior or inferior aspect of the STN.  Recording depths 

were extrapolated using the changes in depth during placement measured on the MER array, 

combined with depths associated with STN top and bottom (determined by presence of neuron 

firing patterns associated with STN). Cortical high density 64 contact electrode strips were also 

placed through the burr onto the cortical surface, targeted toward the sensorimotor cortex.  

Trajectory of the cortical electrode strip was planned pre-operatively using MRI images, and a 

corresponding marker was placed on the patient’s scalp during surgery to guide placement. After 

electrodes were in place, a fluoroscopy image was taken for post-operative localization.  Patients 

were instructed to repeat acoustic stimuli, which were presented through earbuds. Recordings were 

taken at 2-4 depths within the STN, corresponding to 2-4 sessions depending on patient fatigue 

and surgical concerns.  One session consisted of 120 nonsense syllable ‘triplets’.   
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6.2.5 Intra-operative Recording  

 Local field potentials were recorded from the deep brain stimulation lead after placement, and this 

was completed using the Grapevine neural interface processor (Ripple LLC, Salt Lake City, UT, 

USA).  Cortical electrode strips were microphonic-free to reduce movement artifact.  Stimuli of 

triplets were delivered acoustically to the patient through ear buds (ER38-14F foam tips; Etymotic 

Research, Inc.) after signal was amplified (PreSonus, AudioBox iTwo).  Audio recordings were 

gathered using a high fidelity recorder (H6 Handy Recorder, Zoom Inc., Japan) at a sampling rate 

of 96kHz, using an omnidirectional microphone in order to reduce distortion related to vocal 

intensity (MSH-6 Stereo Mic, Zoom Inc., Japan), at 7 cm, 45o angle from the oral angle. 

6.2.6 Pre-processing 

All electrophysiological data were processed in MATLAB with custom scripts using the Fieldtrip 

toolbox (Oostenveld, Fries, Maris, & Schoffelen, 2011).  Data were resampled to a sampling rate 

of 1 kHz, and cardioballistic effects and line noise were removed using a 1Hz high pass filter and 

58-62 Hz notch filter.  A high pass Butterworth IIR filter (MATLAB command: ‘but’) was applied 

to raw data with a zero-phase forward and reverse filter (MATLAB command: “two pass”), with 

a filter order of 5.  High frequency movement artifacts were identified algorithmically by first 

calculating the log-normal distribution of the signal amplitude, then determining an appropriate 

cut off criteria for each participant.  The artifact cut off was between 2-3 standard deviations away 

from the median of the distribution and was determined by examining the distribution and placing 

the cut off at the point where the tail of the distribution began.  Artifact detection was 

individualized per participant.   In addition, a speech production vibration related artifact was 
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identified, and any session determined to be affected by the vibration related artifact was removed 

from analysis.  A thorough description of the analysis and results of this vibration artifact can be 

found in Section 4.0.  For cortical electrodes, LFP signals were re-referenced offline to a common 

average reference, applied over blocks of electrodes.  Because only three contacts existed for STN 

recording sessions, a bipolar referencing scheme was applied to the STN contacts.  Bipolar 

references involved averaging the signal with one electrode to the immediately adjacent electrode 

and subtracting this from the original signal.  Data were aligned to the onset of each consonant for 

epoching.  Wavelet transformation was performed using a custom MATLAB function.  Wavelet 

parameters were a width of 7 cycles, evaluated at theta (4-8 Hz) and high gamma frequencies (70-

150 Hz)(Lachaux et al., 2007; Nir et al., 2007).  Power values were extracted from the wavelet 

transformation using a custom function (BML lab toolbox)(Bush, 2021) and baseline normalized 

on a trial-by-trial basis.  Power values are derived by calculating the square of the amplitude of the 

oscillation within the time region of interest, and this was completed within the same function as 

the wavelet transformation.  A baseline period was designated as one second prior to the onset of 

the stimulus.  Power from each syllable segment was normalized to the appropriate baseline for 

the trial from which it was obtained in order to account for differences in the signal from resting 

state processes.  Boxplots of normalized power values was examined for outliers.  Across 

participants, most outliers appeared above 2.5 standard deviations above the mean (amplitude of 

30).  A random sample of these outliers were visually examined, and all represented residual 

movement artifact; therefore, normalized power values above 30 were excluded from analysis. 
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Overview of the processing required to extract the final power values from the raw 

electrophysiologic signal, which was used as the primary neural measurement. 

6.2.7 Electrode Localizations.  

Cortical electrode recording locations were determined from reconstructions using intraoperative 

fluoroscopic images, co-registered preoperative and post-operative computed tomography (CT) 

images and pre-operative magnetic resonance imaging (MRI) scans, procedures are described in 

Randazzo et al. (2016).  Localization of electrodes into patient native space were conducted using 

the Freesurfer suite (Dale, Fischl, & Sereno, 1999) (http://surfer.nmr.mgh.harvard.edu/) and a 

custom-made graphical user interface in MATLAB.  All recordings were gathered from the left 

hemisphere.  These localizations were registered into the MNI common space template using 

Brainstorm (Tadel et al., 2019) (https://neuroimage.usc.edu/brainstorm/).  Reconstruction of the 

subthalamic nucleus recording trajectory was conducted using the Lead DBS toolbox in 

Figure 10. Data Processing Flowchart. 

 

http://surfer.nmr.mgh.harvard.edu/
https://neuroimage.usc.edu/brainstorm/
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MATLAB, (Horn & Kuhn, 2015) based on identification of lead-induced artifact in the post-

operative CT scans. 

6.2.8 Coding of Speech Data 

Phonetic transcription of each participant’s produced speech and the markings of speech onset 

were performed by a trained team of speech pathology students. Using a custom Matlab GUI 

(github.com/Brain-Modulation-Lab/SpeechCodingApp) (example in Appendix A), onset and 

offset times were marked based on acoustic evidence of key speech features.  Voiced phonemes 

(i.e. /v/) and vowels were marked at the first visible glottal pulse, indicating the onset of vocal fold 

vibration.  Phonemes that did not rely primarily on voicing were marked based on the characteristic 

noise features for that phoneme. For example, the rapid increase of high frequency energy denoted 

the onset of plosive consonants (i.e. /t/ and /g/).  A broad band spectrogram was utilized to 

maximize visualization of key speech features.  All coders completed a course in speech science 

to ensure knowledge of important speech features and were trained in coding procedures by a 

speech language pathologist.  Additional information on coding procedures is available in 

Appendix A. 

6.2.9 Speech Performance Measurement 

Vocal intensity level was measured by calculating the root mean square (RMS) per syllable, 

because prior literature has noted phonetic-intensity encoding effects occur at syllable level 

(Dromey et al., 1995).  Normalized (mean z-scored) RMS was calculated for intensity and assessed 

within participants. For Equation 2, n = number of samples in the syllable, x = raw amplitude value 
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at a single sample,  = mean RMS per participant,  = standard deviation of RMS values per 

participant. 

 

 

 

 

 

To verify that the phonetic-intensity encoding effect similar to what is observed in LSVT® efficacy 

literature also occurred in the present experimental manipulation, temporal and spectral 

measurements of speech performance were gathered from the data.  Literature evaluating patients 

with Parkinson’s disease and neurotypical individuals showed that with increased intensity, vowel 

space and vowel duration increase (Dromey et al., 1995; Gates, 2020; Sapir et al., 2010; Tjaden et 

al., 2013).  The current dataset allowed for a trial-by-trial computation of the second formant ratio 

as a measurement of vowel articulation, therefore this was the chosen measure of vowel 

performance.  Furthermore, improvements in consonant precision also occur with increasing 

intensity.  The two measurements reported in the literature that are also possible to compute within 

the present dataset are the spectral centroid (Tjaden & Martel-Sauvageau, 2017) and fricative 

duration (Dromey et al., 1995).  Vowel duration was measured from the onset of the glottal pulse 

following decrease of spectral energy for the preceding consonant until the final detectable glottal 

pulse indicating the end of vowel duration.  Fricative duration was gathered from /v/ and /s/ 

because these measurements were found to significantly decrease in patients with Parkinson’s 

disease following LSVT® therapy (Dromey et al., 1995) and distinguish clear from conversational 

speech (Maniwa et al., 2009). 

 

Equation 2 

𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 1:  𝑅𝑀𝑆_𝑍 =  
√∑

𝑥2 
𝑛  −  𝜇

𝜎
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Spectral Centroid 

The first spectral moment coefficient (i.e. spectral centroid) was gathered from productions of /t/ 

and /s/ because the spectral centroid frequency of these two consonants have been shown to 

increase with increasing vocal intensity in patients with Parkinson’s disease (Tjaden & Martel-

Sauvageau, 2017).  The spectral centroid is calculated as the mean frequency, weighted by the 

absolute spectrum.  It was calculated using a MATLAB script, adapted from a python package to 

apply to these data (endolith, 2009).  Spectral centroid was calculated for /t/ and /s/ because spectral 

centroid in these phonemes were previously shown to significantly increase with increases in vocal 

intensity in patients with Parkinson’s disease (Tjaden & Martel-Sauvageau, 2017). 

 

Second Formant Ratio 

The second formant frequency was extracted from the middle 1/3rd portion of the vowels in each 

syllable using a custom script in Praat.  Random productions were visually inspected for accuracy.  

The second formant ratio was calculated on a within-subject, trial by trial basis, by dividing the 

second formant of /i/ by the second formant of /u/.  Only trials that included exactly one /i/ 

production and one /u/ production were used to calculate a trial level F2 Ratio.  In order to control 

for phonetic context, which greatly affects both the first and second formant values (Hillenbrand, 

Clark, & Nearey, 2001; Strange et al., 2007), the consonants utilized to calculate the ratio were 

limited to /s/ and /t/.  Large amounts of variability in formant frequency is attributable to 

anterior/posterior place of articulation for initial consonant and voicing patterns (Hillenbrand et 

al., 2001).  Limiting F2 ratio to /s/ and /t/ phonemes maintains a constant place of articulation and 

consistent de-voicing, limiting the potential influence of phonetic context on formant values.  The 
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ratio was then calculated by dividing the F2 of /i/ by the F2 of /u/ as described in (Sapir et al., 

2010).   

 

Outlier Inspection and Rejection 

Prior to calculating the articulation metrics outlined above, outliers were removed based on 

inspection of the boxplot distributions of vocal intensity, measured in root mean square (RMS) 

across participants.  RMS values that exceeded 2.5 standard deviations from the mean were closely 

inspected for potential noise in the signal.  These productions were cross referenced with notations 

from coders related to noise in the signal.  Productions with notations of operation room noise, 

provider speech, and patient non-speech sounds (i.e. noisy breathing) were excluded from analysis.  

Of a total 395 values in the outlier range, these criteria excluded 190 productions. 

6.2.10 Statistical Analysis 

Behavioral Speech  Performance 

To confirm that patients improved articulation as vocal intensity increased, measures of 

articulation were correlated to vocal intensity productions.  Across all calculations only syllable 

productions which included the phonemes of interest (/t, s, g, v/) were included for analysis. For 

each behavioral measurement (fricative duration, F2 Ratio, spectral centroid, vowel duration), a 

Pearson correlation was computed using the normalized vocal intensity from the full syllable and 

the measure of interest across all participants to compute one group score.  Individual correlations 

were also computed on a per participant basis and correlation p-values were Bonferroni corrected.  

Both group level statistics and individual correlations are reported. 
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Neural Correlates of Phonetic-Intensity Encoding 

For the primary goal of investigating the neurological correlates of phonetic-intensity encoding, a 

linear mixed-effects model was fit predicting neural power from 1) vocal intensity (normalized 

RMS), 2) phoneme identity of the initial consonant, 3) electrode location and 4) all possible 

interactions.  Fixed effects were trial and subject.  Assumptions of normality were assessed by 

visualizing the density distributions and QQ plots of neural power.  Electrode location was 

included in the model to account for the possibility of a topographical influence on phonetic-

intensity encoding.  The original hypothesis stated that the neural effects may depend on electrode 

location due to the known articulatory topography in the precentral gyrus.   

 

𝑁𝑒𝑢𝑟𝑎𝑙 𝑃𝑜𝑤𝑒𝑟

=  𝛾1𝑉𝑜𝑐𝑎𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 + 𝛾2 𝑃ℎ𝑜𝑛𝑒𝑚𝑒 + 𝛾3𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 

+  𝛾4𝑉𝑜𝑐𝑎𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑥 𝑃ℎ𝑜𝑛𝑒𝑚𝑒 + 𝛾5𝑉𝑜𝑐𝑎𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑥 𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 

+  𝛾6𝑃ℎ𝑜𝑛𝑒𝑚𝑒 𝑥 𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 + 𝛾7𝑉𝑜𝑐𝑎𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑥 𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 𝑥 𝑃ℎ𝑜𝑛𝑒𝑚𝑒  

 

Following model completion, a type III analysis of variance was conducted to assess overall effect 

significance for each main effect.   The primary effect of interest is 𝛾7, the three-way interaction 

effect.  A significant three-way interaction effect is considered evidence of phonetic-intensity 

encoding.   

 

Identification of Articulator Locations/Functional Analysis 

For the second goal of understanding the connection between phonetic-intensity encoding and 

articulatory topography, a functional analysis was completed to label a subset of electrodes based 



 83 

on neural response to speech production in the precentral gyrus.  Binary variables (i.e. 1 or 0) were 

created to reflect common articulators identified in the precentral gyrus.  Variables were assigned 

for each syllable based on the articulators required to produce the initial consonant.  For example, 

a syllable with an initial /v/ consonant would have a value of 1 for the lip and larynx variables but 

0 for the tongue variable.  These variables were used in a linear model predicting neural power in 

the region and band of interest by three two-way interaction effects between the articulator and 

electrode location. 

 

𝑁𝑒𝑢𝑟𝑎𝑙 𝑃𝑜𝑤𝑒𝑟 =  𝛽1[𝑙𝑖𝑝 𝑥 𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒] + 𝛽2[𝑡𝑜𝑛𝑔𝑢𝑒 𝑥 𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒] +  𝛽3[𝑙𝑎𝑟𝑦𝑛𝑥 𝑥 𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒] 

 

Electrodes were labeled as a specific articulator if the interaction effect significance was achieved 

at an alpha level of 0.1 at that specific electrode, and the effect was positive.  A positive effect 

would indicate that an increase in neural power occurred when that articulator was in use compared 

to the other articulator conditions.   

 

Precentral Articulator Topography and Vocal Intensity 

Articulator labeling described above was subsequently used to predict neural power from 1) vocal 

intensity, 2) phoneme identity, 3) articulator and 4) all possible interactions.  Only a subset of 

electrodes from the precentral gyrus were included in analysis, those which were significantly 

identified as responding to an articulator.  A significant three-way interaction (𝛾7) would indicate 

that phonetic-intensity encoding may be driven by articulator encoding. 
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𝑁𝑒𝑢𝑟𝑎𝑙 𝑃𝑜𝑤𝑒𝑟

=  𝛾1𝑉𝑜𝑐𝑎𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 + 𝛾2 𝑃ℎ𝑜𝑛𝑒𝑚𝑒 + 𝛾3𝐴𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑡𝑜𝑟 

+ 𝛾4𝑉𝑜𝑐𝑎𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑥 𝑃ℎ𝑜𝑛𝑒𝑚𝑒 + 𝛾5𝑉𝑜𝑐𝑎𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑥 𝐴𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑡𝑜𝑟 

+ 𝛾6𝑃ℎ𝑜𝑛𝑒𝑚𝑒 𝑥 𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 + 𝛾7𝑉𝑜𝑐𝑎𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑥 𝐴𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑡𝑜𝑟 𝑥 𝑃ℎ𝑜𝑛𝑒𝑚𝑒 

6.3 Results 

6.3.1 Participants 

Intraoperative and acoustic recordings were gathered from 29 patients with Parkinson’s 

disease undergoing STN deep brain stimulation; however, 9 were eliminated due to lack of 

recordings in the precentral gyrus or based on artifact rejection criteria.   Patients were an average 

age of 65.5 years, with the majority (72%) reporting male gender and right-hand dominance (79%), 

which is typical of the greater population of patients with Parkinson’s disease.  Severity of disease 

was mild-moderate, with an average UPDRS score of 33.7 (SD: 12.6) and average duration of 

disease reported was 6.5 years.  See Tables 4 and 5 for patient demographic information.  

Supplemental information about the analysis procedures and results for behavioral evaluation are 

also included in the appendix.   

 

  



 85 

Table 3. Participant Demographics 

 

Participant Gender Age Handedness 

Hoehn 
& 

Yahr 
Stage 

Duration 
of 

disease, 
years 

UPDRS 
Speech 
Score 

UPDRS 
Total 
Score 

3001 male 69 right 2 6.5 0 25 

3002 male 60 right NA 5.6 1 29 

3003 male 51 left NA 6.8 1 17 

3004 male 61 right 2 10.8 2 61 

3005 male 59 right 2 4.8 1 46 

3006 female 68 right 2 4.9 1 9 

3008 male 70 right NA 5 NA NA 

3010 male 70 right NA 1.1 1 34 

3011 male 66 right NA 8.2 1 30.5 

3012 male 70 right NA 20.3 2 43 

3014 male 71 unknown NA 15.4 0 30 

3015 male 75 right NA 6.4 1 42 

3016 female 66 right NA 8.7 2 45 

3017 male 76 right 3 0.8 1 34 

3018 female 62 right NA 1.9 1 21 

3019 male 71 right NA 6.9 NA 40 

3020 male 64 right NA 9.3 0 19 

3021 female 50 right NA 4.8 0 6 

3022 male 67 right NA 5.1 1 38 

3023 male 61 right NA 3.7 2 30 

3024 female 63 right NA 5.3 1 37 

3025 female 74 unknown NA 4.5 1 22 

3026 male 69 right 2 10.6 1 50 

3027 male 57 left 2 3.6 0 33 

3028 female 64 left NA 4.1 2 39 

3029 male 78 unknown NA  NA NA 

3030 female 62 right NA 8.7 2 43 

3031 male 70 right NA 4.7 2 39 

3032 male 56 right NA 5.8 1 47 
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Table 4.  Patient Speech Performance and Electrode Contacts 

 

 

Participant Number of 
Precentral 
Electrodes 

Number 
of STN 
Contacts  

Mean Vocal 
Intensity 
(raw root 

mean 
square) 

Speech 
Latency 

(seconds) 

Three 
Syllable 
Duration 

(seconds) 

Number of 
Sessions  

3001 NA 9 0.09 (0.03) 0.63 (0.22) 1.25 (0.21) 4 

3002 10 6 0.04 (0.01) 0.44 (0.18) 0.96 (0.10) 3 

3003 16 5 0.09 (0.04) 0.90 (0.24) 1.38 (0.14) 4 

3004 NA 7 0.18 (0.05) 0.69 (0.26) 1.36 (0.20) 3 

3005 NA NA 0.06 (0.03) 0.58 (0.16) 1.06 (0.17) 3 

3006 12 NA 0.21 (0.07) 0.85 (0.23) 1.64 (0.14) 4 

3008 7 6 0.08 (0.08) 0.70 (0.21) 1.51 (0.12) 3 

3010 35 9 0.02 (0.01) 0.76 (0.33) 1.16 (0.11) 4 

3011 16 5 0.07 (0.03) 0.55 (0.17) 0.88 (0.10) 4 

3012 17 12 0.15 (0.03) 0.79 (0.18) 1.17 (0.09) 5 
3014 6 3 0.15 (0.05) 0.57 (0.33) 1.35 (0.27) 4 

3015 7 2 0.05 (0.02) 0.83 (0.23) 1.60 (0.11) 4 

3016 10 6 0.13 (0.04) 0.77 (0.57) 1.12 (0.16) 2 

3017 24 4 0.26 (0.12) 0.70 (0.67) 1.56 (0.28) 3 

3018 17 3 0.15 (0.09) 0.89 (0.20) 1.28 (0.08) 3 

3019 15 4 0.05 (0.02) 0.82 (0.25) 1.19 (0.17) 3 

3020 49 6 0.01 (0.01) 0.86 (0.35) 1.29 (0.22) 3 

3021 22 NA 0.07 (0.02) 0.82 (0.15) 1.29 (0.11) 3 

3022 14 6 0.15 (0.09) 0.69 (0.21) 0.98 (0.10) 3 

3023 52 NA 0.15 (0.04) 0.62 (0.27) 1.19 (0.25) 3 

3024 NA 6 0.14 (0.05) 0.64 (0.11) 1.13 (0.10) 3 

3025 NA NA 0.11 (0.04) 0.66 (0.28) 1.27 (0.29) 3 

3026 NA NA 0.10 (0.03) 1.15 (0.45) 1.23 (0.13) 2 

3027 NA NA 0.06 (0.03) 0.72 (0.32) 1.32 (0.25) 3 

3028 NA NA 0.08 (0.03) 0.66 (0.13) 1.43 (0.09) 4 

3029 NA NA 0.16 (0.06) 0.63 (0.17) 1.38 (0.14) 2 

3030 23 3 0.07 (0.02) 0.72 (0.15) 2.12 (0.58) 2 

3031 NA NA 0.18 (0.14) 0.56 (0.17) 1.3 (0.12) 2 

3032 16 9 0.14 (0.06) 1.15 (0.46) 1.49 (0.12) 3 
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6.3.2 Greater Articulatory Precision with Increasing Vocal Intensity 

One purpose of the study was to determine if participants adjusted articulatory precision as vocal 

intensity production increased, consistent with the previously documented effects related to 

phonetic-intensity encoding (Dromey et al., 1995; L. O. Ramig, Sapir, Fox, et al., 2001; Sapir et 

al., 2007).  Vocal intensity data were examined for contamination by background noise and non-

speech patient noises, and only clean data were included for analysis; data elimination led to less 

than 1% data exclusion.  Participants produced an average vocal intensity of 0.11 RMS with an 

average range of 0.26 RMS (Table 5).  Vocal intensity productions were correlated to six total 

spectral and temporal measurements of articulatory precision.  A Bonferroni adjusted alpha of 

0.008 was utilized to determine significance of the correlated variables. 

 

Temporal Measures of Articulatory Precision 

Vocal intensity productions from all participants were combined and correlated to the temporal 

articulatory variables of fricative duration, applied to the two fricatives in the dataset (/v/ and /s/), 

and vowel duration (Figure 11).  Fricative duration was negatively correlated to vocal intensity for 

both /v/ duration (r = -.16, p < .001) and /s/ duration (r = -.046, p = .00043). Fricative duration 

correlation patterns were consistent within individual participants (Figure 11 B&D).  Vowel 

duration was positively correlated to vocal intensity (r = .13, p < .001).  The vowel duration 

correlation was examined within individual vowels.  The significant positive effect was present in 

/a, ə, i/ and a positive but non-significant trend was present in /^/ and /a/ (Appendix B).  Vowel 

duration correlation patterns were consistent within individual participants (Figure 11 F).  Outlier 

influence was examined by replicating correlations after removing participants containing outliers; 

removing outliers did not change the effect size or significance of any effects. All significant 
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temporal correlations are consistent with behavioral patterns previously documented in patients 

with Parkinson’s disease, although smaller in effect size. 

 

Figure 11. Temporal articulation adjustments with increasing vocal intensity. 

A. and C. Correlation between normalized vocal intensity and phoneme duration for the /v/ 

phoneme (A) and /s/ phoneme (C) and vowel for all participants.  B. and D.  Percentage of 

individual participant correlations which are significant after Bonferroni correction and the 

direction of the correlation effect estimate. 
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Spectral Measures of Articulatory Precision 

Vocal intensity productions from all participants were combined and correlated to the spectral 

articulatory variables of spectral centroid, applied to /t/ and /s/, and the second formant ratio (F2 

Ratio (Figure 12).  Spectral centroid was positively correlated to vocal intensity for both /s/ (r = 

.19, p < .001) and /t/ (r = .035, p = .0041). Spectral centroid correlation patterns were consistent 

within individual participants (Figure 12 B&D).  F2 Ratio was positively correlated to vocal 

intensity (r = .10, p < .001).  The F2 Ratio correlation patterns were consistent within individual 

participants (Figure 12 F).  Outlier influence was examined by replicating correlations after 

removing participants containing outliers; removing outliers did not change the effect size or 

significance of any effects. All significant spectral correlations are consistent with behavioral 

patterns previously documented in patients with Parkinson’s disease.  Spectral centroid increases 

are associated with forward tongue motion (Kent & Read, 2002), and the F2 Ratio is associated 

with greater tongue movements creating distinctions between different vowels (Sapir et al., 2010). 
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Figure 12 Spectral centroid frequency increases with vocal intensity. 

A. and C. Correlation between normalized vocal intensity and spectral centroid frequency for the 

/s/ phoneme (A) and /t/ phoneme (C) for all participants.   E.  Correlation between the F2 Ratio 

and vocal intensity for all participants.  B., D. & F.  Percentage of individual participant 

correlations which are significant after Bonferroni correction and the direction of the correlation 

effect estimate, corresponding to the adjacent measure. 
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6.3.3 Phonetic Intensity Encoding Occurs in STN Theta Band 

To identify a neural correlate of phonetic-intensity encoding, it was hypothesized that phonetic-

intensity encoding would be represented by dual-functioning regions controlling both phoneme 

and intensity.   Neural recording locations which demonstrated vocal intensity-dependent increases 

in neural power, but only for particular phonemes constituted evidence of phonetic-intensity 

encoding.  This effect is expressed as a three-way interaction between vocal intensity, phoneme 

and recording location.  A mixed-effects model was fitted predicting neural power for each band 

(theta and gamma) and neural region (precentral gyrus and STN), followed by a type III ANOVA 

to examine overall effects.   A significant three-way interaction was found in the model predicting 

theta band power in the STN (F(330, 27958) = 1.39, p < .001) (Figure 13 A). This three-way interaction 

effect was not significant in the other models fit for the precentral gyrus and STN gamma band 

power.  Neural distribution was positively skewed (Appendix B).  To ensure that results were not 

due to the large sample size, the likelihood that randomly sampled variables would produce a 

significant result was tested.  The labels for electrode location were randomized and the model 

was refit with these parameters for a single iteration.  No effects were significant based on these 

results.  

 

To understand phonetic-intensity interaction effects at each of the 24 significant recording 

locations, follow-up testing was conducted using a simple slope analysis which applies the same 

model to recording location level data (Figure 13 B-F).  The original model converged in only 5 

of the significant recording locations.  All viable recording location models demonstrated a 

significant slope for a single phoneme which predicted power differently compared to the 

remaining phonemes.  Two recording sites demonstrated a significant positive slope for /g/ (Slope 
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Estimate = 0.744, p = .007; Slope Estimate = 0.57, p = .018) and two recording sites demonstrated 

a significant positive slope for /s/ (Slope Estimate = 1.98, p = .01; Slope Estimate = 0.749, p = 

.015), indicating that neural power increased with vocal intensity, but only for a single phoneme 

at these recording locations.  One remaining recording location demonstrated a significant negative 

simple slope for the /t/ phoneme (Slope Estimate = -0.579, p = 0.048), indicating that predicted 

neural power decreased as vocal intensity increased, but only for /t/.  To determine the driving 

relationships at the recording sites for which the mixed-effects model would not converge, Pearson 

correlations examined the relationship between power and vocal intensity, separated by phoneme.  

Correlation results demonstrated that a single phoneme exhibited a significant relationship with 

power in with 5 of the remaining 19 electrode sites (Appendix B).   Positive relationships were 

observed in 3 sites for /v, g/ phonemes, and negative relationships were observed in 2 sites for /t, 

s/ phonemes.  Electrode sites which did not yield a significant correlation for any phoneme still 

demonstrated the pattern of a single phoneme showing a stronger relationship with power; 

marginally significant (p >0.05 and < 0.1) sites yielded the same pattern in an additional 4 sites.  

Two additional marginally significant sites demonstrate a dual phoneme (/s, v/ and /g, t/) positive 

relationship with power.  Correlation figures are included in Appendix B.  All together, these 

results show that 14/24 electrode sites demonstrated the pattern of a single phoneme relationship 

with power and intensity. 
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Figure 13. Phonetic-Intensity Encoding in the Subthalamic Nucleus 

Phonetic-Intensity Encoding in the Subthalamic Nucleus (STN). A) Central plot depicts 

recording locations in the STN and site at which both phoneme and vocal intensity predicted 

neural power (theta band) via an interaction effect.  B-F) Specific interaction effects for 

recording locations are depicted in the surrounding figures following simple slope analysis. Raw 

data points are included as scatter plots for each significant simple slope, color coded to match 

the slope of interest.  Effects were found across participants; participant number is noted by title 

on surrounding figures. 

 

Mixed-effects models predicting precentral gyrus power did not demonstrate a significant 

phoneme by electrode by intensity interaction effect; however, two-way interactions were 

significant for phoneme by electrode (F(1115, 218510) = 4.9309, p < .001) and intensity by electrode 

(F(372, 217840) = 3.633, p < .001) for gamma band power.  No significant effects were found for theta 

band power in the precentral gyrus.  These results indicate that specific recording locations are 
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involved in the component parts of phonetic-intensity encoding, although not overlapping in single 

locations as in the subthalamic nucleus. 

6.3.4 Precentral Vocal Intensity Encoding Dependent on Articulator Regions 

To determine if vocal intensity production in the precentral gyrus was influenced by articulator 

region, rather than specific recording sites or phoneme, recording sites were labeled by a specific 

articulator and then used to predict power, replacing the recording location term from the primary 

analysis.  A mixed-effects model predicting neural power revealed significant two-way interaction 

effects for the lip by electrode (F(357, 215933) = 5.9, p < .001), and larynx by electrode (F(357, 215933) = 

3.2, p < .001) terms.  The tongue electrode variable was orthogonal to the lip condition; therefore, 

significant negative estimates for the lip condition were designated as tongue electrodes.   

Recording locations which significantly increased power for a specific articulator were then 

labeled as that articulator (Figure 14 A); results were verified by examining articulator label 

performance (Appendix B).  A total of 31 recording locations were identified as having articulator 

specificity.  These electrodes were then used to predict neural power with vocal intensity and 

phoneme.  The three-way interaction effect between intensity, phoneme and articulator was not 

significant, consistent with the original electrode location analysis.  However, a significant 

articulator by vocal intensity interaction was identified (F(2, 22530) = 5.8, p = .002), indicating that 

as vocal intensity increased, articulator regions differentially responded (Figure 14 B).  The larynx 

articulator regions decreased neural power as vocal intensity increased (simple slope estimate =    

-0.03, p = .24), while lip and tongue articulators increased power vocal intensity as vocal intensity 

increased (simple slope estimate lip = 0.02, p = .29; simple slope estimate tongue = 0.05, p = .38).  
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While these simple slopes were not independently significant, the interaction demonstrates a 

potential differential contribution of articulators to vocal intensity production. 

 

 

Figure 14 Articulator Regions Contribute to Intensity Control 

A) Cortical locations which demonstrated a significant increase in gamma band related to 

a particular articulator.  Articulator predictions were determined using a regression model, 

which predicted neural power from a dichotomous (0 or 1) variable for articulator usage. 

B) Gamma band power was predicted by vocal intensity and articulator region via a mixed-

effects model.  A significant articulator by intensity interaction was found, indicating 

differential response of articulator regions based on vocal intensity increases. 

 

 

Disease severity, measured by Unified Parkinson’s Disease Rating Scale did not predict neural 

power, indicating that findings are not attributable to the disease process. 
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6.4 Discussion 

These data demonstrate the first neurological correlate of phonetic-intensity encoding, a 

theoretical process which is integral to clinical speech intervention (Dromey & Ramig, 1998; L. 

O. Ramig et al., 2008; L. O. Ramig, Sapir, Countryman, et al., 2001), but omitted from current 

theoretical accounts of speech production (Guenther, 2015; Levelt et al., 1999).  Multiple 

neurological recording locations demonstrated overlapping representation of phoneme and vocal 

intensity production in the subthalamic nucleus, providing a neurological substrate for phonetic-

intensity encoding.  Prior electrophysiological (Dastolfo-Hromack et al., 2021; Lipski et al., 2018) 

and behavioral (Aldridge et al., 2016; Murdoch, 2001) research has postulated that the basal 

ganglia, and subthalamic nucleus specifically, are involved in speech functions.  Data from the 

present work builds on this evidence by testing a specific speech motor control function and 

provides a topographical report of regions involved in phonetic-intensity encoding within the 

subthalamic nucleus and precentral gyrus.  These data also contribute to a growing body of 

evidence demonstrating the instrumental role that neural oscillatory frequency bands may play in 

the control of speech production (Arnal & Giraud, 2012; Giraud & Poeppel, 2012; Hyafil, 

Fontolan, Kabdebon, Gutkin, & Giraud, 2015), specifically that theta and gamma band are critical 

neurological components to successful speech motor control.  These results extend beyond 

interactions between phoneme and vocal intensity and tested the potential overlap between 

established articulator maps and vocal intensity control.  Data suggest that vocal intensity control 

may also interact with regions that support speech articulator movements.  These findings reveal 

that common speech functions may be neurologically represented in an overlapping manner and 

provide neurological evidence to more broadly understand the neural drivers of speech production. 
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Participants Improved Articulation with Increasing Intensity 

Prior literature has consistently demonstrated that patients improve articulation with 

increasing vocal intensity (Dromey et al., 1995; Gates, 2020; Maniwa et al., 2009; Tjaden et al., 

2013; Tjaden & Martel-Sauvageau, 2017) and the present results replicate these findings in the 

present cohort and experimental conditions.  The data provided evidence from both temporal and 

spectral measurements that patients adjusted articulation.  These findings of reduced frication time 

and prolonged vowel production (Figure 11) agree with effects found after Lee Silverman Voice 

Treatment (Dromey & Ramig, 1998; Dromey et al., 1995).  Similarly, the spectral measures of 

increased spectral centroid and second formant ratio also agree with effects found after loud speech 

instruction (Tjaden & Martel-Sauvageau, 2017; Wenke, Cornwell, & Theodoros, 2010).  The 

increase in the second formant ratio, specifically, is reflective of a more distinct speech articulation 

pattern (Sapir et al., 2010).  The increase in spectral centroid likely indicates a more forward 

placement of the tongue during articulation, while the second formant ratio reflects greater 

anterior-posterior movements to create distinctions between forward /i/ and back /u/ vowel sounds 

(Kent & Read, 2002).   

The effect sizes of these measures were small, whereas the intensity driven effects observed 

in normal populations (Dromey & Ramig, 1998) and effects after Lee Silverman Voice Treatment 

were moderate to large effect sizes (Wenke et al., 2010).  Experimental conditions for these 

procedures were very different from the conditions of these prior studies; patients were lying 

supine and remained partially under the effect of anesthesia, although sufficiently awake to 

perform the task.  The ideal bimodal distribution of vocal intensity values (for loud vs. typical 

speech) was not achieved, which may have influenced the size of these effects. Time constraints 

dictated by clinical care limited the amount of pre-experiment practice for vocal intensity 
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modulation, and the effects were likely influenced by anesthesia.  Considering these conditions, 

the small, but significant changes observed in speech production are quite meaningful.  

Importantly, these effects confirm that this cohort produced the anticipated behavioral effects of 

phonetic-intensity encoding, a critical finding needed to assess neurological data. 

 

Phonetic Intensity Encoding in the Subthalamic Nucleus 

 The basal-ganglia are integral to generalized movement control (Basinger & Joseph, 2021; 

Obeso, Rodriguez-Oroz, Rodriguez, Arbizu, & Gimenez-Amaya, 2002) and the presented data 

confirm that this role extends to speech production, specifically, phonetic-intensity encoding. 

Multiple locations in the subthalamic nucleus demonstrated vocal intensity-dependent increases in 

theta band power, but only for a single phoneme (Figure 13).  This finding confirms the hypothesis 

that phonetic-intensity encoding occurs within the basal-ganglia cortical loop.  It was surprising 

that evidence of phonetic-intensity encoding was not found in the precentral gyrus, given the 

previous findings of articulatory encoding (Bouchard & Chang, 2014a, 2014b; Brown et al., 2009).  

Presented results replicated the finding of phoneme-specific representation in the precentral gyrus 

(Bouchard & Chang, 2014b; D. Conant et al., 2014; Mugler, Goldrick, & Slutzky, 2014) as well 

as articulatory encoding, providing confidence that these analyses were adequately sensitive to 

identify relevant effects.  It is possible that the precentral gyrus is responsible for final stage, 

detailed instruction of movement trajectory information, and may not be responsible for synthesis 

of multiple movement parameters.  The finding that phonetic-intensity encoding was identified 

only identified in the STN and not precentral gyrus highlights the importance of the basal ganglia 

in speech production control. 
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Theories of basal ganglia function and primate literature support and inform the presence 

of phonetic-intensity encoding in the STN.  Viral tracing studies in primates have found small, 

lateralized regions responsible for orofacial movement and primitive vocalization in the STN 

(Nambu et al., 1996).  The present result from human participants indicates that vocalization 

regions remain in STN human anatomy but are more specialized in function and broadly 

distributed rather than present in only lateral regions (Figure 13).  This topographical broadening 

and functional specification may indicate an evolutionary expansion of the function of the STN 

for speech production in humans.   

Phonetic-intensity encoding underlies speech treatment for patients with Parkinson 

Disease and although this study was not a treatment study, it can partially inform the mechanisms 

that are utilized in treatment because it shares the same instruction, “speak loud.”  LSVT outcome 

studies have shown a shift in cortical activation from left to right following treatment (Liotti et al., 

2003), including an increase in right precentral gyrus activation (Narayana et al., 2010).  This was 

attributed to and increase in sensory integration areas caused by loud training.  Data from the 

present study focused on left precentral gyrus and STN and did not explore right hemisphere 

function, which may potentially play a role in phonetic-intensity encoding.  LSVT outcome studies 

have also found increased activation in other basal ganglia structure (Liotti et al., 2003), supporting 

a role for cortico-basal ganglia loops in vocal intensity control.  This combined evidence suggests 

that phonetic effects of loud instruction on articulatory control (Dromey et al., 1995; Martel 

Sauvageau et al., 2015; L. O. Ramig, Fox, & Sapir, 2007; Sapir et al., 2010) are mediated by the 

basal ganglia, which may play a role in LSVT mechanisms.  Therapeutic instructions which require 

a patient to ‘speak loudly’ likely activate the basal ganglia network.  Finally, clinical speech 

outcomes after STN deep brain stimulation have been variable, with some studies explaining 



 100 

changes in speech function on high voltage stimulation affecting motor tracts outside of the STN.  

However, the evidence of speech representations within the STN present the possibility that speech 

changes after STN-DBS may be caused by stimulation of speech centers within the STN itself. 

Future research is needed to determine examine these clinical outomes in more detail.    

 

Vocal Intensity Encoding Overlaps with Articulator Features 

 The discovery of phonetic-intensity encoding illuminates the neural synthesis of 

phonetic and prosodic domains; however, it may not be the only method by which speech synthesis 

occurs.  The presented results revealed another potential method of speech synthesis: cortical 

articulatory regions respond differentially to increases in vocal loudness.  An interaction effect 

was found in the precentral gyrus, showing that as vocal intensity increased, gamma band activity 

in larynx regions reduced cortical power, while regions of the lip and tongue increased power 

(Figure 14).  On initial inspection, it appears that this finding is counterintuitive because voicing, 

which is produced in the larynx, contributes to increases in sound pressure level (Baker, Ramig, 

Sapir, Luschei, & Smith, 2001).  However, speech physiology research has shown that increases 

in vocal intensity are primarily mediated by a respiratory component, alveolar pressure, rather than 

substantial activation of intrinsic laryngeal musculature (Finnegan, Luschei, & Hoffman, 2000).  

Increases in alveolar pressure induce higher vocal intensity by causing a passive increase in the 

mucosal wave and medial-lateral displacement of the vocal folds, which may result in reduced 

neural activation of some laryngeal muscles.  Furthermore, these data show that changes in 

articulation occurred with increasing intensity and it is possible that patients were producing clear 

speech as a strategy to increase vocal intensity, leading to increases in the articulators underlying 

the observed acoustic results (Figures 11 & 12).  These articulatory-respiratory responses 
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demonstrate a emerging neurological pattern, that articulatory/linguistic functions and prosodic 

functions may be produced through overlapping representations in the brain. 

Current theoretical accounts propose that neurological links between segmental and 

prosodic functions are accomplished through cortico-cortical connections (i.e. corpus callosum) 

(Klouda et al., 1988; Sammler et al., 2010); therefore, the discovery of regions with dual 

representation, both in phonetic-prosodic encoding and cortical articulatory-intensity encoding, 

provides a novel neural pathway for coordination between speech behaviors.  Current models treat 

linguistic and prosodic parameters as separate systems (Guenther, 2015; Levelt et al., 1999), yet 

this compartmentalization may not adequately reflect neural processing.  It is not surprising that 

neural substrates were identified connecting articulators with vocal intensity, because behavioral 

accounts have described a reciprocal pattern between articulators and laryngeal movements (i.e. 

laryngeal articulatory coupling) (Dromey, 2010).  These findings of dual functioning also align 

with the architecture of basal ganglia-cortical loop.  Primate literature has demonstrated that 

movement effectors are represented in both the motor cortex and basal ganglia, and these 

somatotopic representations are anatomically connected between brain regions (Alexander et al., 

1986; M. DeLong & Wichmann, 2010).  These results suggest that this type of functional 

organization may also apply to speech production.  Thorough analysis of the STN articulator 

regions was not possible due to a lack of diversity in the articulators identified (primarily lip 

labeling).  This would be a valuable area for future research.  Taken together, these findings of 

overlapping representation for articulation and intensity as well as phonetic-intensity encoding 

indicate the need to broadly consider how simultaneous linguistic and prosodic functions are 

seamlessly accomplished in speech production. 
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Theta and Gamma are Critical Bands for Speech Production. 

Current neurological speech production theory identifies gamma and theta band as critical 

components of speech production (Giraud & Poeppel, 2012) and the present results add to this 

growing evidence base.  Giraud and colleagues found that mouth movements correlate to gamma 

band power in the premotor area (Giraud et al., 2007), which agrees with the present finding of 

articulator encoding in precentral gamma band.  These data identify not simply mouth movements 

but also overlapping articulatory-intensity functions in premotor gamma band.  Phonetic-intensity 

encoding also extends the proposed theta band modulated cortical regions to include subcortical 

theta band activity.  Subcortical (STN) theta band in these data showed overlapping representation 

of speech features; however, the current theoretical hypothesis is that gamma and theta band are 

responsible for coordination of the complex timescale of movements (Giraud & Poeppel, 2012).  

Acoustic temporal changes were produced in vowels and fricative with increasing intensity (Figure 

11), and it is possible that gamma and theta band mediated these effects.     

The pattern of activity, namely gamma band in cortex and theta band power in the STN, 

may not be coincidental.  Canolty and colleagues found that gamma band power phase-locked to 

theta oscillations (Canolty et al., 2006).  Similar types of coherence relationships have been found 

between theta and gamma band for speech production, including phase-amplitude coupling 

(Lizarazu et al., 2019) and theta-modulated gamma band (Doesburg et al., 2012).  It is possible 

that these two frequency bands work together within the basal ganglia cortical loop to modulate 

numerous aspects of speech production, including phonetic-intensity encoding.  Altogether, these 

findings support the concept that theta and gamma band power are critical modulators of speech 

production. 
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Conclusions 

Synthesis between speech domains of articulation and prosody (intensity) occur within the 

basal ganglia-cortical loop.  The most salient is phonetic-intensity encoding in the STN, which is 

relevant for speech treatment in Parkinson Disease.  Preliminary evidence for a secondary 

synthesis mechanism is in left precentral gyrus, with articulator encoding modulating intensity 

encoding.  Finally, these results highlight the importance of gamma and theta band in the neural 

control of speech production, specifically the fusion of linguistic and prosodic processing. 

 

Limitations 

These effects were found in patients with Parkinson Disease, and although the analysis of 

the UPDRS score concluded that disease severity did not predict the outcome measures, influence 

from the disease process is still possible.  Articulatory encoding was completed on a limited set of 

phonemes, which limited the number of identifiable articulators.  
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7.0 Manuscript #2 

As stated at the beginning of the manuscript #1, this section details the results from the 

question from the second aim which addresses the differential contributions of the precentral gyrus 

and subthalamic nucleus to vocal intensity encoding.  Please note that portions of the methods 

section are identical to manuscript #1.   

 

 WORKING TITLE:  Vocal intensity encoding in the basal-ganglia cortical loop. 

7.1 Introduction 

Speech production relies on varied and nuanced vocal intensity to produce prosody which 

communicates the speakers emotional or linguistic intention (Iredale, Rushby, McDonald, 

Dimoska-Di Marco, & Swift, 2013; Pichon & Kell, 2013) and this process requires precise 

neurological control.  Studies of the neural origin of prosody primarily focus on cortical control  

and omit subcortical structures (Baum & Pell, 1999), like the basal ganglia, and how subcortical 

structures interact with cortical control.  This omission is, in part, due to the difficulty in obtaining 

data from subcortical structures.  Behavioral observations of speech characteristics in patients with 

Parkinson’s disease (Tjaden, 2008) and Huntington’s chorea (Ludlow et al., 1987) have led 

researchers to suspect that the basal ganglia are involved in prosodic production, prominently vocal 

intensity, indicating the need for more subcortical prosody research.  Furthermore, the motor 

cortex and basal ganglia are considered critical regions for general motor control and are 
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functionally and anatomically connected in what is termed the ‘basal ganglia-cortical 

loop’(Alexander et al., 1990; Alexander et al., 1986; M. DeLong & Wichmann, 2010).  These 

interconnected structures offer a potential substrate for prosodic control.  Understanding the role 

of the basal ganglia-cortical loop in the control of one component of prosody, vocal intensity, 

would contribute to neurological theories of speech motor control. The goals of this study were to 

1) determine if any regions within the precentral gyrus or subthalamic nucleus were involved in 

vocal intensity control and 2) understand the differential contributions of these two structures to 

vocal intensity control. 

Motor control studies in both primates and humans have identified the basal-ganglia-

cortical loop as a critical modulator of limb movements.  Modulations in movement force, speed 

and amplitude are correlated to electrophysiologic markers of gamma band (Anzak et al., 2013; 

Tan, Pogosyan, Anzak, Ashkan, et al., 2013) and theta band (Tan, Pogosyan, Anzak, Ashkan, et 

al., 2013).  These types of movement alterations, although found in non-speech motor tasks, are 

highly relevant to vocal intensity production, which requires modulation of the amplitude and 

speed of respiratory and laryngeal movements (Isshiki, 1964).  Recently, the acoustic amplitude 

of movement (articulatory gain) was correlated to alpha and theta band in a section of the basal 

ganglia, the subthalamic nucleus, and the precentral gyrus (Dastolfo-Hromack et al., 2021).  These 

findings strongly suggest that vocal intensity production may be controlled in these structures, and 

that correlates to vocal intensity may be found in oscillatory frequency bands.  Although these 

studies have contributed greatly to the understanding of motor control, most of this evidence comes 

from limb movements, which are theoretically different from speech, or arise from observational 

data.  The present study will utilize a causal design to investigate vocal intensity representation 

within the basal ganglia-cortical loop. 
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Theories on the neural control of prosody emphasize cortical control (Baum & Pell, 

1999), with prominent theories addressing cortical lateralization issues (Klouda et al., 1988; 

Mayer et al., 2002; Van Lancker, 1980) while ignoring the influence of subcortical structures.  

Some researchers argue that subcortical structures are largely responsible for prosodic 

production (Cancelliere & Kertesz, 1990).  The present study will inform the subcortical 

hypothesis, as well as improve upon other limitations in prior research.  Extant research either 

focuses on prosody as a generalized linguistic concept (Aziz-Zadeh et al., 2010; Baum & Pell, 

1999; Caekebeke et al., 1991; Golfinopoulos et al., 2015; Mayer et al., 2002; Paul et al., 2003; 

Pichon & Kell, 2013; Riecker et al., 2002; Van Lancker Sidtis et al., 2006), or on the linguistic 

subcomponents of emotional vs. linguistic prosody (Pichon & Kell, 2013).  However, fewer 

studies have investigated the neural basis of acoustic properties of speech, pitch, intensity and 

duration (Baum & Pell, 1999).  

Clinical studies which measured acoustic properties of prosody support the hypothesis 

that vocal intensity is controlled by both cortical and subcortical structures.  Diffuse changes in 

cortical activity (Narayana et al., 2010; Rektorova et al., 2007) and increased activation in the 

basal ganglia (i.e., caudate nucleus)(Liotti et al., 2003) were found while studying outcomes of a 

prominent speech therapy that modulates vocal intensity, Lee Silverman Voice Therapy 

(LSVT®).  The basal ganglia are also implicated in vocal intensity because changes in vocal 

intensity (both increases and decreases) occur following deep brain stimulation (Aldridge et al., 

2016; Behroozmand et al., 2019).  These clinical studies offer some insight into vocal intensity 

production, but do not isolate vocal intensity from other clinical processes.  Therapeutic 

outcomes may capture numerous changes that occur as part of treatment and may not be effects 

isolated to vocal intensity modulation.   
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These investigations of prosody and vocal intensity do not describe direct neural 

processes, but rather infer these processes from indirect measures (i.e. BOLD signal). Data from 

direct neural processes, such as changes in neural population dynamics, would not only inform 

hypotheses regard prosody control, but also provide biomarkers which may be used in future 

interventions, such as deep brain stimulation.  Nascent studies of deep brain stimulation describe 

differences in speech outcomes based on stimulation frequency within the STN (Aldridge et al., 

2016).   Intelligibility and speech naturalness has been found to decrease with high frequency 

stimulation, compared to low frequency stimulation (Grover et al., 2019; Tanaka et al., 2020).  

Greater understanding of the roles of high frequency (i.e. Gamma band 80-150 Hz) and low 

frequency (i.e. Theta band 4-8 Hz) oscillations in neural populations may produce hypotheses for 

improving speech outcomes after deep brain stimulation. 

To further understand the neural basis of vocal intensity production, a protocol was 

developed to intraoperatively measure electrophysiological signals from the precentral gyrus and 

subthalamic nucleus during awake deep brain stimulation implantation.  Patients were asked to 

modulate vocal intensity while speaking non-speech stimuli which were balanced for phonemes.  

Theta and gamma band power were extracted because of their importance in speech motor control 

(Giraud & Poeppel, 2012; Hyafil et al., 2015; Sengupta & Nasir, 2016)  and prior evidence of 

amplitude modulation in these structures (Dastolfo-Hromack et al., 2021).  These data were used 

to predict changes in vocal intensity, while controlling for disease severity, to test the hypothesis 

that vocal intensity encoding occurs in the basal-ganglia cortical loop.  Results indicate that both 

the subthalamic nucleus and precentral gyrus are involved in vocal intensity control; however, 

these regions may contribute differently to the vocal intensity production. 
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7.2 Methods 

7.2.1 Participants.  

Data were collected from a total of 29 patients presenting to a neurosurgical clinic for deep 

brain stimulation surgery. Patients were recruited during clinical visits during which they were 

undergoing evaluation for deep brain stimulation implantation surgery.  Inclusion criteria were 1) 

a diagnosis of idiopathic Parkinson’s disease, 2) recommendation for surgical treatment by a 

multidisciplinary movement disorder surgery team, which requires thorough neuropsychological 

evaluation and evaluation of PD symptoms on and off medication, 3) neurosurgical target of the 

STN, and 4) favorable anatomy free of venous obstructions that would impede electrode contact 

with the cortical surface.  Patients were excluded if they were not candidates for deep brain 

stimulation based on the above criteria or were unable to perform the task.  To ensure informed 

consent occurred without coercion, study participation meetings and informed consent procedures 

were held with a research coordinator who was not involved in clinical processes.  Patients were 

assured that the decision to participate would not affect their clinical care in any manner.  This 

research study was approved by the University of Pittsburgh Institutional Review Board 

(PRO13110420) and all participants completed a written informed consent. 

7.2.2 Stimuli 

Three syllable ‘triplets’ (e.g. ‘see too gah’) were constructed from different combinations of 4 

consonants (/g, t, s, v/) and 3 vowels (/i, a, u/).  These phonemes were chosen because they consist 

of articulatory features (involvement of the lips, tongue tip, low tongue/jaw, front tongue, and 
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larynx) and phonetic state spaces (high, low, front, and back vowels; alveolar, labial, and coronal 

consonants) which have previously been described in the human motor cortex.  Phonemes were 

presented pseudo-randomly, such that the initial phoneme of the triplets was balanced, and each 

consonant was presented in the initial position 30 times within a session.  Participants were also 

auditorily prompted (by acoustic example) to increase intensity on half of the trials.  The intensity 

increase was balanced within phoneme condition, so that in a single phoneme condition, 15 were 

normal intensity and 15 were increased intensity (increase of 20 dB SPL).  Actual intensity level 

of the acoustic stimulus presentation varied based on patient, and audio was adjusted to achieve 

comfortable hearing level for each participant. The magnitude between loud and soft productions 

was constant. 

Table 5. Stimuli Characteristics 

 

 

 

7.2.3 Pre-operative Training 

While in pre-operative care, patients completed a pure-tone hearing screening at 500Hz, 1kHz, 

2kHz, and 4kHz at an intensity level of 25- and 40-dB HL using a calibrated tone generator.  Initial 

hearing screenings were completed by the PI (licensed speech-language pathologist) and then a 

trained research assistant.  Patients were instructed that some of the sounds would be soft, and 

some are loud, and to use a strong, loud voice when prompted by the stimuli.  Patients completed 

practice using the stimuli and were coached as necessary.   

Consonant  Alveolar Labiodental Velar Fricative Voicing 

/v/ 0 1 0 1 1 

/t/ 1 0 0 0 0 

/s/ 1 0 0 1 0 

/g/ 0 0 1 0 1 
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7.2.4 Surgical Procedure and Electrode Placement 

Prior to surgery, patients were off medication for 12 hours. Routine clinical procedure dictates 

that, while patients are anesthetized, a surgical frame is placed around the head for stabilization 

and burr holes are drilled into the skull at the point of safest entry. After waking the patient from 

anesthesia, a micro-electrode recording (MER) array, consisting of three electrodes in a fixed 

triangular orientation are inserted into the brain via the burr hole; three macroelectrode contacts 

are located superior to the macroelectrodes.  LFP recordings were gathered from these 

macroelectrodes.  Trajectory of the MER is guided by pre-operative imaging, and continuous 

electrophysiologic monitoring by a neurophysiologist.  Single cell recordings are used to determine 

location of the electrode at the top or bottom of the STN.  Recording depths are extrapolated using 

the changes in depth during placement measured on the MER array, combined with depths 

associated with STN top and bottom (determined by presence of neuron firing patterns associated 

with STN). Cortical high density 64 contact electrode strips were also placed through the burr onto 

the cortical surface, targeted toward the sensorimotor cortex.  Trajectory of the cortical electrode 

strip was planned pre-operatively using fMRI images, and a corresponding marker was placed on 

the patient’s scalp during surgery to guide placement. After electrodes were in place, a fluoroscopy 

image was taken for post-operative localization.  Patients were instructed to repeat acoustic stimuli, 

which were presented through earbuds. Recordings were taken at 2-4 depths within the STN, 

corresponding to 2-4 sessions depending on patient fatigue and surgical concerns.  One session 

consisted of 120 nonsense syllable ‘triplets’.   
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7.2.5 Intra-operative Recording  

 Local field potentials were recorded from the deep brain stimulation lead after placement, and this 

was completed using the Grapevine neural interface processor (Ripple LLC, Salt Lake City, UT, 

USA).  Cortical electrode strips were microphonic-free to reduce movement artifact.  Stimuli of 

triplets were delivered acoustically to the patient through ear buds (ER38-14F foam tips; Etymotic 

Research, Inc.) after the signal was amplified (PreSonus, AudioBox iTwo).  Audio recordings were 

gathered using a high fidelity recorder (H6 Handy Recorder, Zoom Inc., Japan) at a sampling rate 

of 96kHz, using an omnidirectional microphone in order to reduce distortion related to vocal 

intensity (MSH-6 Stereo Mic, Zoom Inc., Japan), at 7 cm, 45o angle from the oral angle. 

7.2.6 Pre-processing 

All electrophysiological data were processed in MATLAB with custom scripts using the Fieldtrip 

toolbox (Oostenveld et al., 2011).  Data were resampled to a sampling rate of 1 kHz, and 

cardioballistic effects and line noise were removed using a 1Hz high pass filter and 58-62 Hz notch 

filter.  A high pass Butterworth IIR filter (‘but’) was applied to raw data with a zero-phase forward 

and reverse filter (“two pass”), with a filter order of 5.  High frequency movement artifacts were 

identified algorithmically by first calculating the log-normal distribution of the signal amplitude, 

then determining an appropriate cut off criteria for each participant.  The artifact cut off was 

between 2-3 standard deviations away from the median of the distribution and was determined by 

examining the distribution and placing the cut off at the point where the tail of the distribution 

began.  Artifact detection was individualized per participant.   In addition, a speech production 

vibration related artifact was identified, and any session determined to be affected by the vibration 
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related artifact was removed from analysis based on two published criteria (Bush et al., 2021).  For 

cortical electrodes, LFP signals were re-referenced offline to a common average reference, applied 

over blocks of electrodes.  Because only three contacts existed for STN recording sessions, a 

bipolar referencing scheme was applied to the STN contacts.  Data were aligned to the onset of 

each consonant for epoching.  Wavelet transformation was performed using a custom MATLAB 

function.  Wavelet parameters were a width of 7 cycles, evaluated at theta (4-8 Hz) and high 

gamma frequencies (70-150 Hz)(Lachaux et al., 2007; Nir et al., 2007).  Power values were 

extracted from the wavelet transformation using a custom function (BML lab toolbox)(Bush, 2021) 

and baseline normalized on a trial-by-trial basis.  A baseline period was designated as one second 

prior to the onset of the stimulus.  Epoching and baseline procedures were repeated for both trial 

level data and syllable level data to support the describe statistical analysis.  Power from each trial 

or syllable segment was normalized to the appropriate baseline for the trial from which it was 

obtained.  Boxplots of normalized power values was examined for outliers.  Across participants, 

most outliers appeared above 2.5 standard deviations above the mean (amplitude of 30).  A random 

sample of these outliers was visually examined, and all represented residual movement artifact; 

therefore, normalized power values above 30 were excluded from analysis. 
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7.2.7 Electrode Localizations.  

Cortical electrode recording locations were determined from reconstructions using intraoperative 

fluoroscopic images, co-registered preoperative and post-operative computed tomography (CT) 

images and pre-operative magnetic resonance imaging (MRI) scans, procedures are described in 

Randazzo et al. (2016).  Localization of electrodes into patient native space were conducted using 

the Freesurfer suite (Dale et al., 1999) (http://surfer.nmr.mgh.harvard.edu/) and a custom-made 

graphical user interface in MATLAB.  These localizations were registered into the MNI common 

space template using Brainstorm (Tadel et al., 2019) (https://neuroimage.usc.edu/brainstorm/).  

Reconstruction of the subthalamic nucleus recording trajectory was conducted using the Lead DBS 

toolbox in MATLAB, (Horn & Kuhn, 2015) based on identification of lead-induced artifact in the 

post-operative CT scans. 

Figure 15. Data Processing Flowchart. 

Overview of the processing required to extract the final power values from the 

raw electrophysiologic signal, which was used as the primary neural measurement. 

http://surfer.nmr.mgh.harvard.edu/
https://neuroimage.usc.edu/brainstorm/
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7.2.8 Coding of Speech Data 

Phonetic transcription of each participant’s produced speech and the markings of speech onset 

were performed by a trained team of speech pathology students. Using a custom Matlab GUI 

(github.com/Brain-Modulation-Lab/SpeechCodingApp) (example in Appendix A), onset and 

offset times were marked based on acoustic evidence of key speech features.  Voiced phonemes 

(i.e. /v/) and vowels were marked at the first visible glottal pulse, indicating the onset of vocal fold 

vibration.  Phonemes that do not rely primarily on voicing were marked based on the characteristic 

noise features for that phoneme. For example, the rapid increase of high frequency energy denoted 

the onset of plosive consonants (i.e. /t/ and /g/).  A broad band spectrogram was utilized to 

maximize visualization of key speech features.  All coders completed a course in speech science 

to ensure knowledge of important speech features and were trained in coding procedures by a 

speech language pathologist.  Additional information on coding procedures is available in 

Appendix A. 

7.2.9 Speech Performance Measurement 

Vocal intensity level was measured by calculating the root mean square (RMS) per utterance and 

per syllable. One syllable consisted of a consonant-vowel pair and the entire utterance consisted 

of three syllables from a single trial. Normalized (mean z-scored) RMS was calculated for intensity 

within participants. For equation 2, n = number of samples in the syllable, x = raw amplitude value 

at a single sample,  = mean RMS per participant,  = standard deviation of RMS values per 

participant. 

 

Equation 3 

𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛:  𝑅𝑀𝑆_𝑍 =  
√∑

𝑥2 
𝑛  −  𝜇

𝜎
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7.2.10 Parkinson Disease Severity Measurement 

To control for disease severity, the Movement Disorder Society-Unified Parkinson Disease Rating 

Scale-III (UPDRS) and time since diagnosis onset were gathered.  The UPDRS was administered 

as part of the pre-clinical measurements for deep brain stimulation surgery, during which the 

electrophysiology measurements were gathered.  The UPDRS was administered by a neurosurgery 

physician’s assistant with specialized training in movement disorders and significant clinical 

experience with Parkinson’s disease patients. 

7.2.11 Statistical Analysis 

Vocal Intensity Modulation 

To determine if participants modulated vocal intensity, a t-test was calculated comparing the 

productions which were instructed to be soft compared to those instructed to be loud.  Calculations 

were completed on the normalized vocal-intensity data.  In addition to calculation, the vocal 

intensity distribution was examined on a per-participant basis to evaluate the extent of vocal 

intensity modulation. 

 

Neural Correlates to Vocal Intensity Production 

To broadly evaluate the role of the precentral gyrus, subthalamic nucleus and oscillation frequency 

band in vocal intensity control, a mixed-effects model was fit, predicting trial level vocal intensity 

from the fixed effects of STN power, precentral gyrus power, neural band, and measures of disease 

severity at two time-points.  Two models were fit: 1) before speech onset during the reaction time 

interval to broadly assess predictions during motor preparation and 2) during speech production to 
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assess motor execution.  The reaction time interval was defined as the average time between the 

stimulus onset and onset of speech production (latency), while the speech production interval was 

selected as the onset of speech production to the average duration of speech production.  These 

two time frames were selected in order to examine the potential differences in relationship during 

motor preparation and motor execution.  Power data were first averaged across participant and 

session, collapsing across electrode recording location in the precentral gyrus.  Data were then 

averaged across time points during reaction time and execution intervals based on the average 

speech latency (0.72 seconds) and average speech duration (1.2 seconds).  Participant was included 

as a random effect in the mixed-effects models.  A second linear model was conducted evaluating 

disease severity predictors alone.  Disease severity measurements are singular measurements per 

individual, causing the values to be replicated to fit the number of neural measurements; a second 

analysis of disease predictors along guards against alpha inflation. For the equation below:  Region 

= subthalamic nucleus or precentral gyrus, Band = oscillatory band factor (gamma and theta) 

UPDRS = unified Parkinson disease rating scale, TSD = time since diagnosis. 

 

𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 𝑉𝑜𝑐𝑎𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 (𝑑𝐵 𝑆𝑃𝐿)

= 𝛾1(𝑃𝑜𝑤𝑒𝑟) + 𝛾2(𝑅𝑒𝑔𝑖𝑜𝑛)

+ 𝛾3(𝐵𝑎𝑛𝑑) + 𝛾4(𝑃𝑜𝑤𝑒𝑟 ∗ 𝑅𝑒𝑔𝑖𝑜𝑛) + 𝛾5(𝐵𝑎𝑛𝑑 ∗ 𝑃𝑜𝑤𝑒𝑟)

+ 𝛾6(𝐵𝑎𝑛𝑑 ∗ 𝑅𝑒𝑔𝑖𝑜𝑛) + 𝛾7( 𝑃𝑜𝑤𝑒𝑟 ∗ 𝑅𝑒𝑔𝑖𝑜𝑛 ∗ 𝐵𝑎𝑛𝑑) + 𝛾8(𝑈𝑃𝐷𝑅𝑆)

+ 𝛾4(𝑇𝑆𝐷) 

 

Location-Dependent Modulation of Vocal Intensity 
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To further understand effects found in the averaged data, a second within-subjects mixed-effects 

model was fit to evaluate topography of the vocal intensity effects as well as account for the 

variables of phoneme production and syllable. Neural power was predicted by syllable level vocal 

intensity, phoneme, and recording location.  A maximal model was fit, including trial and subject 

as random effects.  Four total models were conducted, to assess the topography in both gamma 

and theta bands, in the precentral gyrus and STN. 

 

𝑁𝑒𝑢𝑟𝑎𝑙 𝑃𝑜𝑤𝑒𝑟

=  𝛾1𝑉𝑜𝑐𝑎𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 + 𝛾2  𝑃ℎ𝑜𝑛𝑒𝑚𝑒 + 𝛾3𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 

+ 𝛾4𝑉𝑜𝑐𝑎𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑥 𝑃ℎ𝑜𝑛𝑒𝑚𝑒 + 𝛾5𝑉𝑜𝑐𝑎𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑥 𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 

+ 𝛾6𝑃ℎ𝑜𝑛𝑒𝑚𝑒 𝑥 𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 +  𝛾7𝑉𝑜𝑐𝑎𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑥 𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑥 𝑃ℎ𝑜𝑛𝑒𝑚𝑒 

 

Following model completion, a type III analysis of variance was conducted to assess overall effect 

significance for each main effect.   The primary effects of interest are 𝛾1 and 𝛾5, predictions of 

vocal intensity and the interaction between vocal intensity and electrode location.  Significance in 

either of these terms indicates an effect of vocal intensity production within the region and neural 

band tested, with the interaction effect indicates that intensity is represented differently across 

recording locations.  A Bonferroni corrected alpha of 0.0125 was utilized to account for the same 

hypothesis being tested in four different models. 

 

Differential Time-Course of Vocal Intensity Control 

After determining the electrode locations which predicted vocal intensity, a qualitative analysis 

was completed to assess the time-course of power modulation.  The normalized power data were 
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examined in the electrodes which predicted vocal intensity in the syllable-level analysis.  For these 

electrodes, trials were split into two group, high and low vocal intensity, determined by the median 

vocal intensity value for the session.  The averaged neural data were then plotted across all 

timepoints in the task and separated by vocal intensity level for visual analysis. 

7.3 Results 

7.3.1 Participants and Behavioral Performance 

Intraoperative and acoustic recordings were gathered from 29 patients with Parkinson’s 

disease undergoing STN deep brain stimulation; however, 9 were eliminated due to lack of 

recordings in the precentral gyrus or based on artifact rejection criteria leaving a total of 20 

patients.   Patients were an average age of 65.5 years, with the majority (72%) reporting male 

gender and right-hand dominance (79%), which is typical of the greater population of patients with 

Parkinson’s disease.  Severity of disease was mild-moderate, with an average UPDRS score of 

33.7 and average duration of disease reported was 6.5 years.  Please see Tables 6 and 7 for patient 

demographic information.  Vocal intensity data were examined for contamination by background 

noise and non-speech patient noises, and only clean data were included for analysis; data 

elimination led to less than 1% data exclusion.  Participants produced an average vocal intensity 

of 0.11 RMS with an average range of 0.26 RMS (Table 7).  Vocal intensity production was 

significantly different between instructed soft trials and instructed loud trials (Normalized Mean 

Difference = 0.033, p = .0075), indicating that patients were completing the task as instructed. 

However, patients produced a range of vocal intensities (Figure 16) with a normal distribution, 
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rather than a bimodal distribution.  Because vocal intensity variability did not naturally occur in 

two distinct groups, the data were not treated as two separate productions (loud vs. soft), but rather 

the entire range of vocal intensities was used in analysis to predict neural power in subsequent 

analyses. 

 

Table 6. Participant Demographics 

Participant Gender Age Handedness 

Hoehn 
& 

Yahr 
Stage 

Duration 
of 

disease, 
years 

UPDRS 
Speech 
Score 

UPDRS 
Total 
Score 

3001 male 69 right 2 6.5 0 25 

3002 male 60 right NA 5.6 1 29 

3003 male 51 left NA 6.8 1 17 

3004 male 61 right 2 10.8 2 61 

3005 male 59 right 2 4.8 1 46 

3006 female 68 right 2 4.9 1 9 

3008 male 70 right NA 5 NA NA 

3010 male 70 right NA 1.1 1 34 

3011 male 66 right NA 8.2 1 30.5 

3012 male 70 right NA 20.3 2 43 

3014 male 71 unknown NA 15.4 0 30 

3015 male 75 right NA 6.4 1 42 

3016 female 66 right NA 8.7 2 45 

3017 male 76 right 3 0.8 1 34 

3018 female 62 right NA 1.9 1 21 

3019 male 71 right NA 6.9 NA 40 

3020 male 64 right NA 9.3 0 19 

3021 female 50 right NA 4.8 0 6 

3022 male 67 right NA 5.1 1 38 

3023 male 61 right NA 3.7 2 30 

3024 female 63 right NA 5.3 1 37 

3025 female 74 unknown NA 4.5 1 22 

3026 male 69 right 2 10.6 1 50 
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3027 male 57 left 2 3.6 0 33 

3028 female 64 left NA 4.1 2 39 

3029 male 78 unknown NA  NA NA 

3030 female 62 right NA 8.7 2 43 

3031 male 70 right NA 4.7 2 39 

3032 male 56 right NA 5.8 1 47 
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Table 7. Patient Performance and Recording Information 

 

 

Participant Number of 
Precentral 
Electrodes 

Number 
of STN 
Contacts  

Mean Vocal 
Intensity 
(raw root 

mean 
square) 

Speech 
Latency 

(seconds) 

Three 
Syllable 
Duration 

(seconds) 

Number of 
Sessions  

3001 NA 9 0.09 (0.03) 0.63 (0.22) 1.25 (0.21) 4 

3002 10 6 0.04 (0.01) 0.44 (0.18) 0.96 (0.10) 3 

3003 16 5 0.09 (0.04) 0.90 (0.24) 1.38 (0.14) 4 

3004 NA 7 0.18 (0.05) 0.69 (0.26) 1.36 (0.20) 3 

3005 NA NA 0.06 (0.03) 0.58 (0.16) 1.06 (0.17) 3 

3006 12 NA 0.21 (0.07) 0.85 (0.23) 1.64 (0.14) 4 

3008 7 6 0.08 (0.08) 0.70 (0.21) 1.51 (0.12) 3 

3010 35 9 0.02 (0.01) 0.76 (0.33) 1.16 (0.11) 4 

3011 16 5 0.07 (0.03) 0.55 (0.17) 0.88 (0.10) 4 

3012 17 12 0.15 (0.03) 0.79 (0.18) 1.17 (0.09) 5 
3014 6 3 0.15 (0.05) 0.57 (0.33) 1.35 (0.27) 4 

3015 7 2 0.05 (0.02) 0.83 (0.23) 1.60 (0.11) 4 

3016 10 6 0.13 (0.04) 0.77 (0.57) 1.12 (0.16) 2 

3017 24 4 0.26 (0.12) 0.70 (0.67) 1.56 (0.28) 3 

3018 17 3 0.15 (0.09) 0.89 (0.20) 1.28 (0.08) 3 

3019 15 4 0.05 (0.02) 0.82 (0.25) 1.19 (0.17) 3 

3020 49 6 0.01 (0.01) 0.86 (0.35) 1.29 (0.22) 3 

3021 22 NA 0.07 (0.02) 0.82 (0.15) 1.29 (0.11) 3 

3022 14 6 0.15 (0.09) 0.69 (0.21) 0.98 (0.10) 3 

3023 52 NA 0.15 (0.04) 0.62 (0.27) 1.19 (0.25) 3 

3024 NA 6 0.14 (0.05) 0.64 (0.11) 1.13 (0.10) 3 

3025 NA NA 0.11 (0.04) 0.66 (0.28) 1.27 (0.29) 3 

3026 NA NA 0.10 (0.03) 1.15 (0.45) 1.23 (0.13) 2 

3027 NA NA 0.06 (0.03) 0.72 (0.32) 1.32 (0.25) 3 

3028 NA NA 0.08 (0.03) 0.66 (0.13) 1.43 (0.09) 4 

3029 NA NA 0.16 (0.06) 0.63 (0.17) 1.38 (0.14) 2 

3030 23 3 0.07 (0.02) 0.72 (0.15) 2.12 (0.58) 2 

3031 NA NA 0.18 (0.14) 0.56 (0.17) 1.3 (0.12) 2 

3032 16 9 0.14 (0.06) 1.15 (0.46) 1.49 (0.12) 3 
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Figure 16 Density Plot of Vocal Intensity Productions 

The density plot above reports the density of vocal intensity productions, measured in root mean 

square, for the respective distribution percentile.  Data demonstrated a normal distribution, not 

bimodal; therefore, vocal intensity data were analyzed in a continuous fashion and not 

categorical. 

7.3.2 Precentral Gyrus and Subthalamic Nucleus Predict Vocal Intensity 

Mixed-effects models were fit predicting vocal intensity from averaged power in the precentral 

gyrus and STN, along with oscillation band and disease factors.  Models were conducted during 

the reaction time interval and during speech production.  Vocal intensity was significantly 

predicted by averaged neural power during the reaction interval (F(1, 200) = 5.38, p = .021;  = -

0.315, p = .0391); though that effect did not differ significantly between regions of frequency 

bands. During movement execution, a significant power by band interaction effect (F(1, 200) = 6.76, 

p < .01 ) indicated that gamma band power significantly predicted vocal intensity in a negative 

direction across both brain regions ( = - 0.2, p =.02)(Figure 17). Disease factors, UPDRS and 

time since diagnosis, did not demonstrate significant effects in either the mixed-effects model or 

separate linear model analysis. 
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Figure 17 Vocal Intensity Production Predicted by Regions and Bands During Speech. 

Mixed-effects models were fit, predicting vocal intensity production from neural power, band and 

neurological region (precentral gyrus or subthalamic nucleus).  Data shown here were averaged 

across the speech production interval.   

7.3.3 Differential Encoding of Vocal Intensity Across the STN and Precentral Gyrus 

To assess vocal intensity effect topography and control for speech sound variability, four mixed-

effects models were conducted predicting neural power from vocal intensity, in the precentral 

gyrus and STN with both theta and gamma band power.  Gamma band power in the precentral 

gyrus was significantly predicted by both vocal intensity and electrode location via an interaction 

effect (F(1115, 218510) = 4.93, p < .001).  Theta band power in the STN was significantly predicted by 

the interaction effect between vocal intensity and electrode location (F(110, 27958) = 2.58, p < .001), 

as well as the three-way interaction effect between vocal intensity, electrode, and phoneme (F(330, 
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27958) = 1.39, p < .001).  No significant effects were found in the STN gamma band or precentral 

gyrus theta band.  Follow-up analyses indicated that four electrodes in the precentral gyrus 

positively predicted gamma band power from location and vocal intensity, while 35 electrodes 

negatively predicted gamma band power.  For the STN, 39 electrodes positively predicted theta 

band power from location and vocal intensity, while one electrode negatively predicted theta band 

power (Figure 18).     

 

 

Figure 18. Topographical Differences in Vocal Intensity Encoding Across Regions 

Phonetic-Intensity Encoding in the Subthalamic Nucleus (STN). Central plot depicts 

recording locations in the STN and site at which both phoneme and vocal intensity predicted 

neural power (theta band) via an interaction effect.  Specific interaction effects for recording 

locations are depicted in the surrounding figures following simple slope analysis. Raw data 

points are included as scatter plots for each significant simple slope, color coded to match the 

slope of interest.  Effects were found across participants; participant number is noted by title on 

surrounding figures. 
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7.3.4 Intensity Modulating Regions Express Differential Time-Course of Activity 

To qualitatively assess the time-course of activity, neural power in electrodes which positively 

predicted vocal intensity was split between loudly produced trials and softly produced trials and 

visualized (Figure 19).  Precentral gyrus electrodes which encoded for vocal intensity 

demonstrated a sustained difference throughout the entire task, with loud productions clearly 

exhibiting higher neural power compared to soft productions.  Electrodes in the STN which 

positively predicted vocal intensity exhibited a variable time course of neural activity.  Soft 

intensity productions demonstrated higher theta power both before and after speech production, 

but during speech production loud productions exhibited higher theta band power compared to soft 

productions.  The time surrounding 0.4 seconds after speech onset displayed no difference between 

intensity levels.   

 

 

Figure 19. Temporal Differences in Vocal Intensity Encoding 

Differences in the raw power were visualized between the loud and soft speaking 

conditions.  Neural data was averaged from the electrodes demonstrating a positive correlation to 
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vocal intensity in each region.  Trials were spilt between loud and soft productions using the 

median value, averaged across trials and visualized across time. 

7.4 Discussion 

These results present the first direct electrophysiologic evidence of vocal intensity 

production encoding in the basal-ganglia cortical loop.  Observed effects in both the STN and 

precentral gyrus agree with broad findings that vocal intensity encoding requires a diffuse network 

across multiple neurological nodes (Baum & Pell, 1999; Liotti et al., 2003; Narayana et al., 2010).  

Importantly, these findings emphasize the subcortical influence of vocal intensity production, 

which has received only limited attention in prosody research (Paulmann, Pell, & Kotz, 2008; 

Pichon & Kell, 2013).  Vocal intensity encoding within gamma and theta bands reinforces current 

hypotheses that gamma and theta band are critical neural oscillations for speech production 

(Giraud & Poeppel, 2012; Hyafil et al., 2015).  Cumulative evidence suggests a gamma-theta vocal 

intensity production network including the precentral gyrus and subthalamic nucleus. 

 

Spatially Selective Regions in Precentral Gyrus Enhance Vocal Intensity Output 

Indirect imaging studies of prosodic encoding have identified that many cortical structures 

are involved prosodic manipulations (Baum & Pell, 1999).  The left hemisphere is often relegated 

to ‘linguistic prosody’ control, yet the specific contributions remained unclear.  Averaged data 

presented here show that the precentral gyrus gamma band power negatively predicts vocal 

intensity during the reaction time interval, indicating that precentral gamma band power 

desynchronization may contribute to motor preparation for vocal intensity encoding.  This is in 
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contrast to some reports of phasic increases in gamma band activity prior to movement 

(Tzagarakis, West, & Pellizzer, 2015), but this may reflect a unique gamma dynamic for speech 

production.  Pre-movement gamma activity is often attributed to movement preparation 

(Schoffelen, Poort, Oostenveld, & Fries, 2011), which may also apply to vocal intensity encoding.    

Findings from the averaged data during speech production demonstrated that increases in 

precentral gamma band power are associated with decreases in vocal intensity production.  

Although initially counterintuitive, these findings of decreased activity with increasing vocal 

intensity in precentral gamma band agree with recent LSVT® outcomes.  Children with cerebral 

palsy who increased vocal intensity after a course of LSVT® were found to have a pre-post 

decrease in BOLD signal in motor areas, including the precentral gyrus (Bakhtiari et al., 2017).  

The authors hypothesized that this decrease indicated less reliance on feedforward commands for 

vocal intensity generation; however, the results of the present study replicated this effect without 

a course of therapy, indicating that decreases in cortical motor gamma band may be a normal 

neural pattern for intensity modulation.  These two studies show that the average precentral gyrus 

activity decreases with increasing vocal intensity, measured across two different age groups and 

disease etiologies and the neural activity in the present study was not attributable to disease 

severity.   

Topographical assessment of these cortical effects reveals a more nuanced role for motor 

control of vocal intensity.  Most recording locations in the precentral gyrus displayed a negative 

correlation with vocal intensity, with higher gamma band power associated with lower vocal 

intensity. Although gamma band has been associated with increases in movement (Nowak, Zich, 

& Stagg, 2018), its role in movement has been variable with negative associations with 

movement parameters (N. J. Ray et al., 2012).  It is possible that decreases in vocal intensity 
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correspond to motor effector regions which interfere with movement necessary for vocal 

intensity increases, and therefore, require some amount of suppression.  Transcranial stimulation 

of mouth regions within the precentral gyrus has resulted in increases in vocal intensity 

production (Dias et al., 2006).  It is possible that the four locations which positively correlated 

with vocal intensity were responsible for mouth movements, similar to the study by Dias and 

colleagues.  Another explanation may be that these positively associated regions are responsible 

for respiratory control, which is the primary drive of vocal intensity production (Finnegan et al., 

2000).  The decreases in gamma band power in most recording locations may reflect suppression 

of competing motor programs, allowing the selected intensity generating regions to dominate.  

Recent research has found that precentral gyrus gamma band corticomuscular coherence occurs 

in a spatially selective manner during wrist movement, with coherence only occurring in the 

motor regions involved in the task (Schoffelen et al., 2011), lending credence to the hypothesis 

that a small, spatially selective group of locations may encode for vocal intensity in the 

precentral gyrus.  

In addition to gamma band, theta band power was positively associated with increases in 

vocal intensity in the averaged model; however, this effect was not replicated in the model which 

assessed productions on a syllable level basis.  Theta band activity has been hypothesized to parse 

syllable level units in speech perception (Arnal & Giraud, 2012; Hyafil et al., 2015) and speech 

production (Giraud et al., 2007; Giraud & Poeppel, 2012; Yuchen, Xiao, & Qingfang, 2020).  The 

positive association with theta band power from the trial-level average of neural productions may 

have reflected syllable level parsing effects; therefore, accounting for the syllable level condition 

in the second model may have better controlled for these syllable effects, eliminating the effects. 
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Subthalamic Nucleus Excitation Enhances Vocal Intensity Output 

Speech researchers have postulated that the basal ganglia are responsible for vocal intensity 

production due to indirect evidence of vocal intensity deficits in PD (Murdoch, 2001); therefore, 

these results confirm that hypothesis through direct evidence that the basal ganglia, specifically 

the STN theta band power, positively predicts vocal intensity production.  The finding that the 

basal ganglia contributes to active vocal intensity modulation control is important given recent 

clinical assertions that interventions which increase vocal intensity production in patients with PD 

may rely more heavily on the cortico-spinal system (i.e. pyramidal system) (Behrman et al., 2020; 

Boutsen et al., 2018; Levitt, 2014).  These results show that vocal intensity modulation in patients 

with PD is still modulated within the extrapyramidal system, although more research is needed to 

determine the complete network.  

Not only does vocal intensity modulation occur within the extrapyramidal system, but the 

STN appears to play a primary role in this process, evidenced by the stark contrast between the 

number of recording locations positively encoding for vocal intensity in the STN (35) compared 

to only five in the precentral gyrus.  This difference is even more apparent considering that the 

number of total recordings locations in the precentral gyrus was 373 compared to only 111 in the 

STN.  Current models of speech motor control attribute motor program sequencing and initiation 

to the basal ganglia-cortical loop (Bohland et al., 2010; Guenther, 2015) which is in line with some 

theories of basal ganglia function; however, these new data suggest that the basal ganglia may also 

contribute to the modulation of motor commands, specifically for vocal intensity.  Results also 

agree with recently reported findings that articulatory gain is modulated within STN theta and 
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alpha bands (Dastolfo-Hromack et al., 2021).  Together, these findings suggest that the STN may 

contribute to generalized movement gain modulation for speech production.   

These results are also relevant to explain the role of the STN in movement.  Much of the 

STN literature on movement scaling focuses on binary aspects of movement (i.e. go/no go 

responses) (Androulidakis et al., 2007; Cassidy et al., 2002; Kuhn et al., 2004), whereas vocal 

intensity encoding is a nonbinary range of values only limited by the individuals’ physiologic 

endpoints.  Descriptive results of the neural activity in locations positively predicting vocal 

intensity demonstrate a fluctuating pattern throughout the course of the task, which contrasts with 

the sustained activity of the precentral gyrus.  These results imply that the STN’s role in movement 

is much more complex than binary release of motor commands and requires more research in both 

speech and generalized motor systems.    It is possible that some of this time-varying fluctuation 

in the current data is due to the complex nature of speech production.  A three-way interaction was 

present in the STN, indicating that the phoneme produced influences the vocal intensity output.  It 

is possible that this time-course is due to differences in phoneme production throughout the task, 

which may be addressed in future studies. 

 

Complementary Roles of Gamma and Theta in Vocal Intensity Encoding 

It has been suggested that gamma and theta bands are critical oscillations for the neural 

control of speech production and perception (Giraud et al., 2007; Giraud & Poeppel, 2012; 

Sengupta & Nasir, 2016) and the presented results support that prediction.  Giraud and colleagues 

posited that gamma band and theta band are two critical oscillations which encode the temporal 

structure of speech acoustics. The slow fluctuation of theta band (4-8 Hz) aligns with slow-

changing aspects of the speech signal, such as vocal intensity prosody manipulations, while gamma 
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aligns with faster temporal events.  Results of theta band positively encoding vocal intensity across 

multiple locations in the STN support the concept that theta band encodes slow temporal events, 

like prosodic manipulations.  Theta band activity is thought to encode syllable level structure, 

which matches the structure of the speech productions in the present study. 

In addition to time-scale events, gamma and theta band have been associated with speech 

motor adaptability, specifically during the task of formant frequency adaptation learning (Sengupta 

& Nasir, 2016).  Authors noted that high frequency oscillations (i.e. gamma band) couple with low 

frequency oscillations (theta or beta band) across brain networks to produce a change in the speech 

signal. Although the presented study did not address coherence between gamma and theta bands, 

the mirror image of a widespread negative correlation in precentral gamma with widespread 

positive correlation in the STN (Figure 17) is suggestive of coordinated processing between the 

STN and precentral gyrus.  Gamma band has been implicated  in cortical-STN coupling, with an 

increase in synchrony between STN single unit firing and gamma band power during movements 

with fast reaction times (Fischer et al., 2020).  The STN is known to inhibit the motor cortex via 

the thalamus, and the observed increase in power with increasing intensity may relate to the 

inhibition observed in the precentral gyrus.  Cross frequency phase coherence is the mechanism 

proposed by Sengupta and colleagues for motor speech adaptation and would a fruitful topic to 

address in future studies.  Cross-frequency coupling has previously been identified during speech 

production  (Sengupta and nasir 2015).   

Gamma band is largely considered to be prokinetic and related to focal functional anatomy 

(Brittain & Brown, 2014; Crone et al., 1998; Pfurtscheller et al., 1993); therefore, it surprising that 

a decrease in gamma band power was associated with an increase in vocal intensity.  However, 

some recent evidence demonstrates that increases in gamma band are associated with decreased 
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amplitude of movement (Fischer et al., 2017), which is opposite of the effect one would expect if 

gamma is prokinetic and aligns with results from this study.   The role of gamma band is still under 

investigation, and these data show that gamma band may not enhance all aspects of movement 

across all regions.  The presence of four regions in the precentral gyrus which positively encoded 

for vocal intensity illustrates the focal nature of gamma band oscillations in the precentral gyrus, 

which corresponds to neuron firing rate (Nir et al., 2007).  Gamma and theta were shown to 

contribute to feedforward commands for formant frequency adaptations (Sengupta & Nasir, 2016), 

and these results demonstrate another speech acoustic variable, vocal intensity, which may be 

modulated by these same bands.  Cumulatively, these data suggest that gamma and theta band 

modulate vocal intensity in a complementary fashion. It is possible that theta encodes broad 

movements goals, such as effort or scaling (Anzak et al., 2012; Mazzoni, Hristova, & Krakauer, 

2007) which relate to vocal intensity, while gamma band encodes focal specificity of articulator 

movements for vocal intensity, consistent with prior literature on other speech movements. 

 

Conclusions 

Vocal intensity production is encoded within the basal ganglia-cortical loop via gamma 

and theta band power in the precentral gyrus and subthalamic nucleus.  One of the goals of the 

project was to determine which region contributed greater to vocal intensity encoding, and these 

data demonstrate that neither contributes more, rather, each region contributes differently.  

Topographical effect patterns suggest that cortical encoding of vocal intensity is spatially selective, 

with many regions exhibiting reduced power, while more anatomically relevant region increase 

power.  Furthermore, STN activity broadly enhanced vocal intensity production across most sites, 

indicating a generalized role for amplitude modulation in the basal ganglia.  These differences 
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should be investigated in future studies and likely indicate that the precentral gyrus and STN 

participate in a vocal intensity network. 

 

Limitations 

These effects were found in patients with Parkinson Disease, and although the analysis of 

the UPDRS score and time since diagnosis concluded that disease severity did not predict our 

outcome measures, influence from the disease process is still possible.  Geometrical differences 

between the cortex and STN may also contribute to differences in findings. 
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8.0 Synthesis and Future Direction 

Data from this work substantiates and characterizes the neural basis of phonetic-intensity encoding, 

which was originally identified by behaviorists, both theoretically (Keating, 2003; Keating & 

Shattuck-Hufnagel, 2002) and therapeutically (Dromey et al., 1995; L. O. Ramig et al., 1996; Sapir 

et al., 2007).  The existence of this effect has implications for speech production theory and informs 

current clinical procedures.  This section addresses these two topics in greater detail than described 

in the manuscript section.  The section culminates in potential future directions of this work. 

 

Theoretical Implications 

Earlier sections described the potential impact of this work on multiple speech production 

theories (Section 2.2).  As described earlier, this work incorporated components of prominent 

speech motor control perspectives: 1) the oscillatory nature of Dynamical Systems Theory (DST) 

and 2) the neural locus of vocal intensity control and importance of acoustic information in the 

internal model.  The finding of phonetic-intensity encoding in theta band activity and vocal 

intensity encoding in both gamma and theta bands within the cortico-basal ganglia loop has 

implications for these theories.  Results also provide preliminary answers to the hypotheses in 

question, namely: 1) Aim 1:  Do populations of neurons exist in the precentral gyrus and 

subthalamic nucleus which control both movements to generate phoneme patterns and vocal 

intensity increases (phonetic-intensity encoding)? and 2) Aim 2: What are the respective 

contributions of the STN and precentral gyrus in the control of vocal intensity output? 

These results provided some direct evidence to answer the immediate experimental 

questions.  To answer the first question, populations of neurons do exist in the subthalamic nucleus 
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that encode for both phoneme and vocal intensity production, which supports the hypothesis that 

phonetic-intensity encoding is neurologically mediated.  However, the second portion of this 

hypothesis was not found; the precentral gyrus encodes both parameters, but not in single neuron 

populations.  Phoneme encoding and vocal intensity encoding were identified in separate recording 

locations.  To answer the second question, results from the second aim showed that the STN and 

precentral gyrus both contribute to vocal intensity production, but the patterns were different.  

Averaged activity in the precentral gyrus gamma band decreased while vocal intensity increased, 

and a small portion of locations within the precentral gyrus positively correlated to vocal intensity.  

This pattern may indicate a spatially selective enhancement of vocal intensity in the precentral 

gyrus which depends on reduction of competing motor programs and enhancement of articulator 

regions which facilitate intensity.  Alternatively, theta band activity during speech production 

robustly demonstrated numerous locations in the STN which positively encoded for vocal 

intensity.  This indicates a generalized role for speech amplitude modulation for the subthalamic 

nucleus.  These results have implications for speech motor control theory as well clinical STN-

DBS outcomes. 

The presented results validate the assertions of Keating and colleagues that the behavioral 

observation of phonetic-encoding of prosodic structure needs to be modeled as a fundamental 

neurological control mechanism for speech (Cho & Keating, 2001; Keating, 2003; Keating & 

Shattuck-Hufnagel, 2002).  The finding of multiple neurological sites encoding both phoneme and 

intensity information brings to light the fundamental neurological basis of phonetic-intensity 

encoding and not purely biomechanical or behavioral processes.  Keating’s original discussion 

highlighted that Levelt’s model of speech production (Levelt et al., 1999) did not explicitly model 

a link between the segmental phonetic features and prosodic structure (Keating, 2003; Keating & 
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Shattuck-Hufnagel, 2002).   Per Levelt, stored syllable plans are the basic unit for phonetic 

encoding, and gestures are encoded within this syllabic plan (Levelt et al., 1999); however, Keating 

argues that even if these plans are stored, the retrieval of this plan requires subsequent processing 

and is highly sensitive to prosodic features (Keating, 2006).  Vocal intensity is one of the 

components of prosody, and the finding of overlap between intensity and phoneme production 

supports the concept that if stored plans are activated, they may be further processed to include 

information about vocal intensity.  These conclusions are strengthened by the finding that spectral 

and temporal changes occurred as patients increased vocal intensity, indicating an alteration to the 

segmental/phonetic gestures.  The data from this study did not include the other aspects of prosody 

(duration, pitch), and did not analyze multi-syllabic prosodic structure; therefore, more 

information would be required to make a definitive statement on prosody as a whole and explicit 

alterations to Levelt’s model.  However, these results offer preliminary evidence that an explicit 

link may exist between the planning of prosody and segmental features, and this may occur within 

the basal ganglia.  DST and the internal model also provide some incomplete explanations for the 

encoding of prosody and segmental features.  Results are interpreted within the most relevant 

portions of each of these theories. 

 

Dynamical Systems Theory 

Dynamical systems theory literature focuses on the oscillating nature of speech production 

and proposes that different articulatory and prosodic elements overlay on one another in a cyclical 

fashion (Barbosa, 2007; Liss et al., 2010; Tilsen, 2009) (See Figure 2).  This theoretical perspective 

aligns well with the concept of neural oscillations, which were investigated in both theta and 

gamma bands.  The finding that both features (phoneme and vocal intensity) were encoded within 
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the same oscillatory band (theta band) agrees with the concept of speech gesture and prosody 

overlapping in DST.  According to DST, oscillatory movements for phonemic gestures are nested 

within a higher level of prosody generation.  Referencing Figure 2 in section 2.2.2, gestural-

phonemic movements (i.e. “spa”) are cyclically embedded within the higher levels of prosodic 

involvement.  Specifically, the phonemic movements are proposed to be encoded within the same 

oscillation frequency as the syllable-level prosodic feature (labeled as CVC in Figure 2).    The 

presented study focused on syllable-level production features, so the finding of theta band 

encoding both phoneme and vocal intensity production agrees with this prediction.  The study did 

not investigate higher levels of prosodic function (phrase, sentence, discourse etc.), which may 

further inform these patterns. 

Findings of gamma band encoding vocal intensity in the precentral gyrus does not agree 

with the proposed oscillation structure in DST. Gamma band is a high-frequency oscillation, and 

prosody is proposed to occur in a relatively slow frequency to encompass larger speech segments 

(Tilsen, 2009).  If phonetic-intensity encoding occurs within theta band as found in the STN, then 

it would be expected that prosodic features, such as intensity, would be encoded within theta band 

or slower oscillations, not high frequency oscillations like gamma.  It is also possible that this 

relative, hierarchical oscillation structure (slow frequencies for prosody, fast frequencies for 

articulation) is unique within neural regions.  For example, theta band encodes both phoneme and 

vocal intensity within the STN, but it may be that gamma band encodes both features within the 

precentral gyrus.  A single electrode location encoding both vocal intensity and phoneme 

production was not found within the precentral gyrus, but both features were encoded in separate 

locations within precentral gamma band.  With this interpretation, the final piece to understand 

would be how intensity encoding in the STN (theta band) interacts with vocal intensity encoding 
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in the precentral gyrus (gamma band).  The theory does not currently describe an interpretation for 

the same feature (i.e. syllable level prosody) being encoded in multiple oscillation levels. 

  Behaviorally, the presented results replicated the finding that acoustic adjustments are 

made as participants increase vocal intensity (Tjaden & Martel-Sauvageau, 2017), which can be 

interpreted as a behavioral ‘attractor’ state like the findings of vocal fold register shifts (Steinhauer, 

2000), generally supporting DST applications for speech production.  The question then remains 

if this ‘attractor state’ occurs because of overlapping neural oscillatory behaviors.  Evidence of 

phonetic-intensity encoding was found in STN theta band, showing that some overlap does exist 

within a single oscillation band.  On a surface level, this finding supports DST as mentioned earlier.  

However, it should be noted that although phonetic-intensity encoding was observed in theta band, 

phonetic encoding alone was not observed.  A main effect of phoneme (i.e. phonetic encoding) 

was observed in gamma band, a higher oscillating frequency, and in the precentral gyrus.  This 

may indicate that vocal intensity is the primary feature encoded within theta band, and it encodes 

this feature in a phonetic topography, which is distinct from primarily encoding phoneme 

production as a main effect.  Prior findings of articulatory gain were not identified in gamma band, 

but rather low frequencies of theta and alpha band (Dastolfo-Hromack et al., 2021), indicating that 

‘gain’ may be a low frequency phenomenon.  A segregated architecture is found in primate studies 

of the basal ganglia showing that the basal ganglia encode movement parameters in specialized 

regions according to movement effector and neural region (i.e. segregated loop) (Alexander et al., 

1986; M. DeLong & Wichmann, 2010).  These results for phonetic-intensity encoding may 

therefore suggest that low oscillatory frequencies encode vocal intensity in a segregated 

architecture as in primate limb studies.  To further disentangle these findings, more research is 
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needed examining phonetic-prosodic encoding in multiple basal ganglia nuclei and anatomically 

connected structures. 

 

 

Internal Model  

Findings of both vocal intensity and phonetic intensity encoding have implications for the 

internal model of speech production as well.  Instantiations of the internal model of speech 

production (DIVA and GODIVA models) propose that portions of the basal ganglia (globus 

pallidus, putamen, substantia nigra pars reticulata) are involved in phoneme/motor plan selection 

as well as motor program initiation (labeled as “Go Signal”) (Bohland et al., 2010; Guenther, 

2015).  These predictions are in line with basal ganglia functions but do not encompass all the 

known basal ganglia control parameters such as amplitude scaling (Anzak et al., 2012; Tan, 

Pogosyan, Anzak, Ashkan, et al., 2013).  The finding of phonetic-intensity encoding in addition to 

intensity encoding in the STN indicates that the role of the basal ganglia may be expanded to 

include motor program modulation for vocal intensity.  Although gain functions are not explicitly 

rejected as a basal ganglia parameter in this model, it is suggested that motor cortical areas (i.e. 

areas that are responsible for speech articulation) are responsible for prosody production, “prosody 

generator” location (Guenther, 2015).  This interpretation is in line with dominant literature in 

prosody, which focuses on cortical control; however, this new subcortical evidence supports an 

alternate theory that vocal intensity/prosody production may be sub-cortically driven  (Baum & 

Pell, 1999; Paulmann et al., 2008; Pichon & Kell, 2013).  Finally, the STN is not explicitly noted 

within the model as an important basal ganglia node for speech production, but this interpretation 

may be revised given the current evidence. 
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Within the DIVA model of speech production, segmental features (i.e. phonemes) are 

considered to be encoded differently than suprasegmental features (i.e. prosody/intensity) 

primarily because of the differential response to auditory deprivation.  However, these results 

indicate that although phoneme information and vocal intensity information may respond 

differently, the motor parameters co-modulate within the basal ganglia.  Per the DIVA model, the 

‘prosody generator’ is located within the same cortical regions which control language processing 

(Guenther, 2015).  For vocal intensity, this appears to be partially true.  Five locations in the 

precentral gyrus encoded positively for vocal intensity production; however, many more locations 

in the basal ganglia encoded for vocal intensity.  This may indicate that the prosody generator is 

not exclusively located in motor cortical regions but may be subcortical as well.  Furthermore, 

there are no explicit links described between the prosody generator and the speech sound map or 

articulator map in the pre-movement planning, only in online processing, which accounts for 

reflexive and non-reflexive alterations to the motor plan which is already being produced 

(Guenther, 2015; R. Patel et al., 2011; R. Patel et al., 2015).  Considering that vocal intensity 

parameters are selected before the movement begins, the model should reflect this aspect in 

selection and initiation, along with phonemic elements. This study only examined one aspect of 

prosody, vocal intensity, and more research would be needed in the other aspects of prosody 

production to definitively change the location of the ‘prosody generator,’ as well as more timing 

studies to assess the extent to which vocal intensity and phoneme are encoding during motor 

planning stages, but these results do highlight an important area for future research and discussion.   

 

Theoretical Summary 
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To summarize the theoretical implications, these findings partially support concepts and 

predictions of DST and the internal model; however, specific aspects of the theories need to be 

addressed with more research, and potential alterations.  First, DST behavioral studies indicated 

that oscillations occur in hierarchical levels, with prosody occurring at the slowest time-interval, 

yet these results demonstrate vocal intensity modulations in a high frequency oscillation.  The 

oscillation patterns, therefore, may be relative to neural region and process and not absolute 

hierarchies.  Second, the internal model of speech production, as described by the DIVA model 

indicates that the prosody generator is in the cortical areas for speech motor control; however, 

multiple vocal intensity-dependent neural locations were found which implicates the STN in this 

process.  Therefore, the proposed location of the prosody generator may be expanded to the basal 

ganglia, provided that these results are replicated across pitch and duration components of prosody. 

 

Clinical Implications 

This research study was not intended to directly inform clinical outcomes; however, the 

data gathered may inform clinical findings in STN-DBS, which have been found to be highly 

variable and dependent on the speech measurement (Aldridge et al., 2016).  Some studies have 

found that STN-DBS improves vocal intensity production (Dromey et al., 2000; Gentil et al., 

2001), while others see no effect (Tripoliti et al., 2008).  Conversely, speech articulation and 

intelligibility have seen more consistent results with most studies findings that articulation worsens 

in a subset of patients (Hammer, Barlow, Lyons, & Pahwa, 2011; Pinto et al., 2014; Tripoliti et 

al., 2014; Tripoliti, Zrinzo, et al., 2011).  It has been proposed that that the negative outcomes on 

speech articulation may arise from stimulation affecting areas outside of the STN, and invading 

other tracts, such as cerebello-thalamic (Astrom et al., 2010; Tanaka et al., 2015; Tripoliti et al., 
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2008). Although this study did not directly assess tracts, it does inform our knowledge of the 

potential speech functions located directly within the STN which could be affected.  Because 

phonetic-intensity encoding was identified within the STN, it is possible that stimulation in these 

regions could be directly, rather than indirectly, affecting speech articulation.   

Another hypothesis generated from STN-DBS studies is that the frequency of stimulation 

impacts articulatory outcomes.  Tornqvist and colleagues found that high frequency stimulation in 

the STN (>130 Hz) deteriorates articulatory precision (Tornqvist, Schalen, & Rehncrona, 2005).  

Gamma band tested in this study had a range of 70-150 Hz, which is not an exact comparison; 

however, it is informative that neither of the speech functions (phoneme or intensity) were 

associated with gamma band function in the STN.  It is possible that high frequency oscillations 

encode non-speech functions, such as limb motor control.  Low frequency stimulation may 

enhance speech functions within the STN due to the finding of speech parameters being encoded 

in theta band, while high frequency stimulation interferes with typical speech processing.  Low 

frequency has been found to improve intelligibility in patients with STN-DBS (Grover et al., 

2019).  However, more research is needed on this topic as this frequency stimulation parameter 

was only manipulated in two studies.   

 

Limitations 

Although this study yielded valuable information about the theoretical and clinical role for 

the basal-ganglia-cortical loop in speech production, limitations were present which restricts the 

scope of interpretation.   

• Articulator Identification:  Four consonants were included in the design of the 

experiment because these consonants have previously been identified in the motor 
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cortical areas; however, the variability of articulator involvement within these 

phonemes was not ideal.  For determining functional articulator mapping, a more 

articulator-diverse set of consonants would have been helpful to identify neural 

regions encoding a specific articulator. This low variability limits the extent to 

which articulator effects can be interpreted and opens the possibility that given 

more variability in phonemes, neural articulator positions may have been different. 

• Parkinson’s Disease:  This research was only possible because patients were 

undergoing a routine clinical procedure to treat Parkinson’s disease.  Although 

disease severity measures were included in the modeling procedures to control for 

this aspect, some neural physiology differences are likely present which limits the 

ability to generalize these results to normal populations. 

• Operating Room Conditions:  Measurements were completed during normal 

clinical operations, which includes background noise from clinicians speaking and 

clinical machines running.  Although the room was kept as quiet as possible during 

the actual recording procedures and acoustic measures were screened for extreme 

background noise, this noise may have affected results.  Patients with Parkinson’s 

disease respond to the Lombard effect (Heracleous et al., 2012), during which vocal 

intensity increased reflexively due to background noise.  Therefore, varying levels 

background noise could reflect this process rather than completely volitional 

control.    

• Vocal Intensity Perception Control:   Some neural processing may reflect patients 

hearing and perceiving their own voice.  The motor theory of speech perception 

indicates that motor cortical areas are activated during speech perception (Liberman 
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& Mattingly, 1985).  Due to time constraints within the operating room/clinical 

setting, no data were collected while patients were strictly listening and not 

listening with the intent to produce speech sounds.  A pure perception-based data 

collection element may have informed this question. 

• Vowel Variability:  The design of the experiment operationalized ‘phoneme’ as the 

consonant, even though the entire syllable, including the vowel, was measured for 

vocal intensity.  The syllable position and frequency of the phonemes, both vowel 

and consonant, were controlled for in the stimuli; however, the inherent variability 

in vowel production for each of the syllables was not controlled for in the modeling 

and likely introduced extra neural variability.  The practice of utilizing the initial 

phoneme (consonant) as the most salient feature, despite variability in the 

remainder of the utterance, has been utilized in prior work (Chrabaszcz et al., 2019).   

 

 

Future Directions 

The findings of phonetic-intensity encoding and intensity encoding within the basal-ganglia 

cortical loop are informative to both theory and clinic; however, more research is needed.  First, 

theories on speech motor control, as discussed earlier, typically do not focus on vocal intensity as 

a sole parameter, but rather prosody as a generalized speech concept.  Prosody is a much more 

complex phenomenon than just vocal intensity and encompasses duration and pitch as well as 

syllabic structure.   More research is needed which examines the basal ganglia’s role in pitch and 

duration processing of speech, both individually and as an integrated prosodic unit.  Furthermore, 

cognitively-based studies on prosody identify two different kinds of prosody, emotional and 
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linguistic.  This study did not attempt to disentangle these components, but rather controlled for it 

by completing intensity modulations in a non-speech task.  Only after this type of research would 

complete alterations to the origins of prosody generation be appropriate in speech production 

models.   

Further disentangling the specific articulators in the precentral gyrus which are positively 

associated with vocal intensity would also be highly informative.  In earlier sections, it was 

discussed that these positively encoding regions may subserve respiratory function, which drive 

vocal intensity changes.  However, respiratory measurements were not obtained during this 

experimental procedure.  Research investigating the relative neural contributions from specific 

articulators to vocal intensity control would be highly informative. 

The data, particularly from the vocal intensity findings, suggest that the STN and cortex 

are engaging in a systematic network.  This hypothesis should also be tested.  Theories indicate 

that theta and gamma band interact, which can be observed in cross-frequency coupling measures 

like coherence (Lizarazu et al., 2019; Sengupta & Nasir, 2015).  Understanding if and how these 

two signals are related to one another would be valuable to understanding speech production 

network dynamics and illuminate the broader processes involved in intensity encoding. 

As discussed earlier, these results also inform clinical procedures and may indicate 

differential roles for high vs. low frequency activity in the subthalamic nucleus.  It would be 

interesting and informative to repeat this vocal intensity increase procedure, but in the office ON 

and OFF stimulation while varying frequency of stimulation parameters.  Testing the hypothesis 

that high frequency stimulation degrades vocal intensity and articulation parameters and low 

frequency (theta band range) stimulation would improve these parameters would be highly 

valuable.  Results could substantiate the claims made here regarding the role of low vs. high 
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frequency stimulation, as well as inform clinical procedures.  Additionally, it would be interesting 

to know if these phonetic-intensity encoding behavioral effects can be replicated under different 

stimulation parameters.  

 

 

Summary 

These data provide initial neurological evidence of phonetic-intensity encoding and vocal 

intensity encoding in the STN and precentral gyrus.  The presence of this effect informs speech 

motor control theories, particularly DST and the internal model, which incompletely describe this 

phenomenon.  Widespread findings of intensity and phonetic-intensity encoding in the STN 

provides support for the notion that prosody may not be completely cortically driven, and that 

subcortical processing of speech function does, in fact, occur.  Finally, effects were found in both 

high and low frequency bands, which informs interpretations for clinical STN-DBS findings and 

provides an oscillation-based framework for understanding vocal intensity production. 
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Appendix A Experimental Procedures 

 

EXPERIMENTAL SET-UP 

 

Image courtesy of Brain Modulation Lab 
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CUSTOM GUI UTILIZED FOR PHONETIC CODING 
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GUIDELINES FOR PHONETIC CODING 

The following instructions were given to the trained speech-language-pathology students 

completing transcription on the behavioral data.  These instructions served as a guideline and 

anchor for coding procedures across coders and were accompanied by a training interval as well 

as regular follow-up and feedback on coding processes.   

 

Before you start coding, be in a quiet place and always use provided headphones. 

For each word, make mark the timing by placing the cursor for each of the following: 

1.  Onset of each syllable 

Warning [01] if number of syllable onsets is different from 3, except if no phonetic code is present in which 

case no syllable onset is expected.  
Warning [02] if phonetic coding is missing and syllable onsets are given. 

 
2.  Offset of each syllable (DO NOT mark this if the acoustics are continuous between phonemes) 

Warning [03] if syllable offsets are present but no syllable onsets are given 
Warning [04] if last syllable has no offset  
Warning [05] if some syllable has more than one offset, i.e. more than one syllable offset between 

consecutive syllable onsets. 
 

3. Onset of vowel 

 

Guidelines for marking timing on error productions: 

 

4. If there is no consonant at the beginning of a syllable (only a vowel), mark the beginning of the vowel as 

a syllable onset, and do not mark it as a vowel onset.  The offset in this case will still be a syllable offset (not 

vowel). 

Warning [06] if more than one vowel onset in syllable  
Warning [07] if vowel onsets are given but not the syllable onsets 
Warning [08] if vowel onset falls outside syllable.  

 
5.  Vowel offsets are only marked in cases of error, when the patients said a CVC syllable, instead of a CV 

syllable.  In this case you would need a vowel offset, AND a syllable offset, and the phonemes should be 

CVC/CV/CV (for example). 

Warning [09] if more than one vowel offset in syllable  
Warning [10] if vowel offsets are given but not the syllable onsets 
Warning [11] if vowel offset falls outside syllable.  

 
6.  If a patient made a sound that is acoustically connected to the onset or offset of the target production, 

mark it as a ‘pre-event’ or ‘post-event’.  When marking a pre or post event, it is assumed that the offset of the ‘pre’ 

event is the same as the onset of the first syllable, and the onset of the ‘post’ even is the same as the offset of the 

final syllable (therefore acoustically connected).  Therefore, coders only code the onset of the pre-event and an 

offset of a post event. 

Warning [12] if more than one Pre onset time is given 
Warning [13] if pre event onset is not before first syllable onset 
Warning [14] if one or more pre event offsets are present 
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Warning [15] if one or more post event onset(s) are present 
Warning [16] if more than one Post event offsets are given 
Warning [17] if post event offset is not after 3rd syllable offset. 

 
7. Sound unrelated to the target production (coughing, background noise etc.) should be indicated with the 

appropriate label and marked with its own timing using the cursor tool.   

 

Qualitative categorization of productions: 

Please use the appropriate drop-down box to label any pathological characteristics that you hear.  Use the terms below: 

• Distortion: Production is so indistinct that the intended phoneme is unclear. 

• Imprecise:  Speech sound is ‘underarticulated’, but the intended phoneme can be clearly identified. 

• Spirantization: Visible or audible frication noise occurs in the plosive. 

• Dysfluency: Repetition or prolongation of speech sound. 

• Voice Quality Terms: 

• Creaky voice 

o Tremor 

o Breathy voice 

o Hoarse/Harsh 

o Voice Break 

o Strain 

 

 

General guidelines for accurate marking of speech sound timing: 

 

Fricatives: 
1. Use the overall energy (broad spectrum energy) as a guideline for marking onset and offset 

2. Voiced fricatives will have some voicing (glottal pulse) in the beginning of the sound, please include that in 

marking. 

 

Vowels: 
1. Always looking for the onset of voicing (vertical glottal pulses). 

2. If preceded by a voiced consonant, look for initiation of a formant structure. 

3. Be aware that diphthongs will have formants for two vowels with the vowel structure 

 

Nasals: 
1. Look for two clues to identify the start of nasal energy: 

o Abrupt reduction in overall energy 

o Second formant shift 

2. When marking offset of final position nasals, mark the final glottal pulse as the end of the word 
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WORD LISTS 

The following pages include the word lists utilized for the experiment.  These triplet phrases 

were recorded and played back to the participants via earbuds, and they were instructed to repeat 

these nonsense syllables. 
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WORD LIST #1 

 

1 'tee' 'soo' 'vah' 
2 'SAH' 'TEE' 'GHOO' 
3 'ghah' 'tee' 'voo' 
4 'TEE' 'GHOO' 'VOO' 
5 'SEE' 'GHAH' 'TOO' 
6 'TAH' 'VOO' 'SEE' 
7 'TOO' 'GHEE' 'VAH' 
8 'vah' 'see' 'tah' 
9 'vee' 'tah' 'ghoo' 

10 'TAH' 'SEE' 'VEE' 
11 'TOO' 'SAH' 'TEE' 
12 'tah' 'see' 'vee' 
13 'ghee' 'voo' 'sah' 
14 'GHAH' 'VEE' 'SOO' 
15 'TEE' 'VOO' 'SOO' 
16 'VOO' 'SAH' 'TOO' 
17 'ghoo' 'see' 'tah' 
18 'GHAH' 'TEE' 'VOO' 
19 'VOO' 'TAH' 'GHEE' 
20 'ghoo' 'tah' 'see' 
21 'sah' 'vah' 'ghoo' 
22 'VEE' 'GHAH' 'SOO' 
23 'SAH' 'VAH' 'GHOO' 
24 'VAH' 'SEE' 'TAH' 
25 'SOO' 'GHEE' 'TAH' 
26 'VAH' 'SOO' 'GHAH' 
27 'soo' 'voo' 'vee' 
28 'soo' 'vah' 'ghee' 
29 'GHOO' 'VEE' 'TAH' 
30 'too' 'ghee' 'vah' 
31 'SOO' 'TEE' 'GHAH' 
32 'see' 'soo' 'ghah' 
33 'GHEE' 'VOO' 'SAH' 
34 'vah' 'too' 'tee' 
35 'GHEE' 'SAH' 'TOO' 
36 'vah' 'ghoo' 'tee' 
37 'VAH' 'GHOO' 'TEE' 
38 'tah' 'soo' 'vee' 
39 'sah' 'ghee' 'voo' 
40 'VEE' 'TAH' 'GHOO' 
41 'SAH' 'VEE' 'GHOO' 
42 'VEE' 'GHOO' 'SAH' 
43 'VAH' 'TOO' 'TEE' 
44 'SOO' 'TAH' 'GHEE' 
45 'GHOO' 'SEE' 'TAH' 
46 'too' 'see' 'tee' 
47 'tee' 'voo' 'soo' 
48 'VOO' 'SEE' 'TAH' 
49 'soo' 'ghee' 'tah' 
50 'TOO' 'VAH' 'GHEE' 
51 'VOO' 'TEE' 'SAH' 
52 'sah' 'tee' 'ghoo' 
53 'voo' 'tah' 'ghee' 
54 'vee' 'too' 'sah' 
55 'SAH' 'TOO' 'VEE' 
56 'soo' 'tah' 'ghee' 
57 'SOO' 'VAH' 'GHEE' 
58 'sah' 'too' 'vee' 
59 'voo' 'sah' 'too' 
60 'voo' 'see' 'tah' 

61 'vah' 'soo' 'ghah' 
62 'SEE' 'VEE' 'GHOO' 
63 'vee' 'ghoo' 'sah' 
64 'GHEE' 'TAH' 'SOO' 
65 'TAH' 'GHOO' 'VEE' 
66 'see' 'ghah' 'too' 
67 'too' 'vah' 'ghee' 
68 'sah' 'vee' 'ghoo' 
69 'TAH' 'GHEE' 'VOO' 
70 'tah' 'voo' 'see' 
71 'ghah' 'too' 'see' 
72 'VEE' 'GHAH' 'TOO' 
73 'ghee' 'vah' 'too' 
74 'ghah' 'vee' 'vah' 
75 'GHAH' 'SOO' 'VAH' 
76 'VOO' 'TEE' 'GHAH' 
77 'tee' 'ghoo' 'voo' 
78 'GHEE' 'SAH' 'VOO' 
79 'vah' 'ghoo' 'see' 
80 'GHOO' 'SAH' 'TEE' 
81 'soo' 'tee' 'ghah' 
82 'ghoo' 'ghee' 'ghah' 
83 'GHOO' 'TAH' 'SEE' 
84 'SOO' 'VOO' 'VEE' 
85 'ghee' 'tah' 'soo' 
86 'vee' 'ghah' 'soo' 
87 'TOO' 'GHAH' 'SEE' 
88 'vee' 'ghah' 'too' 
89 'SEE' 'SOO' 'GHAH' 
90 'see' 'vah' 'ghee' 
91 'SEE' 'VAH' 'GHEE' 
92 'voo' 'tee' 'ghah' 
93 'see' 'too' 'vah' 
94 'SEE' 'TOO' 'VAH' 
95 'TOO' 'SEE' 'TEE' 
96 'voo' 'tee' 'sah' 
97 'TAH' 'SOO' 'VEE' 
98 'tee' 'voo' 'sah' 
99 'see' 'vee' 'ghoo' 

100 'tee' 'ghah' 'soo' 
101 'GHEE' 'VAH' 'TOO' 
102 'ghee' 'sah' 'voo' 
103 'TEE' 'SOO' 'VAH' 
104 'too' 'sah' 'tee' 
105 'ghoo' 'vee' 'tah' 
106 'GHAH' 'TOO' 'SEE' 
107 'tah' 'ghoo' 'vee' 
108 'VEE' 'TOO' 'SAH' 
109 'GHAH' 'VEE' 'VAH' 
110 'too' 'ghah' 'see' 
111 'tah' 'ghee' 'voo' 
112 'ghah' 'soo' 'vah' 
113 'VAH' 'GHOO' 'SEE' 
114 'ghee' 'sah' 'too' 
115 'ghah' 'vee' 'soo' 
116 'ghoo' 'sah' 'tee' 
117 'GHOO' 'GHEE' 'GHAH' 
118 'TEE' 'GHAH' 'SOO' 
119 'SAH' 'GHEE' 'VOO' 
120 'TEE' 'VOO' 'SAH' 
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WORD LIST #2 

 

1 'VAH' 'TOO' 'SEE' 
2 'vee' 'tah' 'soo' 
3 'SOO' 'VEE' 'TAH' 
4 'too' 'vee' 'ghah' 
5 'GHEE' 'GHAH' 'VAH' 
6 'SOO' 'VAH' 'GHEE' 
7 'SEE' 'TAH' 'VOO' 
8 'see' 'ghee' 'too' 
9 'tah' 'soo' 'ghee' 

10 'TAH' 'SEE' 'GHOO' 
11 'VEE' 'TAH' 'SOO' 
12 'see' 'tah' 'ghoo' 
13 'SOO' 'TEE' 'GHAH' 
14 'vee' 'ghah' 'too' 
15 'GHOO' 'VEE' 'TAH' 
16 'vee' 'sah' 'ghoo' 
17 'too' 'vah' 'vee' 
18 'VEE' 'GHAH' 'TOO' 
19 'VOO' 'TAH' 'VEE' 
20 'voo' 'ghee' 'tah' 
21 'vah' 'tee' 'voo' 
22 'tah' 'voo' 'ghee' 
23 'tah' 'see' 'voo' 
24 'SOO' 'GHAH' 'VEE' 
25 'vee' 'too' 'ghee' 
26 'TOO' 'VAH' 'VEE' 
27 'VEE' 'TOO' 'GHEE' 
28 'TAH' 'VOO' 'SEE' 
29 'TEE' 'SAH' 'GHOO' 
30 'soo' 'vee' 'tah' 
31 'ghoo' 'vah' 'tee' 
32 'SAH' 'GHOO' 'TEE' 
33 'tee' 'soo' 'vah' 
34 'vah' 'soo' 'ghee' 
35 'sah' 'ghoo' 'vee' 
36 'ghee' 'ghah' 'vah' 
37 'VAH' 'TEE' 'VOO' 
38 'TOO' 'GHEE' 'VAH' 
39 'TAH' 'VOO' 'GHEE' 
40 'SEE' 'TOO' 'GHAH' 
41 'ghoo' 'sah' 'voo' 
42 'soo' 'vah' 'ghee' 
43 'TEE' 'GHAH' 'SOO' 
44 'SEE' 'GHOO' 'TAH' 
45 'ghah' 'tee' 'vee' 
46 'GHOO' 'SAH' 'VOO' 
47 'ghah' 'soo' 'tee' 
48 'VAH' 'SOO' 'GHEE' 
49 'GHOO' 'VAH' 'TEE' 
50 'see' 'ghoo' 'tah' 
51 'GHEE' 'VOO' 'TAH' 
52 'too' 'see' 'vah' 
53 'GHAH' 'TEE' 'SOO' 
54 'VOO' 'GHEE' 'TAH' 
55 'GHEE' 'SEE' 'TOO' 
56 'TEE' 'SOO' 'GHAH' 
57 'ghee' 'ghoo' 'sah' 
58 'tee' 'soo' 'ghah' 
59 'VOO' 'SEE' 'TOO' 
60 'VEE' 'TOO' 'SAH' 

61 'TOO' 'VEE' 'GHAH' 
62 'TEE' 'VAH' 'SOO' 
63 'see' 'too' 'ghah' 
64 'VOO' 'SAH' 'VAH' 
65 'sah' 'tee' 'ghoo' 
66 'tah' 'see' 'ghoo' 
67 'GHOO' 'VEE' 'SAH' 
68 'VOO' 'VAH' 'SAH' 
69 'TEE' 'SOO' 'VAH' 
70 'sah' 'voo' 'see' 
71 'GHEE' 'GHOO' 'SAH' 
72 'GHOO' 'SAH' 'TEE' 
73 'sah' 'vee' 'soo' 
74 'voo' 'vah' 'sah' 
75 'SEE' 'TAH' 'GHOO' 
76 'ghah' 'tah' 'voo' 
77 'GHAH' 'TAH' 'VOO' 
78 'soo' 'ghah' 'tee' 
79 'GHEE' 'VOO' 'GHAH' 
80 'too' 'ghee' 'sah' 
81 'SAH' 'GHOO' 'VEE' 
82 'tee' 'ghah' 'soo' 
83 'VAH' 'GHOO' 'SEE' 
84 'SOO' 'GHAH' 'TEE' 
85 'voo' 'see' 'too' 
86 'GHAH' 'TOO' 'SEE' 
87 'tah' 'voo' 'see' 
88 'vee' 'too' 'sah' 
89 'TAH' 'SOO' 'GHEE' 
90 'tee' 'sah' 'ghoo' 
91 'tee' 'vah' 'soo' 
92 'sah' 'ghoo' 'tee' 
93 'vah' 'ghoo' 'see' 
94 'ghoo' 'vee' 'tah' 
95 'ghah' 'too' 'see' 
96 'ghoo' 'vee' 'sah' 
97 'ghee' 'see' 'too' 
98 'see' 'tah' 'voo' 
99 'VAH' 'GHEE' 'TOO' 

100 'SAH' 'TEE' 'GHOO' 
101 'ghee' 'voo' 'tah' 
102 'TOO' 'GHEE' 'SAH' 
103 'ghee' 'voo' 'ghah' 
104 'voo' 'tah' 'vee' 
105 'ghoo' 'sah' 'tee' 
106 'GHAH' 'TEE' 'VEE' 
107 'SEE' 'GHEE' 'TOO' 
108 'TAH' 'SEE' 'VOO' 
109 'SAH' 'VOO' 'SEE' 
110 'soo' 'tee' 'ghah' 
111 'TOO' 'SEE' 'VAH' 
112 'ghah' 'tee' 'soo' 
113 'vah' 'ghee' 'too' 
114 'GHAH' 'SOO' 'TEE' 
115 'VEE' 'SAH' 'GHOO' 
116 'too' 'ghee' 'vah' 
117 'soo' 'ghah' 'vee' 
118 'vah' 'too' 'see' 
119 'voo' 'sah' 'vah' 
120 'SAH' 'VEE' 'SOO' 
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WORD LIST #3 

 

1 'soo' 'tee' 'ghah' 
2 'TAH' 'GHOO' 'SEE' 
3 'ghoo' 'sah' 'vee' 
4 'voo' 'ghee' 'ghoo' 
5 'vah' 'ghee' 'soo' 
6 'SAH' 'VEE' 'TOO' 
7 'GHOO' 'VAH' 'SEE' 
8 'VOO' 'GHEE' 'GHOO' 
9 'see' 'tee' 'tah' 

10 'GHOO' 'VEE' 'SAH' 
11 'too' 'vee' 'ghah' 
12 'see' 'sah' 'tee' 
13 'ghee' 'soo' 'tee' 
14 'TEE' 'VAH' 'SOO' 
15 'soo' 'tah' 'ghee' 
16 'SEE' 'SAH' 'TEE' 
17 'soo' 'tee' 'vah' 
18 'TAH' 'VOO' 'VAH' 
19 'GHAH' 'TOO' 'SEE' 
20 'sah' 'vee' 'too' 
21 'SAH' 'VOO' 'GHEE' 
22 'GHAH' 'SEE' 'TOO' 
23 'ghoo' 'vee' 'sah' 
24 'VAH' 'GHEE' 'SOO' 
25 'tah' 'voo' 'vah' 
26 'SEE' 'GHAH' 'VOO' 
27 'vee' 'soo' 'ghoo' 
28 'vee' 'ghoo' 'tah' 
29 'ghee' 'ghah' 'sah' 
30 'tee' 'ghoo' 'sah' 
31 'see' 'ghah' 'voo' 
32 'TAH' 'VEE' 'TOO' 
33 'too' 'tah' 'vee' 
34 'vah' 'see' 'tee' 
35 'ghoo' 'sah' 'tee' 
36 'SAH' 'TOO' 'VEE' 
37 'VEE' 'TAH' 'SOO' 
38 'VAH' 'GHEE' 'VOO' 
39 'voo' 'soo' 'ghee' 
40 'VAH' 'TOO' 'SEE' 
41 'VOO' 'TAH' 'SEE' 
42 'VEE' 'SOO' 'GHOO' 
43 'soo' 'ghah' 'vee' 
44 'SOO' 'GHAH' 'VEE' 
45 'ghee' 'sah' 'voo' 
46 'VAH' 'SEE' 'TEE' 
47 'see' 'ghah' 'vah' 
48 'GHAH' 'TOO' 'VEE' 
49 'TEE' 'GHOO' 'SAH' 
50 'SOO' 'TAH' 'GHEE' 
51 'vah' 'ghee' 'voo' 
52 'vee' 'tah' 'soo' 
53 'VEE' 'GHOO' 'TAH' 
54 'VEE' 'TOO' 'GHAH' 
55 'sah' 'voo' 'ghee' 
56 'sah' 'see' 'vah' 
57 'vah' 'too' 'see' 
58 'VAH' 'GHEE' 'TOO' 
59 'tee' 'ghoo' 'vah' 
60 'sah' 'too' 'vee' 

61 'see' 'soo' 'ghoo' 
62 'GHOO' 'SAH' 'TEE' 
63 'tah' 'tee' 'too' 
64 'tah' 'ghoo' 'see' 
65 'GHOO' 'TEE' 'SAH' 
66 'GHEE' 'SOO' 'TEE' 
67 'SOO' 'VOO' 'GHEE' 
68 'tee' 'vah' 'ghah' 
69 'ghoo' 'tee' 'sah' 
70 'TEE' 'GHOO' 'VAH' 
71 'TEE' 'GHAH' 'VOO' 
72 'tah' 'vah' 'soo' 
73 'too' 'see' 'ghah' 
74 'VOO' 'SOO' 'GHEE' 
75 'vee' 'too' 'ghah' 
76 'SEE' 'TEE' 'TAH' 
77 'SOO' 'TEE' 'GHAH' 
78 'TOO' 'SAH' 'VOO' 
79 'TAH' 'TEE' 'TOO' 
80 'VOO' 'SEE' 'TAH' 
81 'TEE' 'VAH' 'GHAH' 
82 'tee' 'ghah' 'voo' 
83 'GHAH' 'SOO' 'TEE' 
84 'ghoo' 'vah' 'see' 
85 'SAH' 'GHOO' 'TAH' 
86 'GHEE' 'SAH' 'VOO' 
87 'TOO' 'SEE' 'GHAH' 
88 'ghah' 'see' 'too' 
89 'VOO' 'GHEE' 'TAH' 
90 'sah' 'ghoo' 'tah' 
91 'voo' 'ghee' 'tah' 
92 'ghah' 'too' 'vee' 
93 'voo' 'tah' 'see' 
94 'too' 'sah' 'voo' 
95 'GHEE' 'VAH' 'SOO' 
96 'ghah' 'too' 'see' 
97 'ghah' 'soo' 'tee' 
98 'soo' 'voo' 'ghee' 
99 'TAH' 'VAH' 'SOO' 

100 'too' 'vee' 'ghee' 
101 'VEE' 'TAH' 'GHOO' 
102 'SOO' 'TEE' 'VAH' 
103 'SEE' 'GHAH' 'VAH' 
104 'TOO' 'TAH' 'VEE' 
105 'tah' 'vee' 'too' 
106 'ghee' 'vah' 'soo' 
107 'ghah' 'voo' 'ghoo' 
108 'ghee' 'voo' 'sah' 
109 'GHOO' 'SAH' 'VEE' 
110 'GHEE' 'VOO' 'SAH' 
111 'vah' 'ghee' 'too' 
112 'tee' 'vah' 'soo' 
113 'SEE' 'SOO' 'GHOO' 
114 'GHEE' 'GHAH' 'SAH' 
115 'SAH' 'SEE' 'VAH' 
116 'vee' 'tah' 'ghoo' 
117 'GHAH' 'VOO' 'GHOO' 
118 'TOO' 'VEE' 'GHAH' 
119 'voo' 'see' 'tah' 
120 'TOO' 'VEE' 'GHEE' 
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WORD LIST #4 

 

1 'voo' 'vee' 'vah' 
2 'tah' 'ghee' 'voo' 
3 'tee' 'ghee' 'too' 
4 'GHAH' 'TEE' 'SOO' 
5 'GHOO' 'SAH' 'TEE' 
6 'sah' 'too' 'ghee' 
7 'tee' 'ghoo' 'sah' 
8 'VOO' 'SAH' 'GHEE' 
9 'TOO' 'TAH' 'VEE' 

10 'SOO' 'VAH' 'TEE' 
11 'VEE' 'GHAH' 'SOO' 
12 'voo' 'vah' 'see' 
13 'vah' 'too' 'see' 
14 'see' 'voo' 'ghah' 
15 'ghah' 'soo' 'vee' 
16 'TOO' 'SEE' 'GHAH' 
17 'ghoo' 'see' 'tah' 
18 'GHEE' 'TOO' 'VAH' 
19 'see' 'vah' 'ghoo' 
20 'voo' 'sah' 'tah' 
21 'VOO' 'GHEE' 'SAH' 
22 'tah' 'voo' 'soo' 
23 'vee' 'ghoo' 'sah' 
24 'GHEE' 'VEE' 'VAH' 
25 'see' 'ghah' 'voo' 
26 'ghee' 'vee' 'vah' 
27 'VAH' 'SEE' 'TOO' 
28 'GHAH' 'SOO' 'VEE' 
29 'see' 'ghoo' 'tah' 
30 'soo' 'vah' 'tee' 
31 'VAH' 'GHOO' 'SEE' 
32 'VAH' 'TOO' 'SEE' 
33 'vee' 'ghah' 'soo' 
34 'vah' 'ghoo' 'see' 
35 'VOO' 'VEE' 'VAH' 
36 'VOO' 'SAH' 'TAH' 
37 'tah' 'see' 'ghoo' 
38 'GHOO' 'SEE' 'TAH' 
39 'too' 'see' 'ghah' 
40 'VEE' 'SAH' 'GHOO' 
41 'GHOO' 'TEE' 'SAH' 
42 'vee' 'soo' 'ghah' 
43 'soo' 'ghah' 'voo' 
44 'SEE' 'VAH' 'TOO' 
45 'see' 'vah' 'too' 
46 'too' 'tah' 'vah' 
47 'SOO' 'TAH' 'VEE' 
48 'SEE' 'GHAH' 'VOO' 
49 'vee' 'sah' 'ghoo' 
50 'vee' 'too' 'tah' 
51 'tah' 'ghoo' 'vee' 
52 'tee' 'soo' 'ghah' 
53 'ghoo' 'tee' 'sah' 
54 'sah' 'tee' 'ghoo' 
55 'TOO' 'GHEE' 'VOO' 
56 'TAH' 'GHEE' 'VOO' 
57 'ghee' 'tah' 'tee' 
58 'TAH' 'SEE' 'GHOO' 
59 'tah' 'soo' 'tee' 
60 'ghee' 'too' 'vah' 

61 'vah' 'too' 'ghee' 
62 'SEE' 'VOO' 'GHAH' 
63 'SAH' 'TEE' 'GHOO' 
64 'SAH' 'VEE' 'SOO' 
65 'GHEE' 'TAH' 'TEE' 
66 'TAH' 'VOO' 'SOO' 
67 'sah' 'soo' 'tee' 
68 'voo' 'sah' 'ghee' 
69 'TAH' 'SOO' 'TEE' 
70 'GHOO' 'VAH' 'SEE' 
71 'TAH' 'GHOO' 'VEE' 
72 'ghoo' 'vee' 'sah' 
73 'soo' 'ghah' 'tah' 
74 'SAH' 'VOO' 'GHEE' 
75 'SAH' 'TOO' 'GHEE' 
76 'soo' 'tee' 'ghee' 
77 'too' 'ghee' 'voo' 
78 'GHAH' 'VOO' 'VEE' 
79 'soo' 'tah' 'vee' 
80 'TEE' 'GHOO' 'SAH' 
81 'TOO' 'GHEE' 'VAH' 
82 'GHAH' 'VOO' 'SEE' 
83 'VEE' 'SOO' 'GHAH' 
84 'GHEE' 'SEE' 'GHAH' 
85 'ghoo' 'vah' 'see' 
86 'ghah' 'tee' 'soo' 
87 'SEE' 'GHOO' 'TAH' 
88 'GHEE' 'TAH' 'VOO' 
89 'TEE' 'SAH' 'GHOO' 
90 'too' 'tah' 'vee' 
91 'VEE' 'TOO' 'TAH' 
92 'GHAH' 'VEE' 'TOO' 
93 'vah' 'see' 'too' 
94 'tee' 'ghah' 'too' 
95 'SOO' 'GHAH' 'TAH' 
96 'vah' 'tee' 'soo' 
97 'VAH' 'TEE' 'SOO' 
98 'ghee' 'see' 'ghah' 
99 'ghoo' 'sah' 'tee' 

100 'SOO' 'GHAH' 'VOO' 
101 'SOO' 'TEE' 'GHEE' 
102 'VAH' 'TOO' 'GHEE' 
103 'VOO' 'VAH' 'SEE' 
104 'voo' 'ghee' 'sah' 
105 'tee' 'sah' 'ghoo' 
106 'VEE' 'GHOO' 'SAH' 
107 'ghah' 'voo' 'vee' 
108 'ghah' 'vee' 'too' 
109 'GHOO' 'VEE' 'SAH' 
110 'sah' 'voo' 'ghee' 
111 'TEE' 'GHAH' 'TOO' 
112 'SAH' 'SOO' 'TEE' 
113 'TEE' 'SOO' 'GHAH' 
114 'too' 'ghee' 'vah' 
115 'SEE' 'VAH' 'GHOO' 
116 'ghah' 'voo' 'see' 
117 'TOO' 'TAH' 'VAH' 
118 'sah' 'vee' 'soo' 
119 'TEE' 'GHEE' 'TOO' 
120 'ghee' 'tah' 'voo' 
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WORD LIST #5 

 

1 'TAH' 'SEE' 'VOO' 
2 'ghoo' 'sah' 'vee' 
3 'ghah' 'voo' 'tee' 
4 'VAH' 'SEE' 'GHOO' 
5 'ghah' 'vee' 'soo' 
6 'TOO' 'VAH' 'SAH' 
7 'VEE' 'GHAH' 'TOO' 
8 'TOO' 'VOO' 'TAH' 
9 'VOO' 'TAH' 'GHEE' 

10 'SEE' 'GHOO' 'VAH' 
11 'tee' 'vee' 'sah' 
12 'tee' 'soo' 'ghah' 
13 'SEE' 'VAH' 'GHOO' 
14 'vah' 'soo' 'tee' 
15 'GHOO' 'SAH' 'VEE' 
16 'voo' 'ghoo' 'tah' 
17 'tee' 'voo' 'ghah' 
18 'sah' 'tee' 'see' 
19 'sah' 'ghoo' 'soo' 
20 'vee' 'sah' 'ghoo' 
21 'ghee' 'too' 'tah' 
22 'GHEE' 'GHAH' 'TAH' 
23 'see' 'vah' 'ghoo' 
24 'too' 'voo' 'tah' 
25 'vah' 'see' 'ghee' 
26 'soo' 'ghee' 'vah' 
27 'sah' 'tee' 'soo' 
28 'GHEE' 'TOO' 'TAH' 
29 'tah' 'vee' 'ghoo' 
30 'vee' 'too' 'sah' 
31 'GHAH' 'VOO' 'TEE' 
32 'TEE' 'SOO' 'GHAH' 
33 'SOO' 'GHEE' 'VAH' 
34 'TEE' 'SEE' 'SOO' 
35 'too' 'tee' 'soo' 
36 'GHEE' 'TAH' 'VOO' 
37 'GHEE' 'SEE' 'VAH' 
38 'VAH' 'SOO' 'TEE' 
39 'ghah' 'soo' 'vee' 
40 'SAH' 'TEE' 'SOO' 
41 'VAH' 'SAH' 'TOO' 
42 'VOO' 'TAH' 'VAH' 
43 'VEE' 'SOO' 'TAH' 
44 'SOO' 'GHAH' 'VEE' 
45 'voo' 'sah' 'tee' 
46 'TAH' 'GHOO' 'TEE' 
47 'ghoo' 'sah' 'ghee' 
48 'VOO' 'GHOO' 'TAH' 
49 'ghee' 'tah' 'voo' 
50 'SAH' 'TEE' 'SEE' 
51 'SEE' 'TOO' 'GHAH' 
52 'SAH' 'GHOO' 'VOO' 
53 'VEE' 'TOO' 'SAH' 
54 'SAH' 'TEE' 'GHOO' 
55 'voo' 'tah' 'ghee' 
56 'too' 'vee' 'ghah' 
57 'vah' 'sah' 'too' 
58 'see' 'ghah' 'too' 
59 'SOO' 'TAH' 'GHEE' 
60 'GHOO' 'VAH' 'TEE' 

61 'TEE' 'VEE' 'SAH' 
62 'vah' 'see' 'ghoo' 
63 'ghee' 'see' 'vah' 
64 'TAH' 'VOO' 'VAH' 
65 'sah' 'tee' 'ghoo' 
66 'sah' 'ghoo' 'voo' 
67 'voo' 'ghah' 'see' 
68 'TEE' 'VOO' 'GHAH' 
69 'SOO' 'TOO' 'SEE' 
70 'ghoo' 'vah' 'see' 
71 'vah' 'ghee' 'see' 
72 'VEE' 'SAH' 'GHOO' 
73 'GHOO' 'VAH' 'SEE' 
74 'see' 'ghoo' 'vah' 
75 'vee' 'soo' 'tah' 
76 'tee' 'see' 'soo' 
77 'TEE' 'VAH' 'SAH' 
78 'VAH' 'SEE' 'GHEE' 
79 'VOO' 'SAH' 'TEE' 
80 'GHAH' 'VEE' 'SOO' 
81 'vee' 'ghah' 'too' 
82 'TOO' 'VEE' 'GHAH' 
83 'TAH' 'VEE' 'GHOO' 
84 'ghoo' 'tah' 'vee' 
85 'ghoo' 'vah' 'tee' 
86 'GHAH' 'GHEE' 'VOO' 
87 'tah' 'see' 'voo' 
88 'too' 'tee' 'ghee' 
89 'GHEE' 'TOO' 'SAH' 
90 'see' 'voo' 'ghah' 
91 'TAH' 'SOO' 'VEE' 
92 'tah' 'soo' 'vee' 
93 'SOO' 'GHEE' 'VOO' 
94 'SEE' 'VOO' 'GHAH' 
95 'ghah' 'ghee' 'voo' 
96 'GHAH' 'SOO' 'VEE' 
97 'GHAH' 'VEE' 'TOO' 
98 'VEE' 'GHEE' 'TOO' 
99 'TOO' 'TEE' 'GHEE' 

100 'GHOO' 'TAH' 'VEE' 
101 'soo' 'ghah' 'vee' 
102 'vee' 'ghee' 'too' 
103 'too' 'vah' 'sah' 
104 'tah' 'voo' 'vah' 
105 'VAH' 'GHEE' 'SEE' 
106 'SEE' 'GHAH' 'TOO' 
107 'soo' 'tah' 'ghee' 
108 'VOO' 'GHAH' 'SEE' 
109 'SAH' 'GHOO' 'SOO' 
110 'ghah' 'vee' 'too' 
111 'see' 'too' 'ghah' 
112 'ghee' 'too' 'sah' 
113 'tah' 'ghoo' 'tee' 
114 'ghee' 'ghah' 'tah' 
115 'GHOO' 'SAH' 'GHEE' 
116 'soo' 'ghee' 'voo' 
117 'soo' 'too' 'see' 
118 'tee' 'vah' 'sah' 
119 'TOO' 'TEE' 'SOO' 
120 'voo' 'tah' 'vah' 
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Appendix B Supplemental Information and Figures 

This appendix includes more detailed information about data analysis.  Figures and 

descriptions that were not appropriate for the proposed manuscript sections are included below.  

Supplemental information primarily relates to manuscript #1, focusing on phonetic-intensity 

encoding or the analysis of articulatory precision. 

 

Vocal Intensity  

Prior to analysis, data were screened for acoustic contamination by referencing notations 

of background noise and non-speech patient noise (i.e. coughing) made during coding.  Vocal 

intensity values (normalized RMS) which were above the 75th percentile of the distribution and 

contained a notation of background noise or non-patient speech were excluded from analysis.  Less 

than 1% of the data were excluded based on acoustic contamination.  The distribution was 

examined to determine if the participants executed the loud/soft variation in distinct groups (i.e. 

bimodal distribution) or a continuous distribution (Figure 20).  The data were normally distributed 

based on visualization and did not display a bimodal distribution, indicating that the participants 

produced a range of intensities, but not two distinct groups.  This pattern was consistent across 

participants.  Because participants did not produce two distinct intensity levels, correlation was 

determined to be most appropriate analysis method to assess changes associated with increases in 

vocal intensity.   
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Figure 20. Histogram of Vocal Intensity Values Across All Participants 

 

Temporal Measures of Articulation 

Fricative duration (/s/ and /v/) and vowel duration were correlated to vocal intensity to evaluate 

temporal articulatory changes which occurred with increasing vocal intensity.  Significant Pearson 

correlations were observed for all three measurements for the combined group statistic: /s/ duration 

(r = -0.073, p <0.001), /v/ duration (r = -0.16, p < 0.001), vowel duration (r = 0.11, p <0.001).  

Outliers were observed in the /s/ and /v/ duration measures, with two participants (DBS3014, 

DBS3025) producing multiple durations greater than 500 ms.  These group correlations were 

computed excluding the participants with outliers, and the measurements remained significant for 

both fricative correlations.  Similarly, three participants (DBS3004, DBS3015, DBS3006) 

demonstrated vowel durations longer than 500 ms; therefore, the statistic was computed excluding 

these participants and it also remained significant.  Individual correlations for each participant 

were computed to determine if the group pattern observed was consistent within individuals.  In 
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all three measurements, the majority of the effect estimates match the direction of the group 

estimate, with large portions of the individual correlations displaying significant results after 

Bonferroni correction (Figure 11 B,D,F).  Although significant trend lines were identified in all 

measurements, the scatterplot demonstrates a wide range of variability in productions.  To evaluate 

this variability further, behavioral data were qualitatively examined by syllable position to explain 

more of the variance.  However, for all measures, the spread of the data was nearly identical for 

all syllable positions.  To determine if a specific vowel was driving the results for the correlation 

with vowel duration, the vowels were examined separately.  Four out of the five vowels examined 

demonstrated significant positive correlations with vocal intensity, mirroring the combined group 

statistic (Figure 21). 

 

 

Figure 21. Vowel duration correlates to vocal intensity in multiple vowels. 
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R = 0.15, p < 2.2e−16
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R = 0.12, p = 0.0085
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 4 

Spectral Measures 

Two spectral measures, the second formant ratio (F2 Ratio) and the spectral centroid frequency, 

were correlated to vocal intensity to evaluate spectral articulatory changes which occurred with 

increasing vocal intensity.  Group correlation demonstrated a significant effect between vocal 

intensity and spectral centroid for /s/ (r = 0.1, p < 0.001), but not for /t/ (r = 0.017, p = 0.15).  When 

inspecting results stratified by participant for the /s/ phoneme, high spectral centroid outliers 

appeared to be driving the correlation from a single participant (DBS3032) (Figure 22).  The 

correlation was repeated after excluding this participant, and the behavioral result remained 

significant and consistent with the overall result (r = 0.19, p < 0.001).   

 

 

Figure 22.  Spectral centroid frequency outliers. 

 

A similar outlier was observed for spectral centroid of the /t/ productions; therefore, DBS3032 was 

excluded from the correlation.  This exclusion caused the overall finding to become significant for 

/t/ (r = 0.035, p = 0.0041).  Individual correlations reflected the group results.  Most participants 
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demonstrated a significant positive relationship between vocal intensity and spectral centroid 

frequency for the /s/ phoneme after Bonferroni correction (69%, 20/29), but only 14% (6/29) 

demonstrated a significant relationship for the /t/ phoneme.   

 

Normality Assessment of Subthalamic Nucleus Theta Power 

 

     Neural power in STN theta band, which is the primary effect of interest in this model were fit 

with a normal distribution assumption for the mixed-effects model; however, this assumption was 

not strictly met.  Figure 23 below demonstrates data skewedness.  A second model was performed 

to test that those effects were not identified due to randomness in a large sample size.  The model 

was refit using randomized labels for electrode location, which resulted in no significant effects, 

confirming that effects were not a product of random behavior.  

 

Figure 23 Subthalamic Nucleus (STN) Theta Power Normality Assessment 

A. QQ plot of the STN neural power with theoretical normally distributed data plotted 

on the x axis and actual data plotted on the y axis.  The non-linear behavior in the 

positive range indicates a positive skew.  B. Density plot of STN neural power, 

demonstrating a long positive tail in the distribution. 

 

Articulator Labeling Performance Assessment 
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     Articulator labeling was designed to assign an articulator label to an electrode if power was 

significantly greater when that articulator was in use compared to other electrodes.  The figure 

below depicts the significant articulator by phoneme interaction which was identified in the final 

mixed-effects model evaluating the three-way interaction between phoneme, articulatory and 

intensity.  These results verify that the articulator labels performed as intended. 

 

 

Figure 24 Articulator Labeling Model Performance 

A mixed-effects model was fit evaluating the three-way interaction between phoneme, 

articulatory and intensity, which also produced an articulator by phoneme interaction effect.  

Effect estimates reflect the intended performance of articulator labels.  For example, the lip 

articulator is only used in the /v/ phoneme, and the power effect estimate is higher compared to 

the remaining phonemes which do not use the lip articulator. 

 

 

 

 

Correlation of Vocal Intensity to STN Theta Band Power 
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A significant three-way interaction effect between power, phoneme and recording location was 

identified in the STN theta band power, indicating the presence of phonetic-intensity encoding.  

A total of 24 electrodes displayed at least one significant contrast in the model summary; 

however, data from many recording locations would not converge during post-hoc simple slope 

analysis.  To further understand patterns within these significant recording locations, Pearson 

correlations were conducted between vocal intensity and STN theta band power, stratified by 

recording location and phoneme.  Correlations are included below. 
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