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Abstract 

Radiofrequency Coil Design Methodology and Fast Imaging Analysis for Ultra-High Field 

Human MRI 

 

Tiago Amaro Martins, PhD 

 

University of Pittsburgh, 2022 

 

 

 

The Magnetic Resonance Imaging (MRI) is a human imaging modality which uses a non-

invasive technique capable of high contrast visualization of soft tissues without use of ionizing 

radiation. The upcoming ultra-high field (UHF) MRI has been getting increasingly more 

development efforts following the Food and Drug Administration (FDA) clearance of 7 Tesla 

scanners for clinical use. This drive towards higher field strengths allows clinical research studies, 

particularly human neuroimaging, to take advantage of the higher signal-to-noise ratio (SNR), 

higher blood-oxygen-level dependent (BOLD) contrast and larger spectroscopy chemical shift. 

The commonly known issues associated with UHF MRI such as high-power deposition, 

increased specific absorption rate (SAR), and inhomogeneity of the circularly polarized time-

varying magnetic field distribution are currently being studied in many ways by researchers across 

the world. This work has contributed to the creation of tools capable of accelerating the design and 

development of radiofrequency (RF) coils allowing the conception of novel designs that otherwise 

would be impractical. A next step towards fast and high-resolution neuroimaging with high 

homogeneity and low power deposition is a new conformal head coil design. A conformal Tic-

Tac-Toe design and novel excitation techniques were explored. Simulated results demonstrate 

comparable performance to the existing design. 

On the data processing side, acquisition and analysis of oscillations in the cerebrospinal 

fluid using a fast echoplanar imaging technique are described as a potential biomarker for analysis 
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of amyloid clearance and brain diseases including Alzheimer’s disease. The results show a 

promising methodology with consistent and reliable results that were acquired in volunteers.  
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1.0 Introduction 

Magnetic Resonance Imaging (MRI) is a non-invasive technology for human body 

imaging. It produces high-contrast anatomical and functional images without the utilization of 

ionizing radiation that is harmful to human health1. This technique and Magnetic Resonance 

Spectroscopy (MRS) have a large variety of applications from the study of metabolic activity to 

diagnosis of diseases and treatment monitoring. The sensitivity to different tissue properties is one 

of the biggest advantages of this imaging modality2. 

Most clinical MRI scanners use a static magnetic field (B0) with strengths in the range 

between 0.5 and 3 Tesla (T). Ultra-High Field (UHF) MRI is the evolution of regular clinical 

scanners’ technology, and it consists of systems with static magnetic field strengths higher than 

3T. From the various UHF systems, there have been great development efforts surrounding 7 Tesla 

MRI, primarily since this technology reached an important milestone towards market 

establishment and clinical applications. It has been recently cleared by the FDA for clinical use, 

first with the 7T MRI scanner Terra Magneton (Siemens, Germany) and later followed by other 

manufacturers3–5. One of the main benefits of the higher static magnetic field is the improved 

signal-to-noise ratio (SNR)6,7 that can be translated into an increase in spatial resolution8—

allowing detection of smaller structures, e.g., white matter hyperintensities (WMH)9—and/or 

shorter scanning times10–12 in comparison with lower field MRI technology. Other significant 

factors for use of UHF MRI include an increase in contrast between soft tissues10, an increase in 

blood-oxygen-level dependent (BOLD)12,13 contrast, and an enhancement in contrast for 

susceptibility weighted imaging (SWI)14 due to amplified susceptibility effects. 
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However, a set of technical challenges, e.g., higher specific absorption rate (SAR)15,16 and 

time-varying magnetic field (B1) inhomogeneities17, must be dealt with for safe use of 7T MRI 

technology. These challenges are consequences of smaller wavelength radiofrequency (RF) fields 

produced by the RF coil system in the MRI scanner. The short wavelength can create high values 

of peak SAR10,12 and average SAR18, presenting a risk of tissue heating19. The reduced wavelength 

also creates inhomogeneities in the time-varying circular polarized magnetic field (B1
+)10,12,13,20, 

resulting in clear voids or darker regions of the images, which is highly detrimental for high flip-

angle MRI sequences13,21. To overcome these issues, new transmit and receive RF coil designs 

have been proposed22–25. 

Safe and high-quality imaging depends on properly addressing the electromagnetic (EM) 

wave interactions that occur inside the imaged tissues26. The commonly chosen solution is to use 

an array of phased antennas to create a more homogeneous magnetic field and reduce electric field 

intensity23,27. The Tic-Tac-Toe (TTT) coil design constitutes an array of radiofrequency antennas 

that creates multi-channel, highly coupled, and load insensitive RF coils28,29. A 16-channel TTT 

design transmit array with 32-channels receive head coil, capable of whole head imaging is 

currently being used in many clinical studies at the University of Pittsburgh30,31. 

1.1 Motivation 

The development of the 7 Tesla MRI has been greatly accelerated as technology matures 

and the clinical and research imaging environments can better utilize the improved contrast and 

SNR offered by this technology11,32. However, the lack of integrated transmit RF body coil in 7T 

scanners (available only for scanners with field strength of 3T or lower), forces institutions and 
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companies to develop local transmit RF coils for hydrogen (1H) imaging. Many different 

approaches have been taken for RF coil design, from single channel designs, such as, birdcage21, 

to multi-channel designs, including loops27,33, microstrips33 and transverse electromagnetic 

(TEM)34 coils. Each design provides a set of advantages and disadvantages, but none completely 

solve the problem of inhomogeneous B1
+ distribution, resulting in degraded image quality. The 

Tic-Tac-Toe design, developed by our group28–31,35–40, has been showing remarkable results in 

terms of image homogeneity41,42, as well as considerable SAR reduction when compared with the 

TEM coil design43. Our lab used this design for clinical research over the past 5 years with more 

than 2000 scanned subjects in numerous research studies. The same design has also been used for 

breast29,35, body39 and foot/ankle imaging25,44. 

1.1.1 Coil Development Challenges 

The process of improving or developing a new transmit RF coil design involves modeling, 

simulation, optimization, and verification of the results. EM simulation provides useful 

information during the design of RF coils45. The finite-difference time-domain (FDTD) technique 

is simple and efficient for electromagnetic simulations but meshing complex structures for this 

method may introduce errors to the simulation46,47. Digitally modeling a 3D object for use in 

electromagnetic simulations can be a complicated task. Currently, tools used for simulation offer 

a computer-aided design (CAD) like interface that facilitate the creation and design of the coils46. 

Even with CAD tools, any modification and change in design requires manual intervention. For 

the TTT coil design, there are many geometric parameters that are able to be changed and 

optimized, consequently, manual creation of models for coils become an arduous and time-

consuming task. 
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The intrinsic geometry and highly coupled characteristic of the Tic-Tac-Toe design 

requires accurate transmission line modeling which is not typically available in commercial 

electromagnetic simulation software. Therefore, Tic-Tac-Toe geometry models must be created 

and ran using an in-house developed software for EM simulation. This geometry should contain 

not only the structure of the coil but also the positioning of channel sources and the description of 

lumped elements, for example, tuning and matching capacitors. 

1.1.2 Neuroimaging Challenges 

Commercial 7T MRI scanners rely on third-party commercial RF coils for transmit and 

receive since no RF body coil is included in the scanner. Commercial RF coil solutions suffer from 

severe loss of signal in lower regions of the brain48, e.g., cerebellum and temporal lobes, due to 

the interferences caused by the electromagnetic waves. T2-weighted magnetic resonance (MR) 

sequences such as turbo-spin echo (TSE) and fluid-attenuated inversion recovery (FLAIR), are 

very sensitive to B1
+ inhomogeneities due to the accumulated errors caused by imperfections of 

the train of refocusing pulses49. This sensitivity is translated into regions with loss of contrast or 

voids in the image, leading to a more difficult diagnosis and analysis of the underlaying anatomy50. 

Moreover, the RF inhomogeneities present a higher local and global power deposition in the brain 

tissues hence SAR51 and temperature rise15 become serious issues to overcome. 

1.1.3 Brain Fluid Dynamics Relevance 

Brain diseases are a social and economic problem: around 5 million people in the United 

States have Alzheimer’s disease52 which translates to an estimated $100 billion annually in patient 
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care53. The prevention or delay of the onset of brain diseases can be achieved by understanding 

the unfolding of events in the brain54. Consequently, it will result in a reduced number of affected 

people, therefore lowering the cost for society. Fluid dynamics of the brain has been shown to have 

a correlation with the onset of some brain diseases such as Alzheimer’s disease55. However, the 

field of study of brain fluid dynamics is still in its infancy and new methods of acquiring and 

processing data can help to accelerate new discoveries. 

1.2 Aims 

The work described in this dissertation is part of the long-term goal of developing reliable 

and robust transmit RF coils based on the Tic-Tac-Toe design for 7 Tesla neuroimaging 

applications. To accomplish this, the coil development workflow must be transformed into an agile 

development cycle. By rapidly iterating over multiple RF coil designs, the goal of obtaining 

homogenous and subject insensitive B1
+ field with low peak and average SAR can become a reality 

for clinical MRI RF systems. Therefore, the main goal of work presented here is to develop 

software tools for design, simulation, optimization, and characterization of RF coils. In addition, 

the creation of a pipeline for acquisition and processing of cerebrospinal fluid (CSF) flow is part 

of this work to link the hardware development with research data collection. 

Aim 1: Develop a software for generation of coil models based on the Tic-Tac-Toe RF coil 

design. An in-house software for generation of conformal TTT designs was used to create different 

designs that can be simulated and evaluated according to physical and electromagnetic 

requirements. By easily generating and modifying multiple designs, it is possible to obtain an RF 
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coil tailored to specific constraints and/or applications. This software can produce complex designs 

with minimal input, making it a critical tool for coil development. 

Aim 2: Develop a conformal Tic-Tac-Toe head coil design for 7 Tesla MRI. The design 

was simulated using an in-house developed and validated finite-difference time-domain (FDTD) 

software. Optimization tools were developed and used to obtain a combination of amplitudes and 

phases for the channels of the array, yielding improved homogeneity of the B1 field while 

observing the SAR constraints. The construction of a proof-of-concept panel was done using 3D 

printing technology and copper manually placed. Testing and characterization was done 

comparing the panel with previous TTT head coil design. 

Aim 3: Develop a processing pipeline for CSF flow measurements using MRI images. 

Using a developed software pipeline for processing MRI images, it was possible to obtain 

frequency spectrum of CSF flow in the brain at 7T. The pipeline focused on using EPI sequence 

data for generating a frequency analysis that can be used as a biomarker for future evaluation of 

brain fluid dynamics. 

1.3 Outline 

The structure of this dissertation is as follows, including publications pertaining to each 

chapter: 

Chapter 2: This chapter presents a review of MRI concepts, including: the physical 

phenomenon that is the basis for the technology, the components of an MRI system, an overview 

of the RF coils for transmit and receive, and a description of the finite-difference time-domain 
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method with accurate transmission lines used for electromagnetic simulations shown in this 

document. 

Chapter 3: This chapter contains a description of the in-house developed software used 

for modeling RF coils based on the TTT design, along with a brief mention of its history and ideas 

used during creation of this software. A detailed explanation of the blocks and interconnects of the 

software is also presented. Several examples and use cases are provided to facilitate the 

understanding and use of this tool. 

Chapter 4: This chapter describes the development of a conformal transmit RF coil created 

for neuroimaging. The characteristics of the coil such as magnetic field homogeneity and SAR are 

also presented. An optimization case is shown for a homogenous B1
+ field. Preliminary data was 

acquired on a single panel as proof-of-concept for this design. 

Chapter 5: This chapter elaborates on a methodology for measuring and analyzing 

cerebrospinal fluid oscillations. The developed processing pipeline is also presented along with 

preliminary data acquired in volunteers. Moreover, it includes discussions of how this process can 

be used as a biomarker for fluid dynamics data in the brain. 

Chapter 6: Final considerations and future developments from the work presented in this 

dissertation are discussed in this chapter. 
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2.0 Background 

As background review, this work presents an introduction of nuclear magnetic resonance 

(NMR), an explanation on radiofrequency transmit and receive coils and an overview of the finite-

difference time-domain method with integration of transmission line calculations. 

2.1 Nuclear Magnetic Resonance 

The term nuclear magnetic resonance comes from matching (resonance) of the frequency 

between an oscillating magnetic field and the intrinsic angular momentum (or ‘spin’) of an atomic 

nucleus2. Atomic nuclei have protons and neutrons—except for the Hydrogen (1H) atom that only 

has one proton. Each of the constituting nucleons has an intrinsic spin. However, a pair of protons 

or a pair of neutrons have a specific alignment that cancels out their spins. Therefore, only nuclei 

with odd number of protons, odd number of neutrons or both have net spin value56. 

2.1.1 Spin and Magnetic Field 

The spin of an atomic nucleus—in simplistic terms—behaves like a tiny dipole magnet 

(Figure 1). One way of visualizing its behavior is to think of a nuclear spin as an electrically 

charged gyroscope. In this analogy, it has a current or charges moving in a loop around the same 

axis as its rotation which in turn produces a magnetic field (magnetic dipole moment) and interacts 

with external magnetic fields56. 
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Figure 1: Representation of a spin as a tiny magnet. The axis of rotation is the same axis as the magnetic field 

produced. 

Without any external magnetic field, the alignment of a spin is random (Figure 2a). 

However, it tends to align itself in the same or opposite direction of any externally applied 

magnetic field (Figure 2b). The thermal energy of the system creates an imbalance towards aligned 

spins versus anti-aligned spins when an external magnetic field is present. Although the “excess” 

of aligned spins is small, it creates a net magnetization vector (M0) aligned with the external field 

that can be easily detected due to the enormous number of atoms in macroscopic objects. 

 

Figure 2: Spin lattice magnetic alignment. a) random alignment when no external magnetic field applied; 

b) alignment in the same or opposite direction as the externally applied magnetic field (B0); 

c) net magnetization (M0) created by the “excess” of aligned spins. 
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Due to the thermal energy in the atom, the spin never fully aligns with the external magnetic 

field2. Instead, it rotates around the axis of the external field with an angular frequency proportional 

to the strength of the external magnetic field as described by Equation 2-1: 

 𝜔0 = 𝛾 ∙ 𝐵0  (2-1) 

where 𝜔0—also known as Larmor frequency [MHz]— is the angular frequency of rotation, 𝛾 is 

the gyromagnetic ratio [MHz‧T-1], and 𝐵0 is the external static magnetic field [T]. 

The gyromagnetic ratio is dependent on the nuclear species of the spin. Therefore, each 

atom type will have different Larmor frequencies, magnetic moments, and quantities in the human 

body producing different net magnetizations. A list of common MR nuclei and their properties is 

shown on Table 1. 

Table 1: Magnetic resonance properties for a selected list of nuclear species2. 

Nucleus Magnetic Moment [𝝁𝑵] 
Gyromagnetic ratio 

[MHz‧T-1] 

Abundance in 

human body [mM] 

1H–Hydrogen 2.793 42.58 88.000 

17O–Oxygen -1.893 -5.77 16 

19F–Fluorine 2.627 40.08 0.004 

23Na–Sodium 2.216 11.27 80 

31P–Phosphorus 1.131 17.25 75 

2.1.2 Radiofrequency Excitation 

To facilitate detection of the net magnetization created by spins when an external static 

magnetic field (B0) is present, the net magnetization is set into rotation around the axis of the 

external field (Figure 3a) by moving it away from the external field direction2—commonly referred 

as “precession” of the net magnetization. This tipping of the magnetization happens by adding 
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energy to the system using an externally applied magnetic field (B1) that resonates with the nucleus 

spins—the “resonance” is the matching of rotation frequency and direction between the B1 field 

and the spins. This field is created as part of an electromagnetic wave that is produced by nearby 

transmit RF coils. For Hydrogen nuclei, only the circularly polarized magnetic field (B1
+) 

component of the wave can cause the spins to resonate, all the other components do not produce 

excitation. 

The exact amount of energy sent to the system depends on the amplitude and the duration 

of the electromagnetic wave—commonly known as the RF pulse. To analyze what happens with 

the net magnetization during application of an RF pulse, one could assume a rotating reference 

frame with the same precession characteristics of the magnetization. In this situation, the RF pulse 

will cause a rotation of the magnetization vector into the perpendicular plane (Figure 3b). The 

angle created between the tipped vector and the original axis is called “flip angle” (Equation 2-2). 

 𝑓𝑎 = 𝛾 ∙ 𝐵1
+ ∙ 𝑡𝑝 ∙ 360 (2-2) 

where 𝑓𝑎 is the flip angle in degrees, 𝛾 is the gyromagnetic ratio of the nuclei [MHz‧T-1], 𝐵1
+ is 

amplitude of the circularly polarized magnetic field at Larmor frequency [T] and 𝑡𝑝 is the duration 

of the RF pulse [s]. 

 

Figure 3: Magnetization precession and radiofrequency excitation. a) precession of net magnetization (M0) 

around the static magnetic field (B0); b) excitation with radiofrequency (RF) pulse increases the flip angle (fa). 
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2.1.3 Radiofrequency Detection 

After the RF pulse is applied and turned off, the rotating magnetization creates a time-

varying magnetic flux in nearby receive coils, inducing a voltage on the coil (Figure 4). Using the 

reciprocity principle, the inductive coupling between the magnetization and the receive coil can 

be described as a current flowing through the coil that produces a magnetic field. The electromotive 

force (𝑒𝑚𝑓) or voltage on the coil can be expressed by Faraday’s law of induction45 as shown in 

Equation 2-3. 

 𝑒𝑚𝑓 = −∮
𝑑

𝑑𝑡
(�⃗⃗� ∙ �⃗� 𝑟𝑓)𝑑

3𝑟 (2-3) 

where �⃗⃗�  is the magnetization vector, �⃗� 𝑟𝑓 is the static field sensitivity of the receive coil per unit 

of current. 

 

Figure 4: Radiofrequency detection of the rotating magnetization. The rotating magnetization creates a 

change in magnetic flux on receive coils inducing a voltage that be detected. 
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2.1.4 T1 Recovery 

The interaction between the spin and the whole environment—spin-lattice interaction—is 

called T1 recovery—the term T1 relaxation is also commonly used. This process characterizes the 

return of the magnetization vector along the longitudinal axis (Figure 5)—the same axis as the 

static magnetic field. It describes the efficiency of the lattice in absorbing energy from the excited 

spins. The T1 time is defined as the time for spins to reach 𝑒−1—or 63%—of original 

magnetization at equilibrium57. T1 values are dependent on the tissue type and increases with the 

increase in B0. 

 

Figure 5: Longitudinal magnetization and T1 relaxation57. 

2.1.5 T2 Decay 

Spin-spin interactions also occur and result in a decrease of magnetization on the transverse 

plane perpendicular to B0. The loss of magnetization is due to the small changes in phase between 

neighboring spins (Figure 6). T2 time is defined as the time for the transverse magnetization to 
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decay to 1 − 𝑒−1—or 37%—of its initial value after a 90° RF pulse57. T2 values are also dependent 

on the tissue type but practically do not change with change in B0. 

 

Figure 6: Transverse magnetization and T2 decay57. 

2.1.6 Free Induction Decay and T2
* 

The received MR signal—oscillating voltage on the RF receive coil after the 90° RF 

pulse—, decays over time due to the incoherent phase of spins resulting in loss of transverse 

magnetization. This signal is called free induction decay (FID) as shown in Figure 7. The time for 

an FID signal to reach 1 − 𝑒−1—or 37%—of its peak value is called T2
* time. This decay is faster 

than the T2 decay because of magnetic field inhomogeneities58. These can be created either due to 

system issues and/or poor quality of the magnet that produces B0. Moreover, it could also be caused 

by having elements in the region of interest that cause distortions of the magnetic field, such as the 

iron deposition in the human brain. 
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Figure 7: Free Induction Decay (FID) and T2
* time diagram. In red, the FID signal. Dashed in gray, the 

expected T2 decay without considering field inhomogeneities58. 

2.2 Magnetic Resonance Imaging 

Imaging involves the translation of signals into spatial locations. Since the human body is 

mostly made of water, the nuclear magnetic resonance phenomenon can be used to measure the 

Hydrogen nuclei spin and obtain signal from inside the body without invasive procedures. 

2.2.1 Spatial Encoding 

To distinguish the signal coming from different parts and tissues of the body, a map of the 

location of the spins needs to be created. The spatial encoding scheme for MRI is based on the fact 

that altering the static magnetic field, that a spin is subjected to, also changes the resonance 
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frequency of that spin (see Equation 2-1). Using a set of coils, a spatially changing magnetic field 

can be created by adding or subtracting an amount of magnetic field from B0, therefore the spin 

position is encoded as a frequency shift (Figure 8). 

 

Figure 8: Spatial encoding of position by application of magnetic field gradient. Blue portion on the left has 

slower precession frequencies because of lower magnetic field strengh compared to isocenter. Red portion on 

the right has higher precession frequencies because of higher magnetic field strengh compared to isocenter59. 

The same idea can be extended to two or three-dimensions by encoding the spin position 

as a phase shift—also called phase encoding. It can be produced by a gradient signal applied for a 

short duration before the frequency encoding and in a direction perpendicular to the frequency 

encoding gradient. The phase encoding gradients create a frequency change on the spins rotation. 
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Hence, it also changes the relative phase rotation of the spins. After this gradient signal is turned 

off, the spins return to the rotation frequency caused by B0, but the relative phase difference is 

retained. To analyze the resulting signal using Fourier Transform, this process is repeated multiple 

times for different phase gradients to obtain all frequency space information—also referenced as 

k-space58. 

2.2.1.1 Gradient Coils 

A magnetic field is created when electric current flows through a wire. By arranging the 

wires in specific ways, it is possible to create a region with a magnetic field gradient. The device 

that creates such field is called gradient coil. Most MRI scanners have three gradient coils that 

provide a magnetic field gradient in X, Y and Z directions—each coil is responsible for one 

direction. For MRI systems with cylindrical bore, a gradient in Z direction—same direction as 

B0—can be created with two loops of electric current flowing in opposite directions—also known 

as Maxwell coils (Figure 9a). The gradient in X or Y directions—on the transverse plane from 

B0—can be created with for loops of electric current forming two pair with currents in opposite 

directions—also known as Golay coils Figure 9c. The exact current paths can be calculated using 

a number of optimization methods60, such as the stream function method (Figure 9b and c). 
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Figure 9: Gradient coil diagram and ideal construction. a) diagram for Z-axis gradient coil (Maxwell coil); 

b) calculation of Z-axis gradient coil using stream function method; c) diagram for Y-axis gradient coil 

(Golay coil); d) calculation of Y-axis gradient coil using stream function method60. 

Gradient coils can be constructed in many ways. Commonly, wires are routed through 

specific locations around a tube of non-conducting material, as shown in Figure 10. Cooling and 

temperature sensing mechanisms are also added to gradient coils to guarantee operation within 

specification parameters. Since the operational frequency of gradient pulses are mostly in the 

audible range different sound dampening solutions must be also taken into consideration during 

the design and manufacturing of gradient coils. 
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Figure 10: Example of gradient coil wiring. Image courtesy of Mateus J. Martins (2022), CIERMag, Insituto 

de Física de São Carlos, Universidade de São Paulo. 

A combination of frequency and phase encoding is used to create a 2D or 3D map of spatial 

locations within the MRI system. The intensity and timing of the gradient pulses are dependent on 

the type of image being acquired—also known as MR sequence. 

2.2.2 Image Formation 

After spatially encoding the object being imaged (Figure 11a, b and c), the acquired data 

(Figure 11d) is added to a matrix that composes the k-space—frequency space domain—and the 

process repeats with changes on the phase encoding gradient amplitude (Figure 22f) until the 

whole matrix is filled. 
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Figure 11: Diagram of gradient magnetization and signal acquisition. a-c) evolution of the magnetization 

based on different gradient pulses over time; d) acquired signal with discretized points shown in red; e) read 

gradient application over time; e) localization on the k-space using gradient pulses61. 

The complete matrix represents the frequency encoded position of the spins in the image 

(Figure 12a) and it is converted back into a spatial image (Figure 12b) through the calculation of 

the inverse Fourier Transform in the two-dimensional space62. This processed is namely referred 

to as image reconstruction. Since MR systems can have multiple receive coils this process also 

involves combining the data from all coils. 
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Figure 12: Example of MRI image of the brain acquired using the 16-channel Tic-Tac-Toe RF coil system. 

a) magnitude representation of the k-space of a single slice; b) image reconstructed using Fourier Transform. 

2.2.3 Spin Echo Sequence 

The dephasing of spins that cause loss of transverse magnetization can be recovered by 

flipping the spins 180°—also known as refocusing pulse—, thus creating a temporary gain of phase 

coherence. This creates a phenomenon called spin echo (SE) when the amplitude of the signal 

received increases until it matches the expected T2 decay and then starts dropping again as shown 

in Figure 13. 

The time to echo (TE) is defined as the time between the peak amplitude of the FID signal 

and the peak of the echo signal. This time can be controlled by changing the moment of which the 

refocusing pulse is applied since TE is always twice the time between the 90° and 180° pulses. 

This sequence is useful for measuring signals without field inhomogeneities but since it needs 

application of the refocusing pulse it takes longer to execute. 
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Figure 13: Spin Echo signal and magnetization diagram. Excitation with a 90° pulse and refocusing with 180° 

pulse. T2’ shows the spin dephasing caused by field inhomogeneities only. T2
* shows the T2 decay of the 

material and the inhomogeneities combined63. 

The complete sequence timing diagram of a Spin Echo sequence is shown in Figure 14. 

Acquisition of multiple lines of the space is done through repetition of the entire diagram and the 

repetition time is denoted as TR. 
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Figure 14: Spin Echo sequence diagram. ADC (analog-to-digital converter) denotes the acquisition period. 

TE is echo time and TR is the repetition time. The gradient pulses are shown as Gslice for slice selection, Gread 

for signal readout and Gphase for phase encoding64. 

2.2.4 Gradient Recalled Echo Sequence 

The use of gradient pulses for spatial localization of the MR signal creates a decay of the 

signal intensity. Applying a combination of gradient pulses such as the net gradient per time area 

is zero at echo time (TE) produces an echo of the signal originated from the free induction decay 

after the 90° excitation pulse. Such phenomenon is called Gradient Recalled Echo (GRE). Field 

inhomogeneities are not refocused and therefore the signal amplitude is lower than SE signal. 

However, the lack of refocusing pulse allows the repetition time (TR) to be significantly shorter 

allowing for fast acquisition sequences. Figure 15 shows the timing diagram for the GRE sequence 

with emphases on the missing 180° pulse. 
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Figure 15: Gradient recalled echo sequence diagram. ADC (analog-to-digital converter) denotes the 

acquisition period. TE is echo time and TR is the repetition time. The gradient pulses are shown as Gslice for 

slice selection, Gread for signal reading and Gphase for phase encoding64. 

2.2.5 Radiofrequency Coils 

Spin excitation is done with radiofrequency coils. These coils are responsible for 

production of a time-varying circularly polarized magnetic field (B1
+) that resonates with the spins 

being imaged and are also responsible for detection of the signal after excitation. Coils can be 

created with a purpose of only transmitting the excitation field—called transmit coils—; only 

receiving the signal back—called receive coils—or they can do both functions—called transceiver 

coils. 

2.2.5.1 Transmit Coils 

Excitation of spins is dependent on the amplitude and duration of the RF pulse (Equation 2-

2). Therefore, transmit coils must generate a B1
+ field that has the same amplitude throughout the 

whole region of interest. Since transmit coils create magnetic fields using electromagnetic waves, 

they also produce electric (E) field. Electric currents flow in tissues when an electric field is 
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applied, generating power and heat. Regulatory agencies (such as the FDA and IEC) regulate the 

power deposition and specific absorption rate (SAR) to protect subjects against excessive tissue 

heating or injuries caused by MRI transmit coils65. 

Birdcage coil designs (Figure 16) are commonly used for whole-body excitation in clinical 

MRI scanners (3 Tesla or lower). They are usually driven in quadrature mode—two channels 

geometrically 90° apart excited with 90° signal phase between them. By moving the subject inside 

the body coil, it is possible to image extremities, torso, and head. Such design has poor field 

homogeneity at higher frequencies making it unsuitable for ultra-high field MRI. 

 

Figure 16: Examples of commonly used RF body coils. a) standard birdcage RF body coil; b) low-eddy 

current (LEC) RF body coil. Lorentz forces are exerted on patient tube when wide copper strips are used, 

thus, creating high level of acoustic noise66. 



29 

Local transmit coils are very common for UHF imaging as better homogeneity and lower 

SAR can be achieved with a smaller and localized coil. This methodology will be further explored 

in the next sections of this document. 

2.2.5.2 Receive Coils 

Although, clinical scanners have RF body coils capable of transmitting and receiving 

signals, MR signals have low intensity, and noise levels can reach relatively high values, hence 

localized receive coils are a common solution. Usually, they are designed for a specific body part 

or easily positioned around the region of interest to increase signal-to-noise ratio (SNR)59. 

Array of receive coils is typically a method of decreasing imaging time—through 

implementation of acceleration techniques that exploit the signal redundancy from multiple 

channels—and to increase SNR. Typically, modern scanners support up to 64 receiving channels 

but experimental coils have been developed with higher number of channels, such as 128-channels 

for torso67 and 128-channels for head68,69 imaging. 

A conventional receive coil design is to position loops of wires around the region of interest 

as shown in Figure 17. Loops are tuned to specific frequency using discrete capacitors and pre-

amplifiers are attached as closely as possible to the loop—in some instances they are attached 

directly to the loop—to improve SNR by minimizing the noise captured and signal loss. The whole 

assembly is usually fit to a specific anatomy reducing the distance between the receiving loops and 

the spins. 
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Figure 17: Example of 32-channels RF receive head coil using loop design. The pre-amplifiers are attached 

directly to the loops to minimize noise capturing and signal loss. Image courtesy of 7 Tesla Bioengineering 

Research Program (7TBRP) (2022), University of Pittsburgh 

2.2.6 Ultra-High Field 

Ultra-high field (UHF) MRI technology is defined as using static magnetic field of 7 Tesla 

or higher. 7 Tesla scanners were recently cleared by the FDA for clinical use, and they are currently 

the most common type of UHF scanners. The major advantage of this technology is the increase 

signal-to-noise ratio of acquisitions. That is a direct result of the increase in the number of spins 

aligned with the magnetic field versus the anti-aligned spins, therefore causing an increase of net 

magnetization (Figure 2c). Hence, a reduction in scan time—with the use of partial acquisition—

and/or an increase in image resolution (Figure 18) are achieved. 
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Figure 18: High resolution maximum intensity projection (MIP) of MR angiography (Time of Flight – TOF). 

Image acquired using the 16-channels Tic-Tac-Toe head coil. The yellow section is zoomed view of the small 

vessels using 3 different isotropic resolutions (200µm, 250µm, and 380µm). 

The higher field strength also increases T1 time—improving the contrast of structural 

scans—and the BOLD signal—important for function MRI applications. Susceptibility effects are 

amplified for UHF MRI, which is helpful for vasculature imaging that relies on susceptibility 

weighted imaging (SWI) as shown in Figure 19. 
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Figure 19: Susceptibility weighted imaging (SWI) comparison between a) 7 Tesla and b) 3 Tesla. Yellow 

arrows highlight the small vessels visible at 7T but not at 3T. For 7T, the sequence parameters are 

TE = 8.16ms, TR = 23ms, resolution is 0.375x0.375x1.5mm3, acquisition time is about 8 minutes. For 3T, the 

sequence parameters are TE = 20ms, TR = 28ms, resolution is 0.8x0.8x1.6mm3, acquisition time is about 3 

minutes. 

The higher signal-to-noise ratio can be impactful for T2 weighted images as seen in Figure 

20 where a high resolution and quick acquisition can result in clear visualization of small brain 

structures. Moreover, the impact of the improved contrast is shown by comparing T1 weighted 

images between 7 Tesla and 3 Tesla scanners (Figure 21). 



33 

 

Figure 20: T2 weighted imaging comparison between a) 7 Tesla and b) 3 Tesla. Yellow arrows highlight the 

substructure anatomy of the hippocampus. Radiofrequency field inhomogeneities are mitigated using 7T Tic-

Tac-Toe RF coil system. For 7T, the sequence is a 2D Turbo Spin-Echo and the parameters are TE = 61ms, 

TR = 10.06s, resolution is 0.375x0.375x1.5mm3, acquisition time is about 3.5 minutes. For 3T, the sequence is 

a 3D SPACE and the parameters are TE = 563ms, TR = 3.2ms, resolution is 0.8x0.8x0.8mm3, acquisition time 

is about 6 minutes. 

 

Figure 21: T1 weighted imaging (MPRAGE) comparison between a) 7 Tesla and b) 3 Tesla Yellow arrows 

highlight better contrast delineation seen at 7T and blurry at 3T. For 7T, the sequence parameters are 

TE = 2.53ms, TR = 3.65s, TI = 2.9s, resolution is 0.55x0.55x0.55mm3, acquisition time is about 10 minutes. For 

3T, the sequence parameters are TE = 2.98ms, TR = 2.3s, TI = 2.5s, resolution is 1x1x1.2mm3, acquisition 

time is about 9 minutes. 
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However, the shorter wavelength (Figure 22a), reduced skin depth, and higher conductivity 

combine to make UHF MRI a challenging technical problem. B1
+ field inhomogeneities (Figure 

23)—caused by wave interferences—create visual defects in the image as shown in Figure 22b. 

The increase in average and local SAR—due to inhomogeneities of the electrical field—are major 

concerns, therefore precise electromagnetic simulations become imperative to guarantee human 

safety. 

 

Figure 22: Wavelength and RF inhomogeneities at 7 Tesla. a) diagram with comparison between a low and 

high frequency wave and the wavelength with respect to the head size; b) In-vivo T2-weighted imaging 

showing severe loss of contrast (highlighted in red) due to low intensity of B1
+ field. 
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Figure 23: Qualitative experimental comparisons (measured axial B1+ field distributions in vivo) between the 

TTT coil system and the combined-mode and PTX-mode NOVA Coil Systems31. 

2.3 Simulation 

Design and development of an MRI radiofrequency coil for operation at ultra-high field 

frequencies requires test and validation to guarantee the expected performance while maintaining 

safe amount of power deposition. The distribution of B1
+ field and SAR are necessary components 

for analysis of the coil performance and not easily obtained at a high spatial resolution. Therefore, 

simulation of its electromagnetic behavior is essential to guarantee regulatory and safety 

requirements while obtaining a homogeneous and optimized design. 
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2.3.1 Electromagnetism 

Simulation of an electromagnetic environment consists of executing a computer model of 

the physical laws. Maxwell’s equations are a set of differential equations that provide 

mathematical model for the behavior of electromagnetic waves70. The differential form of 

Maxwell’s is shown in Equations 2-4, 2-5, 2-6 and 2-7. 

 Faraday’s law ∇ × 𝐄 = −
∂𝐁

∂t
− 𝑱𝒎 (2-4) 

 Ampere’s law ∇ ×𝑯 =
𝜕𝑫

𝜕𝑡
+ 𝑱 (2-5) 

 Gauss’ law ∇ ∙ 𝑫 = 𝜌 (2-6) 

 Gauss’ law (magnetism) ∇ ∙ 𝑩 = 𝜌𝑚 (2-7) 

where 𝑬 is the electric field vector, 𝑩 is the magnetic flux density vector, 𝑱𝒎 is the magnetic current 

density vector, 𝑯 is the magnetic field vector, 𝑫 is the electric flux density vector, 𝑱 is the electric 

current density vector, 𝜌 is the electric charge density and 𝜌𝑚 is the magnetic charge density. 

For linear media, the relationship between the electric flux density and the electric field 

and the relationship between the magnetic flux density and the magnetic field can be expressed as 

shown in Equations 2-8 and 2-9. 

 𝑫 = 𝜀𝑬 (2-8) 

 𝑩 = 𝜇𝑯 (2-9) 

where 𝜀 is the electric permittivity of the media and 𝜇 is the magnetic permeability of the media. 

For simulations, it is assumed a system free of electrical and magnetic sources as well as 

containing only linear, nondispersive, and lossy materials. Furthermore, the electric and magnetic 

charge densities are zero. The electric and magnetic current densities are related with the electric 
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and magnetic fields respectively by using Ohm’s law and its magnetic equivalent as shown in 

Equations 2-10 and 2-11. 

 𝑱 = 𝜎𝑬 (2-10) 

 𝑱𝒎 = 𝜎
∗𝑯 (2-11) 

where 𝜎 is the electric conductivity and 𝜎∗ is the equivalent magnetic loss. 

Under the conditions described for the simulation environment, electric and magnetic fields 

can be expressed as dependency of one to another as shown in Equations 2-12 and 2-13. 

 ∇ × 𝐄 = −μ
∂𝐇

∂t
− 𝜎∗𝑯 (2-12) 

 ∇ ×𝑯 = 𝜀
𝜕𝑬

𝜕𝑡
+ 𝜎𝑬 (2-13) 

Lastly, boundary conditions must be enforced as Maxwell’s equations become not valid at 

the interface of two materials. These boundary conditions are divided into two categories: 

tangential (Equations 2-14 and 2-15) and normal (Equations 2-16 and 2-17). 

 𝐸1𝑡 = 𝐸2𝑡 (2-14) 

 n̂2 × (𝐻1 − 𝐻2) = 𝐽𝑠 (2-15) 

 n̂2 ∙ (𝐷1 − 𝐷2) = 𝜌𝑠 (2-16) 

 𝐵1𝑛 = 𝐵2𝑛 (2-17) 

where 𝐸1𝑡 and 𝐸2𝑡  are the tangential electric fields for medium 1 and 2 respectively, n̂2 is the 

normal direction vector for medium 2, 𝐻1 and 𝐻2 are the magnetic field for medium 1 and 2 

respectively, 𝐽𝑠 is the surface electric current density, 𝐷1 and 𝐷2 are the electric flux density for 

medium 1 and 2 respectively, 𝜌𝑠 is the surface electric charge, and 𝐵1𝑛 and 𝐵2𝑛 are the normal 

magnetic flux density for medium 1 and 2 respectively. 
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The electric and magnetic fields are zero inside perfectly electric conductors (PEC). Hence, 

at the boundary with a PEC the boundary conditions might be simplified as shown in Equations 2-

18, 2-19, 2-20 and 2-21 (assuming medium 2 is a PEC). 

 𝐸1𝑡 = 0 (2-18) 

 n̂2 × 𝐻1 = 𝐽𝑠 (2-19) 

 𝐷1 = 𝜌𝑠 (2-20) 

 𝐵1𝑛 = 0 (2-21) 

2.3.2 Discretization 

To translate the analog world into a digital discrete domain, a certain degree of 

approximation is necessary. The Yee algorithm71 was invented for exactly that purpose, to solve 

the coupled Maxwell’s equations for both electric (E) and magnetic (H) fields in space and time 

instead of calculating the electric or magnetic field alone using wave equations72. This 

discretization algorithm enforces the boundary conditions at the surface of a material structure. It 

is a robust method since it solves for both fields and modeling the material is straightforward. 

The Yee cell (Figure 24) is the structure diagram of one three-dimensional (3D) spatial cell 

and the distribution of electric and magnetic fields around it. The E and H components are arranged 

so that every E component has four circulating H components. By looking at multiple cells in the 

3D space, each H component is also be surrounded by four E components. 

As shown in Figure 24, the electric and magnetic fields are calculated at half of a spatial 

step apart. The evaluation of these fields is also done at half of time step apart, i.e., if E-field is 

calculated at time 𝑡 =  0, 𝛥𝑡, 2𝛥𝑡 …, then H-field will be calculated at 𝑡 =  0.5𝛥𝑡, 1.5𝛥𝑡, 2.5𝛥𝑡 …, 

where 𝛥𝑡 is one unit of discrete time. 
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Figure 24: The Yee cell71. The sides of the cubic cell are one spatial unit long. The front left bottom corner is 

at spatial position (i, j, k) that are the coordinates for the x, y and z axis, respectively. The electric field (E) 

components are shown in red and are centered on the faces of the cell. The magnetic field (H) components are 

shown in blue and are centered on the edges of the cell faces. 

2.3.3 Finite-Difference Time-Domain 

The finite-difference time-domain (FDTD) method can be used to numerically calculate 

electromagnetic fields72. Maxwell’s curl equations (Equations 2-4, 2-5, 2-6 and 2-7) can be 

rewritten for three-dimensions using the FDTD method with second-order central differences 

approximations. For brevity, it is demonstrated here only the final equation for the electric field in 

the X-axis (𝐸𝑥–Equation 2-22) and the magnetic field in the X-axis (𝐻𝑥–Equation 2-23) but similar 

equations can be derived for other axes (Y and Z). 
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where 𝐸 is the electric field, 𝐻 is the magnetic field, field subscripts denote the axis of direction 

of the field, 𝑛 denotes the time iteration, 𝑖, 𝑗 and 𝑘 denote the position in the (x, y, z) coordinates, 

𝜎 is the electric conductivity, 𝜀 is the electric permittivity, 𝜎∗ is the equivalent magnetic loss, 𝜇 is 

the magnetic permeability, Δ𝑡 is the time increment, Δ𝑦 and Δ𝑧 are the spatial increments for Y 

and Z axes respectively. 

The FDTD method can be fast to calculate if constants are pre-calculated resulting in a 

simple multiplication between fields and constants. The boundaries of the simulation space can 

have electric conductivity and magnetic loss altered to create perfectly matched layers (PML) that 

absorb all irradiating electromagnetic waves, therefore simulating an infinite space. Simulation is 

run until the waves dissipate reaching a steady state—for purpose of this work simulations were 

run for 100,000 time-steps. 
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2.3.4 Transmission Line 

Coupling information between the transmit channels can be obtained by simulating the 

excitation cables as transmission lines. Scattering parameters can be calculated along with the 

reflection coefficient, the bandwidth/Q-factor of the coil. The transmission lines are defined in 

one-dimensional space and its calculation is done separately from the FDTD space. The 

discretization and modeling of transmission lines is shown in Equations 2-24 and 2-25. 

 𝑉|𝑘
𝑛+1 = 𝑉|𝑘

𝑛 − 𝑍0
𝑣Δt

Δz
(𝐼|
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where 𝑉 is the voltage, 𝐼 is the current, 𝑘 denotes the position in spatial steps, 𝑛 denotes the time 

iteration, 𝑣 is the wave velocity, Δ𝑡 is the time increment, Δ𝑧 is the spatial increment and 𝑍0 is the 

characteristic impedance of the line. 

The translation between the transmission line space and the FDTD space is done by 

converting the end voltage of the line to electric field (Equation 2-26) and calculating the electric 

current of the line based on the magnetic field (Equation 2-27). 
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where 𝐸𝑧 is the electric field in the direction of the transmission line (Z axis for example), 𝐻𝑥 and 

𝐻𝑦 are the magnetic field in the perpendicular plane (X and Y axes for example), 𝑉 is the voltage, 

𝐼 is the current, 𝐿 is the transmission line length, 𝑙 is the number of FDTD cells where the electric 

field is applied to, Δ𝑥, Δ𝑦 and Δ𝑧 are the spatial increments for X, Y and Z axes. 
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2.3.5 Radiofrequency Shimming 

The simulated maps of B1
+ and E fields are created per channel. The superposition principle 

(Figure 25) can be used obtain the combined results. This combination can be precisely tailored to 

create constructive and destructive interferences between the emitted waves of each channel such 

as the circularly polarized magnetic field becomes highest and homogeneously distributed and the 

electric field is minimized. Such process is called RF shimming. 

 

Figure 25: Diagram of wave superposition73. 

RF shimming can be done surrounding the region of interest with multiple antennas and 

applying a predetermined set of phases and amplitudes on the excitation ports of these antennas 

such as the final combined result is known and predictable. Allowing to optimize the behavior of 

those antennas for a compromise between homogeneity and efficiency while still complying with 

safety standards and regulations. 
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3.0 An Automated Meshing Software for Tic-Tac-Toe Coil Geometries 

3.1 Introduction 

The design of radiofrequency (RF) coils for magnetic resonance imaging (MRI) has been 

a challenging area of study. The goal of obtaining a homogeneous, time-varying, circularly 

polarized magnetic field (B1
+) while maintaining specific absorption rate (SAR) levels within 

regulatory standards requires extensive use of electromagnetic simulations. Using standard human 

models and computer-aided design (CAD) tools, it is possible to achieve accurate simulation 

results. However, as coil designs become more complex, the task of modeling it to be used in 

simulations also increases in complexity, therefore taking longer. 

RF coil development is an area where usually the design is first build—either on a bench 

by constructing a prototype or by modeling using CAD tools—then simulations and bench tests 

are performed to validate the design. If needed, discrete components like capacitors and inductors 

are replaced to fine tune the resonator. In some cases, a slight modification on the position of 

elements, such as loops, is required for better decoupling between the channels. The process of 

developing a new coil usually takes weeks to months to be finished. 

Nevertheless, this process could be automated by letting a computer generate the three-

dimensional design and calculate the optimal values for electric components based on a set of 

constraints. This would greatly accelerate the development of RF coils, especially for ultra-high 

field (UHF) MRI—where conventional coil designs do not meet the expected standards for clinical 

use—allowing new possibilities for antenna geometries. 
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The first step towards an automated coil design is to have a software capable of creating 

the model for three-dimensional (3D) objects based on simple geometric parameters, e.g., the 

length of a side of a cube, instead of manually drawing the model. Next, a discretization of the 

object needs to be done for a proper simulation of electromagnetic (EM) behavior (most simulation 

software already have modules that will discretize the model based on the grid specified for the 

simulation. After the EM simulations are conducted and the performance statistics are calculated, 

new geometric and electric parameters must be calculated. Lastly, the cycle starts again with the 

generation of a new model with updated parameters. 

This work focuses on the first element of an automated coil design pipeline, a software for 

creation of Tic-Tac-Toe coils using few and simple geometric parameters. The Tic-Tac-Toe coil 

design can have many different configurations making it a perfect fit for an automated software 

designer. It also has ample flexibility of application—it has been used for different body parts such 

as head, breasts, torso, and foot/ankle—with good homogeneity and load insensitivity while 

maintaining reasonable SAR values. 

3.2 Methods 

The software was created using a building block approach. Basic geometric elements such 

as polygons are created and then extruded into a three-dimensional (3D) space to create 

polyhedrons. These interact with each other to create more complex structures. Each operation on 

an object generates another, more complex object. Once the 3D objects for the whole coil are 

created, the mesh that describes each object in the 3D space goes through a voxelization method 
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which discretization process transform all the triangles of the mesh into points in a predetermined 

grid. 

Using a JSON file that contains geometric parameters, the first module generates the basic 

forms of the desired geometry by describing the vertices and edges of each shape. That description 

is used as input for a mesh generator that creates a 3D triangular mesh of the surfaces for each one 

of the elements of the coil. The mesh results can be saved as stereolithography tessellation 

language (STL) files for 3D printing or 3D visualization using a CAD software. These meshes are 

also used as input in a voxelization module that creates all the 3D voxels that represents the desired 

geometry. These voxels are saved using an in-house appropriate format and used for the 

electromagnetic simulations (Figure 26). 

 

Figure 26: Diagram of basic operation of the coil geometry software. The green block is the input of the 

program; the blue blocks are the outputs; the gray blocks are internal modules. 
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3.2.1 Basic Form Generator 

Basic geometric figures, e.g., square, triangle, and circle, constitute the main building 

blocks of this software. The base class for all 3D objects is called “Figure3D”. This class produces 

objects with descriptions of the vertices and faces in 3D coordinates. Sibling classes were created 

to easily produce different types of geometric shapes based on specific information. For example, 

for a square with a side of 2 units in length—assuming the center of the figure is at position 

(0, 0, 0)—, the following vertices are created: (-1, -1, 0), (1, -1, 0), (1, 1, 0), and (-1, 1, 0). 

When first created, the 3D shapes are always assumed to start with the center at (0, 0, 0). 

Three-dimensional transformations are implemented using affine matrix transformation method to 

accomplish translation, rotation, and scaling of any 3D object. 

3.2.2 Mesh Generator 

To create non-planar 3D structure, these basic figures are extruded into the 3D space. This 

process uses code library called Computational Geometry Algorithms Library (CGAL)74. This 

library has functions that can be used to triangulate a 2D or 3D object into a mesh-like object. This 

step is important as the mesh describes the surface of the object.  

To produce meshes, CGAL uses a triangulation hierarchy75 that can be very efficient with 

Delaunay triangulations76 and it is designed to provide high-level geometric functionality of points 

the triangulation77 with insertion and removal of points78 and revalidation of the geometric 

structure. 

The key points of the mesh generator are vertex, face, and mesh representations. A vertex 

is a list of coordinates that describes a position in space. A face is a list of vertices; these are usually 
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represented as a list of the indices of vertices from a static list. A mesh is represented by grouping 

the static list of vertices with a list of faces. The CGAL library breaks the faces into a set of three 

vertices—triangles. 

Spatial transformations to the mesh can be done by altering the list of vertices. Affine 

transformations can be executed per vertex and therefore being applied to the whole mesh. Since 

the mesh generator module uses CGAL for the geometric operations, it works in synchrony with 

the basic form generator module to set the correct mesh into the 3D space. Addition and subtraction 

of polyhedrons are calculated by the CGAL backend, but the positioning is set by the form 

generator module. 

3.2.3 Voxel Generator 

After each 3D object is created, the mesh needs to be converted into a format that can be 

used by simulation software. In this case it was designed to handle finite-difference time-domain 

(FDTD) simulations. Therefore, the meshes must be converted into voxel points in a cartesian 

system of coordinates. 

The voxel generator converts a mesh-like object into a voxel-based object. It uses the 

separating axis theorem in the test for overlapping a triangle and a box79. The triangle is provided 

by the mesh object where each triangle is individually tested and the box is the voxel created by 

the cartesian system. A bounding box for the triangle is created and each of the voxels inside the 

bounding box are tested for overlapping with the triangle. The result is a list of voxels that overlap 

with the mesh triangle. 
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This module runs through all the triangles in the mesh creating a list of voxels for the entire 

mesh. The coordinates for the center point of the voxel are saved for each voxel that overlaps the 

mesh object. 

3.2.4 Consolidation 

The final list of voxels is then converted into FDTD inputs.  Values of dielectric 

conductivity and permittivity are added for the elements that represent dielectric materials. 

Perfectly electrically conductors (PEC) are saved to separate files that represent zero electric field, 

following the boundary conditions for that material. 

3.3 Results 

The software has been used for different coils that are based on the Tic-Tac-Toe design. 

The creation of a new geometry takes up to 10 minutes in a 12-core AMD EPYC processor. The 

logic of the program was written in Python allowing for easy maintenance and creation of new 

geometric objects. 

The list of input parameters is a JSON file (Figure 27) that depends on the base geometry 

selected. For a planar Tic-Tac-Toe panel (Figure 28), the overall length, width, and height of the 

panel can be specified. The inside strut can have its thickness (in X, Y, and Z-axis), its spacing (in 

X and Y-axis), and its offset from the center modified. Some parameters also adjust the relationship 

between the outside shield of the panel and the inside strut, such as: the offset (in Z-axis) and the 
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gap between the strut and the shield. The rods used for tuning and the capacitor value and position 

can be set on this input file as well. 

 

Figure 27: Example of input parameters on a JSON file for the coil geometry software. This example 

generates a 16-channel flat Tic-Tac-Toe coil with four panels and a top cover. Dimension values are in inches. 

 

Figure 28: Example of planar Tic-Tac-Toe geometry parameters. The parameters listed in white can be easily 

modified using the input JSON file. 
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After setting the desired parameters in the JSON file, the software will generate the output 

files. Figure 29 shows examples of three different coil geometries generated using similar input 

parameters but with different number and size of the Tic-Tac-Toe panels. 

 

Figure 29: Examples of different coil geometries generated with the in-house developed software. a) 3 panels 

conformal coil; b) 5 panels conformal coil; c) 16 panels conformal coil. 

Different types of Tic-Tac-Toe geometries can be generated such as flat and curved panel 

geometries (Figure 30). The output can be seen as meshes creating smooth objects (Figure 29) or 

discretized points in 3-dimensional space (Figure 30). 

 

Figure 30: Example of discretized output for curved and flat Tic-Tac-Toe panel struts. Curved panel strut 

shown in a) front view, b) side view and c) top view. Flat panel strut (yellow) shown in d) top view, e) side 

view and f) front view. 



51 

The software also outputs a list of files used for the electromagnetic simulations shown in 

Table 2. The format used for all files is a text value separated by a space. The labels shown for the 

“Values” columns are X, Y, and Z for the coordinates at each axis; ε for the electric permittivity; 

D for the direction of the source; L for the length of the source in FDTD space; A for the active 

flag of that source, and C for the capacitance value. 

Table 2: List of files generated by the coil geometry software for simulation purposes. 

Name Description 
Values 

EXSHIELD.dat Shield cells with EX = 0 (X, Y, Z) 

EYSHIELD.dat Shield cells with EY = 0 (X, Y, Z) 

EZSHIELD.dat Shield cells with EZ = 0 (X, Y, Z) 

EXSTRUT.dat Strut cells with EX = 0 (X, Y, Z) 

EYSTRUT.dat Strut cells with EY = 0 (X, Y, Z) 

EZSTRUT.dat Strut cells with EZ = 0 (X, Y, Z) 

ACRYLICS.dat Dielectric cells with electric permittivity (X, Y, Z, ε) 

Transsrc.dat 
Source position in X, Y, Z, direction, number of 

cells and active flag 
(X, Y, Z, D, L, A) 

XCapacitance.dat Capacitance value and position for EX (X, Y, Z, C) 

YCapacitance.dat Capacitance value and position for EY (X, Y, Z, C) 

ZCapacitance.dat Capacitance value and position for EZ (X, Y, Z, C) 

The output discretization for the FDTD space can also be seen in a 3D space (Figure 31). 

Each perfect electric conductor (PEC) is separated per axis as the electric field value is dependent 

on the orientation of the conductor as seen in Figure 31. 
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Figure 31: Discretized points of 16-channel flat Tic-Tac-Toe coil generated for FDTD simulation using the 

coil geometry software. Discretization of PEC for the shield in a) X-axis (red), b) Y-axis (yellow), and c) Z-

axis (green). Discretization of PEC for the strut element in d) X-axis (red), e) Y-axis (yellow), and f) Z-axis 

(green) with regions denoting the zoom version of each axis seen in g), h), and i). 

A comparison of simulation results for the magnetic field produced by a single channel 

excitation of a 16-channel Tic-Tac-Toe coil between a manually created versus a generated 
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geometry using the coil geometry software is shown in Figure 32. The maximum difference 

between the fields is 7%. 

 

Figure 32: Comparison of B1
+ field between a manually created geometry and a geometry generated using the 

coil geometry software. Normalized magnetic field for a single channel excitation of a 16-channel Tic-Tac-Toe 

transmit coil using a) manual geometry and b) generated geometry. The difference c) between the field 

produced by the generated and the manual geometry scaled by percentage points. Difference can be 

explained by approximations of the size of tuning rods during the discretization process of the coil geometry 

software. 

Different Tic-Tac-Toe panel sizes were generated and simulated (Figure 34). For a single 

channel excitation, a smaller 8.41x8.41-inch panel produces a maximum B1
+ field of 

22.21µT/500V in the head. A slightly bigger 9x9-inch panel produces a maximum B1
+ field of 
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18.63µT/500V in the head and an even larger 10.3x10.3-inch panel of produces a maximum B1
+ 

field of 15.48µT/500V in the head. 

 

Figure 33: Position of the head within each coil size. The red dot represents the position of the channel that 

was excited. a) 8.41x8x41-inch coil; b) 9x9-inch coil; c) 10.3x10.3-inch coil. 
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Figure 34: Comparison B1
+ field for single channel excitation between different panel sizes. Values are 

normalized between all 3 panels. Region shown in black dots was used to calculate the average field for each 

case. a) 8.41x8.41-inch panel (avg. of 12.4µT/500V, max. of 22.21µT/500V); b) 9x9-inch panel (avg. of 

10.9µT/500V, max. of 18.63µT/500V); c) 10.3x10.3-inch panel (avg. of 10.1µT/500V, max. of 15.48µT/500V). 

3.4 Discussion 

The lack of tools for quickly designing and optimizing RF coils makes the development of 

this project imperative. Having the ability to create multiple coil geometry designs expeditiously 

is paramount for reaching the goal of an automated coil development pipeline and allowing 

development of novel coil geometries. 

This work shows an example of a tool for Tic-Tac-Toe coil design using simple geometric 

parameters. The provided model describes exactly the possible parameter changes to the design. 

Different variations of the design were then created to validate the correct output. Complete 

validation of the models was done by simulating the models created using this software. The 



56 

models were also manufactured using 3D printing technology to prove correct generation of 3D 

models. All the models used for simulation/manufacturing of parts on this document used this 

software. 

Having a tool that can quickly generate discrete points for FDTD simulation creates a 

substantial impact on the development of original geometries and designs. Testing of multiple 

designs can be executed allowing for optimization of geometric parameters such as size and 

position or individual elements in the transmit coil. For Tic-Tac-Toe coils, such software allows 

creation of conformal geometries as shown in Figure 29, where describing points in the 3-

dimensional space is laborious and of difficult nature due to its geometric characteristics. At the 

same time, this tool allows verification of current designs by simply using input parameters that 

match the established designs such as the 16-channel Tic-Tac-Toe transmit coil. 

Other geometries, such as the micro-strip Tic-Tac-Toe design, can also be generated after 

small modifications to the base geometry that constitute a panel structure in the program. Such 

flexibility allows future developments to go beyond the current designs and therefore aim for 

improvement in power efficiency of the transmit, subject safety, and manufacturing burden. 
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4.0 Discoveries During Development of Conformal RF Transmit Coil: Preliminary Analysis 

4.1 Introduction 

The research and development on magnetic resonance imaging (MRI) allowed an 

expanding number of brain imaging applications21,80 from diagnosing of diseases81,82, 

abnormalities83,84, and injuries85 to blood flow analysis86, mood disorders87, and aging related 

studies88–90. Techniques like arterial spin labeling, functional MRI, and MR spectroscopy have 

been extensively used in research to acquire data that allows a better understanding of diseases of 

the brain91–93. While a great majority of these studies rely on scanners with 1.5 or 3 Tesla (T) of 

static magnetic field (B0) strength, a push toward ultra-high field ( 7T) scanners is currently 

happening since the higher field strength allows better contrast and increased signal-to-noise ratio 

(SNR). These advantages are translated into images with higher spatial resolution or decreased 

scanning time17,94–96. 

The ultra-high field (UHF) MRI has inherent problems due to the magnetic field strength. 

The operational frequency of the electromagnetic waves is proportional to B0, therefore at 7 Tesla, 

proton imaging is done with radiofrequency (RF) waves at 297.2MHz. The short wavelength 

creates an inhomogeneous distribution of the field across the body part being imaged94. Addressing 

the problems of the ultra-high field technology97, such as inhomogeneity of the circularly polarized 

magnetic field (B1
+) and high specific absorption rates (SAR), has been a current trend in the MR 

community. Various solutions were developed to overcome these severe inhomogeneities for 

example: RF shimming41,98,99, 3D tailored sequence pulses100–102, transmit SENSE103,104, and 

TIAMO105–107. Each method has a different approach to the problem and most of these require 
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multi-channel excitation. However, a source of homogeneous excitation would further enhance 

image quality independently of the excitation technique used. 

The design of a transmit array for UHF MRI must prioritize the safety of the subject being 

scanned51,108. That means, a precise balance between the local SAR and the power demand of the 

array is paramount for safely obtaining a homogeneous B1
+ field distribution109–111. Local SAR 

can be reduced by increasing the distance between the excitation elements and the tissue112 but 

that also results in a decrease of magnetic field intensity produced by the RF coil. Consequently, 

extensive use of electromagnetic (EM) simulations for predicting and validating the SAR and B1
+ 

profiles of a transmit array is standard practice for UHF coil designers18,113. 

The Tic-Tac-Toe (TTT) transmit array family is proving to be a great solution for 7T 

imaging with: a breast coil29,35, a foot and ankle coil25, a body coil39, and for head imaging, the 16-

channel transmit and 32-channel receive head coil which is able to achieve not only great load 

insensitivity but also good B1
+ field homogeneity28,30,41. The head array is currently being used by 

several clinical research studies with a total of over 2000 subjects already scanned. Further 

improvements of the performance and efficiency parameters of the TTT transmit arrays can be 

achieved by increasing the number of channels and by altering the geometry of the excitation 

element38,40. 

In this work, we describe the characteristics of the Tic-Tac-Toe strut element and propose 

a new conformal TTT transmit array design that is based on numerical simulations and 

optimizations. This design will be able to deliver good SAR efficiency, extended B1
+ coverage, 

allowing better coverage of the entire brain, and reduce RF power loss in the hardware. 
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4.2 Methods 

4.2.1 Current Head Coil Design 

The Tic-Tac-Toe antenna design is based on grouping of TTT panels that can be assembled 

in a variety of ways as previously demonstrated for foot/ankle25, breast29,35, and head28,41,43,114 

imaging at 7 Tesla. Each panel is composed of a hollow Tic-Tac-Toe shaped element that creates 

eight transmission lines (Figure 35). The construction is done using a dielectric material that holds 

the mechanical strength of the strut (Figure 35a) and its outside is wrapped with copper sheets 

(Figure 35b). On each of the eight protrusions of the TTT shape, a sliding element (either made 

of/or wrapped with copper) is inserted in each of the holes of the hollow strut (Figure 35c) and 

thus, forming a transmission line. Selected ends of the strut are electrically connected to excitation 

ports. The sliding elements provide the tuning and matching for each channel of the antenna. 

Lumped capacitors may also be used to tune and match the antenna in case the desired tuning 

cannot be achieved by simply changing the position of the sliding elements. 



60 

 

Figure 35: Computer model of the conformal TTT panel (a-c, e) and photo of the implemented panel (d). a) 

model of the panel showing the dielectric material of the strut. b) model of the panel showing the conductive 

part of the strut. c) model of the panel showing the rods that go inside the strut. e) model of the panel showing 

the curvature of the panel. 

The 16-channel transmit head coil was built using four 9x9-inch TTT panels positioned 

90 of each other and a top cover. The cube shaped inner area is where the head is positioned28,43. 

All panels have a copper shield evenly spaced from the strut and electrically connected to the rest 

of the head coil. An in-house developed 32-channel receive-only insert coil was incorporated on 

the inside of the transmit panels forming the coil system that is currently in use in numerous clinical 

research studies. RF shimming was used to obtain the configuration of RF power splitters and the 

length of cables that interconnect the whole system41. 
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4.2.2 Geometry Changes 

To fundamentally improve excitation of each panel, the geometry of the TTT panel was 

altered from a flat (Figure 36a) to a curved structure (Figure 36b and c). The panels were bent on 

a specific angle to better conform to the human head. The result is a cylindrical object with an 

inner area that admits easy 360 rotation around the head, allowing multiple relative positions 

between the excitation ports and the head tissue. These positions produce different electric and 

magnetic field distributions within the human head, due to the interactions between the 

electromagnetic waves and the media. 

 

Figure 36: Computer model of the Tic-Tac-Toe head coil designs. a) the current 16-channel Tic-Tac-Toe 

(TTT) coil; b) the conformal 16-channel TTT coil; c) the conformal 32-channel TTT coil with 2 channels per 

panel. 

Modeling of curved and conformal structures is significantly more complex than 

rectangular shapes. The models were created using an in-house developed software capable of 

generating a range of models with a minimal geometry description such as height, width, and 

length. The software uses a building block approach and calculates all the rotations and translations 

in the 3D space for all modeled objects. It also creates a voxel-based description of the simulation 
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space by either assigning voxels as perfect electric conductors or by listing its dielectric properties. 

As such, the digital description of a TTT transmit coil starts with the modeling of a TTT panel. 

The TTT conformal panel, like its flat version, is composed of three major part types, each 

part is designed a separate digital model. The first part is the strut, a Tic-Tac-Toe shaped 3D 

structure that is conformed following a specific curvature angle. Second is the shield, a box with 

one open side that encapsulates the strut. The last elements are the curved rods that are used for 

tuning and matching the panel, analogous to those on flat panel. The shield and the rods follow the 

same curvature as the strut. As a result, the center point of the arc formed by bending the structures 

is same for all parts of the panel and the radius of each part is calculated depending on the thickness 

of the part and its relative position in the coil. 

Assembly of the whole coil model is done by replicating the model of a single panel and 

arranging them next to each other to form a closed structure around the head. That row of panels 

is replicated multiple times and a top shield is added to finalize the coil modeling. The curvature 

of each panel is defined based on the perimeter and height of the coil as well as the total number 

of panels of a row. 

Comparison between the flat and conformal coils was conducted through computer 

simulation. The conformal coil model was created to mimic the same main characteristics of the 

current in-use 16-channel TTT head coil. The conformal model had a single row of four panels 

with four channels each. The length of the arc of each panel and its height is defined in inches. A 

circular cover (1 inch in height) was added to the top of the coil. Three combinations of length and 

height were created and evaluated. The model with 8.41x8.41-inch panels was used for comparison 

with the flat 9x9-inch coil. 
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4.2.3 Numerical Simulations 

Electromagnetic simulations were performed using an in-house developed full-wave finite 

difference time-domain (FDTD) software implementing Maxwell’s equations with embedded 

transmission line modeling algorithm that provides accurate RF excitation and coupling 

results94,97,98,115,116. Modeling of perfect matching layers (PML) was implemented to simulate 

infinite space and avoid reflection of irradiating fields back to the model117. Each transmission line 

was excited using a differentiated Gaussian pulse while terminating the other ports using a 50 

load. The spatial resolution chosen for all modeling was 1.5875mm per cell dimension and the 

calculated time resolution was approximately 3ps based on FDTD Courant condition118. Although 

a lower spatial resolution would have been sufficient for accurate EM modeling119,120, the chosen 

value was used for better modeling of the conformal structures of the coil. Discrete Fourier 

Transform of the electric (E) and magnetic (B) fields for the whole simulation space were 

calculated at a frequency of 297.2MHz. 

For the simulations presented in this work, the steady state was considered reached after 

100,000 time-steps. Each simulation took about 128 core hours of computing and 8GB of memory, 

per excitation channel, for a total simulation volume of 257x257x276 cells (408x408x438mm — 

roughly 73 liters). The PML occupied 8 layers on the top of the model, 32 on the bottom (in the 

Z-axis), and 12 layers on each other side. As load, a sphere with a constant relative permeability 

of 79 and conductivity of 0.46Sm-1 was used as model for a spherical water phantom. The Virtual 

Family Duke (version 1.0 — 1.74m, 70kg, 42, male) was the chosen human model, which included 

the whole head, neck, and the top portion of the shoulders for a total of 23 modeled tissues. 
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4.2.4 RF Shimming 

Evaluation of a RF transmit coil involves a set of different parameters. The same region of 

interest (ROI) inside the human model was used for all simulations. The coefficient of variation 

(CV), defined as standard deviation of the mean value, was calculated for the B1
+

 field amplitude. 

Three main parameters were evaluated within the ROI to compare the performance of different 

coil models: the maximum B1
+ amplitude over minimum amplitude, the CV, and the average SAR. 

Calculation of amplitude and phases for each channel of the coil was done through a 

constrained optimization process. For this process, the least squares programing method was 

selected as the minimization method. An arbitrary cost function defined in Equation 4-1 was used 

for minimization. Random values were used as input for the optimization process. This procedure 

was repeated 1000 times per model. 

 𝑐𝑜𝑠𝑡 =
𝐶𝑉

𝐵1
+

min𝐵1
+ (4-1) 

The best case selected for each model was selected as the one with lowest CV, max. over 

min., and average SAR in this order. 

4.2.5 Coil Design 

The design of the final conformal coil used one row of four panels each with 4 excitation 

channels per panel. The panel size was stipulated to be 8.41x8.41-inch to match the same footprint 

as the current 16-channel flat design. 
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4.2.6 Excitation Possibilities 

The current 16-channel transmit TTT head coil uses a 4-channels per panel approach. Four 

of the eight “legs” of the Tic-Tac-Toe strut are connected to excitation ports (Figure 37a). The 

excitation wave signals of each port are combined in the strut. Constructive wave interactions and 

resonance is achieved by tuning and matching the panel. For each port, tuning is done mostly by 

sliding the rod element from the “leg” perpendicular to the desired channel. On the other hand, 

matching is mostly attained by changing the rod on the same “leg” as the excitation port. 

Instead of populating four “legs” of the strut with ports, another approach is also possible. 

By removing the opposing ports, two perpendicular excitation points were used both in simulation 

and experimentally (Figure 37b). Changes in the rods and capacitors were made to account for the 

difference in tuning and matching of the coil. The idea is to remove the ports with higher coupling 

and increase the RF power efficiency of the transmit panel. 

 

Figure 37: Drawing of the connection of channels in the panel using a) 2-channel configuration and 

b) 4-channel configuration. The transmission line is connected to the strut and the shield for each channel. 
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Comparison between the two approaches was done in a single panel numerical simulation 

using a spherical phantom as load. Both used identical 3D modeling and only changed the 

excitation points and the tuning/matching capacitor values. 

4.2.7 Experimentation 

The experimentation consists of running B1
+ mapping sequences on the Siemens 7T 

Magneton scanner using two TTT conformal panels. Both panels were manufactured using the 

same methods. A fused deposition modeling 3D printer was used to print the struts, the outside 

housing for the shield, and the inner rods. All parts were wrapped in copper. The strut was 

assembled inside the housing and the rods inside the struts with the tip of the strut being locked in 

place using a screw on the housing. Two SMA connectors were placed in one panel and four on 

the other one. Both panels were tuned using a network analyzer and they were scanned using the 

same setup on the scanner. 

4.3 Results 

When creating a new Tic-Tac-Toe coil, the construction of a single panel and analysis of 

possible improvement over the previous generation’s design must occur. After that has been 

completed, the whole coil can then be designed and evaluated. 
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4.3.1 Single Panel 

The geometry of the single panel assembly can be seen in Figure 35. The dielectric material 

used for the strut (Figure 35a) was acrylonitrile butadiene styrene (ABS) as it makes the 

manufacturing of the panel—using 3D printing technology—relatively uncomplicated. This 

dielectric constant for this material is approximately 3.3. The manufactured conformal TTT panel 

follows the same dimensions as the flat panels (used in the currently working TTT head coil 

design) and is 4.25 inches long. 

Validation experiments were conducted on the manufactured conformal panel comparing 

it with the currently used flat panel. The tuning and matching of the conformal panel were 

experimentally adjusted to match the flat panel. Reflection coefficients for both panels can be seen 

in Figure 38. 

 

Figure 38: Comparison between the reflection coefficient of implemented conformal (blue) and flat (green) 

4.25-inch Tic-Tac-Toe panels. a) shows the log of the magnitude of the S11 parameter. b) shows the impedance 

change with frequency Smith Chart of channel 1. Both panels were tuned for 297.2MHz. 
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B1
+ maps were acquired at the 7 Tesla MRI scanner (Siemens, Germany) and the intensities 

of both panels are similar for a single channel excitation but a more even distribution of B1
+ field 

can be achieved with the conformal panel as shown in Figure 39. 

 

Figure 39: Comparison between the magnitude of experimental B1
+ maps of a conformal (a) and a planar (b) 

4.25-inch Tic-Tac-Toe panels. Acquisition used the same spherical phantom at approximately the same 

distance between the panel and the phantom. The B1
+ maps shown are the center slices for each orientation 

(axial, sagittal and coronal). Intensities are normalized to the same scale. 

4.3.2 Full Coil System 

After evaluating similar performance between the flat and the conformal single panels, the 

full coil assembly can be designed and evaluated. The conformal coil can be physically positioned 

and rotated with respect to the head. Due to symmetry in the conformal design, three separate 

rotations were created using 8.41x8.41-inch conformal panels. These coils were simulated and 

optimized to generate a homogenous magnetic field (Figure 40). SAR was also calculated using 
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the same phase and amplitudes generated after the optimization step (Figure 41). For the case with 

no rotation (0°), it was established as the nose of Duke model in the middle of the panel (Figure 

40a and Figure 41a). Two more cases were simulated for a rotation of 22.5° (Figure 40b and Figure 

41b) and 45° (Figure 40c and Figure 41c). The values that describe the B1
+ homogeneity and SAR 

for each case can be seen on Table 3. 

Table 3: Calculated statistics for TTT conformal coil after optimization of phases and amplitudes for 

different rotations of the coil around the head. 

Parameter 
Conformal 

Rotated 0° 

Conformal 

Rotated 22.5° 

Conformal 

Rotated 45° 
Units 

B1
+ coefficient of variation 16.4% 15.5% 15.2% - 

B1
+ average 2.71 2.71 2.71 µT/100V 

B1
+ max./min. 3.04 2.89 2.85 - 

SARpeak for 1.97uT pulse 8.71 8.92 9.04 W/kg 

SARavg for 1.97uT pulse 2.43 2.61 2.42 W/kg 

 

As shown in Figure 40, the various rotation schemes create spatial spots with changed field 

intensity. The cerebellum, temporal lobe and mouth are the regions with biggest variation of field 

amplitude as the coil is rotated. However, the SAR intensity in the nose changes significantly as 

the excitation port is moved away from it (Figure 41). 
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Figure 40: Comparison between the simulation of B1
+ field for conformal 16 channels Tic-Tac-Toe (TTT) coils for different rotations of the head. a) 

rotation of 0° (nose in the center of the TTT panel); b) rotation of 22.5°; c) rotation of 45° (nose in between panels). The white arrows represent areas of 

changed coverage or signal intensity for the multiple head positions. The coil shield is not shown to facilitate identification of the model position in 

respect to the coil. The simulation was performed with the shield in place.  
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Figure 41: Comparison between the simulation of SAR for conformal 16 channels Tic-Tac-Toe (TTT) coils for different rotations of the head. a) 

rotation of 0° (nose in the center of the TTT panel); b) rotation of 22.5°; c) rotation of 45° (nose in between panels). The white arrows represent areas of 

changed SAR intensity for the multiple head positions. The coil shield is not shown to facilitate identification of the model position in respect to the coil. 

The simulation was performed with the shield in place. 
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The positioning of the model inside the head coil was also changed in the Z-axis (top to 

bottom of the head). Five different positions were tested. One of the cases was selected as position 

zero. The other five cases had the Duke model shifted in increments of 6.35mm in the Z-axis. Each 

case was denominated by the number of shift increments, ranging from -1 to +3. Positive values 

represent moving the model toward the outside of the coil and negative values represent 

displacement toward inside the coil. The magnetic field statistics for each case can be seen in Table 

4. 

Table 4: Calculated statistics for the magnetic field of conformal coil comparing different head positions. 

Shift 

increment 

B1
+ 

coefficient of variation 

B1
+ 

average 

[µT/100V] 

B1
+ 

max./min. 

-1 16.1% 2.71 3.09 

0 15.2% 2.71 3.04 

+1 15.8% 2.71 3.55 

+2 15.8% 2.71 3.03 

+3 15.6% 2.71 2.83 

 

From the tested cases, the best (chosen based on the coefficient of variation) was the one 

with the node of Duke model in between the panel (45° rotation case), it was used for a comparison 

between conformal and flat coils. The two coils have similar structures, i.e., same number of 

channels, excitation scheme, and overall dimensions. The two 16-channel Tic-Tac-Toe head 

coils—one using 9x9-inch flat panels and the other with 8.41x8.41-inch conformal panels—were 

modeled, simulated, and optimized for high homogeneity. B1
+ and SAR maps for both coils are 

shown in Figure 42. 
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Magnetic field distributions between the two coils are similar but the conformal coil has 

slightly more coverage of areas such as the cerebellum and temporal lobe as shown by the white 

arrows in Figure 42a and b. SAR distributions are different with the conformal coil having lower 

SAR intensities within the brain as shown by the white arrows in Figure 42c and d. 
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Figure 42: Comparison between the simulation of conformal and flat 16 channels Tic-Tac-Toe (TTT) coils. a) B1+ field of the current TTT design; b) 

B1+ field of the new conformal TTT design; c) SAR calculation of the current TTT design; d) SAR calculation of the new conformal TTT design. The 

white arrows represent areas of improved coverage or lower SAR due to the use of the new conformal design when compared with the current design. 
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The final design for the conformal Tic-Tac-Toe head coil was selected with 4 panels and 

16 channels (4 channels per panel). The size of the coil was stipulated by using 8.41x8.41-inch 

panels. The tuning and matching of the coil can be seen by the scattering parameters matrix shown 

in Figure 43. 

 

Figure 43: Scattering parameters matrix for the 16-channel 8.41x8.41-inch TTT conformal coil. 

As a point of comparison, Figure 44 shows the scattering parameters matrix for the 

9x9-inch flat TTT coil. 
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Figure 44: Scattering parameters matrix for the 16-channel 9x9-inch TTT flat coil. 

Simple optimizations for phase and amplitude of input signals for each of the 16 channels 

were performed. The minimization function for the optimization was the coefficient of variation 

(CV) over the minimum amplitude. A region of interest was selected as an expanded version of 

the brain to cover the top of the brain to the bottom of the cerebellum. The magnetic field and SAR 

distributions were calculated and the average value for B1
+ is 2.71µT/100V and average SAR is 

2.42W/kg. The description of all statistics parameters and a comparison with the flat 16-channel 

TTT coil can be seen in Table 5. Further work needs to be done to find a final optimization case 

that can be implemented on a fully assembled conformal coil. 
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Table 5: Calculated statistics for flat and conformal TTT coil after optimization of phases and amplitudes. 

Parameter Flat° 
Conformal 

Rotated 45° 
Units 

B1
+ coefficient of variation 15.6% 15.2% - 

B1
+ average 2.71 2.71 µT/100V 

B1
+ max./min. 2.89 2.85 - 

SARpeak for 1.97uT pulse 7.44 9.04 W/kg 

SARavg for 1.97uT pulse 2.33 2.42 W/kg 

4.3.3 New Excitation Mechanism: Preliminary Results 

Possible advancements of the excitation method currently used on Tic-Tac-Toe coil would 

further improve signal intensity. A proposed methodology of 2 channels per panel would simplify 

hardware assembly while boosting field intensity. The comparison between two and four port 

excitations were conducted through simulation using a smaller 4.25x4.25-inch conformal panel. 

The scattering parameters for a single panel for both 2-channel and 4-channel configurations can 

be seen in Figure 45. Similar characteristics were attempted while tuning. The same behavior can 

be seen in both excitation types whereas the right-side of the spectrum has a “flat” section with 

reflection values lower than zero. 
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Figure 45: Scattering parameters for simulation between a) 2-channel excitation and b) 4-channel excitation. 

Green traces represent the reflection parameters and blue traces represent transmission parameters. 

Field distribution of both excitation schemes were also compared. The excitation profile 

for each channel of the 2-channel excitation method is shown in Figure 46. Similarly, the magnetic 

field distribution of each excitation port of the 4-channel configuration is shown in Figure 47. 

Combining two channels of the 4-channel excitation mode with 180° between them creates 

resembling B1
+ patterns as shown in Figure 48 and Figure 49. A higher field intensity was observed 

in specific spatial regions of the 2-channel excitation type. Results for the human head might be 

slightly different due to increased number of tissues. 
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Figure 46: Magnetic field distribution for 2-channel panel excitation. From left to right: two axial slices, 

sagittal slice and coronal slice. a) channel 1; b) channel 2. 

 

Figure 47: Magnetic field distribution for 4-channel panel excitation. From left to right: two axial slices, 

sagittal slice and coronal slice. a) channel 1; b) channel 2; c) channel 3; d) channel 4. 
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Figure 48: Magnetic field distribution for different panel excitation schemes. From left to right: two axial 

slices, sagittal slice and coronal slice. a) channel 1 of the 2-channel panel, and b) combination of channel 1 and 

3 for the 4-channel panel. 

 

Figure 49: Magnetic field distribution for different panel excitation schemes. From left to right: two axial 

slices, sagittal slice and coronal slice. a) channel 2 of the 2-channel panel, and b) combination of channel 2 and 

4 for the 4-channel panel. 
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4.4 Discussions 

This work shows a conformal Tic-Tac-Toe transmit coil design and two excitation methods 

for single panels. The geometry of the coil was based on the current Tic-Tac-Toe head coil. 

Improvement of conformity to the head was done to the design to verify how coil performance 

changes, i.e., higher B1
+ field homogeneity and lower SAR, as the excitation element is 

transformed. Different excitation methods were explored to improve RF power efficiency of the 

TTT panel. The combination of all elements is a highly homogenous conformal RF coil. 

4.4.1 Geometry 

Geometric modeling was performed using an in-house software capable of creating 3D 

models of each part of the coil. The change from a flat geometry to a conformal structure showed 

performance improvements. The increase in homogeneity given by the change in geometry is 

important for UHF MRI. 

4.4.2 Full Coil System 

Designing the final version of a RF coil includes diverse number of 

obstacles/complications. The conformal Tic-Tac-Toe design is another approach for RF coil 

development and seems to be a good solution for most of these challenges. It is possible to obtain 

slightly better distribution and homogeneity while maintaining the same number of channels and 

panels of the coil. A 0.4% reduction in coefficient of variation was observed between the 

conformal and the flat coils with a 0.3% decrease in the relationship between maximum signal 
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versus minimum signal. The SAR has some high spots (at the tip of the node) but that is expected 

as the nose is closer to the excitation port. Similar and lower SAR values are observed inside the 

brain (Figure 42). The manufacturing and experimentation of the whole coil will be completed as 

a future project. 

4.4.3 Excitation 

The tuning mode of the 4-channel per panel approach has high coupling between ports 

located at opposite sides of the strut (around -3dB) and lower coupling between perpendicular 

ports (around -9dB). Consequently, results are good field distribution with high load 

insensitivity28,30,41. 

After experimentation, using both simulations and prototyping, it was discovered that the 

same excitation performance can be achieved using only 2-channels per panel approach. Instead 

of populating four “legs” of the strut with ports, only two are implemented. With the decrease in 

number of channels, the losses are reduced in the coil due to less cabling and power splitting. 

Another benefit gained is reduced degrees of freedom during the optimization step of RF 

shimming. 
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5.0 Characterization of Oscillations in the Brain and Cerebrospinal Fluid Using Ultra-High 

Field Magnetic Resonance Imaging 

5.1 Introduction 

Clearance and exchange of brain fluids promotes brain health by removing neurotoxic 

metabolic byproducts from the brain such as amyloid beta and tau121,122. Clearance of brain fluids 

is driven by pulsations of the perivascular space from autonomic nervous system (ANS) activity, 

which may vary as a function of brain states such as sleep and wakefulness122–124 as well as brain 

diseases such as Alzheimer’s disease125,126 and major depressive disorder127,128. The lymphatic 

draining system of the brain tissue, also known as the glymphatic system, is described as 

convection of cerebrospinal fluid (CSF) between the peri-arterial and peri-venous spaces. This 

convective flow is partially due to the cardiac-induced blood flow pulsations along the arteries129–

132. Water is propelled by the arterial pulsations through aquaporin channels and supports solute 

transport from extracellular interstitial spaces, through perivascular spaces, and into CSF spaces. 

CSF and waste products from the brain are thusly pushed from parenchyma to subarachnoid spaces 

and eventually cleared via arachnoid granulations and dural and nasal lymphatic vessels129,133–135. 

Development of quantitative CSF imaging methods is critical to understand factors that 

influence brain fluid clearance. T1 magnetic resonance imaging (MRI) with intrathecal injection 

of a gadolinium (Gd)-based contrast agent has been used to characterize CSF flow in human 

participants with idiopathic normal pressure hydrocephalus (iNPH) and dementia136–138. This 

technique has afforded fully quantitative, high-resolution imaging of CSF and interstitial fluid 
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(ISF) flow throughout the whole head but is highly invasive due to necessary lumbar puncture. Gd 

may also deposit in the brain, inhibiting longitudinal study139. 

Fast acquisition functional magnetic resonance imaging (fMRI) paradigms have also been 

used to characterize CSF dynamics in iNPH and AD patients and during sleep140–143. While non-

invasive, these sequences have relatively poor signal-to-noise ratio and spatial resolution and have 

been limited to narrow fields of view encompassing only the 4th ventricular or cerebral aqueduct.  

Ultra-high field MRI (≥ 7 Tesla) provides a major advantage of increased signal-to-noise 

ratio (SNR). The enhanced SNR can be used either to increase the resolution of the images or to 

decrease the scanning time (with the use of higher acceleration factors). Other advantages of 7 

Tesla (T) field strength are the higher sensitivity to blood-oxygen-level-dependent (BOLD) signal, 

better venous vasculature conspicuity19,41. The high signal-to-noise ratio (SNR) and fast 

acquisitions of 7T MRI scanners allow studies to perform analysis of blood and cerebrospinal fluid 

(CSF) flow within the brain144. 

The bulk changes in blood volume at the capillary level could cause widespread 

fluctuations of measured signal intensity with the cardiac cycle. Furthermore, large vessel 

pulsatility may cause tissue movement and production of an influx of unsaturated blood into the 

slice of interest affecting the measured signal intensity in the areas adjacent to the vessels. This 

leads to a signal variation when using T2
* echo-planar imaging (EPI) acquisitions145. Hence, fMRI 

and other techniques have been used to characterize different sources of pulsations in the brain145–

149. Thus, using MRI of CSF dynamics can highly inform the study of brain diseases and the role 

of sleep-wake states122,140. 

This work revolves around the creation of a method of acquisition and analysis that can be 

used as biomarker for study of central nervous system functioning and brain diseases. Using fast 
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EPI and physiological acquisitions, we viewed and analyzed the CSF MR signal in real-time. We 

report CSF oscillation patterns through spectral analysis and apply the same methodology across 

different datasets to validate the obtained results. 

5.2 Methods 

For the study of CSF flow using signal frequency spectrum and its spatial mapping, four 

main steps were taken: image acquisition, physiology measurements, image processing, and 

spectral analysis. The processing and analysis of the power-frequency spectrum and its 

corresponding spatial mappings were fine tuned for the processing parameters such as detection 

bandwidth and peak span, thresholding levels for masks and smoothing degrees for filtering. 

The volunteers scanned for this work provided informed consent as part of an approved 

study by the University of Pittsburgh’s Institutional Review Board (identification number 

PRO17030036). For CSF flow data collection, five healthy volunteers (all female ranging from 21 

to 24 years old) were scanned to obtain EPI data from the bottom of the cerebellum up. That allows 

detection of CSF coming from the spinal cord. For comparison between physiological and MRI 

data, one additional healthy volunteer (male 28 years old) was scanned and had physiological data 

collected simultaneously. 

5.2.1 Image Acquisition 

The first step was the image acquisition on an ultra-high field magnetic resonance whole-

body system (Siemens 7T MAGNETON). An echo-planar imaging (EPI) MR sequence was 
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chosen due to its capability of fast acquisition capabilities, simple usage, and wide acceptance in 

fMRI community. The same images can also be used for analysis of the BOLD signal, making it 

a good candidate for studies of sleep and neurodegenerative and psychological disorders. The 

imaging was done with an in-house developed and fabricated 16-channel Tic-Tac-Toe transmit 

array with a 32-channel receive head coil41,43,114 that is load insensitive28,29,41 and capable of whole 

head imaging30. By using this coil design, we were able to acquire signal from the entire brain 

without significant “dropout” regions using the single transmit mode of the 7T scanner. This coil 

system provides good whole brain homogeneity and subject insensitivity41,43. 

The acquired EPI images yield a real-time visualization of the CSF flow in the brain. The 

sequence was optimized to perform fast brain imaging. The main data acquisition was done with 

echo time (TE) of 20ms (carefully chosen to also obtain good BOLD signal), repetition time (TR) 

of 155ms, isotropic resolution of 2mm, and acceleration factor of 2. The field of view (FOV) 

obtained was 192x192x6mm. The acquisition was broken into 19 slabs of 3 axial slices each for a 

total of 57 slices which is enough to have whole-brain coverage for localization of CSF motion. A 

total of 600 volumes were sequentially acquired per slab in a single sequence run for an acquisition 

time of 1 minute and 36 seconds per slab. 

During the development of the protocol, the EPI acquisition on the first volunteer was done 

using TR of 152ms but only 15 slabs for a total of 45 axial slices. Another EPI acquisition on the 

same volunteer was also performed with same resolution (2x2x2mm) but using TR of 51ms and a 

single slice resulting in a FOV of 192x192x2mm. The sequences parameters were changed after 

the first volunteer due to limitations of the MRI scanner hardware. 

A field-map spin-echo (SE) sequence was also acquired for B0 distortion correction with 

the same phase encoding (PE) direction of the EPI acquisition and with the opposite PE direction. 
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These acquisitions were performed for 57 slices, TE of 39.4ms, TR of 6000ms with similar 

parameters as the EPI sequence in terms of field of view and resolution. 

A T1-weighted imaging (MPRAGE) sequence was used for proper localization of the EPI 

field of view and as a structural scan for the image processing. This acquisition was done using 

0.75mm isotropic resolution, TR of 3000ms, TE of 2.17ms, and 256 slices for a coverage of 

240x173x192mm for a total time of acquisition of about 5 minutes. 

5.2.2 Physiological Measurements 

During initial testing and sequence optimization, electrocardiogram (ECG) and respiration 

signals were collected from a single volunteer inside the MR scanner using MR compatible ECG 

leads and an expansion belt attached to the chest to track inflation and deflation of the chest. 

Acquisition was digitalized using BIOPAC system150,151. The simultaneously collected data allows 

temporal signal analysis of both MR and physiologic signals. The EPI sequence acquired with the 

physiological data used TR of 75ms, TE of 28ms, and 4mm of slice thickness. 

5.2.3 Image Processing 

The processing pipeline was developed based on MATLAB152, ANTs153, and FSL154 

software. It consists of denoising, distortion correction, bias correction, and skull stripping of each 

dataset volume. The initial step was loading the slabs and merging them into a single dataset. Next, 

denoising was performed using a noise estimation tool with variance stabilization transformation 

(VST) for Rician-distributed noise155. The Rician heteroscedastic noise is converted to a 

homoscedastic noise after the forward VST. The block-matching 4D (BM4D) denoising 
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algorithm156 can then be applied and the denoised image is obtained after the inverse VST. This 

tool has been used for other MRI applications42 and yields a good result when applied to EPI data. 

Distortion correction was done using the spin-echo field-map sequence data for both PE and anti-

PE directions. The calculation of the total field-map was done after combining both directions 

using topup tool157 from FSL software package. The generated map was used for correction of the 

EPI data. Then, the images were bias corrected using the N4158 software tool from the ANTs 

software package with spline distance parameter of 200. The final skull stripping was performed 

using the FSL brain extraction tool (BET) for creation of a brain mask used during the analysis 

step. 

5.2.4 Spectral Analysis 

The frequency analysis was performed for each dataset individually and resulted in both a 

frequency power spectrum and a mask for brain localization of specific frequency bands. A 

frequency spectrum was calculated for selected points resulting in validation of the findings across 

different brain regions. After processing each individual slab of EPI data, the frequency processing 

and analysis was performed in MATLAB and Python. The time series of each voxel was used to 

generate a frequency spectrum using the fast Fourier transform (FFT). With the 600 volumes of 

155ms TR acquisition, the frequency resolution of the frequency spectrum is 0.011Hz and the 

maximum frequency is 3.23Hz. The same frequency analysis for the 51ms TR data produces much 

larger frequency spectrum of up to 9.8Hz. Therefore, frequency components higher than 3Hz can 

be observed and analyzed. The analysis was done using both the average of the 3D space and 

individual points manually selected. 
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Spatial analysis was done by creating image masks based on the localization of voxels with 

significant signal in each frequency band. Each frequency band had a bandwidth of 0.3Hz and was 

centered at the local maxima of the frequency spectrum amplitude with a minimum peak distance 

0.15Hz (0.5Hz was used for the dataset with 51ms TR). The power map of a given frequency band 

was determined voxel-wise by averaging respective power values within the frequency band. For 

better visualization, each power map was then binarized with a chosen threshold (75% of the peak 

amplitude of the corresponding frequency band) and spatially smoothed using a Gaussian filter 

(sigma of 1.6). These masks were overlaid on the original EPI and T1 weighted acquisitions for 

better anatomical reference. The T1 weighted image was registered with the average EPI image of 

the dataset using SPM12. 

5.3 Results 

A video was created based on the image series of the fast EPI data after acquisition and 

processing (Figure 50 — static image, video in supplementary content). The video visually 

indicates the presence of periodical signal from the CSF flow. To confirm the presence of 

physiological signals such as respiration and cardiac motion, CSF temporal data was aligned with 

measurements from the electrocardiogram and respiration belt for visual comparison of similarity 

between the physiological activities and the change in signal intensity from CSF regions (Figure 

51a). The frequency spectrum of the datasets was also aligned following the same comparison as 

the time series data (Figure 51b). The two major signal bands were highlighted between the ECG 

and CSF data (around 1.1Hz) and the respiration belt and CSF data (around 0.3Hz). 
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Figure 50: Fast EPI acquisition (TR=100ms) showing signal changes due to CSF flow. Axial slices with 

resolution of 1.53 x 1.53 x 3mm and sagittal slice with resolution of 1.5 x 1.5 x 4.4mm. a) bottom axial slice; b) 

top axial slice; c) sagittal slice. 
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Figure 51: Data acquisition along the cardiac cycle. Echo-planar imaging acquisition performed with 

concurrent physiological measurement of electrocardiogram in the 7T scanner. a) Time series of ECG, 

respiration belt, and EPI signals. The EPI signal was temporally aligned with the physiological data using an 

external trigger signal from the scanner. The red lines represent the R-peaks of the ECG. b) Frequency 

spectrum of the ECG, respiration belt, and EPI signals. The purple region highlights the common frequency 

band between the respiration and EPI signals, and the orange region highlights the common frequency band 

between the ECG and EPI signals. 
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To verify that various points of the brain contribute differently on the frequency spectrum, 

Figure 52 represents the frequency spectrum for 9 arbitrary points throughout the brain. The 

position of each point is described by the brain anatomy that it belongs to as shown on the top-

right corner of each spectrum graph. Most of the points show frequencies around 1.2Hz. 

Depending on the position, the signal shows the 0.3Hz and/or the 2.4Hz bands. 

A frequency analysis was obtained from the EPI data. For each participant, the frequency 

spectrum was calculated for the average of all voxels in the dataset to validate findings (Figure 

53). The most significant frequency bands were highlighted after identification of the center 

frequency using a local maxima approach. For all volunteers, bands with similar center frequencies 

of approximately 0.3Hz, 1.2Hz, and 2.4Hz can be identified. Table 6 shows the center frequency 

for the bands calculated for each volunteer. The frequency bands with centers at 0.3Hz and 1.2Hz 

closely approximates the respiration and cardiac frequencies of a human adult (around 18 breaths 

per minute and 72 heart beats per minute, respectively). These bands can be identified as Band 1 

and Band 3 on Table 6. The averages for all volunteers are 0.322Hz and 1.217Hz respectively with 

a standard deviation of 0.052 and 0.078 respectively. 

Table 6: Values of the calculated center frequencies for each identified frequency bands. 

 Band 1 Band 2 Band 3 Band 4 Band 5 

Volunteer 1 0.329 0.811 1.173 2.325 3.037 

Volunteer 2 0.290 - 1.344 1.968 2.656 

Volunteer 3 0.398 0.763 1.183 1.957 2.366 

Volunteer 4 0.333 - 1.151 2.269 3.043 

Volunteer 5 0.258 0.548 1.237 2.516 2.806 

 



93 

 

Figure 52: Frequency spectrum for 9 selected points (a-i) throughout the brain for volunteer 1.  Some points show higher intensity on the 1.2Hz and 

2.4Hz bands (points a, b, e, f, g, h, and i) whereas other show more on the 0.3Hz band (points c, d, and g). The labels describe the brain anatomy where 

the data was obtained. 
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Figure 53: Frequency spectrum of the average signal intensity within the brain for 5 subjects. Regions of 0.3Hz around each peak frequency were 

highlighted to denote the bandwidth used for spatial mask creation. 
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The masks created per frequency band (Figure 54) show a spatial localization for the 

frequency band centered at lower frequencies, e.g., 0.40Hz (Figure 54a) overlapping with brain 

regions with larger volume of CSF (the main ventricles and the outside of the brain). Frequency 

bands centered at heart rate frequencies, e.g., 1.18Hz (Figure 54c) can be found on the regions 

with a stream of CSF (the main cerebral aqueduct). Similar patterns were observed for all 

volunteers as shown in Figure 55 as the mask for the heart rate band is demonstrated in each 

volunteer.
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Figure 54: Frequency spectrum of volunteer 3 with spatial localization of the signal from 5 separate frequency bands. For each band, a spatial mask 

was applied to the T1 weighted image. The acquired data can be obtained from the bottom of the brain/lower cerebellum up to the center of the brain. 

The bandwidth for each band is 0.3Hz. The center frequencies are a) 0.4Hz, b) 0.76Hz, c) 1.18Hz, d) 1.96Hz, and e) 2.37Hz. The acquisition was done 

using an EPI sequence with TR=155ms with 19 slabs of 3 slices each for a total of 57 slices. 
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Figure 55: Visualization of the mask created for each volunteer at approximately the same position in the 

brain.  The bottom of the brain and top of the cerebellum is shown and mask was created from signal for 

approximately the same frequency band across all volunteers. a) for volunteer 1 at 1.17Hz; b) for volunteer 2 

at 1.34Hz; c) for volunteer 3 at 1.18Hz; d) for volunteer 4 at 1.15Hz; and e) for volunteer 5 at 1.24Hz. 

For the larger frequency spectrum (dataset with TR of 51ms), extra bands can be identified, 

and the center frequency of the most prominent band was calculated at 3.5Hz (Figure 56). 

 

Figure 56: Frequency spectrum for volunteer 1 done using an EPI sequence single slice with TR=51ms. 

Maximum frequency of 9.8Hz and frequency bands of 0.3Hz were highlighted for better visualization of the 

main frequencies shown in the spectrum. 
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5.4 Discussion 

We successfully demonstrated a consistent method that can be used to study and analyze 

ANS functioning and brain diseases using EPI acquisitions. The raw visualization of the real-time 

signal (supplemental video) shows in-vivo CSF motion using only MRI. The flow of CSF within 

the ventricles and in the subarachnoid space can be clearly visualized as changes in signal intensity 

(supplemental video). The time series and the frequency spectrum comparison between the 

collected physiological data and the EPI data (Figure 2) shows a direct alignment between the two. 

The expected cardiac and respiration signals can be observed in the CSF data validating the 

acquisition and processing pipeline. The frequency analysis also shows a consistent result across 

multiple volunteers since similar frequency spectrums were collected. The obtained data matches 

with known values for both the cardiac and respiration frequencies, thus further validating this 

method. 

The creation of masks allows for a deeper analysis of the spatial localization of each 

frequency band. The existence of lower frequencies (respiration band – 0.4Hz) on the outside of 

the brain suggest a less turbulent fluid flow in areas with more space for fluid flow. Furthermore, 

the presence of heart rate frequencies (1.2Hz) in the ventricles validates this method as the arterial 

pulse wave is known to influence the CSF motion129,130,159. Additionally, the presence of high 

frequencies (over 2Hz) can suggest a more turbulent flow that also aligns with regions of main 

cerebral aqueduct. 

This work provides a basis for novel biomarkers for brain fluid dynamics. For example, 

the frequency spectrum can be analyzed for different brain diseases. The lower frequency bands 

(below 1Hz) contain physiological signals that corelate with the heart rate and breathing, so brain 

conditions that affect those variables can be analyzed directly from the MRI data. The magnitude 
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of each band may also provide insights into the coupling between the heart rate and breathing with 

the CSF movement, which may indicate low clearance rate and may predict diseases. On the other 

hand, the higher frequency bands (above 1.8Hz), can be correlated with frequency harmonics of 

the lower frequency bands. These harmonics could possibly be influenced by different brain 

diseases, the CSF flow turbulency, and can be used as early identification mechanisms for such 

conditions. 

The current limitations of this methodology are the limited frequency span for an image 

slab of 3 slices and the acquisition of physiological data for a single volunteer. By using faster EPI 

sequences to increase the span of the frequency spectrum and measurement of physiological 

signals in scanner for all data acquisition, we hope to be able to study possible correlations with 

amyloid clearance in the brain, brain waves, and sleep160. These correlations will give us better 

understanding of brain diseases and aging. Further work will also investigate the effects of brain 

pathology and mental and neurological disorders based on the spectral characteristics of CSF flow. 
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6.0 Conclusions and Future Directions 

6.1 Summary 

6.1.1 Coil Geometry Software 

Having a software for generation of 3D coil models greatly facilitates the coil development 

procedure. These models can be quickly generated and automatically used for simulations, 

significantly cutting down the amount of time required for developing a novel coil. The working 

software is currently being used for creation of coil geometries shown in this document and for 

other projects on going at the laboratory. For the creation of an original design, the estimated time 

saved is about 2 months—that is the amount of time needed to draw a new geometry manually. 

Therefore, using this software became a standard procedure at the laboratory. 

6.1.2 Conformal Transmit Array 

This work explains step by step the construction of a conformal Tic-Tac-Toe head coil and 

describes new findings that facilitate physical construction of the coil. This novel conformal 

transmit array greatly advances the MRI research field. Electromagnetic simulations were 

performed using the finite-difference time-domain (FDTD) method with Maxwell’s equations and 

a precise transmission line modeling. The amplitude and phases of each excitation channel was 

obtained through optimization of the electric and magnetic fields using arbitrary cost functions 

that were chosen to maximize magnetic field homogeneity while maintaining specific absorption 
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ratios (SAR) within regulated limits. Aside from homogeneity the coverage and efficiency were 

considered for the selection of the final case. The performance obtained is superior to the 

commercially available head coil for 7 Tesla and the previous octagonal Tic-Tac-Toe head coil. 

6.1.3 Cerebrospinal Fluid Oscillations 

In this work, an innovative methodology for acquisition and analysis of echoplanar imaging 

(EFI) for detection of the oscillations of cerebrospinal fluid (CSF) in the brain is explained. The 

flow of CSF in the brain has been recently related to brain diseases, in particular Alzheimer’s 

disease. The demonstrated method provides a different way of acquiring data and obtaining 

meaningful results from a simple and routinely used imaging technique. 

6.2 Future directions 

The developed software for fast generation of coil geometries allows an analytical 

comparison between different individual designs, either with various number of panels or different 

panel size. This is extremely important for accelerated development of RF transmit coils. The next 

step in this project would be to expand it for an even more diverse number of geometric structures. 

For example, implementation of microstrip coil design or oval-shaped coils. These improvements 

follow the same trend of obtaining a more homogeneous B1
+ field while decreasing SAR in the 

head. 

The demonstration of a conformal design for Tic-Tac-Toe RF transmit coil shows that a 

slightly different coil geometry can perform similarly as existing coils and changes in head 
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positioning can affect the overall performance of the coil. The next step in this project would be 

to create a 64-channel or 32-channel coil using smaller panels (4.25x4.25-inch) organized in two 

rows. The optimization of this coil can potentially reduce the dark spots in the image and increase 

the mean signal. 

Lastly, the analysis of CSF oscillations in the brain is the first step toward a new biomarker 

for brain diseases. The perspective of observing the frequency domain for easily obtainable image 

data (EPI) allows identification of multiple events happening in the brain; for example, the 

breathing and cardiac motion. A more in-depth analysis of the flow can be done in the future to 

better correlate the glymphatic clearance with vasomotion or cerebrovascular smooth muscle 

contractions. Sleep studies can also take advantage of this methodology and further research will 

investigate changes on this signal while in a sleep state. 
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