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Enabling Smart Health Applications via Active Acoustic Sensing on

Commodity Mobile Devices

Xingzhe Song, PhD

University of Pittsburgh, 2022

Past decades have witnessed the development and prosperity of mobile and wearable de-

vices with their merits of portability, energy efficiency and computational capability. Among

applications implemented on these devices, smart health is an emerging field that deploys

mobile applications to monitor vital signals, manage healthcare records and conduct dis-

ease diagnosis. However, existing techniques are limited to measure health metrics with

evident biomarkers such as induced sound or visual change unless dedicated medical sensors

are attached. To improve the practicality and feasibility of smart health applications, this

thesis aims to utilize active acoustic sensing on subtle biomarkers that are not audible or

observable.

This thesis has three major aspects to establish the active acoustic sensing framework

using speaker-microphone pair that are widely available on mobile devices. First, a new sys-

tem design is proposed to support complete, accurate yet reliable spirometry tests in regular

home settings. To achieve this, it measures the chest wall motion based on sonar system and

interprets such motion into lung function indices. Secondly, when the biomarker cannot be

intuitively captured as object motion, a channel estimation approach is adopted to quantify

muscle tremor induced by muscle fatigue. Lastly, with additional sensing attachments and

physiological correlation, active acoustic sensing functionality is further broadened to facial

expressions recognition, an intrinsic indicator of mental well-being.
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1.0 Introduction

Past decades have witnessed the development and prosperity of mobile and wearable de-

vices (Figure 1) such as smartphones, smart watches and virtual/augmented reality (VR/AR)

devices [90, 63]. Statistical data shows that global smartphone units increases from 122

million to 1.4 billion in 2015 with more than $400 billion global revenue [30]. Nowadays,

smartphone ownership is growing rapidly so that around 80% of the U.S. owns a smartphone,

which is a 33% increase compared to 2011 [105]. Moreover, from a statistical research con-

ducted in China with the largest growing market of wearable devices, the market size enlarges

from 64.9 million dollars in 2012, 183.8 million dollars in 2015 and a huge leap to 736.9 mil-

lion dollars in 2017 [125]. With such a huge market, a variety of applications have been

implemented to facilitate users of smart devices to improve life style, explore more ways for

entertainment, and monitor health status routinely, etc [83, 7, 103].

Smartphones Wearable devices Headphones VR/AR headset Smart speakers

Figure 1: Smart devices

Among applications implemented on these smart devices, smart (mobile) health is an

emerging field that uses medical sensors and mobile applications to monitor health status,

conduct primary disease diagnosis and manage and healthcare records [109, 106]. As of 2017,

over 318,000 health apps were available on app market around the world, with more than

200 being introduced each day [52]. Besides the applications that simply use smart devices

as the storage healthcare data for better health status tracking and disease management [1],

these mobile systems utilizes built-in sensors on smart devices (e.g., camera, microphone,

accelerometer, gyroscope, magnetometer and ambient light sensors, etc) to measure certain
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biomarkers that are related to human physiological characteristics. Smart health techniques

implemented on smart devices have essential advantages over dedicated medical hardware

from the aspect of low cost, easy distribution and simple operability.

The camera on smart devices can capture more fine-grained and comprehensible infor-

mation. Meanwhile the competition between manufacturers on image quality also greatly

benefits applications based on cameras [39]. However, as the unavoidable weakness of vision-

based sensor, the power consumption hinders the camera for continuous functioning [104],

which can be a crucial requirement for health monitoring. On the other hand, inertial mea-

surement unit (IMU) sensors are usually used for motion sensing such as step counting and

exercise monitoring due to their energy efficiency. But as the intrinsic disadvantage of low

signal-to-noise ratio (SNR) that applies to every IMU sensor [119], their applications are

limited to recognizing repetitive patterns instead of any fine-grained healthcare biomarkers.

As the widely available sensor on any smart devices, microphones working at a sampling

rate of 48kHz can record human voices and some narrow band at ultrasonic frequencies.

With the ultrasound, various applications based upon acoustic sensing can be explored. With

proper system and algorithm design, the microphone can capture the sound passively that

is related to wellness (e.g., breath, heartbeat and exercising activities, etc.). Alternatively,

if the speaker is also integrated into the system design as well, the healthcare functionality

of modern smart devices can be further extended to biomarkers that are inaudible. The

rationale for active acoustic sensing is that any externally observable variations can affect

the line-of-sight propagation pathway of the acoustic signal. After reflection, the reflected

signal carries information of the measured object so that the system is capable of utilizing

such information as biomarkers correlated with health monitoring.

This thesis aims to prove the feasibility and effectiveness of adopting active acoustic sens-

ing techniques for healthcare applications on smart devices. Specifically, the thesis includes

several applications that are lung function evaluation based on acoustic sonar, muscle fatigue

monitoring based on acoustic channel estimation. Lastly, active acoustic sensing functional-

ity is further broadened to facial expression recognition, which is so far impractical on any

smart devices.
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2.0 Literature Review

This chapter introduces the current work and progress about smart health applications.

Based on different sensing modalities, these applications have various setups and designs.

2.1 Mobile Health

In the past years, many mobile health systems have been built based on smartphones.

For example, by using the smartphone camera, [14] measures the blood oxygen level by

analyzing the flashlight reflections from a fingertip. [15] estimates the blood pressure level

from human ear and realizes frequent blood pressure monitoring without affecting normal

activities. To assess the health status, [8] analyzes the pH of sweat using pulse oximeter and

can be integrated into smartwatches. Research efforts have been made to monitor human

bodies from remote. Conventional techniques use infrared devices [40] or depth cameras [54]

for imaging analysis, and later research achieved accurate sensing with RF signals for as

fall detection [114], gesture recognition [132] and motion tracking [67]. In particular, these

techniques have been adopted for contactless breath monitoring [64, 126, 48, 85, 71, 127].

2.2 Acoustic Motion Tracking and Gesture Recognition

Since acoustic signals could be produced by commodity smartphones, they have been

widely used to track humans’ hand and body motions. Earlier techniques require humans to

hand-hold the smartphone and track the smartphone’s motion through signal propagation

delay [89], Doppler shift [5, 50, 128] and frequency difference [75, 120]. Later schemes,

instead, focus on device-free motion tracking that analyzes the reflected signal from the

target being tracked [84, 123, 129, 111]. These device-free systems, however, require the

smartphone to be always stationary.

3



2.3 Smart Health via Acoustic sensing

Acoustic sensing has been widely used in smart and wearable devices for health mon-

itoring applications. Such sensing techniques can mainly be categories into two kinds as

passive and active acoustic sensing. Passive sensing analyzes the unique sound produced

during certain activities. For example, someone’s tooth brushing manner can be evaluated

from the brushing sound by estimating how much time he (she) spends on cleaning each

mouth region, which can help maintain tooth hygiene [88]. Furthermore, PDVocal [131]

can primarily diagnose Parkinson diseases based upon the abnormal sound a patient may

produce during talking and walking.

On the contrary to capturing any existing sound, systems using active acoustic sensing

transmit a signal and and extracts useful information from the received signal. With the

prevalence of smart speakers and smartphones, human heart rhythms [121] and lung functions

[107] can be estimated by tracking chest motions via active sonar techniques. In addition,

active sensing can utilize sound properties like Doppler shift to detect sudden motions like

falling [68], which can lead to significant spectrogram variations on the received signal. This

work is also based on active acoustic sensing but has orthogonal target with above techniques.

Moreover, the system focuses on more subtle changes as the facial skin deformation and

propose new measurement metrics as the estimation of acoustic signal propagation channel.
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3.0 Background & Theory

This chapter describes healthcare problems this thesis aims to solve. By adopting differ-

ent acoustic sensing rationales, three widely known applications are introduced.

3.1 Clinical Lung Function Tests

Respiratory diseases, such as asthma, chronic pulmonary disease (COPD) and acute

respiratory distress syndrome (ARDS), constitute a significant public health challenge [6].

Over 330 million people worldwide have asthma, including 8.4% of children and 7.7% of adults

[31]. These diseases are characterized as various types of airway obstruction. Spirometry,

as the most commonly used pulmonary function testing (PFT), assesses such obstruction

by measuring the volume and velocity of breathing airflow [116], and is crucial in disease

evaluation and monitoring [78]. It is also used to judge shortness of breath and airway

inflammation, both of which are important symptoms of the coronavirus disease (COVID-

19).

Spirometry measures how fast and how much air the patient can breathe out. Before a

test starts, the patient exhales all air from the lung. Then, as shown in Figure 2, a spirometry

test consists of two stages: the patient first takes a full inhalation and then exhales as hard

as possible, until no more air can be breathed out [81]. As shown in Figure 3, measurements

from spirometry are represented by a flow-volume loop graph that depicts the correlation

between the volume and velocity of airflow, and the graphs of patients with pulmonary

diseases are significantly different from those of healthy people. For example, patients with

upper airway obstruction (UAO) exhibit apparent plateaus in the graph [12], and asthma

patients exhibit “scooped” curves in the exhaling part of graph [76]. In practice, clinicians

usually extract certain features from the graph as lung function indices, for more convenient

disease evaluation and monitoring. These indices include:

5



Figure 2: Spirometry protocol

• Peak expiratory flow (PEF) is the maximum airflow velocity in exhalation. The

average PEF of healthy males and females is around 10L/sec and 8L/sec, respectively.

The PEF of asthma patients is as low as 5L/sec [37, 95].

• Forced expiratory volume in 1 second (FEV1) is the exhaled air volume in the

first second of exhalation, and indicates the airway’s resistance against breath [11]. The

average FEV1 for healthy people is 3.75L, but that of COPD patients could be as low

as 2L [62].

• Forced vital capacity (FVC) is the total air volume exhaled. Decline of FVC indicates

disease deterioration, and can reach 2.5L for COPD patients [23, 9]. The average FVC

of healthy males and females is 5.25L and 3.75L, respectively [61].

• FEV1/FVC is the ratio of FEV1 and FVC. This ratio should be >80% among healthy

people, but could be as low as 50-60% among asthma patients [17].
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Figure 3: Flow-volume loop graph

Figure 4: Illustration of chest wall motion

In clinical practice, PEF measurements are highly variable [43, 13], and clinicians mainly

use other three indices to evaluate lung function [16]. To ensure accuracy, a patient usually

completes multiple (3-8) spirometry tests [28, 27], and the maximum difference of FEV1

and FVC readings in these tests should be <0.15L [81]. In this way, measurement error of

in-clinic spirometry is around 5% [23, 61], which is the baseline to evaluate the performance.
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Since lung function greatly varies over individuals, the raw values of lung function indices

are seldomly used in clinic. Instead, clinicians usually categorize patients into subgroups

according to their demographics (e.g., age, gender, race, etc), and then convert the raw

values of lung function indices into percentiles (%pred) over healthy people’s data in the

subgroup, provided by Global Lung Function Initiative (GLI) [93]. Typically, a percentile

lower than 70% indices high risks of pulmonary diseases. The system will use such percentiles

as indicators to measure human lung function.

Correlation between lung function and chest wall motion has been clinically validated.

Such correlation, as shown in Figure 4, originates from humans’ ribcage expansion and con-

traction when breathing [24]. These ribcage movements, when measured by a pneumotrace

chest band, are consistent with the fluctuation of lung volume. Clinical studies also showed

that humans’ lung volume is proportionate to the ribcage motion [94]. When this work is

used in practice, since lung expansion and contraction cause deformation over the entire

upper body, individual body shape differences can produce large variations over estimation

results. For example, the belly area also reflects the respiration motion but can be less re-

liable because of fat accumulation. As a consequence, this system requires the smartphone

point towards the central part of upper chest area to ensure best lung function estimation

accuracy.

Such correlation motivates us to measure the volume of breathing airflow from external,

through the displacement of chest wall in spirometry tests. Similarly, the velocity of airflow

can be measured from the speed of chest motion. In particular, clinical studies showed that

asthma and COPD patients have significantly reduced chest wall motion [59, 96], due to

the abnormal changes of chest dimensions and the subsequent lateral ribcage indrawing.

For example, patients and healthy people could have 20mm mean difference on the ribcage

anteroposterior motion, as well as 10mm mean difference on the upper lateral motion [34].

Such correlation has also been clinically validated to be significant and consistent across

different human groups, such as different age groups, males and females with different chest

structures and conditions [25], obese people with high BMI [96], etc. Hence, by measuring

the patients’ chest wall motion, the proposed system could potentially serve as a useful tool

for pulmonary disease evaluation and tracking out of clinic.

8



3.2 Muscle Fatigability

Muscles are essential to humans since they are responsible for body mobility and posture

maintenance. The overuse of muscle may cause feelings of soreness, trembling, and cramp-

ing, which are major symptoms of muscle fatigue. Muscle fatigability measures how fast

and easily the muscle gets fatigued, and is crucial for diagnosing many muscular diseases

such as muscular disorders and dystrophy that influence 1 in every 3500 males but has no

cure so far [99, 4]. During clinical visits, the muscle fatigability can be evaluated by lactic

acid accumulation using a blood test [102] or myoelectric signals using electromyography

(EMG) [22], but frequent daily evaluation of muscle fatigue out of clinic is usually preferred

in most of muscular disease diagnosis for long-term tracking of disease progress and med-

ication efficacy [21]. Unfortunately, effective methods for such out-of-clinic evaluation are

currently missing, and patients instead are only asked to self report their feelings of fatigue

by completing certain questionnaires [20]. This method is quite inaccurate because different

individuals may have subjective definitions of fatigue feeling, which makes the evaluation of

muscle fatigue unreliable. The key to accurate evaluation, on the other hand, calls for an ob-

jective biomarker that reliably indicates the fatigue level under normal daily circumstances

out of clinic.

To address this challenge, a new technique is invented that uses commodity smartphones

for objective muscle evaluation out of clinic. This technique is built on the physiological

fact that human muscles will unconsciously tremble or shake when getting fatigued and

such tremor is proportionate to the level of muscle fatigue [70]. Since this muscle tremor

can produce shape changes on the muscle surface, the system could measure the muscle

fatigue from such changes which affect the acoustic signal being transmitted between the

smartphone’s built-in speaker and microphone, as shown in Figure 5. More specifically, the

smartphone transmits acoustic signals towards the muscle piece being monitored and receives

reflected signals by its microphone. This signal flight path forms a propagation channel, in

which any physical change of the nearby muscle objects disturbs the channel and can hence

be captured from the channel estimation.
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Figure 6: The basic component of human muscular system: motor unit (MU) [108]
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The basic component of human muscular system is the motor unit (MU), which consists

of motor neuron and muscle fibers. As shown in Figure 6 [101], the motor neurons lie in the

neuron pool located at spinal cord and each of them controls and innervates a set of muscle

fibers. The muscle fibers constitute different types of muscle all over the human body and

they are connected to a specific motor neuron by muscle nerve. The communication between

the motor neuron and muscle fibers is achieved by myoelectric signals, which is also the

principle of clinical EMG diagnosis [33]. The number of MUs per muscle varies from 100

(e.g., hand muscle) to 1000 or more (e.g., limb muscle), but the relationship is one-to-one

that each MU is only responsible for one particular muscle [124].

Figure 7 describes how the force is generated under the collaboration between human

brain cortex and MUs via electrical signal. The signal originates from the brain and transmits

through spinal cord to specific motor units [79]. Then based on how much force is needed, the

MU recruitment starts. The more force being generated, the more muscle fibers are required

to get involved, so the more MUs need to be recruited. When enough MUs are ready to

trigger the contraction of muscle, a new process begins as the so-called MU firing. The firing

makes every motor neuron innervate their corresponding muscle fibers and generates the

final force as what humans feel during muscle exercises [108].

Tremor is one of common consequences of muscle fatigue and the cause of tremor can

be explained from the physiological aspect. During MU firing, each MU triggers the muscle

with an impulse signal [2]. As shown in Figure 8, when the muscle has not been fatigued,
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Figure 9: Clinical evidence of the tremor and fatigue [32]

all the MUs functions normally so that the combinational results of many MUs lead to a

smooth contraction of the muscle. However, after overusing the muscle, the lactic acid starts

accumulating in the muscle and reduces the intracellular pH. This phenomenon will decrease

the conduction velocity of muscle fibers so that some of the MUs exhaust to maintain the

force [82]. The exhaustion of these MUs will cause the fatigue that humans feel, and in

the meantime, the contraction becomes less consistent and produces the tremor that can be

observed [33].
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Clinical study also showed that the amplitude of muscle tremor is proportionate to the

level of muscle fatigue [32]. As shown in Figure 9, the subjects in this research were asked

to contract their muscle before and after exercises with great intensity. From the readings

reported by accelerometers placed on the muscle, it is observed that the average amplitude

of tremor increases when the muscle gets fatigued. Motivated by such correlation between

muscle tremor and fatigue, the technique measures the muscle tremor externally as the

physical disturbance caused in an acoustic signal channel and further uses such tremor to

evaluate the actual muscle fatigue.

Muscle contraction can be categorized as isometric and isotonic contractions [56]. Though

both phases can generate force, isometric contractions do not change the length of muscle

while isotonic contractions require lengthening or shortening the muscle. Taking common

bicep exercises as an example, isometric contraction happens when the subject attempts to

hold the dumbbell with no arm movements and the isotonic contraction happens when the

subject lifts up (down) the dumbbell by moving the lower arm. Moreover, the upper arm

shows more evident geometrical change (bigger) during isotonic than isometric contractions.

Fatigue induced tremor exhibits over both isometric and isotonic phases [113], but based

on the rationale of this technique that monitoring channel disturbances caused by physical

change, tremor can be monitored with more confidence if no body motion or muscle geomet-

rical change exhibits during isometric contractions. Since the work targets on bicep muscles

in this thesis, differentiating different phases of muscle contraction is also essential in this

design.

3.3 Human Facial Expression

In human communication and interaction, facial expressions serve as natural and effort-

less signals to convey ourselves besides verbal languages [66]. With recognition and analysis

of facial expressions, variety of applications can be deployed [53]. For example, mental well-

being, which is considered as an underlying challenge during COVID-19 pandemic [46], can

be identified and tracked through recognizing the appearance of positive expressions [44, 117].
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In addition, facial expressions recognition also provide important information and feedbacks

for human-computer interaction (HCI) such as virtual reality [47], cognitive robotics [73]

and customer analytics [51], etc.

Eyebrows and 
eyelids pulled up Nose wrinkled

Frowning

Mouth 
opened

Mouth corner 
raised or dropped

Fear Comtempt

Disgust

Anger

SurpriseSadness

Joy

Orbital  
group

Nasal 
group

Oral 
group

Figure 10: Facial expressions are created by different movements of facial muscles.

Most of current computing approaches to recognizing human facial expressions use images

of human faces as the input [57], and can accept such images being taken from either front

[72] or side [19] of the user. However, their accuracy and reliability significantly drop when

the ambient light condition degrades [26, 19]. Continuous camera use will also incur very

high power consumption that is not affordable on most battery-powered mobile devices.

Moreover, in certain scenarios such as virtual/augmented reality, the user’s face is always

occluded by the headset. Using camera cannot ensure accurate facial expression recognition,

which hinders the avatar creation and immersive communication in future metaverse. Lastly,
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camera-based facial recognition requires clear pictures of subject’s facial area. As there are

lots of system adopting facial information to perform use authentication, leakage of these

bio-metric information will inevitably raise privacy concerns.

Instead, some recent research seeks to exploit the correlation between facial expressions

and facial muscle movements, which can be detected via either surface electromyography

(EMG) [38, 77], on-head strain sensor [65] or in-ear air pressure sensor [3]. Facial expressions

have also been considered as the outcome of human emotions, which can be monitored from

different physiological signals [135, 60, 36] and human activities [134, 74]. However, all

these techniques require custom sensing hardware, which are expensive and difficult to be

integrated into commodity systems in practical use. The use of such custom hardware, on the

other hand, also make these systems highly sensitive to the random variations of the human

body, user mobility, and the surrounding environment. For example, sensing electrodes may

be misplaced due to human body movements and hence result in substantial recognition

errors [100, 41].

Facial expressions are induced by the contraction of different skeletal muscles laying

underneath human facial skin. Compared with other skeletal muscles on human body, since

facial muscles insert directly into the skin, much evident external changes can be observed

during their contractions [35]. These changes lead to various facial expressions that reflect

one’s different emotions and feelings. As shown in Figure 10, muscles related to facial

expressions are commonly divided into 3 categories: orbital, nasal and oral.

Orbital group: it contains muscles of orbicularis oculi and corrugator supercilii, which

surround the eye socket and control the movements of eyelids and eyebrows. For example,

under the emotion of sadness, the inner corner of eyebrows raises and the eyelids become

loose. Moreover, the entire orbital group pull up and together when someone has a fear

feeling.

Nasal group: it contains the muscles of nasalis and procerus that are associated with

the movements of nose and the skin around it. At expressions like disgust and contempt, nose

wrinkles appear under the control of nasalis. Meanwhile, procerus muscle also contributes to

frowning expressions such as anger or sadness. Other than making expressions, nasal muscle

group is also essential to respiration.
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Oral group: it contains orbicularis oris, buccinator and lots of smaller muscles. These

muscles controlling the movements of the mouth and lips are not only required during vocal

communications, but can produce various facial expressions by controlling the position of

mouth corners and the opening or closure of the mouth. For example, joy and sadness can

be easily differentiated by the raised or dropped lip corner. Unconscious opening of mouth

as well as the extent of such opening are natural indicators of emotions like surprise and

fear.

In practice, different facial expressions are the synthesized outcome of all facial muscle

movements. Identifying the change of specific facial muscle cannot determine an expression

confidently because certain muscles are involved in different facial expressions [133], thus

the system captures the combined effect of facial muscle movements reflected on ultrasound

channel variations.
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4.0 Methodology

This chapter describe methods used to implement the sensing systems with respect to

known problems.

4.1 Spirometry with Smartphones

Ideally, spirometry should be daily conducted out of clinic, to timely detect and avoid

frequent disease exacerbations that cause emergency department visits or hospitalizations

[10, 55]. However, current spirometers in clinic, as shown in Figure 11(a), are too bulky

for daily home use. Recent efforts, as shown in Figure 11(b), reduce the size of spirometers

but their costs (>$2,000) are still too high for home use. Low-cost spirometers priced at

<$100 [98, 80] are mostly inaccurate and could produce >20% error [69, 42]. In this work,

a novel system is designed that uses commodity smartphones to support complete, accurate

yet reliable spirometry tests out of clinic, with various environmental and human factors. As

shown in Figure 12, the system design builds on the close correlation between lung function

and chest wall motion of humans, which has been widely validated in clinical practice [34,

59, 96, 94]. The system measures chest wall motion as an externally observable biomarker,

and interprets such motion into lung function indices. To measure such motion, the system

transmits ultrasound signal with the smartphone’s speaker, and analyzes the signal being

reflected by the patient’s chest wall and received by the smartphone’s microphone.

As shown in Figure 13, to use the system, the patient holds the smartphone and points

the phone’s bottom speaker and microphone to the chest. Then, the patient follows the

spirometry protocol to inhale and exhale. Being similar with in-clinic spirometry, the patient

should maintain an upright posture by leaning the back against a chair backrest [81]. In this

way, the body trunk remains steady during the spirometry test, and the measured chest wall

motion is only caused by inhalation and exhalation.
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(a) Spirometry

Tube

(b) Spirometers

Figure 11: Spirometry using different equipment and devices

Figure 12: The spirometer design based on smartphones

The system tracks the patient’s chest wall motion in both inhalation and exhalation

stages of spirometry tests. To ensure accuracy, such chest wall motion will be first examined

and corrected to remove any impact of irrelevant motions. Afterwards, the corrected chest
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Figure 13: Design overview

motion will be used as the input to neural network regression, which computes lung func-

tion indices based on the nonlinear correlation between chest wall motion and human lung

function. These lung function indices will be converted into prediction values (%) based on

the patient’s demographic information, and then reported to pulmonary doctors for remote

disease evaluation and monitoring.

4.1.1 Chest Motion Tracker

Since humans’ chest wall displacement in spirometry is usually lower than 60mm [58],

the error of chest motion tracking should be at most 3-4 millimeters, so that the error of

lung function estimation could be within 5%. To achieve this accuracy, the system measures

the phase change between the transmitted and received ultrasound signal. Considering the

transmitted signal as A cos(2πft), the phase of the received signal, after being reflected by

the chest wall, is φ (t) = 4πfd(t)/c, where c is sound speed and d(t) is the distance between

chest wall and smartphone at time t. When the chest wall moves during a time period [t0, t1],

its displacement is

∆d = d(t1)− d(t0) = −c/(4πf) · (φ(t1)− φ(t0)) . (4–1)
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When the ultrasound signal’s frequency ranges between 17kHz and 24kHz, a 2mm dis-

placement causes the signal path length to change by 4mm and corresponds to a phase

change between 0.4π and 0.56π, large enough to be detected. Such detectability also allows

us to use multiple signals with different frequencies in this range to further improve the

tracking accuracy.

4.1.2 Irrelevant Motion Remover

Since the chest wall’s motion is measured as its relative displacement from the smart-

phone, it could be easily affected by the smartphone’s random movements: the patient cannot

keep the hand-held smartphone to be 100% stationary, and his/her body may unconsciously

lean forward or backward when exhaling hard. To remove such irrelevant movements from

the measured chest wall motion, an intuitive method is to measure the smartphone’s move-

ments using its built-in accelerometers. This approach, however, is inaccurate due to the

error accumulation, when converting accelerometer readings into displacement via double

integration [128].

Figure 14: Stationary smartphone

Instead, the system investigates the abnormal characteristics from the measured chest

wall motion itself. As shown in Figure 14, if the smartphone is stationary, I/Q trace of the

received signal should be a regular collection of concentric arcs. The I/Q trace can form
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Figure 15: Hand-held smartphone
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Figure 16: Motion with body movements

either a circle or ellipse because the radius can vary based on different characteristics of

the chest wall motion. But as long as the origin of I/Q trace determined by all surrounding

reflections does not vary much, phase change can always be intuitively calculated. Otherwise,

I/Q trace produced from a hand-held smartphone with random movements will be arbitrarily
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Figure 17: Estimating lung function from chest motion

distorted. The reason, as shown in Figure 15, is that the received signal always contains

reflections from both the chest wall and surrounding objects. When the smartphone is hand-

held and randomly moving, the surrounding reflection varies and distorts the cumulatively

received signal.

Motions of a hand-held smartphone distort the I/Q trace of the received ultrasound

signal and result in irregular phase variation. To address such variation, it assumes that the

hand motion speed is slower than the chest wall motion speed during a spirometry test. The

assumption is valid if the patient follows the spirometry protocol correctly by maintaining a

steady upper body posture when exhaling. In this way, phase changes of I/Q trace is mainly

caused by the moving chest wall. The system first divides the I/Q traces into short segments,

during each of which the smartphone can be assumed as motionless. Then, it approximates

each segment back to the closest circular arc on the complex plane. The phase variation can

then be corrected by normalizing the centers of all the arcs back to the origin on the complex

plane, making the I/Q trace to a collection of concentric arcs as shown in Figure 14.

Segmentation: One intuitive method is to divide the I/Q trace into segments with the

equal number of signal samples, but is ineffective when chest motion is measured as phase
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change: as shown in Figure 18, since each sample [I(t), Q(t)] has a phase of tan−1(Q(t)/I(t)),

smaller chest motion results in many consecutive samples with similar phases, and creates

many unwanted tiny segments.

Instead, the system segments the I/Q trace based on its specific phase change over time.

As shown in Figure 19, for every two consecutive samples at time t1 and t2, the system

computes the phase change as (Q(t2) − Q(t1))/(I(t2) − I(t1)), and produce a new segment

once the cumulative phase change exceeds a threshold. For example, when this threshold is

π/2, the I/Q trace is Figure 19 is divided into 6 segments. In practice, it adaptively adjusts

this threshold, to make sure that each segment contains a sufficient number of signal samples

for correcting the signal distortions. The segment 2 in Figure 19, as an instance, corresponds

to fast chest motion and hence a larger threshold of π is being applied.

Random signal noise may be produced by the hardware imperfection of smartphones or

surrounding signal sources (e.g., spinning fans), and temporarily fluctuates the signal phase

as shown in Figure 19. Such phase fluctuation may result in small unwanted segments, but
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Figure 19: I/Q trace segmentation

unfortunately cannot be removed by smoothing the I/Q trace with a sliding window, due

to the uneven distribution of signal samples shown in Figure 18. Instead, such unwanted

segments are avoided by setting up a threshold on the minimum segment length. This

threshold is empirically set as three times of the standard deviation of I/Q samples during

full inhalation in spirometry, where the chest wall motion is considered as minimum.

Correction: As shown in Figure 20, the system approximates each segment to the closet

circular arc, indicated by the best linear unbiased estimates (BLUE) of arc center (Ic, Qc)

and radius rc. This arc
1 is estimated as [Îc, Q̂c, θ̂]

T =
(
HTH

)−1
HTY , where

H =


2I(1) 2Q(1) 1

2I(2) 2Q(2) 1
...

...
...

2I(N) 2Q(N) 1

 ,Y =


I(1)2 +Q(1)2

I(2)2 +Q(2)2

...

I(N)2 +Q(N)2

 , (4–2)

N is the segment’s number of samples, and θ̂ = r̂2c − Î2c − Q̂2
c . Each sample is then mapped

to the arc individually.

1The corresponding circular arc is represented as (I − Ic)
2 + (Q−Qc)

2 = r2c .
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Figure 21: Chest motion from low-quality spirometry tests

Another challenge of such lung function estimation is the heterogeneous human factors,

which may impair the data quality in spirometry tests and make it difficult to correctly

identify the exhalation stage. Ideally, the measured chest wall motion, as shown in Figure
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17, should exhibit a sole rapid change of chest displacement of at least 10-15mm, as a result of

hard exahalation. However in practice, patients may not fully follow the spirometry protocol,

due to lack of clinician’s guidance or weak body conditions. As shown in Figure 21, they

may exhale with insufficient power and result in inadequate chest displacement; they may

fail to keep the upright posture and produce abnormal chest motions.

According to the spirometry protocol, the patient’s chest wall should be at the same

position before and after a spirometry test, if the patient’s body does not move during

the test. The impact of body movements on the measured chest wall motion, as shown in

Figure 16, can hence be identified as the difference of chest wall position before and after a

spirometry test.
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Figure 22: Without irrelevant body motions

The proposed calibration builds on the fact that, the patient’s chest wall should be at the

same position before and after a spirometry test if there is no extra body motions during the

test, because the patient is supposed to have full inhalation and exhalation in spirometry. To

verify this, a digital accelerometer is attached to the patients’ upper body to measure their

body motions in spirometry, and results in Figure 22 match the expectation. In contrast,

with noticeable body motions being indicated by the high accelerometer readings during

exhalation, the patients’ chest wall position will be largely changed after spirometry tests,

as shown in Figure 23 and 24.
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Figure 23: With backward body motion
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Figure 24: With forward body motion

In practice, such body motions could be either unidirectional or bidirectional during

exhalation. For unidirectional (i.e., either moving forward or backward) motions, this ap-

proach to removing its impact uses the chest wall position before spirometry as the baseline,

to proportionally calibrate every signal sample after the exhalation starts. The outcomes,

as shown in Figure 23 and 24, effectively remove the difference of chest wall positions before

and after spirometry.
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In some other cases, the patient’s body may move both back and forth during exhalation.

When such bidirectional body motion is small, the system removes this motion through

adaptive smoothing: it adapts the smoothing window (W ) to the momentary chest motion

speed (S) as W = (1−|S/Smax|) · fs, where Smax is the maximum chest motion speed and fs

is the ultrasound signal’s sampling rate. In this way, slower motion leads to a larger window

that produces a more smooth motion curve. Rapid motion results in a smaller window to

avoid missing details in the motion pattern.

Big bidirectional body motions, on the other hand, indicate that the patient does not fol-

low the spirometry protocol and the system will instead judge the corresponding spirometry

test as invalid.

The exhalation stage in a spirometry test is indicated by a starting point (pstart) and

an ending plateau (Pend). A valid pstart should be a local minimum on the curve of chest

wall displacement, and a valid Pend should correspond to a period of sufficiently small chest

motion2. However in practice, as shown in Figure 25, there may be multiple possibilities of

such starts and ending plateaus due to the heterogeneous human factors. Three following

criteria are used to decide the best choices of pstart and Pend:

• pstart and Pend are always decided in pairs, and the pstart is always located before Pend.

• The average chest wall displacement within Pend should be higher than 90% of the max-

imum displacement between pstart and Pend.

• If multiple pairs are available, the pair that corresponds to the maximum chest displace-

ment in exhalation is selected.

Based on such decision, the motion features (Smax, D1s and Dmax) can be calculated as

shown in Figure 17. If a valid pair of pstart and Pend cannot be found, it is considered that

the patient did not fully follow the spirometry protocol (e.g., the body moves back and forth

during exhalation), and data in this spirometry test has low quality. The system will exclude

such data from lung function estimation.

2According to the pulmonary clinicians, if the variance of chest wall displacement within 1.5 seconds is
less than 15% of the maximum displacement in a test, it is considered that 1.5 seconds of chest wall motion
as a valid Pend.
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Figure 25: Multiple choices of pstart and Pend

4.1.3 Lung Function Estimator

As shown in Figure 17, the system uses the following features of chest wall motion during

the exhalation stage in spirometry to estimate lung function indices:

• The maximum speed of chest wall motion (Smax), which corresponds to PEF.

• The chest wall displacement in the first second of exhalation (D1s), which corresponds

to FEV1.

• The maximum chest wall displacement (Dmax), which corresponds to FVC.

The system quantifies such correlation with a neural network regression model, which is

built with data from clinical studies. Since such clinical data from patients is usually low

in volume and could hence result in overfitting when training the model [18], a Bayesian

regularized neural network is used, which has good capability of generalization that avoids

overfitting [86, 115]. In the clinical study, patients do spirometry tests using the proposed

system and clinical-grade spirometers at the same time. As shown in Figure 26, the outcomes

from the motion tracking and spirometers’ measurements are then used as the inputs and

outputs, respectively, to train the neural network3. Afterwards, the trained neural network

is loaded to patients’ smartphones for out-of-clinic use.

3Lung function indices measured by spirometers are converted into %pred before being used to train the
neural network.
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Both the accuracy and overhead of such inference depend on the complexity of neural

network. A neural network with more hidden layers and numbers of neurons improves the

inference accuracy, but also increases its computation overhead. The system empirically uses

three hidden layers in the neural network, and then balance between these two aspects by

tuning the numbers of neurons in each layer.

4.2 Monitoring Muscle Fatigue with Smartphones

As shown in Figure 27, the technique of muscle fatigue evaluation consists of three

consecutive modules. First, the channel estimation module converts the received ultrasound

signal samples into an estimation matrix that represents the acoustic channel variation over

time. To exclude irrelevant signal reflections, the transmitted signal is specifically modulated

with a known codeword sequence. Such operation can divide the acoustic channel into

different distance ranges (sub-channels), and the system only needs to extract the channel

information corresponding to the range where muscle is placed.
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Figure 27: Design overview

Second, in every single workout, the system interprets the result of the above channel

estimation into the corresponding fatigue level using the fatigue interpretation module. For

the bicep muscle, this module identifies the muscle contraction phases and keeps only data

during isometric contraction because it does not involve any body motion or geometrical

change of muscle that creates extra disturbances on the acoustic channel. Then, the system

extracts specific features from the channel estimation matrix to quantify the fatigue level.

These features will be the raw inputs for further fatigability analysis.

Lastly, the fatigability analysis module evaluates the muscle condition using all fatigue

level quantifications in a group of workouts. Since muscle fatigue should monotonically

increase over consecutive workouts, certain outlier workouts that exhibit abnormal fatigue

values are removed firstly. Then, this work investigates the fatigability by analyzing the

speed of fatigue accumulation and the actual occurrence of fatigue in a group of workouts.

For the accumulation speed,the system uses a single numerical feature to represent the fatigue

level via linear curve fitting. For the occurrence of fatigue, this work defines a feature set

and cluster them into two categories as non-fatigue and fatigue.

4.2.1 Channel Estimation

To obtain the estimation matrix that carries information of muscle tremor, this technique

contains two major steps of signal design and channel estimation.

Signal design: The signal transmitted by smartphone speaker contains single carrier

frequency and the system encodes the carrier wave with a known sequence through BPSK

modulation. To achieve efficient computation of channel estimation [92], the sequence is
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chosen as a 26-bit GSM training sequence that is originally used in GSM communication

protocol for channel equalization. Such pre-known sequence, though primarily estimates the

characteristics of physical path in RF systems, is also applicable to acoustic channel due to

the similarity between signal processing methods of both systems. Besides, since commodity

smartphones always have co-located speaker and microphone (e.g., at the bottom side of

the smartphone), their direct transmission, if not properly tackled, will have significant

impact on the channel estimation. Therefore, a fixed idle period is appended after each

modulated sequence to make the transmitted signal perform like an impulse signal. With

only reflections from external objects, the received sequence can be correctly demodulated

to ensure the correctness of the channel estimation.

Channel estimation: The received signal sequence y, after demodulation, is expressed

as y = Mh+n, where h is the complex channel impulse response, n is white Gaussian noise

and M is the circulant training sequence derived from the known sequence mentioned in the

signal design [92]. Let m = {m0,m1, · · · ,mL+P−1} denote the known signal sequence being

transmitted and L + P = 26 denote the matrix size (L and P are estimation parameters),

then M is formed as:

M =


mL · · · m1 m0

mL+1 · · · m2 m1

...
...

...

mL+P−1 · · · mP mP−1


P×(L+1)

. (4–3)

The best linear unbiased estimate (BLUE) for h(L+1)×1 is then computed as

ĥ = (MHM )−1MHy, (4–4)

where this work uses partial decoded sequence yP×1. For the GSM training sequences, the

given solution to ĥ provides the periodic autocorrelation function of the codeword sequence

in the received signal. Since objects at different distances produce delayed reflections of the

same transmitted ultrasound signal, the system could extract the channel estimation corre-

sponding to a certain distance range from the smartphone by shifting the original training
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Figure 28: Sub-channels division based on different delays of the training sequence

sequence and autocorrelating it with different segments of the received signal after demod-

ulation. Such operation, as shown in Figure 28, divides the entire surrounding area into

smaller ranges (sub-channels), and the aforementioned parameter L determines the number

of such sub-channels. Note that, larger L produces more sub-channels with individual es-

timations, but the correspondingly smaller P will make the estimation less reliable as the

length of autocorrelation is reduced [129]. Empirically, this work selects P = 16 and L = 10

to have the best estimation results.

In summary, the preliminary metric ĥ is a complex vector, each element of which repre-

sents the channel estimation value at a specific distance range. Motion artifacts (e.g., body

and hand motions) from other body chunks happen in distance ranges that are irrelevant

to target muscle so that they will not affect the monitoring result. For those sub-channels

farther from the phone, although the signal can still capture the variation within them, the

interference and signal attenuation become more significant compared with closer ones. To

improve the system reliability, this work stipulates that the system should be used by placing

the muscle being monitored close to the phone (<10cm). Then, under the training sequence

bit rate of 5k/s, the system will only search for tremor caused channel variation in the first

three sub-channels (range of 10.2cm4).

4Each sub-channel corresponds to a distance of Vs/2B, where Vs is the speed of sound (340m/s) and B
is the bit rate.
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Figure 29: The waveform difference between isometric or isotonic contractions

4.2.2 Fatigue Interpretation

Next, the system interprets the channel estimation values into the level of muscle fatigue.

When the human subject contracts the muscle to produce force, the system records every

changing value of ĥ during the process. At the end of each workout, the system will have a

time series of measurements on each sub-channel.

Depending on the type of exercise and muscle being used, the system further processes

the received signal to locate the period of time that only the muscle tremor is the main

cause of channel variation. For example, when a bicep workout is the target, the key of

obtaining such period of time is to differentiate isometric and isotonic contractions because

arm motion and the geometrical change of muscle may impact the tremor monitoring during

an isotonic contraction (e.g., lifting up the forearm). Figure 29 shows the time series from

one sub-channel during a complete bicep workout and this work demonstrates such impact

by taking the moduli of those complex metrics.

From Figure 29, it is observed that both lift-up and lift-down phases lead to more evident

changes of channel estimation due to the change of muscle geometry. As the physical change

caused by tremor can be minor, it is very likely to be covered when being measured from
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Figure 31: The accumulation speed of fatigue

isotonic contractions. To build solely the connection between tremor and channel variation,

the system identifies the isometric phase by comparing the value range of a 3-second (stip-

ulated in the test protocol) sliding window with a threshold. The threshold is set as 10%

of the measured value over the 1st second when a subject remains static and prepares to

begin the workout. Since this threshold is determined every time when the workout starts,

it serves as a generic calibration process.
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After addressing all significant factors that may affect the channel estimation, an ap-

proach is proposed to extract the channel variation led by muscle tremor and interpret it

to fatigue level. This work exploits the channel estimation metric in the complex plane by

assuming that any complex time series over time, if not being disturbed, would concentrate

all at a single point on the complex plane. As shown in Figure 30, the more disperse the

time series in the complex plane is, the more muscle tremor is exhibited. To measure the

degree of dispersion, the system first finds the average point of all complex signal samples on

the complex plane. Then, a new vector is formed by computing the distance between every

signal sample and the average point. For a single workout, the quantitative fatigue level can

be formulated as the mean of these distances.

4.3 Facial Expression Recognition with Headphones

This work aims to address the aforementioned limitations of human facial expressions

recognition and instead propose a new sensing system that achieves precise and reliable

recognition of human facial expressions by only using commodity headphones. As shown

in Figure 32, the proposed system transforms the commodity headphone into an acoustic

sensing device through simple audio jack re-wiring, which changes one of the headphone

speakers into a microphone. With the inaudible ultrasound signal being transmitted from

the headphone’s speaker to microphone, the system design builds on the fact that different

facial expressions correspond to different skin deformations on the human face surface, which

significantly affect the propagation of ultrasound signal above skin surface. This correlation,

then, allows us to precisely recognize human facial expressions from the received ultrasound

signal. Furthermore, since headphones are usually attached to the user’s ear, they are less

likely to move and hence provide better reliability of continuous recognition over long time.

Besides, since facial expressions are naturally caused by different emotions, this technique can

work together with more specialized physiological sensors that record galvanic skin response

(GSR) or electromyography (EMG) to further extend existing mobile devices’ functionalities.
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Figure 32: The system recognizes facial expressions from the acoustic signal transmitted

above the face skin surface.

As shown in Figure 33, the system recognizes facial expressions when a wired headphone

is worn regularly but in a way that one of the headphone speaker channels is converted into

a microphone. From the acoustic signal, the system employs channel estimation technique

to captures information related to human facial expressions. The recognition model consists

of training and testing phases. During the training phase, the model needs to be assisted

by an additional camera placed in front of user face. The headphone plays and records

the ultrasound while the camera captures a video of facial images. After the images and

sounds are collaboratively trained with the teacher-student network, the student network

using acoustic only can be individually used in the testing phase to recognize the user’s

facial expressions.
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4.3.1 Headphone Acoustic Sensor

In practice, the ultrasound signal could be possibly propagated along three different

pathways as shown in Figure 34 and listed below:

1. The signal propagates through the facial skin tissue.

2. The signal propagates first into the ear canal of the speaker side, and then reaches the

other ear canal of the microphone side through the human head.

3. The signal propagates through the airborne pathway above the skin surface.

In the first pathway, the ultrasound signal will be greatly attenuated whenever it passes

through the boundary between air and human tissue, in which the acoustic impedance decides

such attenuation. As listed in Table 1, since the impedance in air is much smaller than that

in human tissue, a significant amount of signal energy (>99%) will be absorbed by the

human tissue itself and the remainder will hence have negligible impact on the microphone’s

received signal. Similarly, in the second pathway through the ear canals, the majority of

signal energy will be absorbed by the ear drum that captures the air vibration.

To this end, it is considered that the majority of signal being received at the transformed

microphone is transmitted through the airborne pathway above the facial skin surface. In

practice, when the headphone is being worn by the user, such propagated signal is the
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Figure 34: Three possible pathways of ultrasound signal propagation

outcome of the headphone sound leakage, which widely exists on almost every commodity

headphone [87]. To verify such leakage, preliminary experiments are conducted on different

types of headphone models5 by transmitting a sweeping sine wave from 20 Hz to 24 kHz

with the maximum volume. Results in Figure 35 show that these commodity headphones

are able to greatly suppress signal leakage within the audible band, but produce much higher

signal leakage in the ultrasound band. In particular, on all the headphone models, Figure 35

shows that the sound pressure level (SPL) above 15 kHz is always above 30 dB and at least

15 dB higher than that in the audible band. These results verify that the ultrasound signal

transmitted by commodity headphones, when being received by the transformed microphone

on the headphone, is strong enough for precise recognition of human facial expressions.

Since sound is produced by vibrations and propagates through air as pressure waves,

speakers and microphones are devices that essentially generate or capture such air vibrations.

Drivers of a speaker or a microphone, as shown in Figure 36, share the same mechanism in

fact. For the speaker, electric signal triggers the diaphragm to move through electromag-

netic induction. Then, the diaphragm movements lead the surrounding air to vibrate thus

create the sound. On the other hand, a microphone also has these driver components like

diaphragm, magnet and coils, etc. But the microphone functions in a reverse way that

5On-ear: Sony MDR-ZX110, Over-ear: Audio-Technica ATH-M30x, In-ear: Samsung EO-EG920BW.
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Table 1: Acoustic impedance of different media

Media Density (kg/m3) Velocity (m/s) Impedance (106kg/m2/s)

Air 1.16 344 0.0004

Water 998 1482 1.48

Muscle 1041 1580 1.65

Tissue 928 1430 1.33
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Figure 35: Leakage measurement of different headphone model

sound wave actuates the diaphragm first. With the similar electromanetic coupling effect

of the magnet and coils, acostic signal is then converted into electrical signal, which can be

processed by hardware like desktop sound cards.

Based on such similarity, the hardware of a commodity speaker can be used as a micro-

phone, by simply using the speaker’s output interface as input. In practice, existing work

showed that the 3.5mm socket of audio output can be converted to input via software, be-

cause any audio port of the sound processing hardware (e.g., the PC sound card) is designed

to be configurable as either output or input [91]. However, this software approach can only
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configure both the left and right audio channels of a headphone as output or input at the

same time, and hence cannot be used to transform a commodity headphone into an acoustic

sensing device that consists of both speaker (output) and microphone (input).

Instead, the system transforms one speaker of the headphone into a microphone but

retain another speaker unchanged, by re-wiring the audio jack to split the left and right

audio channels as shown in Figure 37. More specifically, on a tip/ring/sleeve (TRS) or

tip/ring/ring/sleeve (TRRS) audio jack, the system separates its tip and ring into two sep-

arate audio jacks, which are then plugged into the Line-out and Mic-in ports of the host

system, separately. In this way, the sound will be played through the right speaker and then

recorded by the left speaker6. In practice, unlike existing work that requires a custom IC

board [29], this approach can be easily implemented with an audio jack splitter into separate

3.5mm audio jacks. Then, plugging either channel into the mic-in socket on a computer can

turn one of the headphone speaker into an acoustic sensor (microphone). When the computer

plays an ultrasound through a headphone configured in such a way, the acoustic signal will

6Similarly, the audio jacks can be re-wired in a reverse way to propagate sound from the left speaker to
the right speaker.
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Figure 37: Rewiring the 3.5mm audio jack to implement the required sensing setup

propagate through the facial skin and be received on the other side. Since the propagation

pathway captures the skin deformation caused by any facial expression, the system estimates

the acoustic channel to extract the useful information.

4.3.2 Acoustic Channel Estimation

A major concern of connecting a commodity headphone speaker into a microphone socket

is the audio quality, because the speaker specification is not designed for that purpose. Since

regular speaker has a larger diaphragm, sound with similar energy will cause less vibrations

so that the electrical signal produced is minute to be captured without a filter circuit and

amplifiers. this work investigates how the sound quality varies between a regular microphone

and a re-wired headphone speaker. Figure 38 shows recordings of the same sound being

recorded at the same distance by these two microphones.

Compared with a regular microphone, the sound recorded by a re-wired microphone

exhibits weaker signal strength on useful content but has a similar noise level. Such a

sound composition makes the content less recognizable after being buried into the noise. To
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Figure 38: Raw signal collected with regular and re-wired microphones

overcome such difficulty and unveil the transmitted signal to facilitate the acoustic channel

estimation, this work designs single-tone signals to carry a known sequence (60-bit generated

randomly) by binary phase shifting keying (BPSK) modulation. At the receiver end, though

the sound is distorted, it still shows great detection performance (high correlation coefficients)

of these sequences as shown in Figure 39.

In details, after the signal is preprocessed by a high-pass filter to exclude audible sounds

that may potentially impact the sensing accuracy, the system first synchronizes the received

signal with known transmitted sequences at samples with highest correlation coefficients.

Then, the signal is demodulated to find original symbols of the known sequences. Assuming

the channel as Y = HX + noise, where Y = [y1, y2, ..., yn] is the received signal, X =

[x1, x2, ...xn] is the transmitted signal and xn and yn are known symbols, respectively, the

acoustic channel H can be estimated from Equation 4–5.
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Figure 39: High correlation coefficients on the encoded signal

H = Y XT (XXT )−1 (4–5)

To better improve the estimation reliability, this system adopts frequency-division mul-

tiplexing that simultaneously transmits encoded signals at different frequency bands. At a

time, there are multiple measurements of the channel estimation, and this work will treat

all of them as raw features for the following neural networks.

4.3.3 Recognizing Expressions from Acoustic Signals via Machine Learning

With these acoustic channel estimations, an intuitive approach to recognizing facial ex-

pressions is to apply these channel estimations and the corresponding facial expression labels

to train a neural network. For example, a long short-term memory (LSTM) classification

model can be trained to learn from the time series data of channel estimations. However,

44



preliminary experiments using such as simple classification model lead to very low recog-

nition accuracy as shown in Figure 40. The main reason of such low accuracy is that the

correlation between the acoustic channel and facial expressions is subtle, and the acoustic

channel is hence highly sensitive to the small changes of face skin deformation, which could

be highly heterogeneous among different samples of the same type of facial expression. The

capacity of a simple classification model, in this case, is insufficient to fully represent such

subtle correlation.
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Figure 40: Model performance using a single network based on acoustic signal

On the other hand, existing work has demonstrated that using neural networks can

precisely recognize humans’ facial expressions from their facial images. When using images

of front faces, the accuracy of recognition using a single deep neural network (DNN) can

achieve 95% [49, 122]. Based on such high accuracy, the system intends to transfer the latent

knowledge about facial expressions being learned from such vision-based teacher network to

the acoustic-based student network, to supervise the training of student network and hence

increase its capacity.

Traditionally, such supervision is conducted by taking the teacher network’s output as the

target label for the student network during the training procedure. This method, however,

is ineffective in the proposed system because many small changes on facial deformation may

not be captured by the teacher network from facial images but could result in large variation

in the acoustic channel.
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To address this challenge and ensure appropriate supervision, as shown in Figure 33,

system divides both the teacher network and the student network into two sub-networks:

the first sub-network detects the positions of a pre-defined set of facial keypoints (e.g.,

eyebrow ends, eye corners, nose and mouth corners, etc), and the second sub-network further

recognizes the facial expression from the positions of these keypoints with respect to the

human face contour.

As a result, the teacher network can supervise the training of both sub-networks in the

student network. In particular, the teacher network’s learned knowledge on individual facial

keypoints can be effectively transferred to the corresponding sub-network in the student

network, hence ensuring that any small changes on facial deformation can be correspondingly

mapped to the right keypoint. In facial keypoint detection of the teacher network, the

system first preprocesses each facial image by resizing and cropping it7, to make sure that

the coordinates of facial keypoints in all facial images are consistent. This consistency, then,

allows us to universally compute the coordinates of facial keypoints in each image as their

relative positions from the nasal tip in the image.

Afterwards, the system needs to decide the most appropriate set of keypoints being used,

which should be the most important ones that represent facial expressions. For example,

the positions of nose and mouth corners are important indicators of many facial expressions

including joy, sadness, anger, disgust, etc. The system starts from a face mesh model that

defines 468 facial keypoints as shown in Figure 41(a), and then select 30 keypoints with the

highest importance in facial expression recognition to be used in the system for timely online

inference.

In the system, such selection procedure is done by training a regular fully-connected

neural network over the collected facial images. More specifically, the system uses a well

trained model to detect the 468 keypoints in each facial image and use their coordinates as

the neural network input. The facial expression labels of the images are used as the neural

network output. After that, this work adopts the explainable AI technique [112] on this

trained network to compute the integrated gradient (IG) of each keypoint, which quantita-

7Such preprocessing can be done by simply using existing image processing tools such as the YOLOface
model [97].
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Figure 41: Keypoints on human faces

tively measures how this keypoint contributes to correct recognition of facial expressions.

The top 30 keypoints with the highest contributions are then selected to be used in the

following expression recognition task.

These selected 30 keypoints, as shown in Figure 41(b), mainly cover the edges and corners

of eyebrow, eye, nose and mouth, hence depicting the contours of these important elements

on human face. Note that, the contributions of the x and y coordinates of these keypoints

are separately measured, and hence some keypoints may only have one coordinate that is

important to facial expression recognition. Based on such selection, Table 2 shows8 that,

when being applied to the same set of facial images being used in training, these 30 keypoints

result in similar accuracy of facial expression recognition, compared to that using all the 468

keypoints.

Table 2: Classification accuracy with different selections of facial keypoints

Expressions N J Sa Su A F D

468 keypoints(%) 96.5 95.3 95.9 95.2 94.9 95.3 95.1

30 keypoints(%) 97.1 95.5 96.6 96.1 94.7 95.9 96.5

The second sub-network, as the classifier of facial expressions, is being trained with

the coordinates of the 30 selected facial keypoints on each facial image as input and the

corresponding facial expression label as the output. In particular, to ensure its reliability

8(N=neutral, J=joy, Sa=sadness, Su=surprise, A=anger, F=fear, D=Disgust)
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and accuracy, this work first pre-trains this network using a public dataset of facial images

with known facial expression labels. Afterwards, when being used on a specific user, this

classifier will be further improved with this user’s own facial images.

In order to facilitate the supervision from the teacher network, the student network in the

system is also designed to be consisting of two sub-networks: the first sub-network decides

the positions of the 30 selected facial keypoints from the input data of acoustic channel

estimation and then the second sub-network similarly recognizes facial expressions from the

detected facial keypoints. Since acoustic channel estimations are produced as time series

data, this work uses the LSTM model as the basic processing kernel for facial keypoint

detection. When multiple acoustic channel estimations from different frequency bands are

simultaneously used, they are being applied to separate LSTM encoders and then merged

together.
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Figure 42: Student network design

As shown in Figure 42, the supervision on the student network is defined as a joint

loss function that covers both facial keypoint detection and facial expression classification.

The supervision on facial keypoint detection is designed as a regression task, which aims

to minimize the mean square difference (MSD) between the teacher network’s and student

network’s facial keypoint coordinates being detected. The supervision on facial expression

classification, on the other hand, is done through the categorical cross entropy loss, which

ensures that the student network produces similar results of facial expression recognition as
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the teacher network does. The detailed model design is described as follows: (1) during the

training phase, both LSTM network that consists multiple LSTM encoders and the regressor

are trained by feeding acoustic channel estimations as model inputs. The first training goal

is that the output of regressor should be as close as facial keypoint coordinates recognized

by the vision-based teacher network. The second training goal is the output of expression

classification model should predict the correct expression label. During the process, such

collective training is controlled by minimizing the joint loss function. (2) In the testing

phase after sufficient training data is provided, the LSTM network can not only extract

channel estimation features to predict specific facial expression, but also ensure that these

features are constrained in the searching space of accurately detecting the facial keypoint

coordinates.
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5.0 Evaluations

This chapter describes the evaluation setups and results of applications being proposed

in the thesis.

5.1 Evaluation Setup

5.1.1 Lung Function Tests

Figure 43: Main screens of smartphone app

As shown in Figure 43, an Android smartphone app that transmits multi-tone ultrasound

signals is implemented. It uses 12 ultrasound frequencies ranging from 17kHz to 22.5kHz

with 0.5kHz interval, which have been proved to have good frequency responses on com-

modity smartphones [118]. Being similar with previous work [118], the system disables the

smartphone’s Automatic Gain Control (AGC) to avoid unwanted fluctuations of the received

signal amplitude when the ambient noise level varies1. The measured chest wall motion is

also adaptively smoothed before any feature extraction, using a flexible sliding window.

1Since the is designed to receive ultrasound signal within a short range (<20cm), it has good SNR (>40dB)
even when disabling the AGC.
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The app is designed following instructions from pulmonary clinicians, to minimize the

patients’ cognitive and operational barriers when using the system out of clinic. Before a

spirometry test starts, a tutorial with both texts and video is provided to demonstrate the

protocol. A spirometry test using the system is: 1) fully automated that no manual inputs

(e.g., indicating the start and end of inhalation and exhalation stages) are needed from the

patient; 2) fully customizable that the patient can opt to pause or resume the ultrasound

recording at any time. The application also allows uploading the test results using clinical

spirometers, so that this app can also be used in clinical studies.

This work evaluate the accuracy of measuring humans’ lung function over five healthy

student volunteers with different body conditions2. All experiments are conducted in a

10m×10m office with regular furniture and facilities, and student volunteers are instructed

to strictly follow the spirometry protocol. Every student volunteer, as shown in Figure

44, conducts 50 spirometry tests using a portable spirometer, and simultaneously holds a

smartphone running the system. The distance between the smartphone and chest wall varies

between 5cm to 20cm.

For each student volunteer, the experiment uses the other four volunteers’ data (spirom-

eter readings and the measured chest wall motion) to train the neural network regression

model. The trained model is used to convert this student volunteer’s chest wall motion into

lung function indices, which are then compared with the corresponding spirometer results to

evaluate the measurement accuracy. Finally, the experiment result is averaged over all the

five volunteers.

5.1.2 Muscle Fatigability

This work implements the technique as an Android smartphone app, which uses 20kHz

as the carrier wave of the encoded signal. Though commodity smartphones usually have two

pairs of speaker and microphone for music playback or voice call, the system chooses top

speaker along with bottom microphone because this combination can ensure the best results

of channel estimation from experiments. To minimize interaction needs, the subject only

2Ages: 21-28, Height: 173-188cm, Weight: 55-85kg.
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Figure 44: Evaluation setup

needs to signal the start and end of each test by pressing a phone volume button. The test

protocol is suggested by clinicians based on a simple bicep workout and entire procedures

are automated by voice and screen instructions as shown in Figure 45.

Information
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Instruction

page
Preparation Lift-up Hold Lift-down Rest Finish

Start

Hard to follow 
protocol?

Yes

No
Next workout

Figure 45: Protocol procedures and instructions of the smartphone app
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Holder

Smartphone

Figure 46: Experimental setup for bicep muscle

The protocol stipulates that the basic unit of the test is a group, in which it requires the

subject to complete as many biceps workouts as possible until he(she) feels hard to follow the

speed of voice instructions. Each workout includes steps of preparation, lift-up, hold, lift-

down and a resting interval for the following workouts. By explicitly defining the duration of

these steps and the elevation that the dumbbell should be lifted, this work standardizes the

protocol so that people with different muscle condition should have similar feeling of fatigue

after enough times of workout.

This work evaluates the technique over 5 student volunteers. All volunteers have differ-

ent muscle strength and exercise habits, but none of them has ever experienced any muscle

disorders. All experiments are done in a 10m×10m lab office with furniture and electronic

equipment. Based on the evaluation goals, the protocol may ask the subjects to use dumbells

with different weights or complete multiple groups of test. During the test, the smartphone

should be placed closely (5 to 10cm) with its screen facing towards the muscle being moni-

tored. For bicep muscle, a handmade holder is used to fix the phone screen pointing to the

inner area of upper arm as shown in Figure 46.
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5.1.3 Facial Expression Recognition

The system is implemented using different types of commodity headphones, balun audio

connectors and audio jack splitters, and transmit ultrasound signals in multiple frequency

bands between 18 kHz and 21 kHz with an interval of 0.5 kHz. In the implementation, this

work allows the system to monitor the user’s facial expressions during normal uses of the

headphones (e.g., playing music or watching videos). To allow simultaneous transmission of

ultrasound signal along with audible sound playback in these cases, the system uses built-in

audio mixers on desktop OSes such as Windows and Linux.

Figure 47: Evaluation setup

Based on this implementation, this work evaluates the accuracy of recognizing the facial

expressions over 5 student volunteers, in a 10m×10m lab office with regular furniture. Due

to the large variation among different human faces, the neural network models are separately

trained and tested for each student volunteer, and the results are averaged over the 5 student

volunteers. As shown in Figure 47, in these experiments, a volunteer sits in front of a

camera and wears the re-wired headphone that connects to the host system. The volunteer

then follows the host system screen’s instructions to make facial expressions in 7 different

categories (neutral, joy, sadness, surprise, anger, fear and disgust) and retain each facial
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expression for 5 seconds before switching to the next. Each experiment lasts for 10 minutes,

during which the camera takes facial images at 30 FPS and acoustic sensing is conducted

simultaneously. Since the acoustic signal has much higher sampling rate compared to the

video frame rate, each video frame corresponds to one segment of sound recording. In total,

each experiments result in 18k training samples of video frames and acoustic recordings

respectively for both teacher and student network.

5.2 Results

5.2.1 Lung Function Indices Error

The accuracy of lung function estimation depends on the complexity of neural network

being used. Such complexity also decides the computation overhead of online inference. This

work investigates these two aspects with different numbers of neurons in each hidden layer of

the neural network. In all experiments, the system uses a Samsung Galaxy S8 phone at 5cm

from the chest for measurement. Results in Figure 48 show that errors of estimating all the

lung function indices can be effectively constrained below 2.5%, when the average number

of neurons in each layer is higher than 8. Otherwise, when this average number is reduced

to 6, the estimation error could approach to 3%. On the other hand, the computing time of

neural network inference is proportional to the neural network complexity. Based on these

results, this work sets the numbers of neurons in the three hidden layers as [12,10,8], for all

evaluations in this work.

This work first examines the measurement accuracy with the raw chest wall motion

produced by the motion tracker with lower accuracy. As shown in Figure 49, the average

errors of estimating FEV1, FVC and FEV1/FVC are 7.3%, 6.0% and 4.6%, respectively.

In particular, it is generally harder to precisely estimate FEV1, because the uncertainty in

human behaviors makes it difficult to precisely locate pstart. On the other hand, when the

proposed techniques are used to remove irrelevant hand and body motions, the system can

reduce the errors to 2.5% and hence reach the same level of accuracy as in-clinic spirometry.
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Figure 48: Trade-off between accuracy and overhead of neural network inference
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Figure 49: Lung function estimation error

When the distance between the smartphone and chest wall increases, the ultrasound

signal strength attenuates and more multi-path interferences are also involved. As shown in

Figure 50, when such distance increases from 5cm to 20cm, the error when measuring FEV1

slightly increases to 2.5%, because the extra signal distortions make it harder to correctly

identify the start of exhalation stage. At the same time, this work is able to retain the
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accuracy of measuring FVC and FEV1/FVC with negligible difference over these distances.

These results enhance the usability of the system out of clinic, as users do not need to

intentionally fix the distance between the smartphone and chest wall.
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Figure 50: Different distances

When being hand-held, the smartphone may be randomly tilted from horizontal, es-

pecially during the exhalation stage. Such tilted positions change the reflection path of

ultrasound signal and hence may also affect the measurement of lung function indices. To

examine such impact, the system keeps the measurement distance to be 5cm and tilt the

smartphone up and down with different degrees. Experiment results in Figure 51 show that

when the smartphone is tilted up or down by 15 degrees, the increase of measurement er-

ror could be effectively restrained within 0.2%. Even when the smartphone is tilted to 30

degrees, such error will not exceed 3.5%.

The ultrasound signal, when penetrating through clothes, may create extra reflections

that affect the chest motion tracking. To investigate such impact of clothes, the protocol

instructs the volunteers to wear clothes of different tightness, thickness and texture, as

shown in Figure 52(a). Experiment results in Figure 52(b) show that the system provides

reliable lung function estimation with most types of clothes, and could effectively restrain the
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Figure 51: Different tilting angles

variance across different clothes within 0.5%. The only exception is when the patient wears

a thick sweater, which results in significant signal attenuation and raises the measurement

error to 7%. However, this thick sweater is for outdoor wear and the system does not expect

any patient to wear it indoors.

Based on the high measurement accuracy over healthy humans, this work further con-

ducts an observational clinical study at the Children’s Hospital of Pittsburgh, to investigate

the accuracy of the system on measuring the lung function of pulmonary disease patients,

particularly, pediatric patients with limited capabilities of cognition and cooperation. With

the IRB approval3, 83 pediatric patients are recruited in 4 months, and requested each

patient to use the system when they visited the hospital for in-clinic spirometry4.

As shown in Table 3, the recruited patients cover a wide variety of different ages, genders,

races, body conditions and diseases. A total number of 281 spirometry tests are measured,

and 185 of them are considered as valid.

3University of Pittsburgh IRB approval No. STUDY19030114.
4Due to the hospital’s regulatory requirements to ensure clinical compliance and the pediatric patients’

body safety in the clinical room, the smartphone is fixed by a holder in front of chest rather than being
hand-held.
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Figure 52: Impact of wearing different clothes

This work statistically analyzes the correlation between patients’ chest wall motion and

lung function indices. Table 4 shows the Pearson correlation between chest wall motion

features (Smax, D1s, Dmax) and lung function indices. It demonstrates that FEV1, FVC

and FEV1/FVC have strong correlations (P < 0.01) with chest motion features, clinically

validating the usefulness of the design. The correlation with PEF is weaker due to high

variability of PEF measurements and uncertainty of pediatric patients’ body movements.
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Table 3: Patients’ Information

Category Characteristics Number

Demographics

Tests per patient 2.2 ± 1.4

Age (years) 11.5 ± 2.6

Female (%) 40 (48.2)

Body conditions

Height (cm) 148.7 ± 15.3

Weight (kg) 46.3 ± 19.9

BMI (kg/m2) 20.2 ± 5.3

Underweight (%) 19 (22.9)

Overweight (%) 14 (16.9)

Obese (%) 1 (1.2)

Pulmonary diseases
Asthma (%) 62 (74.7)

Cystic fibrosis (%) 21 (25.3)

Table 4: Pearson correlation between chest wall motion features and lung function indices.

Coefficients (P -value) D1s Dmax Smax

FEV1 0.33 (3.9e−6) 0.25 (7.6e−4) 0.31 (1.3e−5)

FVC 0.3 (3.1e−5) 0.22 (2.3e−3) 0.3 (3.6e−5)

FEV1/FVC 0.17 (1.8e−2) 0.15 (4.2e−2) 0.16 (3.1e−2)

PEF 0.12 (9e−2) -0.013 (8.6e−1) 0.059 (4.3e−1)

Furthermore, this work individually investigates the correlation between each lung func-

tion index and chest motion features, by using generalized linear regression. Results in Table

5 show that all three motion features are linearly correlated with FEV1 and FVC (P < 0.01).

For example, each millimeter increment of D1s is significantly associated with 1.26 increase

of %pred FEV1 and 1.00 increase of %pred FVC. Such correlation with PEF, however, is

weaker.
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Table 5: Linear correlation between chest motion features and lung function indices (%pred)

β-Coefficients (P -value) FEV1 FVC FEV1/FVC PEF

Smax 0.74 0.62 0.21 0.01

(< 0.01) (< 0.01) (0.03) (0.16)

D1s 1.26 1.00 0.37 0.04

(< 0.01) (< 0.01) (0.02) (0.02)

Dmax 0.54 0.43 0.19 0.01

(< 0.01) (< 0.01) (0.04) (0.42)

Overweight and obese patients are more likely to exhibit abnormal chest wall motion.

To investigate such impact on the system, the above statistical correlation is calculated over

these patients. Results in Table 6 show that statistical correlations are generally weaker

over these patients due to their heterogeneous external characteristics of the chest wall, and

strong correlations are only found between chest motion features and FVC.

Table 6: Statistical correlation among overweight patients

β-Coefficients (P -value) FEV1 FVC FEV1/FVC PEF

Smax 0.99 1.47 -0.31 -0.07

(0.06) (< 0.01) (0.12) (0.02)

D1s 1.81 2.46 -0.41 -0.09

(0.02) (< 0.01) (0.17) (0.05)

Dmax 0.44 1.12 -0.50 -0.08

(0.40) (0.03) (< 0.01) (< 0.01)

Built on the statistical correlation, this work investigates the accuracy of lung function

monitoring. Such accuracy is evaluated at both levels of individual spirometry tests and

patients. Results in Figure 53 show that at test level, The system has an error of 15.45%
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± 1.82% and 11.46% ± 1.23% when estimating FEV1 and FVC, respectively. The main

reason for such errors is that pediatric patients usually have difficulty in fully following the

spirometry protocol and exhibit more diversity in chest wall motion. Besides, such estimation

accuracy has been greatly improved from current low-cost spirometers (>20% in home use),

and the accuracy in estimating FEV1/FVC is further reduced to <10%.
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Figure 53: Average errors of estimating lung function indices (all in %pred)

The estimation error at patient level can be reduced to 12.52% ± 1.97%, 9.06% ± 1.39%,

and 7.69% ± 1.69% for FEV1, FVC and FEV1/FVC, respectively, by averaging the results

from multiple spirometry tests of the same patient. Since a patient’s spirometry tests are

only valid if the variance of their results is smaller than 10% [27, 81], such patient-level

estimation is more commonly used in practice. The accuracy of estimating FEV1/FVC, in

particular, approximates that of in-clinic spirometry (around 5%). The system, hence, can

be reliably used for disease tracking out of clinic.

62



In clinical practice, humans’ lung function is highly relevant to their age, gender and the

specific pulmonary disease they have. Hence, this work investigates the accuracy of lung

function estimation over these different patient subgroups.

Age: This work divides patients into three age groups (8-10, 11-13 and 14-17), and numbers

of patients in these groups are 34, 26 and 23, respectively. Results in Figure 54 show that

the estimation is more accurate over older patients, and the error over age group of 14-17,

in particular, has >4% less errors than other groups. The primary reason is that pediatric

patients in low ages usually cannot maintain their bodies fully stationary during spirometry

tests. In these cases, being different from in-clinic spirometry that measures patients’ ex-

haling airflow through a mouthpiece, the system is more sensitive to patients’ body motions

and produces more errors. This is also exemplified by the ratio of valid spirometry tests in

different age groups, which is 70.1% for the Age 14-17 group but only 61.9% for the Age 8-10

group. In older age groups, estimating FVC is more accurate compared to FEV1 estimation,

because older patients have smaller variation of airway caliber with respect to lung size. It

is hence easier to estimate their air volumes being exhaled [130].

Gender: Figure 55 shows that the system achieves higher estimation accuracy over females,

and such difference could be up to 3%-4% for estimating FEV1/FVC. One possible reason

is that girls’ spirometry tests in the clinical study have a higher percentage (69.6%) to be

valid, and this percentage is only 62.2% for boys’ spirometry tests in the clinical study.

Such difference is even more significant in low-age groups. Furthermore, from the clinical

perspective, girls usually have wider but shorter airways in their childhood than boys, so

that their momentary lung function indices (e.g., FEV1) could have less variation [45].

Disease: As shown in Figure 56, the system achieves better accuracy in estimating lung

function of asthma patients, because asthma is predominantly a disease of airway obstruction.

Estimation errors over cystic fibrosis (CF) patients, on the other hand, are higher and the

difference could be >5%. The main reason is that CF usually exhibits other symptoms

such as infection and mucus accumulation, which affect lung function beyond the changes in

airway mechanics. Besides, before hospitalization and treatment, CF patients tend to have

markedly lower lung function on force exhaling. All these factors cause highly variant results

on the FEV1 error, while FVC reflecting the entire breathing volume is less affected.
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Figure 54: Different age subgroups

5.2.2 Muscle Fatigability Consistency

This work first evaluates the technique when being used to analyze the accumulation

speed of muscle fatigue. The evaluation is based on a fact that bicep muscle would become

fatigued faster when being exercised with heavier weights, so the system presets 3 weight

options and ask the subject to complete at least 1 group of workouts for each weight option.

The evaluation metric is whether the slope values become larger accordingly as the protocol

increase the weights.

Meanwhile, the experiment also deploys an EMG device, as shown in Figure 57, to

further validate such fact of accumulation speed and serve as the ground truth to evaluate

this technique. In the scope of EMG analysis, muscle fatigue can be represented as the
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Figure 55: Different gender subgroups

integration of EMG signal (IEMG) while muscle contracts [110], namely the area within

the EMG curve and time axis as shown in Figure 58. With similar insights of the system,

this work performs the first order curve fitting over IEMG values measured in a group of

workouts and use the slope value to represent the accumulation speed of fatigue.

Figure 59 shows the fitted lines of fatigue measurements for both EMG and this tech-

nique. The experiment includes 3 groups of workouts using weights of 9, 14 and 19 pounds

respectively over the same subject. Because EMG has different measurement rationale with

this technique, the scales of these values are different. However, from the correspondence

between the slope value and actual weight being used, this work validates that fatigue ac-

cumulates faster as the protocol use heavier weights, which agrees with results measured by

this technique as well.
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Figure 56: Different disease subgroups

Table 7: The speed of fatigue accumulation (slope value) over different subjects

Subject # 9 Pounds 14 Pounds 19 Pounds

1 1.28 1.51 3.64

2 0.42 0.95 2.34

3 1.02 1.62 3.22

4 0.52 0.46 0.65

5 1.09 1.37 2.92
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EMG 

electrodes

Figure 57: Experimental setup with EMG device

IEMG

Figure 58: The integration of EMG signal (IEMG)

This work then evaluates the technique regarding its generality over more subjects with

the same weight settings. Table 7 shows the slope values measured on all volunteers with

different muscle strength, from which the same trend of increasing value can still be observed
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Figure 59: Slope values of 3 different weights measured by EMG and this technique
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Figure 60: The data of subject #4 with weaker muscle

when the weight gets heavier. Noticeably, each individual tends to have a value distinct

from all the others. It is considered that such results are caused by muscle development and

strength of different individuals, especially for subject #4 whose measurements are quite

similar with different weights. Due to less exercises and training compared with others, the

bicep muscle of subject #4 is much weaker, which causes the monitored data exhibiting little

difference between isometric and isotonic contractions, as shown in Figure 60. Unlike data

collected from others that clearly shows the transition between these two phases such as the
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waveform in Figure 29, subject #4’s data hinders the estimation of muscle tremor as well

as the fatigue monitoring. For the rest majority of people, this technique can effectively

quantify the speed of fatigue accumulation.
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Figure 61: Consistent sessions (%) of each individual

To justify that the technique is effective and consistent with the nature of muscle fatigue,

this work asks each subject to finish 3 groups (a session) of workouts using the same weight

with an interval of one hour. Then, given that later groups are conducted based on initial

tiredness led by previous group(s), this work considers that muscle fatigue, under the same

weight, should occur earlier in later groups. As a result, the system defines a consistent test

session as G1 > G2 > G3, where Gi is the workout index of fatigue boundary in group i.

Then, the evaluation metric is the percentage of consistent sessions among all test sessions

being finished.

34 sessions of data are collected over all the five volunteers and 23 sessions (67.6%)

achieve the aforementioned consistency after the identification of fatigue occurrence. Figure

61 presents the percentage of consistent sessions over 5 individuals, and the technique can

achieve around 70% of consistency for the majority of participants. With the same reason

for muscle weakness mentioned above, data of subject #4 produces only 40% of consistency.

For all the other subjects, the ratio of consistency is generally higher than 75%.

69



G1>G3>G2

G2>G1>G3

G3>G1>G2

G3>G2>G1

0

1

2

3

4

5

N
u

m
b

e
r 

o
f 

s
e

s
s
io

n
s

Figure 62: Cases of inconsistent sessions

For the 8 inconsistent sessions from all subjects except for subject #4, Figure 62 shows the

orders of fatigue boundaries in detail. It is observed that only 1 session exhibits completely

inverse order (G3 > G2 > G1), which is counter-intuitive for muscle fatigue. On the other

hand, 4 out of 8 inconsistent sessions ranked the 1st group of workouts correctly but only

mistakenly placed the 2nd and 3rd. Such inaccuracy between 2nd and 3rd groups is mainly

caused by less evident cluster boundary after muscle exhaustion in the 1st group of that

session. Since 1-hour rest interval may not be sufficient enough for fatigue recovery, during

the 2nd or 3rd group of tests workouts are performed with exhausted muscle that gets tired

quickly.

Overall, these results demonstrate that the workout index discovered by this technique is

a potential indicator of actual fatigue occurrence, and the technique bears more confidence

when being applied to muscle without initial tiredness.

5.2.3 Expression Recognition Accuracy

This work trains different models for each subject due to the heterogeneity of human

facial muscle. The average accuracy of recognizing 7 categories of facial expressions over 5

student volunteers is shown in Figure 63, and such accuracy is above 80% for all 7 cate-
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Figure 63: Average accuracy over all users
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Figure 64: Accuracies of individual users

gories. Furthermore, Figure 64 shows the recognition accuracy over each individual student

volunteer, and demonstrates that such accuracy varies little and retains at the same level

over each student volunteer.
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Figure 65: Recognition accuracy without consecutive frame dependency

Since the test above randomly selects data from a 10-minute session, there will be consec-

utive video frames or audio segments recorded from the same expression. Such dependency

needs to be removed to evaluate the model consistency among different exhibitions of the

same expression. To evaluate that, the 10-minute session is separated into beginning 8 min-

utes and ending 2 minutes. Data from the first 8-minute is used to train the model and last

2-minute is used to report the accuracy. With such a data selection, the test data will not

come from the same time segment that is used to train the model. Figure 65 shows results

of this data division approach, and the accuracy is comparable to that when the training

sample is randomly selected.

Next, Figure 66 shows results of the leave-one-user-out model evaluation, in which this

work trains the model using data collected from 4 users and report the recognition accuracy

tested on the one left. The model still achieves 70% of accuracy when it is not tuned to

specific user. This proves that, even without user-specific training, the teacher and student

model can still work collaboratively to extract effective acoustic features correlated with

facial expressions.

Furthermore, the confusion matrix of facial expression recognition is shown in Figure 67.

Note that recognitions on the anger and fear expressions are less accurate when compared to

those on other expressions. To investigate the reason of such inaccuracy, this work inspects
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Figure 66: Leave-one-user-out accuracy of different facial expressions
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Figure 67: Confusion matrix of facial expression recognition

the acoustic channel estimations corresponding to each category of facial expressions, and

found that these two categories of facial expressions result in larger variations of the acoustic

channel, as shown in Table 8. The reason of such large variance is that maintaining the

fear and anger expressions is more difficult for the users due to the involvement of more

groups of facial muscles. As a result, different samples of these expressions may be largely

heterogeneous and hence affect correct recognition of these expressions.
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Table 8: Channel estimation variance of different categories of facial expressions

Expressions N J Sa Su A F D

Variance 1.39 1.78 1.67 2.31 5.17 5.89 2.75
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Figure 68: Over-ear headphone (The impact of signal strength)

The recognition accuracy depends on the strength of ultrasound signal being received by

the transformed microphone. This work evaluates the impact of such signal strength with

different volumes of the transmitted ultrasound, but the results in Figure 68 show that even

when the sound volume at the transmitting speaker is reduced to 50% of the maximum, the

recognition accuracy only slightly drops by 1.5%. In reality, as the transmit ultrasound is

inaudible to most people, maximum volume can always be used in most cases.

The sound leakage from commodity headphones is the basic motivation of the system

design. Since such leakage varies over different frequency bands, this work evaluates the

system performance by transmitting acoustic signal at different frequency bands as shown in
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Figure 69: In-ear headphone (The impact of signal strength)

Figure 70. The results demonstrate that the system has the similar recognition accuracy over

different ultrasound bands, but has slightly lower accuracy when the transmitted signal falls

closer to the audible sound (e.g., around 15 kHz). Such accuracy drop is mainly because that

commodity headphones are designed suppress the sound leakage within the audible bands.

The system transmits the ultrasound signal along an one-way direction because the re-

wiring only transforms one speaker into a microphone. Given that some facial expressions

may be asymmetric (e.g., contempt and fear as shown in Figure 10), the direction of ul-

trasound propagation may affect the accuracy of recognizing facial expressions. This work

evaluates the impact of such direction of sound propagation. As shown in Figure 72, the

impact of different propagation directions produce negligible impacts on the recognition ac-

curacy. The main reason is that facial expressions are recognized based on estimations of

the acoustic channel that covers the entire human face, and such a channel hence remains

the same in both directions of signal propagation.
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Figure 70: Over-ear headphone (The impact of signal frequency band)
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Figure 71: In-ear headphone (The impact of signal frequency band)
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Figure 72: Over-ear headphone (The impact of signal propagation direction)
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Figure 73: In-ear headphone (The impact of signal propagation direction)
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Figure 74: Over-ear headphone (Impact of different user activities)

As stated above, the system is designed to recognize the user’s facial expressions with

other concurrent user activities. This work evaluates the impact of different user activities

on the recognition accuracy, and evaluation results in Figure 74 show that the system retains

high accuracy of recognizing facial expressions for most types of user activities, even when

the user is using the headphone to listen to music or watch videos that mainly involve

sounds in audible bands. To verify its practical application, the system also tests outdoor

scenarios including sitting on a bench and walking. Because most outdoor noise can be

filtered out during preprocessing, it can still achieve similar accuracy. Besides, a slight

performance drop is noticed when the user is walking, such difference is caused by human

walking motion may add movements on the receiver side of the headphone, thus impact

the channel estimation results. However, the system will experience 15% accuracy drop

if the user is talking while using the system, because of the extra movements of relevant

facial muscles. Comparatively, it is also verified that vision-based recognition methods [122]

will also experience 10-15% accuracy drop in similar situations, hence demonstrating the

competitiveness to these existing methods.
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Figure 75: In-ear headphone (Impact of different user activities)
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Figure 76: Impact of different skin conditions

Since the transmitted ultrasound signal propagates closely above the facial surface, its

propagation may also be impacted by different skin conditions. To evaluate whether such

factor can make an impact, this work trains the model with data only collected on normal
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Figure 77: Impact of head accessories and clothes

faces, and test the system performance using data from other skin conditions (without any

re-training or fine-tuning on these new data). The system emulates these skin conditions by

applying cream and water onto the user face, and the accuracy of facial expression recogni-

tion, as shown in Figure 76, remains nearly the same under these different skin conditions.

Lastly, this work evaluates some external wearing objects that can impact the system’s

practical usefulness. Figure 77 shows the recognition accuracy when a user wears glasses or a

hoodie hat. Objects being worn may potentially change the acoustic channel characteristics

by incorporating additional signal propagations. However, these results demonstrate that

wearing accessories or clothes produces little impacts on the recognition accuracy. Essen-

tially, as long as the accessory does not cover the facial skin (e.g., masks) to hide the face

contour, the system can retain the recognition accuracy with little performance loss.
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6.0 Conclusions

This dissertation proposes several smart health applications based on active acoustic

sensing. In general, its research goals include spirometry test for human lung function

estimation, the evaluation of bicep muscle fatigability and facial expressions recognition

that can be used to infer human emotion well-beings.

Chapter 2 describes current research work related to the dissertation. Mobile health

systems recently demonstrate their success out of the clinic based on the robustness of

active motion tracking techniques. Compared to medical equipment with dedicated sensors,

smart health applications using generic sensors not only require biomarkers that are not

only correlated with certain health metrics, but also non-intrusively measurable to ensure

practical usability.

Chapter 3 describes the medical background of all topics discussed in the thesis. It intro-

duces spirometry and lung function indices with their clinical protocols, muscle contraction

and force generation mechanisms and the correlations between facial expressions and facial

muscle. These knowledge helps the development of methodologies to implement the smart

health applications.

Chapter 4 describes the rationale of this work that is the active acoustic sensing tech-

niques derived from motion tracking applications. Such active sensing is described as the

speaker transmitting a pre-defined signal, then the signal propagates and will be received by

the microphone. During the signal propagation, the physical variation of desired biomarker

can affect signal characteristics due to impact of reflection and attenuation. From the re-

ceived signal, these information can be uncovered to quantify the variation of these biomark-

ers. As a result, the received signal can be correlated with certain health evaluation metrics.

In this chapter, three independent applications are presented to demonstrate how active

sensing can be used on different biomarkers and how the system setup adapts to these ap-

plications. The first application uses the smartphone to conduct lung function spirometry

test. Since it measures the biomarker of chest wall motion, bottom speaker and bottom

mic are chosen to ensure better directional propagation pathway. The second application
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quantifies muscle fatigue to monitor muscular disorders. It uses muscle tremor as an implicit

biomarker, so bottom mic and top speaker are selected to ensure larger area to be captured

by the acoustic signal. Finally, to recognize human facial expressions from the biomarker of

facial muscle deformation, existing mobile devices cannot meet the sensing requirements of

transmitting signals above the facial skin, so the setup is modified accordingly by rewiring

commodity headphones.

Chapter 5 describes the evaluation setup for all smart health applications discussed in this

thesis. In general, all applications work well on the recruited subject group. Specifically, the

spirometry on smartphone has been clinically tested on pediatric asthma patients. To prove

the practical usability of these systems, this chapter also includes test results with different

influential factors that will impair the system performance. To summarize, all systems can

work reliably and accurately in casual practice compared with medical equipment.
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