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Abstract 

Computational Studies of Catalytic Organic and Bioorganic Reactions 

 

Yue Fu, PhD 

 

University of Pittsburgh, 2022 

 

 

 

 

Understanding reaction mechanisms, rationalizing reactivity and selectivity, and predicting 

new catalytic transformations are long-standing challenges for synthetic organic chemistry. To 

provide molecular level understanding of reaction mechanisms and catalyst effects, computational 

study has emerged as an effective approach. The use of computational methods in mechanistic 

studies is especially valuable in systems involving complex reaction pathways, reactive 

intermediates, strong solvent effects, and open-shell transition metal complexes, where 

experimental techniques for mechanistic investigations are relatively limited.  

I applied various computational methods to investigate reaction mechanisms and factors 

controlling reactivity and selectivity in glycosylation reactions, silver catalyzed C−H amination 

reactions, and P450-catalyzed bioorganic reactions. In this dissertation (Chapter 2), I use the 

combination of ab initio molecular dynamics (AIMD) metadynamics and Born-Oppenheimer 

molecular dynamics (BOMD) trajectory simulations to provide metrics (energy, geometry, and 

timing) to describe the continuum of glycosylation mechanisms (SN2, SN2-like, SNi, SN1-like, and 

SN1). In Chapter 3, I apply systematic studies to evaluate the sensitivity of regioselectivity to 

different substrate properties (BDE, tether length, electronic effects, etc) in silver catalyzed C–H 

amination reactions. Finally, I report a computational study on the mechanism, reactivity, and 

enantioselectivity in the P450-catalyzed atom transfer radical cyclization (ATRC) (Chapter 4). I 

discovered a bifunctional biocatalyst, with the heme cofactor enabling atom transfer activity and 

the Q263 residue introduced in directed evolution serving as a critical hydrogen bond donor, 
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activating the substrate, and enhancing enantioselectivity. Computational insights derived from 

these studies were used to facilitate the synthesis of functionalized organic compounds and guide 

reaction design. 
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1.0 Introduction 

Catalytic organic and bioorganic reactions are powerful strategies in chemical synthesis of 

functionalized organic compounds for biomedical and pharmaceutical research. Although 

tremendous progress has been made in the field of their synthetic methodology development, there 

are still several challenges that impede the design and discovery of better catalysts for their 

synthesis. One of the challenges is to elucidate factors that control regio- and stereoselectivity in 

transition metal-catalyzed reactions and enzyme-catalyzed asymmetric synthesis. This challenge 

is relevant in many types of reactions, including glycosylation reactions in carbohydrate 

chemistry,1 C–H and alkene functionalization reactions. 

The standard way of studying reaction mechanisms and selectivity is to use density 

functional theory (DFT) methods to calculate reaction pathways and produce energy profiles. The 

resulting reaction energy profiles can be used to identify preferred reaction mechanism, rate- and 

selectivity-determining steps, and to study ligand and substrate effects on reactivity and selectivity. 

However, there are several scenarios where this standard approach may be insufficient, including 

(a) when a reaction is strongly affected by explicit solvent effects that are challenging for 

commonly used implicit solvent model, (b) when selectivity is affected by a combination of 

multiple factors originated from the substrate and the catalyst, and (c) in enzyme catalysis because 

of the conformational flexibility and the size of the catalyst system.  

My research focuses on addressing these challenges, including the reaction mechanisms 

and factors controlling stereoselectivity of glycosylation reaction, origin of the site selectivities for 

silver catalyzed C−H amination reactions, and the controlling factors for the enantioselectivity of 

P450-catalyzed bioorganic reactions. These studies involve the use of various computational 
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methods, including ab initio molecular dynamics (AIMD) simulations to study glycosylation 

reactions involving reactive oxocarbenium intermediates in explicit solvent, DFT calculations to 

study the reaction silver catalyzed C−H amination reaction mechanisms, coupled-cluster and 

multireference methods to study the electronic structure of silver complexes. Finally, I applied 

classical molecular dynamics (MD), hybrid quantum mechanics/molecular mechanics (QM/MM) 

calculations, and metadynamics simulations to study the mechanism and origin of 

enantioselectivity engineered P450 atom transfer radical cyclases.  

Glycosylation reaction is a fundamental transformation involving carbohydrate molecules. 

It is extremely difficult to control the stereoselectivity of glycosylation reaction because the 

reaction outcome is highly sensitive to multiple factors (glycosyl donors, glycosyl acceptors, 

solvent, temperature, and activators, etc.) that ultimately affect the reaction mechanisms, which 

may shift within a continuum of SN1- and SN2-type mechanistic pathways (Figure 1-1). 

Experimentally, mechanistic information for glycosylation reactions can be obtained from the 

stereoselectivity of the products kinetic studies, kinetic isotopic effect (KIE) measurements,2 and 

spectroscopic characterization, etc. Due to the practical challenges conducting certain experiments, 

the understanding of glycosylation mechanism is still lacking.  

Previous computational studies were conducted to elucidate conformation and relative 

stability of oxocarbenium intermediates in solution,3 transition state structures in glycosylation 

reactions, etc.4 However, a general computational approach to reliably predict the mechanism of a 

given glycosylation reaction is currently still lacking.  

In this dissertation (Chapter 2), I establish a protocol using the combination of AIMD 

metadynamics and Born-Oppenheimer molecular dynamics (BOMD) trajectory simulations to 

provide metrics (energy, geometry, and timing) to describe the types of glycosylation mechanisms 
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(SN2, SN2-like, SNi, SN1-like, and SN1) from different perspectives (the number of transition states 

along the reaction path, synchronicity of transition state structure, and lifetime of the 

oxocarbenium intermediate). Moreover, the combined metadynamics/BOMD approach will be 

broadly applied to investigate various glycosylation reactions, as well as other organic reactions 

involving reactive intermediates and strong solvent effects.   

 

Figure 1-1 Factors that impact the stereochemistry of glycosylation reactions. 

Various synthetic methodologies using transition metal catalyst to construct of C–N bond 

via nitrene transfer has been developed over the years.5 Among those, the development of silver 

catalyzed C–H amination via nitrene transfer (NT) has attracted great interest. The diversity of 

ligands supporting the Ag catalysts results in a broad range of steric and electronic environment 

around the reacting center, and thus, offers opportunities to achieve catalyst-controlled regio- and 

enantioselectivities (Figure 1-2).   

Numerous examples from Schomaker et al. have demonstrated the use of Ag catalysts for 

the regiodivergent C–H aminations.6 Despite these successes, it is still challenging to develop Ag 

catalyst to effectively distinguish between C–H bonds with similar bond dissociation energies 

(BDE) and steric environments, override inherent substrate preference to favor a less reactive site, 

or activate inert C–H bonds. In addition, the reactivity is affected by the electronic,7 steric,8 and 
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tether length effects.6b The reaction development usually requires trial-and-error experimental 

optimization of multiple factors, including ancillary ligands, precursor,9 counter anions, etc. The 

lack of thorough understanding the of the interplay of these experimental variables hinders the 

rational catalyst design for the tunable C–H bond amination.  

In order to elucidate the origins of catalyst-controlled selectivity in the Ag-catalyzed 

regiodivergent C−H amination (Chapter 3), I used a unique computational approach to evaluate 

the sensitivity to different substrate properties (BDE, tether length, electronic effects, etc.) in 

reactions with four representative types of Ag nitrenes. These systematic studies on ligand and 

substrate effects provided a set of practical guidelines for rational selection of suitable ligand and 

precursor for selective C–H amination based on the properties of the target C–H bond. Through 

experimental validations, I demonstrated the effective use of these guidelines to realize 

regiodivergent amination of both β- and γ-aliphatic C–H bonds with similar steric and electronic 

properties.  

 

Figure 1-2 Catalyst controled regioselectivity for Ag catalyzed C-H amination via nitrene transfer. 

New-to-nature radical biocatalysis has recently emerged as a powerful strategy to tame 

fleeting open-shell intermediates for stereoselective transformations. Laboratory evolved 

cytochromes P450 from the Yang group taking advantage of natural enzyme’s exquisite 

stereocontrol and innate redox properties enable new-to-nature enantioselective atom-transfer 
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radical cyclization (ATRC) (Figure 1-3).10 Because traditional approach using small-molecule 

catalysts can lead to the dissociation of the free radical intermediate, the effective stereoinduction 

of radical-mediated transformations are rare.11-12 Thus, the enzymatic counterparts provide a new 

means of taming radical intermediates for a synthetically valuable but underdeveloped class of 

asymmetric transformations.  

Experimentally, protein engineering induced mutants dramatically enhance reactivity and 

stereoselectivity. However, the active site residues responsible for the enhanced reactivity and 

enantioselectivity are still not clear. Moreover, the atomic scale simulations of enzymatic transition 

states and understanding the flexible and complex enzyme-substrate interactions are challenging. 

In this dissertation (Chapter 4), I report a computational study on the mechanism, 

reactivity, and enantioselectivity in the P450-catalyzed atom transfer radical cyclization (ATRC). 

I discovered the unexpected role of a key glutamine residue (Q263) in enabling this unprecedented 

enzymatic transformation. Consequently, these previously evolved biocatalysts are bifunctional, 

with the heme cofactor enabling atom transfer activity and the Q263 residue introduced in directed 

evolution serving as a critical hydrogen bond donor, activating the substrate, and enhancing 

enantioselectivity.  

 

Figure 1-3 Bifunctional engineered P450 atom transfer radical cyclases. 
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2.0 Ab Initio Molecular Dynamics Simulations of the SN1/SN2 Mechanistic Continuum in 

Glycosylation Reactions 

Reprinted with permission from Fu, Y.; Bernasconi, L.; Liu, P. Ab Initio Molecular 

Dynamics Simulations of the SN1/SN2 Mechanistic Continuum in Glycosylation Reactions. J. 

Am. Chem. Soc. 2021, 143, 1577–1589. Copyright, 2021, American Chemical Society.  
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2.1 Introduction 

Carbohydrates, the “essential molecule of life”, 13  are essential constituents of living 

organisms and participate in nearly all biological processes. Glycosylation reaction is a 

fundamental transformation in biological systems to produce carbohydrate products. It involves a 

mono- or polysaccharide derivative acting as14 an electrophile (“glycosyl donor”) activated with a 

Lewis or Brønsted acid that couples to a nucleophile (“glycosyl acceptor”) to form a C–O bond at 

the stereogenic anomeric carbon (Figure 2-1).  

 

Figure 2-1 Glycosylation reactions. 

Although intensive efforts have been directed toward the development of practical methods 

and strategies for oligo- and polysaccharide synthesis,15 stereochemical control in the construction 

of glycosidic linkages remains challenging.1a-b,15 Experimentally, stereoselectivity of 

glycosylation reactions is influenced by various factors including the permanent factors (glycosyl 

donors and glycosyl acceptors) and environmental favors (solvent, temperature, and activators) 

(Figure 2-2). For example, Seeberger16 reported that the glycosylation of i-PrOH with glucosyl 

donor 2-1a is stereoinvertive while the reaction of i-PrOH with mannosyl donor 2-1b is 

stereoretentive, the stereoretentive product is favored when the acceptor is more steric hindered, 

while the polar solvent and lower temperature are in favor of producing stereoinvertive product 

(Figure 2-2), etc. 
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Figure 2-2 Effects of glycosyl donors, acceptors activators, solvent, and temperature on stereoselectivity of 

glycosylation reactions. 

Rationalizing stereoselectivity of glycosylation reactions requires thorough understanding 

of the mechanisms (Figure 2-3), which is a long-standing challenge in carbohydrate chemistry. 

These reactions, which involve the nucleophilic substitution of a leaving group in a glycosyl donor 

with a glycosyl acceptor, can occur via a concerted SN2 mechanism, a stepwise SN1 mechanism 

involving oxocarbenium intermediates, or, in most cases, SNi mechanisms involving tightly or 

loosely associated ion-pairs.17 There is extensive experimental evidence for the existence of a 

continuum of mechanisms spanning the two extreme SN1 and SN2 pathways, and that the actual 

mechanism of a given reaction is strongly affected by multiple factors, including the nature of the 

leaving group, glycosyl donor and acceptor, solvent, activator, and the reaction temperature.16f,18 

Because the mechanisms of glycosylation directly impact the reaction stereospecificity, insights 

into how these factors promote the concertedness of the reaction can provide useful guidelines for 

the development of stereoselective glycosylation reactions.  
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Figure 2-3 Glycosylation mechanisms. 

Experimentally, mechanistic information for glycosylation reactions may be obtained from 

the stereoselectivity of the products, as the SN2 pathway leads to stereoinversion while the SN1 

pathway can lead to a mixture of two anomers. In addition, kinetic studies, kinetic isotopic effect 

(KIE) measurements,2 and attempts to observe glycosyl oxocarbenium intermediates via 

spectroscopic methods can be used to reveal a number of mechanistic details. These experimental 

studies present a number of practical challenges, including, for instance, the synthesis of 

isotopically labeled molecules for KIE measurements.  

Computational studies have been used to elucidate the conformation and relative stability 

of oxocarbenium intermediates in solution (Figure 2-4).3 Although only a few of them have 

addressed specifically transition state structures in glycosylation reactions,4, 19  predicting the 

stability of oxocarbenium ion in the SN1 pathways is more challenging because of the strong 

solvation effect and the effects of the counterion (i.e. leaving group). A general computational 

approach to reliably predict the mechanism of a given glycosylation reaction within the SN1/SN2 

continuum is currently still lacking.  
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Figure 2-4 Computational mechanistic studies. 

Most of the challenges encountered in the computational modeling of glycosylation 

pathways are associated with the difficulty of describing solvation effects in transition state 

calculations.20 Although the widely used continuum polarization models (e.g. SMD, CPCM, etc.) 

provide reasonable energetics for most reactions in organic solvents,21 they fail to account for the 

energy difference of competing SN1/SN2 glycosylation pathways, particularly in situations in 

which the solvent plays a non-innocent role on the reactivity.22 The reactivity and stability of the 
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putative oxocarbenium ion intermediate can be affected not only by electrostatic interactions, but 

also by the presence of hydrogen bonds and even covalent interactions with solvent molecules.14b,23  

In this work, we use AIMD simulations, with an explicit molecular treatment of both 

reactants and solvent, to address these fundamental challenges in the modeling of glycosylation 

mechanisms. AIMD24 simulations propagate dynamical trajectories using forces computed with 

quantum mechanical methods such as DFT. Thus, AIMD can be used to investigate time-resolved 

mechanisms involving chemical bond breaking, bond forming, and charge transfer events, which 

are challenging for classical MD simulations. AIMD has been successfully applied to simulate 

microscopic physical, chemical, and biological processes and has been proven to be very effective 

in elucidating reaction mechanisms in condense phase. 

AIMD simulations performed with an explicit solvent provide a realistic description of 

both non-covalent and bonding interactions between solvent and solute and their evolution in 

time.25   They also provide explicit information about the entropic contribution to free energy 

profiles (which can be calculated using approaches for rare events,26 including metadynamics27), 

which are not limited to harmonic oscillator approximations. AIMD simulations can therefore be 

applied to the prediction of geometries and conformations of intermediates and transition 

states,25a,b free energy surfaces,26a,b timing of bond formation/cleavage, and lifetime of 

intermediates in complex environments, and they can in principle provide quantitative metrics, in 

the case of glycosylation reactions, to describe the reaction character within the SN1/SN2 

continuum (Figure 2-5). 

Metadynamics28 is an enhanced sampling method that biased potentials are added to the 

system to allow for the system to escape minima in order to sample the rest of the free energy 

surface on a time scale that is accessible by present day computers. The metadynamics approach 
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is capable of exploring the free-energy surface without prior information about the location of 

minima or transition states. This technique has been successfully applied to study chemical 

reactions that take place in condensed phase.  

The primary goal of this work is to explore the potential of AIMD-based methods to 

characterize the nature of glycosylation reactions with different substrates in different solvent 

environments, and how, in turn, the mechanisms affect the stereospecificity of the reaction. We 

investigate the glycosylations of a glucosyl trichloroacetimidate donor reacting with different 

alcohol acceptors in different organic solvents, a reaction that has been extensively studied 

experimentally by Seeberger.16 We show that the profile of the free energy surface at reaction 

temperature, the synchronicity of the transition state structure (i.e. the difference between the 

cleaving and forming bond lengths), and the time-gap between leaving group dissociation and 

nucleophile association can be used as three complementary indicators to distinguish between SN1- 

and SN2-like mechanisms. The chapter is organized as follows. First, we demonstrate the 

computational procedures to perform AIMD metadynamics and BOMD trajectory simulations 

from transition state structures of the glucosyl trichloroacetimidate donor reacting with i-PrOH in 

acetonitrile (ACN). Then, we carry out the same AIMD calculations for reactions in other solvents 

and with other alcohol acceptors to investigate how these variations affect the reaction 

mechanisms. Finally, we establish a set of quantitative metrics that can be used to describe the 

reaction mechanisms within the SN1/SN2 continuum.  
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Figure 2-5 Computationally derived quantitative metrics for characterizing mechanisms. 

2.2 Computational Methods 

2.2.1 Density Functional Theory (DFT) Calculations 

DFT is a widely used quantum mechanical method in computational chemistry to 

investigate the mechanisms of glycosylation reactions. Various DFT methods have been developed 

for geometry optimizations of ground state and transition state structures as well as property and 

energy calculations. To balance accuracy and cost, in this work, I applied the dispersion-corrected 

Perdew-Burke-Ernzerhof (PBE)29 functional, which is known to give satisfactory accuracy on 

modeling organic systems30 with low computational cost to study the mechanisms of glycosylation 

reactions.  

All DFT calculations were performed on Pitt CRC, TACC, and XSEDE31 supercomputers. 

To compare the transition state structures obtained from gas-phase and implicit solvation model 

calculations to those from the AIMD simulations in explicit solvent, we performed DFT 

calculations using the Gaussian 16 software package32 to study the static transition state structures 

optimized in the gas phase at the PBE-D3/6-311+G(d,p)//PBE-D3/6-31G(d) level of theory and in 
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implicit solvation using the SMD continuum solvation model at the PBE-D3/6-311+G(d,p), SMD 

(ACN)//PBE-D3/6-31G(d) level of theory. The reported Gibbs free energies and enthalpies in 

solution include thermal corrections computed at 298 K at the standard concentration (1 mol/L) 

using GoodVibes.33 The 3D images of optimized structures were prepared using CYLView.34    

2.2.2 CREST/GFN2-xTB Conformational Sampling 

Conformer–Rotamer Ensemble Sampling Tool (CREST) is a conformer sampling 

algorithm based on iterative metadynamics and extensive MD sampling to generate conformer–

rotamer ensembles35 followed by geometry optimization and electronic energy calculation using 

the semiempirical tight-binding based quantum chemistry method, GFN2-xTB. 36  I applied 

CREST/GFN2-xTB to generate input structures for DFT calculations of conformationally flexible 

glycosyl intermediates and transition states. 

The conformational sampling was performed by constraining the C1–OLG and C1–ONu bond 

distances at the transition state geometry (2.18 and 2.73 Å, respectively, for TS geometries 

optimized in the gas-phase; 2.14 and 2.70 Å, respectively, for TS geometries optimized in implicit 

solvation model) with a force constant of 0.5 hartree/bohr².37  The conformational sampling of 

transition states leads to 395 unique conformers in gas phase and 312 unique conformers in implicit 

acetonitrile. The structures obtained from conformational sampling were further optimized without 

constraints at the DFT level.  
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2.2.3 AIMD Simulations 

AIMD runs were performed using the QUICKSTEP module of the CP2K package.38 The 

liquid solution structure was modeled using an orthorhombic periodic cell of dimensions 20.0 Å × 

16.0 Å × 16.0 Å, containing 49 acetonitrile (ACN) molecules. In the simulations in 

dichloromethane (DCM) and methyl tert-butyl ether (MTBE) solvents, the periodic cell contains 

44 DCM and 21 MTBE molecules, respectively. The box dimension was chosen to correspond to 

the density of pure ACN (0.786 g/cm3), DCM (1.327 g/cm3), and MTBE (0.740 g/cm3), 

respectively. Atomic forces were estimated using DFT calculations with the PBE exchange-

correlation functional.29a The Kohn-Sham orbitals were described with hybrid Gaussian/plane-

wave basis functions.39 DZVP basis sets40 and Goedecker-Teter-Hutter pseudopotentials41 were 

employed for all atoms. The auxiliary plane-wave basis set was expanded up to a 280 Ry cutoff. 

The Grimme D3 approximation was used to describe dispersion forces.29b A convergence of 10−5 

hartree was imposed for the ground state energy. The atomic positions were propagated using the 

BOMD scheme42 with a time-step of 0.5 fs. The simulation temperature was controlled through a 

Nosé-Hoover thermostat43 with a time constant of 1 ps. 

2.2.4 Free Energy Calculations with Metadynamics 

Metadynamics simulations were performed at 298 K to obtain the free energy profile for a 

given glycosylation process. 44  We used coordination numbers (CNs),45  given by CN = [1 − 

(d/d0)6]/[1 − (d/d0)12], where d is the distance between two atoms and d0 is a reference distance 

(2.5 Å), as collective variables. The first collective variable, CN1, follows the bond breaking 

between the anomeric carbon in the pyranose ring (C1) and the oxygen atom on the 
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trichloroacetimidate leaving group (OLG). The second collective variable, CN2, follows the bond 

formation between C1 and the oxygen atom on the nucleophile (i.e. the alcohol acceptor) (ONu). 

Repulsive Gaussian-shaped potential hills with a height of 0.3 kcal/mol and a width of 0.1 were 

added to the potential every 50 molecular dynamics steps for the two collective variables. 

2.2.5 BOMD Trajectory Simulations 

This approach, similar to the methods described in prior computational studies,46 was used 

to estimate decay rates of intermediates or transition states in the course of the reaction. BOMD 

trajectory simulations, as one type of AIMD simulations, were carried out with 

CP2K/QUICKSTEP, using the same computational parameters used in the metadynamics 

simulations. Trajectory propagation was initialized at stationary points (SN2 transition states in 

concerted pathways and oxocarbenium intermediates in stepwise SN1 pathways) determined from 

metadynamics simulations. The simulation temperature (298 K) was controlled through a Nosé-

Hoover thermostat. Stationary points with different solvent configurations were obtained by 

equilibrating the system with the C1–OLG and C1–ONu distances constrained at the corresponding 

bond lengths. After a preliminary equilibrium of 3 ps, structures and velocities were extracted from 

the equilibrating system at intervals of 0.1 ps and propagated with no constraints. 

2.2.6 Solvent/solute Interaction Energies 

Solvent/solute interaction energies (∆Esol-interaction) 47  were calculated at the PBE-D3/6-

311+G(d,p) level of theory according to the equation ∆Esol-interaction = Ebox − Esolvent − Esolute, where 

Ebox is the electronic energy of the solvation box, Esolvent and Esolute are the electronic energies of 
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solvent molecules and solute in the same geometries as those in the solvation box (Figure 2-6). 

The geometries of the solute and solvent molecules in the solvation box were relaxed with 

constraining the C1–OLG and C1–ONu bond distances. Geometry relaxations were carried out with 

CP2K/QUICKSTEP, using the same computational parameters used in the AIMD simulations. 

∆Esol-interaction was calculated from the average of five snapshots from an equilibrating AIMD run. 

A more negative ∆Esolvation indicates greater stabilizing interactions between the solute and the 

solvent. 

 

Figure 2-6 Solvent/solute interaction energies in different explicit solvents. 

2.3 Results and Discussion 

2.3.1 Free Energy Surface Calculations 

To establish a general computational approach to describe the concertedness of 

glycosylation reactions, we first performed AIMD simulations of the glycosylation of a fully 

methylated glucosyl α-trichloroacetimidate (TCA) donor 2-548 and i-PrOH as the acceptor in 

explicit ACN solvent. This model reaction was chosen because TCA is one of the most widely 

used leaving groups in glycosylations. Factors affecting the stereoselectivity of reactions with 

∆Esol-interaction =
- +

Ebox Esolute Esolvent

∆Esol-interaction = Ebox - Esolvent - Esolute
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TCA-substituted glucosyl donor 2-5 have been carefully examined experimentally by Seeberger 

(Table 2-1).16 The reaction of 2-5 and i-PrOH in ACN favors the stereoinverted β product with a 

75:25 ratio, while the reaction favors the stereoretentive α product in DCM and MTBE. Because 

both β and α products can be formed via the SN1 pathway, it is unclear whether the observed 

variations of stereoselectivity are due to a shift from an SN2-like to an SN1-like mechanism.  
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Table 2-1 Experimental stereoselectivity of the glycosylation reaction of glucosyl α-trichloroacetimidate 2-5 

with alcohol acceptors.16 

 

Entry Solvent Acceptor (ROH) Yield (%)a β-2-6 : α-2-6a 

1 ACN i-PrOH 76 75:25 

2 DCM i-PrOH 82 39:61 

3b DCM i-PrOH 76 45:55 

4b DCM EtOH 82 55:45 

5 DCM t-BuOH 81 29:71 

6 MTBE i-PrOH 65 15:85 

a All experimental results were reported in ref. 16.  Experiments were performed with 2-5 (10 mM, 1.2 equiv), 

acceptor (1 equiv), and TfOH (0.2 equiv) as activator. bReactions were activated using HNTf2 (0.2 equiv).   

Low temperature NMR studies from Pedersen and coworkers have revealed that the 

protonated TCA donor is the active complex and non-nucleophilic conjugate anions in the activator 

(e.g. NTf2
−) do not participate in the reaction. 49  Therefore, we carried out metadynamics 

simulations using the N-protonated acetimidate 2-7 in an ACN solvent box50 in the absence of a 

counterion.51 The initial configuration for the AIMD simulations was determined by equilibrating 

2-7 and an i-PrOH molecule separated by 4.0 Å in the solvent box. In the metadynamics 

simulations, we introduced a bias potential on the coordination number following the cleaving of 

C1–OLG and the formation C1–ONu bonds, which were used as collective variables (Figure 2-7). A 

bias potential was added gradually to allow the entire free energy surface (FES), including the 

transition state and product regions, to be sampled during the simulation. Therefore, this enhanced 
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sampling method allows for exploring the glycosylation reaction pathways without prior 

knowledge of the landscape of the FES.52 

 

Figure 2-7 AIMD metadynamics simulations of the glycosylation of 2-7 and isopropanol in ACN. 

The FES obtained using this procedure is shown in Figure 2-7b and it is consistent with a 

concerted SN2 reaction path. The SN2 transition state (TS1-a) has an activation free energy of 5.3 

kcal/mol with respect to the activated donor (SM-a). The minimum energy path (MEP) on the 

surface indicates that the C1–OLG bond cleavage and the C1–ONu bond formation occur 

synchronously without formation of an oxocarbenium intermediate.  

Representative snapshots of structures in the regions of the activated donor starting 

materials (SM-a), SN2 transition state TS1-a, and alkyloxonium ion product (Prod-a) in the 

metadynamics trajectory are shown in Figure 2-7c. In TS1-a, both the cleaving and forming C–O 

bonds are relatively long (2.84 and 2.46 Å for C1–OLG and C1–ONu, respectively) 53  and the 

(b) Free energy surface

(c) Snapshots of metadynamics trajectory

(a) Metadynamics simulations of glycosylation in explicit solvent

transition state 

(TS)

product (Prod)

(d) Mulliken charge

starting materials (SM)

reaction coordinate

fr
e

e
 e

n
e

rg
y

SM-a

ΔG = 0.0

Prod-a

ΔG = −2.2

reaction coordinate

fr
e

e
 e

n
e

rg
y

reaction coordinate

fr
e

e
 e

n
e

rg
y

TS1-a 

∆G‡ = 5.3

4.35 Å

1S3

2.84 Å

2.46 Å
4H3

4.00 Å

4C1

H Bond

∆G (kcal/mol)

Minimum energy path

SM-a

TS1-a

Prod-a

C1

ONu

O5

OLG

C1–OLG Distance (Å)

C
1
–
O

N
u

D
is

ta
n
c
e
 (
Å

)

O5

C1

MeO
MeO

OLG

CCl3

NH2

HO

MeO

OMe

O5

C1

OMe
MeO

MeO

OMe

OLG

CCl3

NH2

O
H

5O

C1

OMeMeO
MeO

OMe O
H

OLG

CCl3

NH2

2-7 β-2-8TS3



 21 

pyranose ring adopts a 4H3 (half-chair) conformation. These structural features are consistent with 

a loose transition state that has been proposed based on experimental 13C KIEs of concerted SN2 

reactions of glycosides.54 On the other hand, DFT-optimized SN2 transition states in the gas phase 

and with an implicit solvation model (SMD) both significantly underestimate the C−O bond 

distances and lead to more compact transition state structures (Figure 2-8).  

 

Figure 2-8 3D structures of the most stable transition state structures located in the gas phase, using the SMD 

implicit solvation model in ACN solvent, and from the metadynamics simulations in explicit ACN solvent. 

Monitoring the charge transfer along the SN2 path can shed light onto the role of solvent 

effects in the stabilization of the transition state. The computed Mulliken charges (Figure 2-7d) 

indicate that both the anomeric carbon (C1) and the endocyclic oxygen (O5) are noticeably more 

positively charged in TS1-a than those in the reactant and the product. The charge of the oxygen 

atoms on the nucleophile (ONu) and on the leaving group (OLG) in TS1-a are comparable to those 

in the reactant and product, respectively. These atomic charges are consistent with an 

oxocarbenium character in the SN2 transition state. Therefore, the polar ACN solvent is expected 

to stabilize the partial positive charge accumulating on the anomeric C atom (see later for a detailed 

analysis of solvent/solute interactions and of the effects of varying the solvent). 
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In addition to the electrostatic effects of the solvent, hydrogen bonding interactions 

between the trichloroacetamide leaving group and ACN solvent molecules are observed during the 

reaction (Figure 2-7c). These hydrogen bonds promote the departure of the leaving group at the 

transition state. Because solute-solvent hydrogen bonds are absent in calculations in the gas phase 

and in implicit solvent, these calculations overestimated the strengths of the intramolecular 

hydrogen bonds between the leaving group and O2 and between the incoming nucleophile and O6 

and predicted much earlier transition state structures than the explicit solvation calculations. 

We also performed metadynamics calculations for the FES of the SN1-type dissociation of 

the leaving group from the activated glucosyl donor 2-7 in explicit ACN (Figure 2-9). In these 

calculations, the AIMD simulations were performed in the absence of the alcohol acceptor, using 

the C1–OLG distance as a collective variable. This SN1 pathway (SN1-TS, ∆G‡ = 5.9 kcal/mol) 

requires a slightly higher energy barrier than the SN2 transition state (TS1-a). These results indicate 

that although the SN2-type mechanism is more favorable for this reaction, the competing SN1-type 

pathway cannot be completely ruled out, especially at low acceptor concentrations. The relatively 

low activation energy difference between the SN1 and SN2 pathways is consistent with the 

moderate stereoselectivity (75:25) observed in experiment. 16 
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Figure 2-9 Metadynamics simulations of the activation free energies of the leaving group dissociation of 2-7 in 

the absence of acceptors. 

2.3.2 Estimating Time-gaps between Bond Cleavage and Bond Formation 

BOMD simulations are a powerful approach to obtain insights into time-resolved reaction 

mechanisms.55 They have been used to study the concertedness of cycloaddition reactions by 

evaluating the time-gap between two bond formation events56 and the lifetime of putative reactive 

intermediates. Reactions with smaller than 60 fs time-gap, such as simple Diels-Alder reactions, 

have been referred to as “dynamically concerted” and those with longer time-gaps as “dynamically 

stepwise”.46b-d To date, BOMD simulations have yet to be performed to study mechanisms of 

glycosylation reactions. A significant challenge for the BOMD simulations is the computational 

cost associated with including explicit solvent molecules in the trajectory calculations. Albeit 

highly time-depending, explicit solvation is expected to be essential in the proper treatment of 

solvation effects.55f,g,57 In this study, we performed BOMD simulations using the CP2K software 

to study the time-resolved glycosylation mechanisms in explicit solvents (Figure 2-10). These 

BOMD simulations are expected to reveal the timing of leaving group dissociation versus 

nucleophile attack, to provide estimates of the lifetime of the putative oxocarbenium intermediates, 

2.21 Å
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and to give insights into the potential solvent participation in the reaction and into the 

conformational change of the pyranose ring along the reaction trajectory.58 In our simulations, the 

entire system, including the solute and all solvent molecules, was treated using DFT. The BOMD 

trajectories were initiated by sampling the geometry and velocity of transition state structures and 

solvent molecules obtained from snapshots of a pre-equilibrated 3ps AIMD simulation with the 

C1–OLG and C1–ONu distances constrained at 2.83 Å and 2.56 Å, respectively. These distances are 

determined from the transition state structure (TS1-a) obtained from metadynamics simulations 

(vide supra). From these initial saddle point geometries, 77 independent BOMD trajectories were 

propagated without constraints. In all initial geometries, the pyranose ring adopts the 4H3 (half-

chair) conformation. Within 1 ps, all of the propagating trajectories form either the starting 

materials (SM-a) with a 4C1 (chair) conformation (37 of the 77 trajectories) or the alkyloxonium 

ion product (Prod-a) with the pyranose ring in the 1S3 (skew boat) conformation (40 of the 77 

trajectories).59 

To estimate the time-gap between the bond cleavage and bond formation events, we 

calculated the median time from the C1–OLG bond cleavage (defined by the time when the C1–OLG 

distance becomes longer than 2.3 Å) to the transition state (124 fs) and the median time from the 

transition state to C1–ONu bond formation (defined by the time when the C1–ONu distance becomes 

shorter than 2.3 Å) (114 fs). We define the time to traverse the “transition zone” as the time 

between the C1–OLG bond cleavage and C1–ONu bond formation events. The median time to 

traverse the transition zone can be considered as the lifetime of the putative oxocarbenium 

intermediate. This time-gap (238 fs) is considerably longer than those of dynamically concerted 

reactions, such as simple Diels-Alder reactions that typically have a time-gap of less than 30 

fs.24c,33 This relatively long time gap is consistent with a loose SN2 transition state structure with 
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weak C1–ONu and C1–OLG bonding interactions. Nonetheless, because no local minimum was 

observed on the FES and the lifetime of oxocarbenium-like structures is much shorter than those 

in SN1-type processes (vide infra), this reaction pathway should be considered as an “energetically 

concerted” 46c, 60 SN2-type process and high levels of stereospecificity are therefore expected. The 

C1–ONu and C1–OLG bond distances along the BOMD trajectories (Figure 2-10b) and geometries 

of representative snapshots (Figure 2-10d) also indicate a highly synchronous C1–OLG bond 

cleavage and C1–ONu bond formation process. 

 

Figure 2-10 BOMD simulations of the glycosylation of 2-7 and i-PrOH in ACN. 

Taken together, the metadynamics and BOMD simulations provide several criteria for 

distinguishing between SN2- and SN1-like mechanisms, including (1) shape of the FES, (2) 

synchronicity of transition state structures, in particular, the C1–ONu and C1–OLG bond distances, 
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and (3) time-gap between leaving group dissociation and C1–nucleophile bond formation (i.e. 

lifetime of the oxocarbenium intermediate). We surmise that the same computational procedures 

can be applied to study glycosylation reactions with other solvents, acceptors, and donors, and 

therefore they can provide a general understanding of how these individual factors affect the 

preference of SN1 versus SN2 mechanisms. In the following sections, we will provide support to 

this claim on the basis of metadynamics and BOMD simulations for reactions occurring in the 

presence of different alcohol acceptors and in different solvents.  

2.3.3 Solvent Effects on the Glycosylation Mechanism  

Solvent effects have been recognized as one of the most important factors on the 

mechanism and stereospecificity of glycosylation reactions.14b,23,61 However, the understanding of 

solvent effects on glycosylation is still very limited and the selection of solvent is mostly based on 

trial-and-error. The complexity of solvent effects arises from multiple distinct types of interactions 

with solvent molecules, including long- and mid-range electrostatic interactions that stabilize 

charged species (e.g., oxocarbenium intermediates) in polar solvents, hydrogen bonding 

interactions with solvent molecules, and explicit solvent coordination (e.g. with nitrile solvents) to 

the anomeric carbon of the oxocarbenium cation.62 In addition, the solvent can also affect the 

conformation of the oxocarbenium cation and the tightness of the ion pair intermediate.14b,23  

It has been observed experimentally that the glycosylation of glucosyl donor 2-5 with i-

PrOH in ACN favors the stereoinversion product (Table 2-1). This SN2-type selectivity is 

consistent with the preference for the SN2 pathway indicated by our AIMD simulations. On the 

other hand, the same reaction favors the stereoretentive α product in other solvents, such as DCM 

and MTBE, which supports an SN1-type mechanism. To probe these solvent effects on the 
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mechanism of glycosylation, we performed AIMD simulations in explicit DCM and MTBE 

solvents. First, we modeled the stereoinversion pathways using metadynamics. The simulations 

were set up in a similar fashion as those carried out in ACN. In the initial geometry of the 

metadynamics simulations, the i-PrOH acceptor was placed at the opposite sides of the leaving 

group at a distance of 4 Å from the donor 2-7 The FES from the metadynamics simulations indicate 

an SN1-type mechanism in both DCM and MTBE solvents (Figures 2-11a and 2-13a). In these 

reactions, an oxocarbenium intermediate and two stepwise transition states, one involving C–OLG 

dissociation and the other involving C–ONu formation, are present in the minimum energy path 

(MEP). 

The reaction in DCM initiates via a low-barrier transition state for the leaving group 

dissociation (TS1-b) with a C1–OLG distance of 2.13 Å (Figure 2-11b). The relatively long C1–ONu 

distance (3.19 Å) is consistent with the SN1 character of the leaving group dissociation TS. This 

transition state leads to oxocarbenium intermediate Int-b, which corresponds to a shallow local 

minimum on the FES. The subsequent C1–ONu bond formation occurs via TS2-b, which is 5.0 

kcal/mol higher in energy than Int-b. The C1–ONu bond formation is exergonic and involves an 

early transition state with a relatively long C1–ONu distance (2.66 Å). The SN1-character of the 

reaction is further corroborated by the Mulliken charges of the stationary points along the MEP. 

Both C1 and the endocyclic oxygen (O5) are more positively charged in TS1-b, Int-1b, and TS2-

b than those in the starting material (SM-b) and the alkyloxonium product (Prod-b), indicating an 

oxocarbenium character in both transition states and the intermediate.  
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Figure 2-11 AIMD metadynamics simulations of the glycosylation of 2-7 and i-PrOH giving a stereoinversion 

product in DCM. 

We then performed BOMD simulations starting from Int-b to evaluate the lifetime of the 

oxocarbenium intermediate in DCM. The BOMD calculations were initiated by sampling the 

geometry and velocity of intermediate structures and solvent with the C1–OLG and C1–ONu 

distances constrained at 2.80 and 3.77 Å, respectively (Figure 2-12). These trajectories required a 

much longer time to convert the oxocarbenium intermediate to either the starting material or the 

alkyloxonium product. Out of the 20 “backward” trajectories that form the initial reactants, only 
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14 formed the C1–OLG bond within the 5 ps simulation; the other six remained at the oxocarbenium 

intermediate. Among the “forward” trajectories toward the alkyloxonium product, only 11 out of 

19 formed the C1–ONu bond within 5 ps. The time to traverse the “transition zone”, calculated from 

the sum of the median time from C1–OLG bond cleavage to Int-b and the median time from Int-b 

to the C1–ONu bond formation, is 6.0 ps.63 This value, which can be considered an estimate of the 

lifetime of the oxocarbenium ion, is close to the experimentally determined value of 10−12 s (1 ps) 

for the glycosyl cation in aqueous solution.64 The relatively long lifetime of the oxocarbenium 

compared to the lifetime of oxocarbenium-type structure in ACN (238 fs) further confirmed that 

the reaction in DCM occurs via an SN1-type mechanism.  

 

Figure 2-12 BOMD simulations of the glycosylation of 2-7 and i-PrOH in DCM solvent. 

The FES of the stereoinversion pathway in MTBE also indicates a stepwise, SN1-type 

mechanism (Figure 2-13a), but the free energy landscape is substantially different from that in 

DCM. Similar to the reaction in DCM, the C1–OLG dissociation requires a low barrier from the 

activated donor 2-7. The dissociation transition state (TS1-c) also has a long C1–ONu bond distance 
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significantly more stable than the starting material (∆G = −6.7 kcal/mol with respect to SM-c). 

The subsequent nucleophilic attack transition state (TS2-c) requires a high barrier of 16.8 kcal/mol 

with respect to Int-c. This is much less favorable than the C1–ONu bond formation in DCM (∆G‡ 

= 5.0 kcal/mol with respect to Int-b). The high barrier of TS2-c suggests that the C1–ONu bond 

formation most likely occurs via other mechanisms, such as the stereoretention pathway to form 

the α-product (vide infra) and an alternative stereoinversion pathway where the trichloroacetamide 

leaving group escapes from the solvent cage before the nucleophilic attack of the acceptor occurs.  

The metadynamics and BOMD simulations discussed above reveal distinct mechanistic 

scenarios for the three different solvents. Whereas the glycosylation in ACN occurs via an SN2-

type mechanism, the reactions in DCM and MTBE favor the SN1-type mechanism. Besides, the 

oxocarbenium intermediate is more stable in MTBE (i.e. the reaction is more SN1-like in MTBE 

than in DCM). To provide a quantitative measure of the solvent effects, we calculated the 

solvent/solute interaction energies (∆Esol-interaction) for the SN2-type transition states and 

oxocarbenium ion intermediates in ACN and MTBE (Figure 2-13d).47 In order to compare solvent 

stabilization effects on structures in different regions of the FES, we calculated ∆Esol-interaction for 

structures with the same C1–OLG and C1–ONu distances in explicit ACN and MTBE. Specifically, 

two sets of d(C1–OLG) and d(C1–ONu) were analyzed, including structures with d(C1–OLG) = 2.84 

Å and d(C1–ONu) = 2.56 Å to mimic the SN2-type transition state structure (i.e. TS1-a) and 

structures with d(C1–OLG) = 3.74 Å and d(C1–ONu) = 3.68 Å to mimic the oxocarbenium ion 

intermediate (i.e. Int-c). The computed ΔEsol-interaction values indicate that the stabilization by ACN 

is comparable in the SN2-TS and oxocarbenium regions of the FES (c.a. 73-77 kcal/mol). On the 

other hand, the MTBE solvent has greater stabilizing interaction with the oxocarbenium ion 

intermediate (∆Esol-interaction = −70.9 kcal/mol) than that with the SN2 transition state (∆Esol-interaction 
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= −53.5 kcal/mol). These results suggest that the different mechanisms of glycosylation in ACN 

and MTBE are due to the different solvent/solute interactions with the SN2 transition state. 

On the FES of MTBE, the region corresponding to the SN2 TS is much higher in energy 

(∆G = 11.4 kcal/mol) than Int-c (∆G = −6.7 kcal/mol), owing to the ineffectiveness of the MTBE 

solvent in stabilizing the SN2 transition state.  
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Figure 2-13 AIMD metadynamics simulations of the stereoinversion pathway in the glycosylation of 2-7 and i-

PrOH in explicit MTBE. 

The different solvent/solute interaction is likely to originate from solvent steric effects. 

Because the positive charge of the SN2-type transition state is mainly located on the anomeric 

carbon and the endocyclic oxygen (Figure 2-14), the sterically encumbered MTBE solvent 

molecules cannot effectively stabilize the positive charge in the SN2 transition state due to 

repulsions with both the leaving group and the alcohol acceptor. On the other hand, ACN is a 
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privileged polar solvent for stabilizing the positive charge in the SN2 transition state. Because the 

negatively charged “tip” of ACN molecules is small, the solvent molecules can approach the 

anomeric carbon and stabilize the partial positive charge. 

  

Figure 2-14 Solvent/solute interaction energy calculations. 
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donor complex, SM-d). The C1–ONu bond formation occurs via transition state TS2-d, which 

requires a barrier of 9.2 kcal/mol with respect to Int-d. This barrier is 7.6 kcal/mol lower than the 

C1–ONu bond formation TS (TS2-c) where the leaving group and the i-PrOH acceptor are on 

opposite sides of the pyranose ring. Here, TS2-d is stabilized by hydrogen-bonding interaction 

between the carbonyl oxygen of the amide leaving group and the i-PrOH. A similar leaving group-

assisted frontside nucleophilic substitution mechanism has been previously proposed in enzymatic 

systems and solvolysis reactions. 65  Solvent/solute interaction energies (∆Esol-interaction) were 

calculated to investigate solvent effects in this stereoretention pathway in explicit MTBE (Figure 

2-13d).66 Due to similar solvent steric effects, MTBE stabilizes the oxocarbenium intermediate 

much more effectively than the sterically encumbered “front-side” SN2-transition state like 

structure. The solvent/solute interaction with the oxocarbenium intermediate in the stereoretention 

pathway is slightly weaker than that in the stereoinversion pathway (∆Esol-interaction = −67.4 and 

−70.9 kcal/mol respectively), indicating the greater stability of the oxocarbenium intermediate in 

the stereoretention pathway (Int-d) compared to Int-c in the stereoinversion pathway is due to the 

hydrogen bond between the amide leaving group and the i-PrOH, rather than solvent effects.  
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Figure 2-15 AIMD metadynamics simulations of the stereoretention pathway in the glycosylation of 2-7 and i-

PrOH in explicit MTBE. 

Next, we performed BOMD simulations starting from Int-d in MTBE (Figure 2-16). More 

than 50% of these trajectories were still trapped in the oxocarbenium intermediate after 5 ps 

simulations. These results suggest that the lifetime of the oxocarbenium intermediate is much 

longer in MTBE solvent than in ACN and DCM.67 
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Figure 2-16 BOMD simulations of the glycosylation of 2-7 and i-PrOH in explicit MTBE solvent. 
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pathways in reactions of the glucosyl donor 2-7 with t-BuOH and EtOH in ACN (Figure 2-17). 

Similar to the reaction with i-PrOH (Figure 2-5), the metadynamics simulations point to an SN2-

like mechanisms for the backside attack with t-BuOH and EtOH, as the putative oxocarbenium 

intermediate is not a local minimum on these FESs. Although the SN2 transition state with EtOH 

(TS1-e) is earlier than TS1-a (with i-PrOH) and has a shorter C1–OLG distance and a longer C1–

ONu distance, the activation free energy for EtOH is comparable to that for i-PrOH. The BOMD 

simulations revealed similar time-gaps between C1–OLG cleavage and C1–ONu formation with these 

two acceptors. We conclude that the reactions with both EtOH and i-PrOH show a preference for 

the concerted SN2 reaction path and high stereospecificities are therefore anticipated. On the other 

hand, the SN2 reaction path with t-BuOH as acceptor has a higher activation energy barrier (10.1 

kcal/mol). In addition, the transition state region on the FES is much flatter (Figure 2-17d). The 

“caldera”69 on the FES suggests longer times for the trajectories to traverse the transition state 

region (i.e. a longer time between C1–OLG cleavage and C1–ONu formation).  BOMD simulations 

indicate that a much longer time (1064 fs) is required to traverse the transition zone when t-BuOH 

is used as an acceptor. The computed solvent/solute interaction energies (∆Esol-interaction) for the SN2 

transition states with the three acceptors suggest that the higher-energy and flatter TS region is 

caused by a reduced solvent stabilization of the SN2 transition state with the sterically encumbered 

t-BuOH acceptor (∆Esol-interaction = −73.8, −73.2, and −57.4 kcal/mol for the SN2 TSs with EtOH, i-

PrOH, and t-BuOH, respectively). The higher free energy barrier required to access the backside 

SN2 TS and the longer time-gap between C1–OLG cleavage and C1–ONu formation suggest that the 

stereoselectivity of the reaction can decrease, because the competing SN1-type pathways become 

kinetically more favorable. Although no experimental data is available concerning the 

stereoselectivity of the reactions with EtOH and t-BuOH in ACN, our results concerning the 
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acceptor steric effects are consistent with what has been observed in the glycosylation of 2-5 in 

DCM, in which higher ratios of stereoinversion products are obtained with more hindered alcohol 

acceptors (entries 2−5, Table 1). 

 

Figure 2-17 Acceptor effects on glycosylation reactions of 2-7 with t-BuOH, i-PrOH, and EtOH as acceptors 

in ACN solution. 
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2.3.5 Metrics for Describing the SN1/SN2 Mechanistic Continuum 

The simulations discussed above provide a considerable amount of information concerning 

the real-time mechanisms of glycosylation reactions in different solvents. To establish a standard 

approach for describing the glycosylation mechanisms in the SN1/SN2 continuum, we propose 

three metrics that are relatively straightforward to obtain from the simulations described in this 

work. First, the number of transition states (i.e. saddle points) on the minimum (free) energy path 

(MEP) provides a direct measure for distinguishing energetically concerted and stepwise 

mechanisms.46c Second, the synchronicity of the transition state structure, which can be identified 

with the difference between the lengths of the forming and cleaving bonds in the transition state, 

provides geometry-based distinction between SN1- and SN2-like transition states. Finally, the time 

required to cross the transition zone, which can be calculated from the median time-gap between 

leaving group dissociation and acceptor association in BOMD simulations, describes the lifetime 

of the putative oxocarbenium intermediate. These three metrics for the different glycosylation 

reactions investigated in this study are summarized in Table 2-2. For stepwise reactions involving 

an oxocarbenium intermediate on the MEP (e.g. entries 4 and 5 in Table 2-2), an additional metrics, 

the C1–OLG distance in the oxocarbenium, may be used to distinguish between SNi- (contact ion 

pair) and SN1-(solvent-separated ion pair) like mechanisms. These descriptors provide a 

complementary and consistent description of competing glycosylation mechanisms.
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Table 2-2 Indicators of glycosylation mechanisms from metadynamics and AIMD simulations of backside 

attack pathways. 

Entry Solvent Acceptor Number 

of TSs  

on MEP 

Synchronicity of TS Structure  

(Bond Distances in Å) 

Time to Traverse  

Transition Zone 

(ps)a 

Glycosylati

on  

Mechanism 

1 ACN EtOH 1 

 

0.24 SN2 

2 ACN i-PrOH 1 

 

0.26 SN2 

3 ACN t-BuOH 1 

 

1.1 SN2-like 

4 DCM i-PrOH 2 

 

6.0 SNi/SN1 b 

5 MTBE i-PrOH 2 

 

> 10 SN1 b 

a Median time-gap between C1–OLG dissociation and C1–ONu bond formation. For SN1-type mechanisms, this time-

gap can be considered as the lifetime of the oxocarbenium intermediate. b The C1–OLG distances in the 

oxocarbenium intermediate (2.80 and 3.74 Å for entries 4 and 5, respectively) are used to distinguish between SNi- 

and SN1-like mechanisms.  

2.4  Conclusion  

We used AIMD simulations, including free-energy metadynamics and BOMD 

calculations, to study the effects of acceptor and solvent on the mechanism of glycosylation 

reactions. All simulations were carried out with explicit solvent. We considered the reactions of 

an activated glucosyl α-trichloroacetimidate donor (2-7) with three acceptors (EtOH, i-PrOH, and 

t-BuOH) in three solvents (ACN, DCM, and MTBE). Consistent with experimental 

stereospecificity data, we found that the reaction of 2-7 with i-PrOH in ACN occurs via a concerted 

SN2 mechanism without an oxocarbenium-type intermediate in the minimum energy path. The 
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relatively large gap between the times of the dissociation of the leaving group and of the formation 

of a C–O bond with the acceptor (238 fs) is consistent with a loose transition state structure 

characterized by weak bonding interactions. This reaction can therefore be considered as an 

“energetically concerted” SN2-type process with expected high levels of stereospecificity. The 

analogous reactions carried out in DCM and MTBE exhibit a more marked SN1 character with the 

formation of an oxocarbenium intermediate, which is considerably more stable in MTBE than in 

DCM. The tendency of MTBE to disfavor the SN2 mechanism can be explained by its inability to 

stabilize the positive charge in the SN2 transition state, due to solvent steric effects. We also 

examined the dependence of the reaction mechanism on the nature of the acceptor. The sterically 

hindered t-BuOH acceptor not only increases the free energy barrier of the SN2 pathway but it also 

makes the transition state region flatter. This “caldera”-type free energy surface leads to longer 

times to traverse the transition zone in the “dynamically stepwise” trajectories.  

Based on the metadynamics and BOMD simulation results, we identified three metrics to 

quantitatively describe the nature of the glycosylation mechanism within the SN1/SN2 continuum 

for a given reaction: 1) the number of transition states in the MEP; 2) the synchronicity of the 

transition state geometry (i.e. the difference between the forming and cleaving bond distances); 3) 

the time-gap between the leaving group dissociation and the acceptor association (i.e. the lifetime 

of the putative oxocarbenium intermediate). These metrics can be obtained for wide varieties of 

glycosylation conditions using the computational approaches described in this work and can be 

used to study the effects of different factors on the mechanism of glycosylation reactions in 

solution.  
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3.0 Origins of Catalyst-controlled Selectivity in the Ag-catalyzed Regiodivergent C−H 

Amination 

Reprinted with permission from Fu, Y.; Zerull, E. E.; Schomaker, J. M.; Liu, P. Origins of 

Catalyst-Controlled Selectivity in Ag-Catalyzed Regiodivergent C–H Amination. J. Am. Chem. 

Soc. 2022, 144, 2735–2746. Copyright, 2021, American Chemical Society.  
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3.1 Introduction 

C–H bond amination via nitrene transfer enables efficient construction of new C–N bonds 

from C–H bonds. It is of great interest due to the prevalence of amines in pharmaceuticals, 

agrochemicals, and bioactive natural products. Many different transition metal catalysts including 

first- (Co, Fe, Mn, and Cu), second- (Ru, Rh, Pd, and Ag), and third-row transition metals (Ir, Au) 

are capable of promoting C–H bond amination (Figure 3-1).5,70  

  

Figure 3-1 Selected examples for transition metal catalyzed intra- and intermolecular C–H amination. 

There are numerous computational studies on the mechanisms of transition metal catalyzed 

C–H amination reactions (Figure 3-2). Computational studies revealed two-state or multi-state 

reactivity in which spin crossover might be involved in the reaction process. 71  Moreover, 

depending on the existing of the discrete radical intermediates, the reaction can proceed through 

concerted (in the absence of radical intermediate) or stepwise mechanism (in the presence of short 

lifetime radical intermediate for first type of stepwise mechanism or with a long-lived radical 

intermediate for the second type of stepwise mechanism). The concertedness (i.e. concerted or 
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stepwise mechanism) of C–H cleavage and nitrene insertion events is heavily dependent on the 

choice of metal catalyst, electronic structure of the metal complex, and the nitrene precursors, 

etc.72 Some closed-shell singlet transition metal (e.g. Cu, Rh dimer,73 and Ru74 ) nitrene complexes 

were reported to undergo concerted C−H insertion transition state (TS). Several open-shell 

(doublet, triplet, etc.) transition metal complexes (Cu,75 Co,76 Rh dimer, Fe,77 or Ru2
78) were 

shown to favor stepwise mechanisms, where a radical intermediate is generated from H atom 

transfer transition state. There are also studies suggesting both concerted and stepwise mechanisms 

can be involved at the same time. Computational and experimental mechanistic study on a copper-

catalyzed benzylic amination by Barman et al.79 suggests that, in the rate-limiting step, the triplet 

pathway dominates with a minor singlet pathway. The triplet pathway proceeds via a stepwise 

pathway whereas the singlet pathway proceeds via a concerted pathway.  

 

Figure 3-2 Computational study on the mechanisms of transition metal catalyzed C–H amination reactions. 

(b) Three mechanistic scenarios for the transition metal catalyzed C−H amination via nitrene transfer.

(a) Key mechanistic questions for computational study.
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In addition to the complicated nature of the reaction mechanism, understanding how the 

selectivity is controlled and can be predicted is one of the key challenges in developing selective 

C–H functionalization. Predictive model 80  is a powerful tool to establish a mathematical 

relationship to predict reaction outcome (regioselectivities, yield, and rates, etc.) based on readily 

determined variables (molecular properties and reaction conditions, etc.). 81  Previous 

computational predictive models developed by Houk82 demonstrated activation energies of C–H 

oxidations correlate with BDEs of the reacting C–H bonds. On the other hand, studies by White83 

have elucidated the strong substrate electronic bias on the Fe-catalyzed C–H oxidation and Mn-

catalyzed C–H aminations. However, effective predictive model for catalyst-controlled selectivity 

that enhances or overturns the substrate’s inherent selectivity preference is rare.  

In this context, the development of Ag-catalyzed nitrene transfer (NT) (Figure 3-3) has 

attracted recent attention. The diversity of ligands able to support Ag catalysts results in a broad 

range of steric and electronic environments around the reactive center, offering unique 

opportunities to achieve catalyst-controlled regio- and enantioselectivities.  
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Figure 3-3 Ag-catalyzed C–H amination via nitrene transfer (NT) 

Schomaker et al. have demonstrated that the expected regioselectivity of Ag-catalyzed C–

H amination can be modulated, and sometimes completely reversed, by the electronic and steric 

properties of the substrate, as well as the identity of the ancillary ligands on the metal (Figure 3-

4).6 In addition, reactions applying precursors with different nitrogen protecting groups (e.g. 

carbamate and sulfamate) may yield complete reversal in regioselectivities. These reactions 

provide access to both 1,2- and 1,3-difunctionalized amine products after removal of the N-

protecting group.  
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Figure 3-4 Tunable regioselectivities in the Ag-catalyzed C–H amination. BDEs are in kcal/mol. 

Despite these interesting observations, the origin of the catalyst and substrate effects on 

regioselectivity is still not well-understood. Previous computational study by Berry and 

Schomaker84 on the intermolecular C–H amination reaction (Figure 3-5) suggested a stepwise 

triplet pathway is more favorable than the concerted singlet pathway based on DFT calculations. 

However, this conclusion may be affected by the choice of DFT methods and the experimental 

systems (In this study, I focused on intramolecular C–H amination) used in the calculations.  

 

Figure 3-5 Previous computational study on an intermolecular C–H amination reaction. 

Considering the drastic differences between these systems and questions to be studied, I 

studied the reaction mechanism using high level computational methods and evaluated different 

factors that might affect the regioselectivities. The regioselectivity appears to be controlled by the 
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combination of several factors, including bond dissociation enthalpy (BDE), electronic properties 

and the steric environment of the C–H bonds, tether length, the ancillary ligands on the Ag, and 

the identity of the precursors.6b,7-9,85 We surmised that a holistic understanding of the interplay of 

these different factors would offer practical guidance to broaden the scope of the regioselective 

amination, develop Ag catalysts to effectively distinguish between C–H bonds with similar BDEs 

and steric environments, and override inherent substrate preference to favor less reactive sites. 

Herein, we report a computational study to understand the reaction mechanism of the Ag-catalyzed 

amination and gain insights into the origin of reactivity and regioselectivity. We analyze why 

different catalyst systems favor different types of C–H bonds through the lens of their differing 

sensitivities to BDEs, tether length, electronic effects, and ligand–substrate steric repulsions 

(Figure 3-6). We establish an approach to rationally select the most effective Ag catalyst and 

precursor group for a desired regioselective amination, based on the intrinsic electronic and steric 

properties of the C–H bonds. Experimental studies were performed to validate the 

computationally-predicted regioselectivity trends in different catalyst systems. This 

mechanistically-guided approach was applied to achieve catalyst-controlled regiodivergent 

amination of alkyl C–H bonds that display similar steric and electronic environments.  

 

Figure 3-6 Mechanistically driven approach for regioselectivity prediction. 
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3.2 Computational Methods 

3.2.1 DFT Calculations 

DFT calculations, including geometry optimization and single-point energy calculations, 

were performed with the Gaussian 16 software package.32
 
 Geometries were optimized in the gas 

phase using the ωB97X-D86 functional and a mixed basis set of def2-TZVPP for Ag and def2-SVP 

for other atoms. Single-point energies were calculated using ωB97X-D and the def2-TZVPP basis 

set for all atoms in dichloromethane (DCM) using the SMD solvation model.21b Conformers of 

each ground state and transition state structure were studied by manual conformational search and 

automated conformational sampling using CREST35 and GFN2-xTB.36 Low-energy conformers 

from the CREST/xTB conformational sampling were then re-optimized using DFT at the 

aforementioned level of theory. The reported Gibbs free energies and enthalpies in solution include 

thermal corrections computed at 298 K at the standard concentration (1 mol/L) using GoodVibes.33 

The 3D images of optimized structures were prepared using CYLView.34 Bond dissociation 

enthalpy (BDE) and transition state ring strain energy (ΔHs) were also calculated at the ωB97X-

D/def2-TZVPP, SMD(DCM)//ωB97X-D/def2-SVP–def2-TZVPP(Ag) level of theory. 

3.2.2 PNO-LCCSD(T)-F12 

The explicitly correlated local coupled cluster with pair natural orbitals, PNO-LCCSD(T)-

F12, 87  is a reasonable reliable method for energetics of systems with weak to moderate 

multireference character. Recent benchmark studies showed PNO-LCCSD(T)-F12 provides good 
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agreement with the canonical CCSD(T) results for open-shell transition metal systems,88 and thus 

can be used as references to benchmark DFT methods. 

PNO-LCCSD(T)-F12 benchmark calculations were performed using Molpro 2020.2.89 The 

open-shell PNO-RCCSD(T)-F1290 method was used for triplet complexes. In the local coupled-

cluster theory calculations, the ECP28MDF effective core potential and the AWCVTZ basis set 

were used for Ag, aug-cc-pV(T+d)Z was used for S, VDZ was used for H, and VDZ-F12 was used 

for other atoms. The aug-cc-pVTZ-PP/JKFIT (Ag), AVTZ+/JKFIT (S), VTZ/JKFIT (H), and 

AVTZ/JKFIT (other atoms) fitting auxiliary basis sets were used to compute the Fock matrix and 

as the RI basis set. For the density fitting of all other two-electron integrals, the aug-cc-pVTZ-

PP/MP2FIT (Ag), aug-cc-pVTZ/MP2FIT (S), VDZ/MP2FIT (H), and AVDZ/MP2FIT (other 

atoms) basis sets were used. These basis sets are similar to those used by Werner et al. in recent 

computational studies.90-91 T1/D1 diagnostic values were calculated for all structures in the PNO-

LCCSD(T)-F12 benchmark study and compared with the criteria recommended by Wilson et al. 

for 4d transition metals (T1 < 0.045 and D1 < 0.12).92 The computed T1 values were all smaller 

than 0.045 and the D1 values were in the range of 0.10−0.20, suggesting small or moderate 

multireference character.  

3.2.3 CASPT2 

Complete active-space second-order perturbation theory (CASPT2) is one of the most 

commonly used multireference methods to calculate electronic structure of large transition metal 

complexes93 when multiconfigurational character might be involved and has been applied to spin 

state energy calculations. It overcomes the inherent limitation of single determinant theory, such 

as KS DFT, etc. 
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CASPT2(10,10) benchmark calculations were performed using OpenMolcas94 using the 

ANO-RCC-VTZP basis set. An active space of 10 electrons in 10 orbitals (10,10) was selected to 

include one N 2s, three N 2p orbitals, the Ag dz2 orbital, and extra d shell orbitals. All PNO-

LCCSD(T)-F12 and CASPT2 calculations were performed in the gas phase using the DFT-

optimized geometries. 

3.3 Results and Discussion 

3.3.1 Reaction Mechanisms of the Ag-catalyzed C–H Amination via Nitrene Transfer 

The proposed mechanism (Figure 3-7) of the Ag-catalyzed C–H amination involves 

formation of Ag nitrene species B from Ag(I) pre-catalyst A and an iminoiodinane formed by the 

condensation of the carbamate or sulfamate substrate with PhIO. The subsequent C–H insertion 

with the Ag nitrene may involve two possible mechanisms: (a) an H-atom transfer to the Ag nitrene 

to form an alkyl radical intermediate C, followed by radical recombination to form the C–N bond 

in the final product D; and (b) a concerted C–H insertion process where the alkyl radical is not 

involved.6,70, 95  Experimental mechanistic studies, including radical clock and stereospecificity 

experiments, appear to support a concerted mechanism without long-lived radical intermediates in 

both the (tpa)Ag(OTf)-catalyzed intramolecular amination of sulfamates and the 

(dmbox)Ag(ClO4)-catalyzed amination of carbamates.6b,7-8 However, these previous studies 

cannot rule out the possibility of a stepwise pathway involving short-lived radical intermediates 

and rapid radical rebound to form the new C–N bond. 
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Figure 3-7 Proposed mechanisms of the Ag-catalyzed C–H amination. 

To investigate the most favorable amination mechanism, we first calculated the reaction 

energy profile of the (dmbox)Ag(ClO4)-catalyzed benzylic C–H amination of carbamate 1 at the 

ωB97X-D/def2-TZVPP, SMD(DCM)//ωB97X-D/def2-SVP–def2-TZVPP(Ag) level of theory 

(Figure 3-8). The reaction initiates via condensation of substrate 3-1 with PhIO to form an 

iminoiodinane, which coordinates to the Ag(I) pre-catalyst to form the dative complex 3-3. The 

nitrene formation via PhI dissociation (3-TS1) requires an activation free energy of 25.7 kcal/mol. 

The resulting Ag nitrene 3-4 is a closed-shell singlet and is 14.6 kcal/mol less stable than 3-3. The 

singlet Ag nitrene (3-4) favors a four-coordinate square planar geometry with strong coordination 

of the carbonyl oxygen to the Ag center.96 The most favorable C–H amination pathway involves 

C–H insertion via an open-shell singlet transition state 3-TS2 with a relatively low barrier of 8.2 

kcal/mol with respect to 3-4.  
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Figure 3-8 Reaction energy profile of the (dmbox)Ag(ClO4)-catalyzed C–H bond amination of carbamate 1. 

Intrinsic reaction coordinate (IRC) calculations indicate that the C–H insertion (3-TS2) is 

a concerted process (Figure 3-9)—after the H-atom transfer, the C–N bond is formed 

spontaneously to furnish the amination product complex 3-5, while the open-shell character rapidly 

diminishes. Because 3-TS2 is lower in energy than 3-TS1, the rate-determining step of the 

catalytic cycle is the nitrene formation via 3-TS1.97 The endergonicity of nitrene formation and 

the high reactivity of the Ag nitrene complex in C–H insertion is consistent with the challenges 

associated with the isolation and characterization of Ag nitrene intermediates.98  
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Figure 3-9 Intrinsic reaction coordinate (IRC) calculations to confirm the concerted C–H insertion process in 

the (dmbox)Ag(ClO4)-catalyzed C–H bond amination of carbamate 3-1. 

Because previous computational studies indicated that both singlet and triplet Ag nitrene 

complexes may be involved in the C–H amination and alkene aziridination reactions,84, 99 we 

studied the spin states of the Ag nitrene intermediate and the C–H insertion transition state using 

different levels of theory, including several DFT methods, explicitly correlated local coupled 

cluster [PNO-LCCSD(T)-F12] and complete active-space second-order perturbation theory 

(CASPT2) calculations (Figure 3-10). These calculations predicted that the singlet Ag nitrene (3-
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4) and the C–H insertion transition state (3-TS2) are more stable than the corresponding triplet 

structures. At the ωB97x-D level of theory, the triplet C–H insertion transition state (3-TS2’) is 

4.5 kcal/mol higher in energy than the open-shell singlet transition state (3-TS2) in the 

(dmbox)Ag(ClO4)-catalyzed amination of carbamate 3-1. The energy difference between singlet 

and triplet C–H insertion pathways is affected by the ancillary ligand on the Ag, as well as the 

identity of the nitrene precursor. Nonetheless, our PNO-LCCSD(T)-F12 and CASPT2 calculations 

suggest that the singlet C–H insertion pathway is more favorable for four types of Ag nitrenes 

supported by dmbox and tpa ligands and derived from carbamate and sulfamate precursors. 

Therefore, only singlet C–H insertion pathways are considered in the present study.  
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Figure 3-10 Benchmark of DFT methods for of spin state energies of Ag nitrene complexes and C–H insertion 

transition states. 

3.3.2 Catalyst-controlled Regiodivergent C–H Amination of n-Butyl Carbamate — A Case 

Study 

After establishing the favored mechanism of the Ag-catalyzed intramolecular C–H 

amination, we chose the Ag-catalyzed C–H amination of n-butyl carbamate 3-6 as a model reaction 

∆E (kcal/mol)

3-14 3-1TS2 3-34’ 3-3TS2’

ωB97X-D 0.0 5.4 7.4 15.7

B3LYP-D3 0.0 1.4 7.5 13.7

BP86-D3 0.0 −4.0 15.6 14.0

PNO-LCCSD(T)-F12 0.0 10.3 21.0 34.8

CASPT2(10,10) 0.0 8.4 31.0 36.9
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to identify factors affecting the regioselectivity. This carbamate substrate was chosen because 

tunable regioselectivity has been achieved experimentally for carbamate starting materials with 

sterically and electronically unbiased β- and γ-C–H bonds. For example, amination of a menthol-

derived carbamate yielded γ-product selectively with a dmbox-supported Ag catalyst, while the 

regioselectivity is completely reversed to yield β-selectivity with tpa and tBu3tpy supported Ag 

catalysts (Figure 3-4).6b Although experimental studies of 3-6 have not been reported, we surmised 

that due to the similar steric and electronic environment of its β- and γ-C–H bonds, catalyst-

controlled divergent regioselectivity may be achieved. Indeed, our DFT calculations predict that 

the reaction is selective for γ-C–H amination (ΔΔG‡ = 1.5 kcal/mol) when a dmbox ligand is used, 

while the same reaction favors the β-C–H amination product (ΔΔG‡ = −1.0 kcal/mol) when a tpa 

ligand is used instead. This computationally predicted regioselectivity trend is consistent with the 

catalyst-controlled selectivity in aminations of other carbamate substrates and was later validated 

experimentally (vide infra). Careful analysis of the C–H insertion transition states (3-TS3, 3-TS4) 

revealed that the main reason for the catalyst-controlled divergent regioselectivity is the different 

steric properties of the bidentate dmbox ligand compared to the more crowded multidentate tpa 

ligand. In the dmbox-supported C–H insertion transition states (3-TS3-γ and 3-TS3-β), ligand-

substrate steric repulsions are not observed. The preference for γ-C–H amination can be attributed 

to the slightly weaker γ-C–H bond compared to the β-C–H bond (BDE = 96.8 and 98.0 kcal/mol 

respectively) or the difference between ring-strain energies of the six- and seven-membered cyclic 

transition states (see later for detailed discussion about ring strain effects). In contrast, when the 

more crowded tpa ligand is used, the γ-C–H insertion transition state (3-TS4-γ) suffers from greater 

ligand-substrate steric repulsions as compared to the β-C–H insertion transition state (3-TS4-β). 

3-TS4-γ is destabilized by steric repulsion between the carbamate carbonyl oxygen and one of the 
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pyridine arms on the tpa ligand (d(O⋯H) = 2.39 Å). The ligand–substrate steric repulsion is 

diminished in 3-TS4-β, where the carbamate carbonyl is placed further away from the ligand due 

to the sterically less demanding six-membered ring as compared to the seven-membered ring in 3-

TS4-γ. 

Although the ligand steric effects nicely explained the origin of divergent regioselectivity 

in the amination of 3-6, a more general regioselectivity model is still needed to understand the 

regioselectivity control with other substrates and ancillary ligands. This is due to several other 

factors that may also affect the transition state stability, and thus the regioselectivity. These factors 

include substrate properties, such as the BDE and electronic properties of the C–H bond being 

activated, as well as the electronic effects of the ancillary ligand on the Ag nitrene. In particular, 

the donor ability of the ancillary ligand affects the amount of electron transfer from the C–H bond 

to the Ag nitrene and the early/lateness of the C–H insertion transition state. For example, 

transition states 3-TS4-γ and 3-TS4-β with the more electron-rich tpa ligand involve less electron 

transfer from the C–H bond and shorter bond distances of the cleaving C–H bond than transition 

states with dmbox (3-TS3-γ and 3-TS3-β) (Figure 3-11). Therefore, reactions with these different 

ligands may have different sensitivities to substrate properties, such as BDE and electronic effects.  
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Figure 3-11 Ligand effect on regioselectivities in the Ag-catalyzed C–H amination of carbamate 3-6. 

Another question that needs to be carefully evaluated is why the identity of the nitrene 

precursor has such a dramatic impact on the regioselectivity. While there are several examples of 

regiodivergent amination of either β- or γ-C–H bonds in carbamate precursors, reactions with 

sulfamates are often highly γ-selective, regardless of the ligand used. Changing the nitrene 

precursor from carbamate to sulfamate may affect the ring strain energy difference between the 

seven- and six-membered cyclic transition states 100 , the catalyst-substrate non-covalent 

interactions, or the strength of the coordination of the carbonyl and sulfonyl groups to the Ag 

center. These multifaceted interactions between the Ag nitrene and the C–H bond pose a significant 

challenge to rationally predict the regioselectivity of the amination. On the other hand, they also 
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offer promising opportunities to achieve catalyst-controlled regioselectivity by fine-tuning the 

electronic and steric properties of the Ag nitrene. These initial computational analyses promoted 

us to perform a detailed investigation on how these individual factors affect the reactivity of the 

C–H insertion with different Ag nitrene complexes.  

3.3.3 Effects of Bond Dissociation Enthalpy (BDE) on Reactivity 

We computed the C–H insertion activation free energies of four different types of Ag 

nitrene species (Types I-IV) undergoing reaction with C–H bonds in substrates with various BDE 

values (Figure 3-12). These four types of Ag nitrenes were chosen because they include ancillary 

ligands with different denticities (dmbox, bidentate and tpa, tetradentate) and precursors with 

planar (carbamate) and tetrahedral-shaped (sulfamate) groups attached to the nitrenes. We 

surmised that these factors may impact the transition state geometry and ligand–substrate 

interactions. Here, only γ-C–H bonds are included to study BDE effects and avoid the potential 

impacts of tether length (the effects of tether length will be discussed later).  
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Figure 3-12 C–H bond BDEs (in kcal/mol) in carbamate (X = C) and sulfamate (X = S=O) precursors. 

BDE values are often recognized as the primary factor affecting the reactivity of C–H 

bonds in hydrogen atom abstraction reactions, 83a,101 including nitrene transfer.102 However, the 

computed activation free energies do not show good overall correlations with C–H BDE in any of 

the four types of Ag nitrenes studied (Figure 3-13). Instead, bimodal relationships were observed. 

The reactivity of alkyl and ether α-C–H bonds (named “unactivated” C–H, 3-6, 3-9-3-15) 

correlates well with their BDEs with moderate-to-large slopes (0.42 ~ 0.80). In contrast, the 

reactivity of C–H bonds adjacent to a sp2 or sp carbon center, such as allylic, propargylic, and 

benzylic C–H bonds (named “activated” C–H, 3-1, 3-16-3-22), are much less sensitive to BDE 

(slope = −0.12 ~ 0.18). Although similar bimodal correlations have been observed in C–H 

oxidations using DMDO and CumO•,103,104 the extremely low sensitivity of activated C–H bonds 

to BDE is a unique feature of the Ag-catalyzed amination, as transition-metal catalyzed C–H 

hydroxylation reactions involving metal oxo species are generally more sensitive to BDE.103 For 

example, the slopes of the DMDO- and CumO•-mediated HAT with “activated” C–H bonds are 

0.35 and 0.23, respectively, much larger than those in the Ag-catalyzed amination. The lower 
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sensitivity to BDE in reactions of activated C–H bonds with Ag nitrenes can be explained by the 

Hammond postulate—the highly exergonic reactions have more reactant-like transition states, in 

which the stability of the alkyl radical plays a less prominent role on the reaction barriers. It should 

be noted that the carbamate-derived Ag nitrenes (Figure 3-13, Types I and II) are completely 

insensitive to the BDE in reactions with activated C–H bonds. The lack of a strong influence of 

BDE suggests that the regioselectivity of the Ag-catalyzed amination of these activated C–H bonds 

is modulated by other factors, such as ligand–substrate steric repulsions or dispersion interactions, 

to override the intrinsic preference for reaction based on simple bond strengths. 
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Figure 3-13 Effects of C–H BDE on the activation free energies of C–H insertion with different Ag nitrene 

complexes derived from carbamate and sulfamate precursors. 

In reactions with unactivated C–H bonds, the reactivity is more sensitive to C–H BDEs as 

these reactions are less exergonic and generally have later transition state structures with longer 

C–H bond distances (Table 3-1). Another interesting trend revealed by Figure 3-13 is that the 

reactions with tpa-supported Ag nitrenes derived from carbamate precursors (Type I) are the least 

sensitive to C–H BDE in reactions with unactivated C–H bonds. In these reactions, a moderate 

slope of 0.42 was obtained, compared to the slopes of ~0.8 in the reactions of unactivated C–H 
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bonds with the other three types of Ag nitrenes (Types II-IV). These results suggest that the 

Ag(tpa)-catalyzed reactions with carbamates are less sensitive to the strength of unactivated C–H 

bonds. Thus, this catalyst system offers the best chance to override the BDE effect to selectively 

activate a stronger unactivated C–H bond and promote reactivity of primary C–H bond amination 

by fine-tuning other factors controlling the TS stability. 

Table 3-1 C−H bond distances in the C−H insertion transition states. 

Type I: 

(tpa)Ag+=NCO2R 

Type II: 

(dmbox)Ag+=NCO2R 

Type III: 

(tpa)Ag+=NSO3R 

Type IV: 

(dmbox)Ag+=NSO3R 

Mol d
C-H

(TS) Mol d
C-H

(TS) Mol d
C-H

(TS) Mol d
C-H

(TS) 

3-9 1.16 3-9 1.20 3-10 1.16 3-10 1.19 

3-11 1.17 3-11 1.20 3-12 1.17 3-12 1.21 

3-6 1.19 3-6 1.24 3-13 1.18 3-13 1.23 

3-14 1.27 3-14 1.31 3-15 1.21 3-15 1.27 

3-16 1.16 3-16 1.19 3-17 1.15 3-17 1.18 

3-28 1.17 3-28 1.20 3-19 1.15 3-19 1.19 

3-20 1.20 3-20 1.23 3-21 1.18 3-21 1.22 

3-1 1.18 3-1 1.21 3-22 1.16 3-22 1.20 

aBond distances are in Å. 

3.3.4 Effects of Tether Length on Reactivity and Selectivity 

Next, we investigated the effects of tether length, i.e. whether the C–H bond is located at 

the β- or γ-position of the carbamate or sulfamate precursor, on the regioselectivity of C–H 

insertion. Although the computed regioselectivity of the amination of n-butyl carbamate 3-6 is 

strongly influenced by the ligand (Figure 3-11), the amination of n-butyl sulfamate 3-13 is 
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predicted to be highly γ-selective in reactions with both tpa- and dmbox-supported Ag nitrenes 

(ΔΔG‡ = 3.9 and 6.8 kcal/mol, respectively). As the β-C–H bond in 3-13 is only 1.2 kcal/mol 

stronger than the γ-C–H bond, the slopes of the correlations between ΔG‡ and C–H BDE in these 

two types of reactions (0.78 and 0.76 with “unactivated” C–H bonds in Types III and IV Ag 

nitrenes, Figure 3-12) predict a moderate γ-regioselectivity (ΔΔG‡ ≈ 1.0 kcal/mol) as a result of 

the BDE effects. Clearly, factors other than the BDE difference dominate the γ-selectivity for the 

reaction with sulfamate 3-13. The effectiveness of sulfamates in facilitating a seven-membered 

ring 1,6-HAT to selectively functionalize γ-C–H bonds 105  prompted us to evaluate how the 

geometrical features of the sulfamate affect the stability of the six-106 and seven-membered TS in 

the β- and γ-C–H amination pathways, respectively. In C–H insertion transition states with 

sulfamate-derived Ag nitrenes (e.g. 3-TS5-γ and 3-TS5-β, Figure 3-14), the seven- and six-

membered rings adopt chair-like and envelop-like geometries, respectively. While the chair-like 

seven-membered ring in 3-TS5-γ is not strained, substantial strain is present in the envelop-like 

six-membered ring in 3-TS5-β. In particular, in 3-TS5-β, the N–H bond in the six-membered ring 

is not co-planar with the Ag nitrene, furnishing a non-ideal angle for the nitrene C–H abstraction. 

In addition, the envelop conformation in 3-TS5-β leads to greater repulsion with the Ag center 

because of the concave shape of the bicyclic structure.107 The strain of the concave bicyclic system 

in 3-TS5-β causes partial dissociation of the sulfonyl coordination to Ag (d(O⋯Ag) = 2.28 Å, 

whereas d(O⋯Ag) is 2.18 Å in 3-TS5-γ). In transition states with the carbamate-derived Ag 

nitrenes (Figure 3-10), because of the planar geometry of the carbamate group, the seven- and six-

membered rings in 3-TS3-γ and 3-TS3-β are nearly co-planar with the Ag catalyst. Thus, the strain 

in the fused bicyclic system involving carbamate is diminished.  
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Taken together, the computed transition state structures and energies indicate that high γ-

selectivity in the Ag-catalyzed amination of n-butyl sulfamate 3-13 is due to destabilization of the 

β-C–H insertion transition state by the ring strain of the fused bicyclic structure with the six-

membered ring. In contrast, ring strain effects are diminished in the amination with n-butyl 

carbamate 3-6 because the planar geometry of the carbamate leads to small ring strain in both the 

β- and γ-C–H insertion transition states. 

 

Figure 3-14 Effects of tether length on the regioselectivity of C−H amination of sulfamate 3-13 catalyzed by a 

dmbox-supported Ag catalyst. 

To investigate whether the different tether length effects between carbamate and sulfamate 

precursors are applicable to other substrates and to explore whether the ancillary ligand on Ag 

influences the tether length effect, we computed the C–H insertion activation free energies with 

various β- and γ-C−H bonds in Type I-IV Ag nitrene complexes. These substrates include 

secondary alkyl C–H bonds and “activated” C–H bonds, where the C–H BDEs have small effects 

on their relative reactivities. For each intramolecular C–H insertion transition state, we also 

computed a hypothetical, unstrained acyclic C–H insertion transition state (Figure 3-15). In this 
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manner, we can use the reaction enthalpies of the homodesmotic reactions108 shown in Figure 3-

15 to compute the ring strain energy (ΔHs) of each cyclic C–H insertion transition state.  

 

Figure 3-15 Homodesmotic reactions to calculate ring strain energies (∆Hs) of cyclic C–H insertion transition 

states. 

The computed activation free energies and transition state ring strain energies (Figure 3-

16) indicate that the γ-C–H insertion is often favored, but the γ-selectivity is significantly affected 

by both the identity of the precursor and the ancillary ligand on Ag. Among the four types of Ag 

nitrenes, (dmbox)Ag nitrenes derived from sulfamates (Type IV) have the greatest γ-selectivity—

the β-C−H insertion transition states with these complexes suffer from significant ring strain 

energies (ΔHs(ave-β) = 8.6 ± 2.0 kcal/mol), while the γ-C−H insertion transition states are not 

strained (ΔHs(ave-γ) = 0.3 ± 0.5 kcal/mol). In the reactions with tpa-supported sulfamate-derived Ag 

nitrenes (Type III) and dmbox-supported carbamate-derived Ag nitrenes (Type II), the γ-

selectivity is lower, due to decreased ring strain in the β-C−H insertion transition states. Finally, 

the preference for γ-C−H insertion is completely diminished in tpa-supported carbamate-derived 

Ag nitrenes (Type I), because the β- and γ-C−H insertion transition states have comparable ring 

strain energies. The good correlations between ΔHs and ΔG‡ in the reactions with Types II-IV Ag 

nitrenes indicate that ring strain in the cyclic transition states plays a significant role on the 
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reactivity and regioselectivity of C–H insertion. Based on the slopes of the correlations between 

ΔHs and ΔG‡ (i.e., sensitivity to ΔHs) and the average ΔHs for β- and γ-C−H insertion transition 

states, we can estimate the average preference for γ-C−H insertion is 8.0 kcal/mol for Type IV, 

3.8 kcal/mol for Types II-III, and 0.0 kcal/mol for Type I Ag nitrenes. This general trend suggests 

that the magnitude of tether length effects is affected by both the ancillary ligand and the precursor. 

While Type IV nitrenes have the greatest preference for γ-C−H insertion because of the strain of 

the concave bicyclic β-C−H insertion TS with this type of Ag nitrene, the β-C−H insertion TS is 

less strained when the bidentate dmbox ligand is replaced with a multidentate tpa ligand in Type 

III nitrenes, which weakens the sulfonyl−Ag coordination. For nitrenes containing the planar 

carbamate group (Types I and II), the β-C−H insertion TSs are also less strained because they do 

not have the concave geometry. The lack of ring strain effects in the reactions with Type I Ag 

nitrenes makes this type of reactions especially promising for activating β-C–H bonds. These 

system-dependent tether length effects, combined with other factors that promote selective β-C–H 

amination, such as ligand-substrate steric repulsions with multidentate ligands (vide supra),109 

provide a general platform for regiodivergent C–H amination for a broad range of substrates. 
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Figure 3-16 Effects of tether length on transition state ring strain energy (ΔHs) and activation free energies 

(ΔG‡) of the β- and γ-C–H insertion with different Ag nitrene complexes.  

3.3.5 Electronic Effects of the C–H Bond on Reactivity 

The charge transfer from the C–H bond to the Ag nitrene in the C–H insertion transition 

states (Figure 3-17) indicates an electrophilic C–H amination mechanism that favors more 
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electron-rich C–H bonds.110 To evaluate whether the different types of Ag nitrenes have different 

sensitivity to the electronic effects, we computed the activation free energies of a series of benzylic 

C–H bonds with Types I-IV Ag nitrenes (Figure 3-17). The four different types of Ag nitrenes all 

react faster with more electron-rich C–H bonds. Correlations of computed relative rate constants 

with the σ+ parameters gave comparable slopes for all four types of nitrenes. These results indicate 

that the different Ag nitrenes have similar electrophilicity when reacting with the C–H bonds. The 

computationally-derived slope for Type III Ag nitrenes (−0.68) is in good agreement with the 

experimental Hammett studies with the (tpa)Ag(OTf)-catalyzed intramolecular competition of 

diaryl sulfamates, which gave a ρ of −0.69 using σp
+ parameters.8,111  

 

Figure 3-17 Hammett plot 
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used to describe the reactivity preference for more electron-rich C–H bonds in the amination 

reactions.  

 

Figure 3-18 Correlation between activation free energy and NPA charge of the H atom 

3.3.6 Summary of Catalyst-Dependent Factors on Reactivity and Regioselectivity 

The computational results discussed above revealed that the regioselectivity of the Ag-

catalyzed C–H amination is controlled by various factors, including BDE and electronic properties 

of the C–H bonds, tether length, and ligand–substrate steric repulsions. We summarized the 
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of Ag nitrenes is valuable for the design of regiodivergent C–H aminations. For example, although 

all four types of Ag nitrenes prefer “unactivated” C–H bonds with lower BDEs, the lower 

sensitivity in reactions with tpa-supported carbamate-derived Ag nitrenes (Type I) makes them 

the best catalyst system to pursue the selective functionalization of relatively strong unactivated 

C–H bonds. By contrast, amination of “activated” C–H bonds is not sensitive to BDE when 

carbamate precursors are used (Types I-II). This offers plenty of opportunities to override the 

BDE preference to aminate a relatively strong C–H bond in the presence of a weaker “activated” 

C–H bond. The strong preference for γ-selectivity using Type IV Ag nitrenes makes the 

(dmbox)Ag(I)-catalyzed reactions of sulfamates suitable for γ-C–H amination. By contrast, the 

tpa-supported carbamate-derived Ag nitrenes (Type I) favor amination of β-C–H over γ-C–H 

bonds, if other factors are equal, due to ligand steric effects. Finally, more electron-rich C–H bonds 

are preferred, regardless of the ancillary ligand and the nitrene precursor. As discussed above, the 

different reactivities of the Ag nitrenes are mainly affected by the ligand denticity and whether a 

sp2-hybridized trigonal planar atom or a sp3-hybridized tetrahedral atom is attached to the nitrene. 

Therefore, we expect that the same reactivity trends should also apply in Ag-catalyzed C–H 

amination with other ancillary ligands and precursors.  
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Figure 3-19 Catalyst-dependent sensitivity of C–H insertion barriers to different substrate properties. 

3.3.7 Experimental Validation of Factors Affecting Regioselectivity 

To validate the different selectivity-determining factors summarized in Figure 3-18, we 

analyzed the regioselectivity of various Ag-catalyzed C–H amination reactions reported in the 

literature. Our collaborator, Emily E. Zerull from the Schomaker's group, performed new 

experiments when the regioselectivity results were not available. We compared the β/γ-selectivity 

in the amination of n-butyl carbamate (3-6), n-butyl sulfamate (3-13) (Figure 3-20), and menthol-

derived carbamate (3-35) and sulfamate (3-36) (Figure 3-20). In these substrates, the β-C–H bonds 

have slightly higher BDE than the γ-C–H bonds. According to the factors shown in Figure 3-19, 
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sulfamates (Type IV), due to ring strain energy effects, while β-C–H amination should be 

preferred in the (tpa)Ag-catalyzed reaction with carbamates (Type I) due to ligand–substrate steric 

Effects Type I Type II Type III Type IV Preference

bond strength 

(unactivated bonds)
weaker bond

bond strength 

(activated bonds)
weaker bond

tether length γ C-H

steric effects β C-H

electronic properties
electron-rich 

C-H

less 

sensitive

more 

sensitive



 74 

repulsions. Indeed, the experimentally observed product ratios agree well with this general 

selectivity trend and the computationally predicted regioselectivities. The amination of n-butyl 

carbamate (3-6) using tpa ligand gave excellent β-selectivity (γ : β < 1 : 20). The regioselectivity 

with the same substrate is completely reversed to favor γ-amination product in a 6:1 ratio when 

dmbox ligand is used in place of tpa (see Figures 3-11 and 3-14 for computed TS structures and 

the origin of the catalyst-controlled divergent regioselectivity).  

 

Figure 3-20 Experimental and computational studies of catalyst-controlled regiodivergent β/γ-selectivity. 

Experimental studies were performed by Emily Zerull at the University of Wisconsin. 

Although reactions using n-butyl sulfamate (3-13) under standard conditions failed to give 

the desired amination product due to substrate decomposition and side reactions, in the reactions 

with menthol-derived sulfamate (3-36), excellent γ-selectivity was obtained (Figure 3-21). These 

new experimental results confirmed the strong preference for γ-amination products for Types III 
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a 1:1 ratio of Me4phen:Ag was used, the Type II Ag nitrene supported by the bidentate ligand (3-

38) gave γ-product; when an excess of Me4phen ligand is used, two Me4phen ligands are expected 

to bind to the Ag, and thus a Type I Ag nitrene (3-37) would lead to preferred β-amination product. 

These validation experiments supported the strategies discussed above to achieve catalyst-

controlled tunable β-/γ-regioselectivity by altering the ligand denticity and precursor identity. 

 

Figure 3-21 Experimental and computational studies of catalyst-controlled regiodivergent β/γ-selectivity. 

Experimental studies were performed by Emily Zerull at the University of Wisconsin. 

Next, we compared the computed substrate BDE and electronic effects on reactivity with 

experimental results. Intramolecular competition experiments have been reported to study the 
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predicted activation free energies support these conclusions. A good agreement between the 

experimental and DFT-calculated regioselectivity was obtained (Figure 3-22c).  

 

Figure 3-22 Validation of substrate BDE and electronic effects on regioselectivity. 
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3.4 Conclusion  

A combined computational and experimental study was performed to investigate why 

different types of Ag nitrene intermediates lead to different regioselectivities in the Ag-catalyzed 

C–H amination. These insights can be used to predict regiodivergent amination of a diverse range 

of C–H bonds. The computational studies indicated that the Ag-catalyzed intramolecular C–H 

amination reaction proceeds via a concerted H-atom transfer/C–N bond formation process 

involving singlet Ag nitrene intermediates. The ancillary ligand and the identity of the nitrene 

precursor (carbamate vs sulfamate) affect the transition state geometry, and thus ring strain in the 

intramolecular C–H insertion and ligand–substrate steric repulsions. These transition state 

geometry differences lead to distinct sensitivities of C–H insertion barriers to the different 

substrate properties, such as tether length, BDE and electronic effects of C–H bonds, and steric 

repulsions.  

The sensitivities to these different effects were investigated for four representative types of 

Ag nitrenes supported by either a bidentate (i.e. dmbox) or a multidentate (i.e. tpa) ligand and 

derived from precursors with either a trigonal planar (i.e. carbamate) or a tetrahedral (i.e. 

sulfamate) atom attached to the nitrene nitrogen. We demonstrated how these reactivity rules can 

be used to select the best catalyst system to achieve the desired regioselectivity. For example, the 

Ag-catalyzed aminations with the bidentate dmbox ligand and sulfamate precursors strongly favor 

γ-C–H bonds. This regioselectivity is reversed by using a tpa-supported Ag catalyst with carbamate 

precursors. In addition, the (tpa)Ag(OTf)-catalyzed amination of unactivated C–H bonds in 

carbamate precursors is the least sensitive to the BDE effect. Therefore, this is the most effective 

catalyst system to promote amination of C–H bonds with stronger BDEs in the present of weaker 

BDE C–H bonds. 
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Overall, this study revealed how the ancillary ligand and precursor affect the stability of 

the C–H amination transition state and thus can be rationally selected to control the regioselectivity 

in the Ag-catalyzed C–H aminations.  We expect that the interplay of these ring strain, electronic, 

and steric effects can offer unique insights to guide future design of regiodivergent 

functionalization strategies and facilitate the catalyst design on challenging C–H amination 

reactions.  



 79 

4.0 Engineered P450 Atom Transfer Radical Cyclases Are Bifunctional Biocatalysts: 

Reaction Mechanism and Origin of Enantioselectivity 

Reprinted with permission from Fu, Y.; Chen, H.; Fu, W.; Garcia-Borràs, M.; Yang, Y.; 

Liu, P. Engineered P450 Atom-Transfer Radical Cyclases Are Bifunctional Biocatalysts: Reaction 

Mechanism and Origin of Enantioselectivity. J. Am. Chem. Soc. 2022, 144, 13344–13355. 

Copyright, 2022, American Chemical Society.  

Reprinted with permission from Zhou, Q.; Chin, M.; Fu, Y.; Liu, P.; Yang, Y. Unnatural 

Metalloredox Biocatalysis Enables Enantio- and Diastereocontrolled Atom Transfer Radical 

Cyclization. Science 2021, 374, 1612–1616. Copyright, 2021, The American Association for the 

Advancement of Science. 
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4.1 Introduction 

Due to their ability to exert exquisite stereocontrol over challenging chemical reactions, 

enzymes are excellent catalysts for asymmetric synthesis in applications that range from small-

scale synthesis to industrial manufacturing.112 Traditional biocatalysis research focuses on the 

discovery, engineering, and application of naturally existing enzyme functions of outstanding 

synthetic value. However, compared to the immensely diverse range of organic reactions 

discovered and optimized by synthetic chemists, only a small subset of these reactivity patterns is 

found in natural enzymology and are currently being utilized by biocatalysis practitioners, thus 

imposing a major limitation on the utility of contemporary enzyme technologies. The 

implementation of unnatural chemistries by repurposing naturally existing enzymatic machineries 

promises to expand the reaction space of biocatalysis, thereby significantly augmenting the 

synthetic chemist’s toolbox.113 

Recently, the Yang group at the University of California, Santa Barbara reported 

experimental studies to repurpose naturally occurring metalloenzymes to catalyze unnatural 

stereoselective radical reactions using a metalloredox mechanism.10 Almost 50% of naturally 

occurring proteins are metalloproteins,114 among which redox-active first-row transition-metal 

cofactors such as Fe(II)/Fe(III),115 Co(I)/Co(II),116 and Cu(I)/Cu(II)117 are ubiquitous. Cognizant 

of the tremendous synthetic potential of these metalloproteins in facilitating redox-mediated 

radical reactions, the Yang group recently repurposed cytochromes P450, a class of promiscuous 

metalloenzymes with numerous applications,115a-b,118-119 to catalyze new-to-nature atom transfer 

radical cyclization (ATRC) in an enantio- and diastereodivergent fashion (Figure 4-1).10 Due in 

large part to the difficulties in maintaining a tight association with the free radical intermediate 

and/or the unfunctionalized olefin, inducing high levels of stereocontrol for free radical-mediated 
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olefin functionalization reactions continues to pose a formidable challenge for chiral small-

molecule catalysts.11 In particular, catalytic asymmetric ATRC reactions remain rare.12 Thus, the 

evolved P450 atom transfer radical cyclases provide a new means of taming radical intermediates 

for a synthetically valuable but underdeveloped class of asymmetric transformations. This 

metalloredox strategy is complementary to the elegant work of Hyster120 and Zhao121 on reductive 

C–C bond forming photoredox transformations using flavoenzymes, as the metallocofactor in this 

work allows redox-neutral atom transfer reactions to proceed with excellent stereocontrol.  

 

Figure 4-1 P450-catalyzed enantioselective atom transfer radical cyclization (ATRC).   

To further advance this recently developed mode of metalloredox radical biocatalysis, it is 

imperative to gain further understanding of reaction mechanism and origin of enzyme-controlled 

stereoselectivity. The proposed mechanism of this enzymatic ATRC reaction involves radical 

initiation via bromine atom transfer from the substrate to the heme cofactor, enantioselective 

radical cyclization, and bromine atom rebound to form the product (Figure 4-2a). However, several 

key mechanistic questions remain unaddressed. First, previous work from the Yang group showed 

that evolved P450 radical cyclases displayed substantially faster kinetics and higher total turnover 

numbers relative to free cofactor in promoting this ATRC process,10 but the origin of this enhanced 

activity is unclear. Second, the mode of enantioinduction for this radical-mediated olefin 

functionalization is potentially distinct from those of other types of well-established natural and 
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unnatural enzymatic reactions and remains to be uncovered. How these enhancements in reactivity 

and stereoselectivity relate to key evolved structural elements of the ATRCase needs to be 

elucidated. 

Stereocontrol of many enzymatic olefin functionalization reactions has been rationalized 

through π-facial selectivity models based on ground-state structure of enzyme–substrate 

complexes,121a, 122  where the rotational freedom of the olefin is greatly reduced and the two 

prochiral π-faces are easily differentiated. Such intuitive substrate binding models obtained from 

experimental X-ray structures and computational substrate docking and/or classical MD 

simulations have been widely used in biocatalysis and protein engineering. Nevertheless, an 

increasing number of studies underscored the importance of interrogating transition-state models 

to gain an accurate understanding of enzymatic stereoselectivities, 123- 124  especially when the 

reactive functional group of the substrate (e.g., an olefin) does not strongly interact with the protein 

scaffold and is flexible in the enzyme–substrate complex (Figure 4-2b). In this situation, substrate 

binding models become ineffective, and computational models based on transition-state analysis 

are critical to describe the origin of enzymatic stereocontrol. In the recently developed biocatalytic 

enantioselective ATRC, it is not clear which enantioinduction scenario is operative. Depending on 

the conformational flexibility of the olefin moiety and the carbon-centered radical in the enzyme 

active site, the enantioselectivity may be rationalized by substrate binding conformation or by the 

π-facial selectivity of the radical cyclization transition state (Figure 4-2b). 
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Figure 4-2 Possible mechanisms of enantioinduction in enantioselective ATRC reaction 

Herein, we performed computational studies to investigate the reaction mechanism and key 

factors promoting this new-to-nature atom transfer radical cyclization and to explore the origin of 

enantioselectivity. We studied how interactions with active site residues facilitate the substrate 

activation step, leading to faster radical initiation. To compare the two enantioinduction scenarios 

(Figure 4-2b), we examined substrate binding modes and conformational flexibility of the olefin 

in the enzyme–substrate complex and the radical intermediate via classical MD simulations and 

hybrid quantum mechanics/molecular mechanics (QM/MM) metadynamics simulations. These 

ground state behaviors are compared with transition state enantiocontrol by computing the 

selectivity-determining radical cyclization transition states via QM/MM-optimizations and 
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QM/MM metadynamics27,44 simulations. Our work revealed the highly flexible nature of the olefin 

in the enzyme–substrate complex, clearly demonstrating that enantiocontrol is governed by 

transition-state stability and not substrate conformational control upon binding.  

This study unveiled the unexpected role of a glutamine residue (Q263) acting as the 

hydrogen bond donor20a,121a,125  to activate the substrate toward radical initiation and enhance the 

enantioselectivity in radical cyclization (Figure 4-3). The importance of this key residue in 

promoting reactivity and selectivity was then validated experimentally using enzyme variants 

derived from site-directed mutagenesis. Together, these studies showed that the directed evolution 

efforts from the Yang group led to the serendipitous discovery of a bifunctional biocatalyst, 

wherein the heme cofactor enables atom transfer radical biocatalysis and the hydrogen bond donor 

residue further activates the substrate and enhances the enantioselectivity. 

 

Figure 4-3 Key activation and enantiocontrol modes of P450ATRCase1  
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4.2 Computational Methods 

4.2.1 DFT Calculations 

All density functional theory (DFT) calculations were carried out using the Gaussian 16 

program.32 Geometries of intermediates and transition states were optimized using the dispersion-

corrected (U)B3LYP-D3 functional126 with a mixed basis set of LANL2DZ for Fe and 6-31G(d) 

for other atoms in the gas phase. Vibrational frequency calculations were performed for all 

stationary points to confirm if each optimized structure is a local minimum or a transition state 

structure. All optimized transition state structures have only one imaginary (negative) frequency, 

and all minima (reactants, products, and intermediates) have no imaginary frequencies. The 

(U)B3LYP-D3 functional with a mixed basis set of LANL2TZ(f)127 for Fe and 6-311+G(d,p) for 

other atoms was used for single-point energy calculations in solution. Solvation energy corrections 

were calculated in chlorobenzene (ɛ=5.6968) solvent with the SMD continuum solvation model21b 

based on the gas-phase optimized geometries. The solvent environment was chosen based on 

recommendations from previous computational studies of enzymatic reactions to mimic the 

relative permittivity in enzyme active sites.128 The C–Br and Fe–Br bond dissociation enthalpies 

(BDEs) at 298 K were calculated at the same level of theory [(U)B3LYP-D3/LANL2TZ(f)-6-

311+G(d,p)/SMD//(U)B3LYP-D3/LANL2DZ/6-31G(d)]. The reported Gibbs free energies and 

enthalpies in solution include thermal corrections computed at 298 K at the standard concentration 

(1 mol/L) using GoodVibes.33 The 3D images of optimized structures were prepared using 

CYLView.34    
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4.2.2 PNO-LCCSD(T)-F12 

The explicitly correlated local coupled cluster method, PNO-LCCSD(T)-F12, was used as 

references to benchmark DFT methods. The PNO-LCCSD(T)-F12 calculations were performed 

using Molpro 2020.2.89 In the PNO-LCCSD(T)-F12 calculations, a mixed basis set of aug-cc-

pwCVTZ for Fe, ECP10MDF effective core potential along with aug-cc-pwCVTZ-PP for Br, and 

VDZ-F12 for other atoms. Def2-TZVPP/JKFIT (Fe), aug-cc-pVTZ/JKFIT (Br), and AVTZ/JKFIT 

(other atoms) were used as the fitting auxiliary basis to compute the Fock matrix and as the RI 

basis set. For the density fitting for other calculations of all other 2-electron integrals, the aug-cc-

pwCVTZ/MP2FIT (Fe), aug-cc-pVTZ/MP2FIT (Br), and AVDZ/MP2FIT (other atoms) basis sets 

were used. These basis sets are similar to those used by Werner et al. in recent computational 

studies.90-91 In the PNO-LCCSD(T)-F12 calculations of the Fe complex, four outer core orbitals 

(Fe, 3s3p) were correlated.90 T1/D1 diagnostic values were calculated in all PNO-LCCSD(T)-F12 

calculations in the benchmark study to evaluate the multireference character of these complexes. 

According to the criteria recommended by Wilson et al. for 3d transition metals, T1 values smaller 

than 0.05 and D1 values smaller than 0.15 would suggest that the single reference PNO-

LCCSD(T)-F12 method is adequate to describe the molecular ground state.92 The computed T1/D1 

diagnostic values of most complexes in the present study are smaller than the recommended 

thresholds (see later for details), indicating that the multireference character of these complexes is 

not important, and thus the coupled cluster method should predict reliable energetics.  

In the DFT and PNO-LCCSD(T)-F12 calculations, porphine was used as a model for the 

porphyrin ligand and methoxy (OMe) was used as the model for the axial serine ligand. Similar 

model systems have been used in previous computational studies of heme-containing enzymes.129 

For each Fe complex and transition state, three different spin states were calculated (high-spin, 
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quintet or sextet; intermediate-spin, triplet or quartet; and low-spin, doublet or singlet). 

Wavefunction stability tests were carried out with the “stable=opt” keyword to ensure all the open-

shell calculations adopted stable wavefunctions. The stability test suggested that the closed-shell 

singlet wavefunctions of Fe complexes are unstable. All singlet Fe complexes in this study are 

open-shell singlet without α/β symmetries. 

4.2.3 Classical MD Simulations 

Classical MD simulations 130  propagate trajectories of atoms and molecules based on 

solving equations of motion defined in classical (i.e., Newtonian) mechanics. The forces between 

the particles and their potential energies are calculated force-field based molecular mechanics. 

Classical MD simulations is widely used to investigate the time evolution of conformations of 

proteins or other macromolecules. 

In this study, we focused on the enzymatic reaction catalyzed by P450ATRCase1, an (R)-

product forming enzyme. The initial geometry of P450ATRCase1 used in the modelling was generated 

by modifying the available X-ray crystal structure of a closely related P450 variant (PDB ID: 

4H23).131 Six mutations (A82T, L181F, I263Q, H266T, T327I, and T438S) were introduced into 

4H23 using the mutagenesis tool in PyMOL132 to prepare P450ATRCase1. Classical MD simulations 

were carried out using the pmemd module of the GPU-accelerated Amber 20 package.133 Force 

field parameters for the iron–porphyrin complex were generated using the MCPB.py module134 

with the general Amber force field (gaff).135 Parameters for substrate 4-1 were generated using the 

gaff force field, whereas the Amber ff14SB force field136 was used for standard residues and TIP3P 

for solvent water molecules. First, three replicas137 of independent 500 ns MD simulations were 

performed in the holo state of P450ATRCase1 in the absence of substrate 4-1. Clustering analysis 
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based on the root-mean-square deviation (RMSD) of backbone was carried out using the cpptraj 

module138 to identify the most populated protein conformation in the MD simulations of all three 

replicas. A representative snapshot of the most visited structure was used for docking calculations 

with substrate 4-1 using the AutoDock package.139 Then, MD simulations of substrate-bound 

P450ATRCase1 were performed with and without restraints to study substrate binding poses. In the 

unrestrained MD simulations, three replicas of 500 ns simulations were performed without 

including external forces. In the restrained MD simulations, three replicas of 500 ns MD 

simulations were performed by restraining the Fe–Br distance (2.7–4.0 Å) by applying a harmonic 

potential of 500 kcal·mol−1·Å−2. These restraints were applied to simulate substrate near attack 

conformation (NAC) in the inner-sphere bromine atom transfer pathway. This strategy is similar 

to those applied in previous studies.122f,140 The restrained distance range used (2.7–4.0 Å) was 

determined based on the Fe–Br distance observed in a DFT-optimized dative complex using Fe–

porphine as a model, which has a Fe–Br distance of 3.80 Å (see Figure S5 of the SI for details). 

Additional restrained classical MD simulations where both the Fe–Br distance and the hydrogen 

bond distance between the carbonyl group of the substrate and the amide of the Q263 residue were 

restrained (the HQ263⋯Osub distance was restrained in the range of 1–3 Å with a harmonic potential 

of 200 kcal·mol−1·Å−2). The most representative snapshots from the restrained MD simulations, 

based on protein backbone RMSD analysis, were used as the initial geometries for QM/MM 

calculations and QM/MM metadynamics simulations. 

4.2.4 QM/MM Calculations of Reaction Energy Profiles 

Combined quantum-mechanics/molecular-mechanics (QM/MM) approach 141  is widely 

used to model reactions in biomolecular reaction in which a QM method is used to treat the crucial 
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part of an enzyme that affects the reaction mechanism and other electronic processes (e.g., 

substrates and co-factors in an enzymatic reaction), while a classical force field (MM) is used for 

the rest. This method enables the modeling of reactive biomolecular systems at a reasonable 

computational effort with necessary accuracy. 

The ONIOM algorithm142 implemented in Gaussian 1633 was used in QM/MM calculations 

to characterize the stationary points (intermediates and transition states). Water molecules and 

counterions within 5 Å from the enzyme were included in the QM/MM calculations. Several 

conformers of the substrate were considered for each intermediate and transition state (see Figure 

S9 of the SI for higher energy conformers). The QM region includes the heme cofactor, the side 

chain of the Fe-binding serine residue (S400), the substrate, and boundary hydrogen atoms. This 

includes a total of 77 atoms in the QM region. For the QM region, the dispersion-corrected B3LYP-

D3126/6-31G(d)–LANL2DZ(Fe) level of theory was used in geometry optimization and vibrational 

frequency calculations, and the B3LYP-D3/6-311+G(d,p)–LANL2TZ(f)(Fe) level of theory was 

used in single-point energy calculations. This level of theory has been shown to provide good 

agreement with PNO-LCCSD(T)-F12 benchmark results.10 For the MM region, the same force 

field parameters from the classical MD simulations discussed above were used. The quadratic 

coupled algorithm143 and the mechanical embedding scheme were used in geometry optimization. 

Residues greater than 6 Å away from the QM region were kept fixed during geometry optimization. 

Single-point energy calculations were performed with the electronic embedding scheme, which 

better describes electrostatic interactions between QM and MM regions.144 Open-shell singlet, 

triplet, quintet, and septet spin145 states for each structure were considered. Wavefunction stability 

of all structures was confirmed by using the “stable=opt” keyword. 
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4.2.5 QM/MM Metadynamics Simulations 

QM/MM Metadynamics Simulations is an enhanced sampling method that combine 

metadynamics and QM/MM techaniques. This technique has been successfully applied to study 

chemical reactions that take place in biomolecular systems.  

All QM/MM Born Oppenheimer MD metadynamics simulations were performed with the 

CP2K 7.1 package, combining the QM program QUICKSTEP38 and the MM driver FIST. In this 

program, a real-space multigrid technique is used to compute the electrostatic coupling between 

the QM and MM regions.146 The heme cofactor, the side chains of F181, Q263 (two key active site 

residues identified by protein engineering), and the Fe-binding S400, the substrate, and boundary 

hydrogen atoms were included in the QM region. This leads to 137 atoms in the QM region. The 

remaining part of the system was modelled at the MM level using the same parameters as in the 

classical MD simulations. The QM region was treated at the DFT (BLYP-D3) level,29b, 147 

employing the Gaussian and plane waves method (GPW) that combines Gaussian-type basis 

functions and plane-waves as an auxiliary basis. The DZVP basis set40 and Goedecker-Teter-

Hutter pseudopotentials41 were employed. The auxiliary plane-wave basis set was expanded up to 

a 280 Ry cutoff. Trajectories starting from different initial geometries, obtained from snapshots of 

the restrained classical MD simulations, were simulated in the QM/MM metadynamics 

calculations. All QM/MM metadynamics simulations were performed in the NVT (constant 

number of atoms, volume, and temperature) ensemble using an integration time step of 0.5 fs. 

First, the system was equilibrated without any restraint for 2.0 ps. Then, the metadynamics 

method17 was used to compute the free energy profiles. In the simulations of the radical cyclization 

pathways, one collective variable was defined as the distance of the forming C–C bond between 

the radical center and the alkenyl carbon of the substate. In the simulations to study the flexibility 
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of the N-allyl group in the radical intermediate, two collective variables were defined as dihedral 

angles about the allylic C–C () and N–C(allyl) () bonds. Repulsive Gaussian-shaped potential 

hills with a height of 0.3 kcal/mol and a width of 0.1 bohr for distance and 0.1 rad for dihedral 

angle were added to the potential every 20 molecular dynamics steps.  

4.3 Results and Discussion 

4.3.1 Reaction energy profile of the model system for biocatalytic atom transfer radical 

addition 

At the outset of the computational study, we performed DFT calculations using a model 

system10,148 for the axial serine-ligated P450 catalyst to elucidate the reaction mechanism and the 

origin of the biocatalyst’s activity calculations (Figure 4-4). DFT calculations showed that the 

quintet Fe(II) catalyst (4-53) is 13.5 and 20.1 kcal/mol more stable than the triplet (4-33) and singlet 

(4-13), respectively. Similarly, the high-spin sextet ferric bromide intermediate (4-64) is 5.1 and 

2.8 kcal/mol more stable than the quartet (4-44) and doublet (4-24), respectively. Thus, in this 

newly developed biocatalytic ATRC process, the Fe porphyrin catalyst remains high-spin 

throughout the catalytic cycle. This contrasts with the previously studied native oxene transfer115b 

and analogous nitrene transfer148 chemistry of P450 enzymes, wherein spin crossover is involved. 

With the model system, the radical initiation step (4-TS1) has a relatively low activation barrier 

(G‡) of 17.7 kcal/mol. Considering that the enzyme environment may further facilitate this 

process by promoting substrate binding to form complex 4-5, this Fe-catalyzed radical initiation 

is expected to be kinetically facile. The electron-rich nature of the Fe center allows for the facile 
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single electron reduction of the substrate, as evidenced by the substantial electron transfer (0.44 

e−) from 4-3 to 4-1 in 4-TS1. After the selective 5-exo-trig cyclization (4-TS2-exo) to form the 

primary carbon radical 4-7, the bromine rebound step (4-TS3) is highly exergonic with a low 

activation barrier of 13.1 kcal/mol. The fast trapping of this newly formed carbon radical via 

bromine atom transfer renders the C−C bond formation step irreversible and enables kinetic control 

of reaction stereochemistry. The bromine rebound reactivity is promoted by the conversion of a 

weaker Fe–Br bond in the ferric bromide species (4-4) to a stronger primary C(sp3)–Br bond in 4-

1. Therefore, the unique ability of the Fe porphyrin system to promote both radical initiation and 

bromine rebound steps makes it an effective ATRC biocatalyst.  



 93 

 

Figure 4-4 Reaction energy profile of the current biocatalytic atom transfer radical addition using a model 

system for the axial serine-ligated Fe-porphyrin catalyst. 

4.3.2 Benchmark of DFT methods for spin-state energies of iron-porphyrin complexes 

The performance of DFT methods for spin-state energies of iron complexes, including 

model iron-heme complexes, has been extensively studied.149 Here, we performed benchmark 
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calculations of the Fe(II) complex 4-3 in singlet (4-13), triplet (4-33), and quintet (4-53) spin states 

and the Fe(III)−Br complex 4-4 in doublet (4-24), quartet (4-44), and sextet (4-64) spin states to 

identify suitable DFT methods for energetics of the iron-porphyrin complexes in the present 

system (Table 4-1). To obtain accurate single-point energies as references, we performed the 

explicitly correlated local coupled-cluster calculations (PNO-LCCSD(T)-F12) using the B3LYP-

D3-optimized geometries. All benchmark calculations were performed in the gas phase. 

PNO-LCCSD(T)-F12 calculations predicted that the high-spin state (quintet) of 4-3 is 

highly favorable. The quintet Fe(II) catalyst 4-53 is 22.1 kcal/mol more stable than the triplet 4-33 

and 23.5 kcal/mol more stable than its singlet 4-13. The Fe(III)−Br complex prefers the low-spin 

doublet state in the gas phase, although the sextet (4-64) is only 3.0 kcal/mol higher in energy than 

the doublet (4-24). The quartet (4-44) is 12.3 kcal/mol less stable than the sextet 4-64. All DFT 

methods tested correctly predicted the high-spin quintet state of 4-3 is the most stable. However, 

only (U)B3LYP-D3, (U)OLYP150, and (U)MN15151 correctly predicted the lowest-energy spin 

state for 4-4. (U)OPBE29a and (U)ωB97X-D86 predicted the high-spin sextet state is slightly more 

stable than the doublet. (U)M06152 significantly overestimated the stability of the high-spin sextet 

state of 4-4. We chose (U)B3LYP-D3 in the following DFT calculations because it predicted the 

correct spin states for both 4-3 and 4-4 and provided the best agreement with the PNO-LCCSD(T)-

F12 spin-state energies (i.e. with the smallest mean absolute error, MAE). 
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Table 4-1 Benchmark of DFT methods. 

 PNO-CCSD(T)-F12 B3LYP-D3 OLYP OPBE ωB97X-D M06 MN15 

∆E
LH

(4-3) −23.5 −16.0 −14.5 −15.8 −19.9 −38.2 −16.9 

∆E
IH

(4-3) −22.1 −10.7 −7.9 −7.9 −16.6 −16.3 −4.2 

∆E
LH

(4-4) 3.0 1.4 0.2 −0.7 −0.1 −24.6 10.2 

∆E
IH

(4-4) −12.3 −6.2 −5.9 −7.3 −7.5 −16.6 2.8 

MAE(ΔΔE)  6.7 8.1 7.7 4.3 13.1 11.7 

aAll energies are in kcal/mol. For 4-3, ΔELH = Equintet − Esinglet, ΔEIH = Equintet − Etriplet. For 4-4, ΔELH = Esextet – Edoublet, 

ΔEIH = Esextet – Equartet, ΔΔE = ΔEDFT − ΔEPNO-CCSD(T)-F12. Geometries were optimized at the (U)B3LYP/6-31G(d)–

LANL2DZ level of theory in gas phase at the corresponding spin state. 

The T1/D1 diagnostic values of all Fe complexes are below the threshold values (T1 < 

0.05, D1 < 0.15), except for 4-24 where the D1 value (0.183) is slightly higher than the threshold 

(Table 4-2). The small T1/D1 diagnostic values of these iron complexes indicate their 

multireference character is not important, and thus the PNO-LCCSD(T)-F12 results are expected 

to be reliable as the energy references to benchmark DFT methods.  

Table 4-2 Diagnostics of multireference character. 

Diagnostics 4-
1
3 4-

3
3 4-

5
3 4-

2
4 4-

4
4 4-

6
4 

T1 0.022 0.019 0.015 0.025 0.023 0.020 

D1 0.137 0.099 0.056 0.183 0.145 0.114 

4.3.3 Substrate Binding Modes and Unexpected Hydrogen Bonding Interaction with Key 

Residue Q263 

To explore the substrate binding modes within the enzyme active site, we performed 

classical MD simulations of the enzyme–substrate complex. After docking substrate 4-1 into the 
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active site of P450ATRCase1, we performed three replicas of 500 ns MD simulation without any 

restraint (unrestrained MD). We also performed another three replicas of 500 ns MD simulations 

by restraining the Fe–Br distance within 2.7–4.0 Å to mimic the near attack conformation 

(NAC)122f for bromine atom abstraction (restrained MD). 

Both MD simulations revealed the existence of two dominant interaction modes with Q263 

(Figure 4-4a), where the carbonyl group of the substrate forms a hydrogen bond with the NH2 

group of the side chain of Q263 (interaction mode A) or with a water molecule bridging Q263 and 

the substrate (interaction mode B). The unrestrained MD simulations describe that in most of the 

simulation time (63.9%), the N–H∙∙∙O distance between the side chain NH2 group in Q263 and the 

amide carbonyl oxygen of 4-1 is shorter than 3 Å. In the restrained MD simulations, this direct 

Q263–substrate hydrogen bond was observed in a smaller percentage of the simulation time (21.2 

%), because the distance restriction between Fe and Br induces less favorable spatial arrangement 

for the hydrogen bond. Nonetheless, most snapshots maintain a relatively short distance between 

Q263 and the substrate (< 5 Å), with either a direct hydrogen bond with Q263’s NH2 group or 

water-bridged hydrogen bond between these two groups (Figure 4-5). These MD simulations 

suggest that hydrogen bonding interactions with Q263 are important for substrate binding and may 

be involved in subsequent steps of the catalytic cycle. This will be examined using QM/MM 

calculations in the next section. 
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Figure 4-5 Hydrogen bonding interactions between Q263 side chain and the substrate 

Both unrestrained and restrained MD simulations describe a preferred binding pose of the 

substrate in which the N-benzyl group of 4-1 is placed in proximity to L437, establishing 

hydrophobic C–H∙∙∙π interactions (Figure 4-6). Due to this stabilizing interaction, the s-cis 

conformer of the amide is strongly favored within the active site, as seen in greater than 93% of 

the simulation time. In the favored s-cis conformer, the N-allyl group is cis to the bromoalkyl 

group, a conformation required in the subsequent radical cyclization step. In the absence of enzyme 

scaffold, rotation along the amide bond led to less efficient ATRC of N-allyl α-haloamides,153 

demonstrating the templating effect of the protein scaffold in facilitating radical catalysis. Overall, 

the orientation of 4-1 in the active site remains relatively stable throughout the MD trajectories 

due to the hydrogen bonding interactions with the amide carbonyl and the C–H∙∙∙π interactions 

with the N-benzyl group. These interactions not only promote substrate binding but also stabilize 

the s-cis conformer of the amide poised to undergo radical cyclization. 
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Figure 4-6 Representative MD snapshots of preferred binding pose of substrate 4-1 in P450ATRCase1 active 

site 

MM-GBSA substrate–residue pair interaction calculations154 were performed to analyze 

active site interactions with the substrate (Figure 4-7). These calculations revealed that Q263 and 

L437 are among residues establishing the most stabilizing interactions with the substrate, further 

highlighting their importance for the substrate binding via hydrogen bonding and C−H∙∙∙π 

interactions with these residues, respectively.  

 

Figure 4-7 MM-GBSA substrate–residue pair interactions. 
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4.3.4 Reaction Energy Profiles from QM/MM Calculations and the Roles of Q263 on 

Reactivity of Substrate Activation 

We next used QM/MM methods to compute the free energy profile of this biocatalytic 

ATRC process. QM/MM calculations were performed starting from the preferred substrate binding 

mode characterized from MD simulations, and considering interaction mode A with Q263 residue 

(Figure 4-8), where the amide side chain of Q263 engages the substrate in hydrogen bonding 

interactions. Open-shell singlet, triplet, quintet, and septet spin states of each intermediate and 

transition state structure were optimized using QM/MM. Gibbs free energy profiles involving the 

two most favorable spin states, quintet and septet, affording the major enantiomeric product 4- 

(R)-2 via radical addition to the (Si)-face of the alkene (4-TS5-(Si)) are shown in Figure 3. The 

quintet spin state was found to be the most favorable spin state for the enzyme–substrate and 

enzyme–product complexes and bromine atom abstraction and bromine atom rebound transition 

states (4-TS4 and 4- (R)-TS6), whereas the septet spin state was found to be the most stable in α-

carbonyl radical 4-9, radical cyclization transition state 4-TS5-(Si), and the succeeding cyclized 

primary radical 4- (R)-10. 

The QM/MM-computed energy profiles revealed several key mechanistic features critical 

for the reactivity and enantioselectivity of this enzymatic ATRC. First, the Fe(II)/Fe(III) 

metalloredox processes (4-TS4 and 4- (R)-TS6) are both kinetically facile. Although the radical 

initiation via bromine atom abstraction (4-TS4) is endergonic by 6.4 kcal/mol, it requires a 

relatively low activation free energy of 17.3 kcal/mol. The endergonicity of this step is comparable 

to the bromine atom abstraction step in Cu-catalyzed atom transfer radical polymerization (Cu-

ATRP), which has an equilibrium constant of KATRP = 10−9 ~ 10−4 in most common Cu-ATRP 

systems.155 The relatively high HOMO energy of the heme cofactor (−3.3 eV, compared with −5.6 
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eV for Cu(TPMA)+, a representative Cu-ATRP catalyst)156 suggests that this Fe-mediated bromine 

atom abstraction is kinetically promoted due to effective metal-to-substrate charge transfer in the 

bromine atom abstraction transition state. 157  Because bromine atom abstraction is the rate-

determining step in the QM/MM-computed catalytic cycle, a low kinetic barrier is essential for the 

reactivity of the ATRC. On the other hand, the exergonicity of the bromine atom rebound step 

enables rapid trapping of the enantioenriched cyclized primary radical intermediate 4-(R)-10 via 

4-(R)-TS6. Because the Gibbs free energy of 4-(R)-TS6 is lower than that of 4-TS5-(Si), the 

radical cyclization (4-TS5-(Si)) is irreversible, and thus determines the enantioselectivity. 
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Figure 4-8 Computed Gibbs free energy profiles of the P450ATRCase1-catalyzed ATRC from QM/MM 

calculations. 

The reactivity of bromine atom abstraction is promoted by hydrogen bonding interaction 

between the amide side chain in Q263 and the carbonyl group of substrate 4-1. This hydrogen 

bond persists throughout catalysis among all the QM/MM-optimized intermediate and transition 

state structures (Figure 4-9, and Figure 4-10). Furthermore, our QM/MM calculations showed 

slightly shorter N–H∙∙∙O distances in bromine atom abstraction transition state 4-5TS4 and α-

carbonyl radical intermediate 4-79 compared to that in the enzyme–substrate complex 4-58. These 

results indicate that this hydrogen bond not only promotes the substrate binding but also more 
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substantially stabilizes bromine atom abstraction TS and the radical being formed, promoting this 

rate-determining substrate activation step. The rate acceleration effect of Q263 is further evidenced 

by the computed bromine atom abstraction transition state from a MD snapshot without the 

hydrogen bond with Q263 (4-TS4’, Figure 4-9). The absence of hydrogen bonding with the Q263 

side chain results in a bromine atom abstraction barrier of 1.9 kcal/mol higher than that involving 

Q263 via 4-TS4.  

 

Figure 4-9 QM/MM-optimized structures of intermediates and transition state in the rate-determining 

radical initiation step and less favorable radical initiation transition state without hydrogen bonding 

interaction with Q263. 
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Figure 4-10 QM/MM-optimized structures of intermediates and transition state in the bromine atom rebound 

step. 

These results show that the glutamine residue is an activating hydrogen-bond donor and 

can accelerate the rate-determining bromine atom abstraction step. Further calculations using 

truncated model systems showed that this hydrogen bonding interaction lowers the energy of the 

LUMO orbital of the α-bromoamide moiety, thereby weakening the α-C–Br bond (see Figure 4-

11). 
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Figure 4-11 Effect of hydrogen bonding interaction on LUMO energies. 

The I263Q mutation represents one of the most important beneficial mutations in our 

previously reported directed evolution effort, as it led to dramatically enhanced activity and 

enantioselectivity of P450ATRCase1. Compared to its parent, the I263Q mutant increased the total 

turnover number (TTN) from 1810 to 5370 and enantiomeric ratio (e.r.) from 67:33 to 89:11.3 

Despite these results, the role of this I263Q mutation was not known at the time P450ATRCase1 was 

engineered. The computational results disclosed herein rationalized the role of Q263 on the 

experimentally observed reactivity. The higher e.r. with the I263Q variant suggests that this 

residue also plays a key role in the enantioselectivity-determining step. This effect is discussed in 

the next section. 

4.3.5 Origin of Enantioselectivity and the Cooperative Effects of Q263 and Heme Cofactor 

on Enantioinduction 

In order to understand the origin of enantioselectivity, we performed QM/MM calculations 

to study the enantioselectivity-determining radical cyclization transition states (Figure 4-12). The 

transition state of radical addition to the (Si)-face of the alkenyl group 4-TS5-(Si) leading to the 

experimentally observed major enantiomeric product 4-(R)-2 requires an activation free energy of 

LUMO: –1.435 eV LUMO: –1.305 eV 
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8.1 kcal/mol with respect to the α-carbonyl radical 4-9. 4-TS5-(Re) leading to the opposite 

enantiomeric product, 4-(S)-2, is 2.5 kcal/mol higher in energy. 

 

Figure 4-12 QM/MM-optimized structures of enantioselectivity-determining radical cyclization transition 

states. 

Hydrogen bonding interactions between Q263 and the carbonyl group of substrate 4-1 and 

C–H∙∙∙π interactions between L437 and the N-benzyl group on 4-1 are observed in both transition 

states 4-TS5-(Si) and 4-TS5-(Re) (Figure 4-12). These interactions restrained the positioning of 

the substrate in the active site, placing the α-carbonyl radical center relatively close to the heme 

cofactor. When approaching the α-carbonyl radical during the radical cyclization, the alkenyl 

group is placed closer to the heme cofactor. In the favored radical cyclization transition state 4-

TS5-(Si), the alkenyl group points away from the heme, whereas in the disfavored transition state 

4-TS5-(Re), the alkenyl group points towards the heme, leading to unfavorable steric repulsions. 
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This unfavorable steric effect is evidenced by the short distance between the terminal olefinic 

carbon and the bromine atom on heme (3.40 Å) in 4-TS5-(Re). 

Next, we performed QM/MM metadynamics simulations to study the structural features 

along the radical cyclization reaction coordinate. The radical cyclization transition states 

characterized by QM/MM metadynamics (Figure 4-13) are structurally similar to those obtained 

from QM/MM geometry optimizations (Figure 4-12). The Gibbs free energies of activation 

estimated from the QM/MM metadynamics trajectories leading to products 4-(R)-2 and 4-(S)-2 

are 8.1 and 13.3 kcal/mol with respect to the α-carbonyl radical intermediate, respectively. This is 

in line with QM/MM geometry optimizations indicating that formation of 4-(R)-2 is more 

favorable due to greater steric repulsions between the terminal alkenyl group and heme cofactor.  



 107 

 

Figure 4-13 QM/MM metadynamics simulations of radical cyclization pathways involving a hydrogen bond 

between Q263 side chain and the carbonyl group on the substrate. 

The HQ263⋯Osub distances of the hydrogen bond between Q263 and the carbonyl group on 

substrate 4-1 along these QM/MM metadynamics trajectories are shown in Figure 4-14.158 The 

hydrogen bond along the radical cyclization pathway to form 4-(R)-2 via 4-TS5-(Si) remains 

relatively strong with average HQ263⋯Osub distance smaller than 2.5 Å. On the other hand, the 

hydrogen bonding interaction with Q263 is weaker in the region near the disfavored transition state 

4-TS5-(Re), evidenced by slightly longer HQ263⋯Osub distances explored along the radical 

cyclization pathway. The steric repulsions with heme lead to unfavorable distortion of 4-TS5-(Re), 

4-TS5-(Si)

Forming C–C Bond Distance (Å)

Δ
G

(k
c
a
l/
m

o
l)

4-TS5-(Si)

∆G‡ = 8.1 kcal/mol

2.19

4-9

Forming C–C Bond Distance (Å)

Δ
G

(k
c
a
l/
m

o
l)

TS2-(Si)

4

4-TS5-(Re)

4-9

4-TS5-(Re)

∆G‡ = 13.3 kcal/mol

• Free energy surface of radical cyclization• Representative snapshot in the transition state region

a. QM/MM metadynamics simulations of radical cyclization leading to major product 4-(R)-2 where 

Q263 and the substrate engage in hydrogen bonding

b. QM/MM metadynamics simulations of radical cyclization leading to product 4-(S)-2 where Q263 and 

the substrate engage in hydrogen bonding

• Free energy surface of radical cyclization• Representative snapshot in the transition state region

2.22

d(O⋯H)ave = 

2.26 Å

L437

Q263

V87

F181

S438

d(O⋯H)ave = 

2.63 Å

L437

Q263

V87

F181

S438

A328

A328

d(C⋯Br) = 

3.20 Å

4-(R)-10

4-(S)-10

E267

E267

A268A264

A268

A264

I327

I327



 108 

weakening the hydrogen-bond with Q263, a key enzyme–substrate interaction. Overall, both the 

QM/MM and the metadynamics simulations highlighted the cooperative effects of the Q263 

residue, hydrophobic active site residues, such as L437, and the heme cofactor in anchoring the 

substrate and exerting steric interactions to affect the enantioinduction in radical cyclization 

transition states. 

 

Figure 4-14 Q263 hydrogen bonding interactions along the radical cyclization pathways from QM/MM 

metadynamics simulations. 

4.3.6 Classical MD and QM/MM Metadynamics Simulations on the Conformational 

Flexibility of the N-Allyl Group in Ground State Complexes 

We performed molecular dynamics simulations using both classical MD and QM/MM 

metadynamics to explore the conformational flexibility of the N-allyl group in the enzyme–

substrate complex 4-8 and the α-carbonyl radical intermediate 4-9 (Figures 4-15 and 4-16). We 

surmised that these simulations, in conjunction with the transition state modeling discussed above, 
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would reveal which of the two enantioinduction scenarios shown in Figure 4-14 is operative in this 

enzymatic ATRC. In particular, these ground-state simulations could reveal whether the allyl 

group rotation is restricted prior to the radical cyclization transition state, therefore offering a 

binding-based enantioinduction model for π-facial discrimination. 

The conformations of the N-allyl group in the enzyme–substrate complex 4-8 observed 

along the unrestrained and restrained classical MD simulations are described in Figure 6a. These 

MD simulations showed four clusters of conformers (4-8a-4-8d) with almost equal distributions, 

resulting from rotations about the N–C(allyl) () and the allylic C–C () bond. In the centroids of 

each cluster, the allyl group and the carbonyl are anticlinal ( is within 90~150º or −90~−150º) 

rather than having the synperiplanar conformation ( = 30~−30º) in the radical cyclization 

transition states. The lack of sterically bulky residues around the N-allyl group allows for the facile 

conformational change in the enzyme–substrate complex. Due to this conformational flexibility of 

the N-allyl group, there is no clear preference for the (Re)- or the (Si)-face of the C=C double bond 

to be exposed to the α-bromoamide moiety. 
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Figure 4-15 Conformational change of the N-allyl group in enzyme–substrate complex 4-8 and α-carbonyl 

radical intermediate 4-9 from classical MD. 

Next, we performed QM/MM metadynamics simulations on the α-carbonyl radical 

intermediate 4-9 to investigate the rate of N-allyl group rotation once the radical is formed. In these 

simulations, we used the dihedral angles about the allylic C–C () and N–C(allyl) () bonds as the 

collective variables. Similar to conformers 4-8a-4-8d, the allyl group and the carbonyl are anti- or 

synclinal in all of the low-energy conformers of 4-9 (Figure 4-15). These conformers isomerize to 

synperiplanar conformation, such as in 4-9'-(Si) and 4-9'-(Re), via rotation about the N–C(allyl) 

() bond prior to the radical cyclization transition state. Although 4-9'-(Si) and 4-9'-(Re) are not 

minima on the free energy surface, the conformational change to these synperiplanar structures is 

kinetically facile. The QM/MM metadynamics calculations indicate conformer 4-9-(Si), which 

leads to the favored (Si)-face radical cyclization after N–C(allyl) () bond rotation and radical 
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addition, is 3.6 kcal/mol more stable than conformer 4-9-(Re), which leads to the less favorable 

radical cyclization with the (Re)-face of the olefin. Here, 4-9-(Re) is destabilized by steric 

repulsions between the terminal alkenyl group and heme cofactor, similar to the steric effect that 

destabilizes 4-TS5-(Re). The low barrier to the interconversion between 4-9-(Si) and 4-9-(Re) via 

allylic C–C bond () rotation (ΔG‡
rot = 5.2 kcal/mol) indicates that the N-allyl conformational 

change is much faster than the radical cyclization (ΔG‡ = 8.1 kcal/mol via 4-TS5-(Si)).  

 

Figure 4-16 QM/MM metadynamics simulations of rotations of N-allyl groups in the α-carbonyl radical 

intermediate using allylic C–C () and N–C(allyl) () bonds as the collective variables.  

The interconversion barrier between 4-9-(Si) and 4-9-(Re) is comparable to that of N-

allylamide in the absence of the enzyme (Figure 4-17), indicating minimal interactions between 

the allyl group and active site residues in the α-carbonyl radical intermediate.  
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Figure 4-17 DFT calculated relative energies along the allylic C–C () rotational coordinate of the N-allyl 

group in the α-carbonyl radical intermediate in the absence of the enzyme environment. 

Overall, these simulations indicated a highly flexible N-allyl group in both the enzyme-

bound substrate and the enzyme-bound α-carbonyl radical intermediate. Due to the rapid 

conformational interconversion of the N-allyl group in these ground state complexes, the 

enantioselectivity of this new-to-nature enzymatic ATRC process is solely determined by the 

radical cyclization transition state and not by the initial substrate conformation.  

4.3.7 Experimental Investigations on the Importance of Residue 263 on Reactivity and 

Enantioselectivity 

In light of the key role of residue Q263 uncovered by the computational studies, our 

collaborator from the Yang group generated P450ATRCase1 Q263X mutants (X = R, K, N, S, A, I, 

and E) by site-directed mutagenesis and examined their catalytic activity and enantioselectivity in 

the radical cyclization of 4-1 (Table 4-3). In this study, other potential hydrogen bond donors, 

including arginine, lysine, asparagine, and serine, were evaluated in addition to residues lacking a 

hydrogen bond donor, including alanine, isoleucine, and glutamate.  

Consistent with our computational insights, when Q263 was replaced by an appropriate 
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observed. The second-best residue at 263 was found to be arginine (R263, Table 1, entry 2), which 

bears a guanidine functional group that can potentially serve as a hydrogen bond donor. With this 

Q263R mutant, yield, total turnover number (TTN), and enantioselectivity very similar to the Q263 

parent were observed. The Q263K mutant provided slightly further reduced enantioselectivity 

(entry 3). Interestingly, a further drop in e.r. was observed when this glutamine was replaced by 

an asparagine (entry 4), highlighting the importance of the tethering unit length for this hydrogen 

bond donor to engage the amide substrate. A263 lacking a hydrogen bond donor side chain and 

S263 with a much shorter hydrogen bond donor hydroxymethyl side chain provided greatly 

reduced enzyme activity and enantioselectivity (entries 5–6). Similar to the Q263A mutant, 

reverting this Q263 to I263 in native P450BM3 led to inferior enzyme performance (entry 7). The 

E263 mutant bearing a presumably deprotonated glutamate at residue 263 also provided low 

activity and enantioselectivity (entry 8). Together, these studies provided further evidence to 

support the essential role of residue Q263 of P450ATRCase1, underscoring the importance of a 

hydrogen bond donor residue to both the enzyme activity and enantioselectivity.  
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Table 4-3 Experimental validation. Experimental studies were performed by Heyu Chen and Wenzhen Fu at 

the University of California, Santa Barbara. 

 

entry mutation of P450ATRCase1 yield (%)a TTN e.r.a 

1 None 89 ± 2 4400 ± 100 96:4 

2 Q263R 82 ± 3 3700 ± 100 95:5 

3 Q263K 76 ± 2 3730 ± 90 91:9 

4 Q263N 75 ± 0 4340 ± 20 84:16 

5 Q263S 36 ± 1 2310 ± 50 78:22 

6 Q263A 37 ± 1 2490 ± 70 79:21.5 

7 Q263I 52 ± 8 1300 ± 200 87:13 

8 Q263E 25 ± 0 1300 ± 10 66:34 

 a Yields and e.r.’s were determined by HPLC analysis. Reactions were carried out using whole E. coli cells 

harboring P450ATRCase1 mutants. 

 

4.4 Conclusion  

Using a combined computational and experimental approach, we elucidated the 

mechanism and the origin of enantioselectivity of our recently developed biocatalytic atom transfer 

radical cyclization using a laboratory-evolved P450 cyclase. QM/MM and classical MD 
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simulations showed that the substrate binds to the enzyme active site, establishing a stabilizing 

hydrogen-bonding interaction with Q263 and C–H∙∙∙π interactions with L437. While these 

stabilizing interactions are maintained throughout the catalytic process, leading to a relatively rigid 

positioning of the substrate carbonyl within the enzyme active site, the N-allyl group of the 

substrate is highly flexible and undergoes rapid conformational change in enzyme-bound forms. 

The facile conformational change of the N-allyl group in ground state complexes makes the 

enantioselectivity entirely determined in the radical cyclization transition state. Notwithstanding 

the lack of conformational preference at the stage of various ground-state intermediates, high 

levels of enantioselectivity are achieved in the radical cyclization transition state where the olefin 

approaches the radical center, leading to further accentuated steric interactions with the heme 

cofactor. This study revealed the critical role of Q263 in promoting both reactivity and 

enantioselectivity, as it stabilizes substrate binding, promotes the rate-determining bromine atom 

abstraction, and controls the substrate orientation in the enantioselectivity-determining radical 

cyclization step. The multiple functions of Q263 were further corroborated by experiments 

evaluating the activity and enantioselectivity of enzyme variants generated by site-directed 

mutagenesis. Together, this study highlights the synergy between computations and experiments 

in providing to insights into the mechanism of enantioinduction in radical-mediated enzymatic 

reactions. We expect that these insights will guide the further engineering of stereoselective 

ATRCases and development of other asymmetric new-to-nature radical-mediated enzymatic 

reactions.   
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