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Water-Ion Clusters
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For decades, experimentalists and theoreticians have used gas-phase water-ion clusters

to probe solute-solvent interactions at a molecular level. Vibrational spectroscopy on these

clusters has yielded a wealth of information of the structure and dynamics of these small

systems. This information can then be used to gain insight into the solvation interactions

in a bulk system. However, despite their small size, these clusters are surprisingly complex,

and much is still to be learned about these systems.

This work explores two contrasting approaches to the computational study of water-ion

clusters. The first approach is the use of experimental references to build upon and expand

theoretical techniques. The property of interest is vibrational progressions in the OH stretch-

ing regions of water-anion clusters of the form X– · (H2O) (where X– is a polyatomic anion).

This progression arises from a coupling of the high-frequency OH stretching modes with

low-frequency intermolecular rock modes. Although previous theoretical models have been

able to qualitatively reproduce these progressions, obtaining quantitative agreement with

experiment has proven more difficult. To tackle this problem, a one-dimensional adiabatic

model was developed to directly model the effect of OH stretch excitation on the rocking

mode. This model was further expanded into a two-dimensional model to reproduce these

progressions with even greater accuracy.

The second approach is the use of computational techniques to aid in the interpretation

and understanding of new experimental results on protonated water clusters. Experiments

were performed by the Johnson group to observe the migration of a hydrogen atom over

time in the D3O
+ · (HDO)(D2O)19 cluster. These experiments showed that when the HOD

monomer had a free OD stretch, the cluster could undergo an interconversion to yield a

free OH stretch. A mix of computational techniques was used to confidently determine the

pathway of this interconversion, in which the cluster goes through an intermediate state
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containing a four-membered ring.
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1.0 Introduction

1.1 Vibrational Theory

1.1.1 The Harmonic Oscillator Approximation

A simple harmonic oscillator in classical physics can be visualized as two masses attached

by a spring. The spring exerts a force on the masses as they are displaced from their equi-

librium distance r0. For a harmonic oscillator, this force is proportional to the displacement

from equilibrium:

F = −k(r − r0) = −kx

where k is the force constant, and can be thought of as the ”stiffness” of the spring. The

motion of the spring over time starting from equilibrium can be described as follows:

x(t) = A cos (ωt)

where A is the amplitude of the motion and ω is the angular frequency of the oscillation

described as follows:

ω =

√
k

µ

and µ is the reduced mass of the system. In the absence of other forces, the masses will move

back and forth in a perfectly harmonic motion, hence the name ”harmonic oscillator”. The

true power of these equations is that they can be used to describe many classical systems

with harmonic motion, even those that scarcely resemble the simple spring system.

1.1.2 The Quantum Harmonic Oscillator

The simplicity and broad applicability of the harmonic oscillator led to it being one

of the first systems studied in the development of quantum mechanics. Both Bohr[1] and
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Heisenberg[2] examined the system in some of the earliest quantum mechanics papers. The

potential energy function V (x) is identical to the classical system:

V (x) =
1

2
kx2 =

1

2
mω2x2

Thus, the Hamiltonian of the one-dimensional quantum harmonic oscillator is:

Ĥ = − h̄2

2m

d2

dx2
+

1

2
kx2

The quantum harmonic oscillator has the advantage of being one of the few quantum-

mechanical systems that is possible to solve exactly. The wavefunction consists of a Gaussian

function multiplied by a Hermite polynomial. The energy levels are as follows:

En = h̄ω(n+ 1/2), n = 0, 1, 2...

There are two interesting features of these energy levels. First, the energy levels are evenly

spaced. Second, the ground state energy is greater than zero, meaning there is always

vibrational energy in the molecule, even at 0 K.

A widespread application of the quantum harmonic oscillator is in describing molecular

vibrations. Using force constants derived from electronic structure calculations, it is possible

to obtain energy levels which are within 5% of experimental values for many chemically

important vibrations. In particular, calculated values for stretching modes, such as OH

stretch or CH stretch, often reproduce qualitative trends in the experiment. Applications

for these calculations include aiding molecule identification, determining thermodynamic

values, and investigating molecular struture, among many others.

2



1.1.3 Normal Mode Approximation

While calculating the vibrational levels of a diatomic molecule is fairly trivial, a more

involved approach is required for polyatomic molecules. To start, it is no longer possible to

reduce intramolecular motion to a single coordinate. There are a total of 3N atomic coordi-

nates in any molecule, where N is the number of atoms, corresponding to the motion of each

individual atom in the x, y, or z direction. However, this is not very useful for molecular

vibrations, since they tend to involve the motion of multiple atoms simultaneously. Thus,

we seek to find a linearly independent coordinate system where each coordinate corresponds

to a molecular motion. 3 coordinates will correspond to molecular translations, 3 coordi-

nates correspond to molecular rotations (2 in a linear molecule), and the remaining 3N − 6

coordinates correspond to intramolecular motion (3N − 5 in a linear molecule).

One set of coordinates that fit these requirements is called the normal modes of a molecule

[3–5]. To find the normal modes, the Hessian matrix H must be calculated. This is a matrix

of the second derivatives of electronic energy with respect to atomic coordinates:

Hij =
∂2E

∂xi∂xj

This is then converted into the mass-weighted Hessian matrix Hm:

Hm
ij =

Hij√
mi ∗mj

where xi is the x, y, or z Cartesian coordinate of a single atom, and mi is the mass of

the atom associated with this coordinate. Diagonalization of this matrix will give a set of

normal modes and their force constants. These force constants create a set of 3N harmonic

potentials (including 3 translational modes and 3 rotational modes), from which harmonic

frequencies can be readily calculated.

Harmonic normal mode frequencies provide a reasonable approximation for many high

frequency vibrations. For example, OH stretch harmonic frequencies are generally within 5%

of experimental values. The level of accuracy and the ease of computation has led to a wide

use of harmonic normal modes for a wide variety of systems. However, they are often not

adequate for highly anharmonic vibrations or when a high degree of accuracy is required.

Therefore, there is a lot of interest in alternate approaches.
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There are various methods for adding anharmonic corrections to harmonic normal mode

frequencies. These include vibrational perturbation theory, vibrational SCF, and vibrational

CI. These methods all require expanding the harmonic normal mode potentials with higher

order terms. Generally, these are obtained using a Taylor series expansion with respect to the

normal modes to obtain cubic, quartic, and higher terms, including terms involving multiple

modes. These potentials can then be used to solve for anharmonic frequencies using the

methods previously listed. While all of these methods operate differently and have different

computational requirements, they are all limited in accuracy by the accuracy of the Taylor

series expansion of the potential. Even vibrational CI, which can theoretically give exact

anharmonic frequencies, can run into issues when approximations are made to the form

of the potential energy surface. Issues most commonly arise from an inability to calculate

sufficiently high order terms of the potential or computational limits in the accuracy of higher

order derivatives. Therefore, for many systems, it is preferable to use alternate methods for

calculating anharmonic frequencies that are not based on normal mode coordinates.

1.1.4 Relaxed Scan Coordinates

The harmonic normal mode approximation generally works well for high frequency vi-

brations with relatively low anharmonicity. However, it has some important limitations.

In particular, the approximation does poorly for large amplitude motions. This is because

the normal modes are calculated using only the second energy derivatives at the equilib-

rium geometry, and thus cannot accurately predict the potential energy surface for large

displacements from this geometry.

In a relaxed scan, a potential energy surface is constructed by calculating the energy at

a series of points along the coordinates of interest. At each point, the coordinates of interest

are fixed while all other degrees of freedom are optimized. Compared to normal modes, this

gives a more realistic view of large amplitude motions, as the relaxation of the molecule

means that coupling with the other motions is implicitly accounted for. Relaxed scans can

provide far more accurate frequencies for large amplitude vibrations than other techniques.

However, to achieve this accuracy, it is important to accurately calculate the kinetic energy
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of the vibration. In a relaxed scan, the displacement of atoms may vary non-linearly along

the scan coordinates. This means a more involved approach for treating reduced mass is

required, which will be addressed in the next section.

1.1.5 The Wilson G-Matrix

In the normal mode approximation, atomic displacements xi vary linearly with respect

to a normal coordinate q. In other words

∂

∂q
xi = c

for all values of q, where c is a constant. This allows a constant value to be used for reduced

mass. However, this is not necessarily true in other coordinate systems, particularly in

a relaxed scan. In addition, if coordinates are not linearly independent, then we have to

consider kinetic coupling between coordinates. Thus, a general formulation of reduced mass

which can be used with any arbitrary coordinate system is desirable.

The Wilson G-Matrix procedure is a procedure used to calculate the kinetic energy of

intramolecular motions for an arbitrary coordinate system[6]. Podolski introduced a form of

the kinetic energy operator in generalized internal coordinates[7]:

Tq =
−h̄2

2

M∑
r=1

M∑
s=1

[
g1/4

∂

∂qr

[
g−1/2 ·Grs ∂

∂qs

[
g1/4

]]]
where qr is a generic internal coordinate, M is the total number of internal coordinates of

interest, Grs is a term in the Wilson G-Matrix, and g is its determinant. The terms Grs are

calculated as follows:

Grs =
3N∑
i=1

mi

[
∂qr
∂xi

] [
∂qs
∂xi

]
where xi is an atomic Cartesian coordinate, mi is the mass of atom i, and N is the total

number of atoms. The diagonal elements of this matrix correspond to the inverse reduced

masses:

Grr =
1

µr
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and the off-diagonal elements are kinetic coupling terms. Often, it is more convenient to

calculate the elements of the inverse G-Matrix:

Grs =
3N∑
i=1

1

mi

[
∂xi

∂qr

] [
∂xi

∂qs

]
Inverting this matrix will yield the standard G-Matrix.

It’s important to note that the values Grs (and therefore g) are not necessarily constant

with respect to the internal coordinates. If this is the case, then the reduced masses of the

modes are effectively functions which vary with respect to the coordinates q. In cases where

the off-diagonal elements of the G-Matrix are zero, then the reduced mass for mode r will

only depend on qr. However, if the off-diagonal elements are nonzero, this creates kinetic

coupling between the modes, and the reduced mass is a function of all coordinates.

One technique which can simplify the calculation of the Wilson G-Matrix is to remove

translational and rotational contributions by enforcing the Eckart frame[8, 9]. To remove

translational contribution, the center of mass is kept fixed along qr:

3N∑
i=1

mixi

mtot

= 0

To remove rotational motion, a reference geometry is used (usually the equilibrium geometry

of the molecule for convenience) with coordinates R. Motions along qr are compared to the

reference coordinates with a displacement vector d for each atom A:

dA = xA −RA

The displaced geometry is then rotated such that

N∑
A=1

mA (RA · dA) = 0

By enforcing the Eckart frame, we ensure that there is no kinetic coupling between external

and internal motion, allowing us to consider only the 3N − 6 internal coordinates. The

G-Matrix can be further simplified by only looking at a subset of internal modes. This is the

approach generally taken when doing relaxed scans along a small number of coordinates.
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1.2 Discrete Variable Representation

Most methods of calculating quantum mechanical energy levels assume a specific form

of the potential energy operator, usually a form that can be solved exactly or one where

approximate solutions have been discovered. However, in many circumstances, it is useful to

have a technique which can be used to solve for an arbitrary potential energy surface. This

motivated the development of discrete variable representation (DVR) methods[10]. DVR

methods use a grid based basis set where the potential energy matrix Vij = ⟨i| V̂ |j⟩ is

diagonal. Numerous implementations of DVR with different basis sets have been developed,

such as sine functions, harmonic oscillator basis functions, or delta functions. Different types

of DVR have different advantages which make them suitable for different types of problems.

One type of DVR which has been previously used for highly anharmonic vibrational

systems is Fourier Grid Hamiltonian Discrete Variable Representation (FGH-DVR)[11, 12].

FGH-DVR uses a basis of Dirac Delta functions:

δ(x′ − x) =

1, x = x′

0, x ̸= x′

To obtain the kinetic energy terms, these functions are transformed into momentum space:

δ(x′ − x) =
1

2π

∫ ∞

k=−∞
e−ik(x′−x)dk

Next, both x and k are discretized on uniform grids. For a grid from 0 to L with N grid

points, the grid spacing along x is ∆x = L/N . The momentum grid ranges from k = −n∆k

to k = n∆k where ∆k = 2π/L and n = (N − 1)/2. Note that this setup is for an odd

number of grid points, and the final terms are slightly different for an even number of grid

points. From this point, it is possible to derive the derivative terms in the kinetic energy

matrix. The following form is used for the second derivative terms[11]:

[
∂2

∂2x

]
j,t

=

−
(
2π
L

)2 n(n+1)
3

, j = t

−
(
2π
L

)2 (−1)(t−j)(n+1)cos[A]+(n+1)cos[2(n+1)A]−sin[2(n+1)A]cot[A]
2Nsin2[A]

, j ̸= t
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where A = (t−j)π
N

. With these terms, a Hamiltonian matrix can be constructed, which yields

the energy levels of the system upon diagonalization. The advantages of FGH-DVR are that

it gives accurate results for a variety of shapes of potentials, the elements of the Hamiltonian

matrix are relatively easy to compute, and it can be expanded into multidimensional grids

without substantially altering the computation.

1.3 Water Clusters and Water-Ion Clusters

Water is one of the most common compounds on earth, and is critically important in

biology and chemistry. It’s small size and large dipole moment make it a very effective

polar solvent, leading water to often be referred to as the ”universal solvent.” Despite the

simplicity of the molecule, water systems can be extremely complex. This is owing to the

bent geometry and high dipole moment, which causes water to form large hydrogen bonded

networks with other water molecules. This also applies to water-solute systems, which often

involve multiple solvation shells. It is difficult to study these water-solute interactions in

detail in a bulk system due to the sheer number of molecules. Therefore, it is useful to study

smaller systems with relatively few water and solute molecules to gain insight into the bulk

system.

To produce water clusters experimentally, gas phase clusters of a variety of sizes are

produced through techniques such as electrospray[13] or ionizing a gaseous mixture with an

electron beam[14]. Some experimental setups may introduce a gas ”tag”, such as Ar or H2,

which binds weakly to the cluster through dispersion forces. Then, mass spectrometry is

used to isolate the cluster of the desired size.

One common way to study water clusters is through infrared spectroscopy. If a cluster

absorbs a photon of high enough energy, the temperature of the cluster will increase to

the point that the cluster will fragment. A second mass spectrometer can then be used to

measure the proportion of clusters that disassociated, giving a relative absorbance for that

transition. The obvious limitation of this technique is that if the energy of the photon is

not sufficient to dissociate the cluster, then it is impossible to determine if absorption has

8



occurred or not. This is why tagging atoms or molecules are often included: the tag is

bound much more weakly than the other species in the cluster, meaning even absorption

of low frequency photons can add enough energy to the cluster to cause dissociation of the

tag[14, 15]. For studies focused on high frequency vibrations, such as OH stretching modes,

the energy of the photon may be high enough that a tag is unnecessary.

1.3.1 Water-Anion Clusters

Another popular area of research is using water-ion clusters to study the solvation of

anions in an aqueous solution. One of the first water-anion clusters to be studied exper-

imentally was I– · (H2O) to determine whether the cluster contains one or two hydrogen

bonds[16]. Over time,experimental methods improved and more clusters were studied, in-

cluding those with polyatomic anions and more H2O monomers. In 2003, Robertson et

al. discovered that, instead of the expected one or two peaks, the clusters CH3NO2
– · (H2O)

and CH3CO2
– · (H2O) contained five peaks in the OH stretching region of their infrared spec-

tra[14]. Similar features were later found in the spectra of NO3
– · (H2O)[13] and HCO2

– · (H2O)[17,

18]. Robertson et al. proposed that these OH stretch progressions could be partially ex-

plained using an adiabatic rock potential along the intermolecular rock coordinate, θ:

V (θ) = VBO(θ) + (N1 +
1

2
)h̄ω1(θ) + (N2 +

1

2
)h̄ω2(θ)

where VBO is the ab initio energy in the Born-Oppenheimer approximation, N1 and N2 are

the number of quanta in each OH stretch vibration, and ω1 and ω2 are their associated fre-

quencies[14]. These potentials showed that the minimum energy of the adiabatic potentials

were at θ = 0 when N1 = N2 = 0, but shifted upon excitation of the OH stretch. Robertson

et al. predicted that the excitation of the OH stretch would cause a structural change in

the cluster, creating a ”Franck-Condon” like overlap in the rock mode from the two poten-

tials, resulting in the observed progression. However, the authors were unable to show this

conclusively, and encouraged other researchers to study it with a more in depth theoretical

analysis.

This progression would next be studied by Myshakin et al. later that year[19]. Adiabatic

rock potentials for CH3NO2
– · (H2O) and CH3CO2

– · (H2O) were again created, but instead

9



of explicitly calculating the potentials at different points along θ, a model Hamiltonian was

used[19]:

Ĥ =
p̂2A
2

+
p̂2S
2

+
p̂2R
2

+
ω2
A

2
Q2

A +
ω2
S

2
Q2

S +
ω2
R

2
Q2

R + λQAQSQR

where QA, QS, and QR are the normal mode coordinates for the asymmetric OH stretch,

the symmetric OH stretch, and the intermolecular rock mode, respectively. By transforming

the symmetric and asymmetric OH stretch into a local modes, Myshakin et al. were able to

derive a set of rock potential energy curves for the number of quanta in each OH stretch:

VR(0, 0) =
ω2
R

2
Q2

R + h̄ωL

VR(1, 0) =
ω2
R

2
Q2

R +
h̄λ

2ωL

QR + 2h̄ωL

VR(0, 1) =
ω2
R

2
Q2

R − h̄λ

2ωL

QR + 2h̄ωL

where ωL is the local mode OH stretch frequency:

ωL =

√
ω2
S + ω2

A

2

This gives a set of displaced harmonic potential energy curves. The energy levels for the

transition from the ground state of the VR(0, 0) potential to various levels in the VR(1, 0)

and VR(0, 1) potentials is:

E(nR) = h̄ωL − h̄2λ2

8ω2
Lω

2
R

+ h̄ωRnR

Notably, the energies of the transitions are evenly spaced and equal to the harmonic rock

frequency.

The model of Myshakin et al. does a good job of qualitatively reproducing the observed

spectra in these clusters, and its simplicity makes it easy to apply to a variety of systems.

However, it has some notable limitations. It neglects any anharmonic coupling aside from

a single rock-stretch term, which may not be an accurate assumption for many systems. It

is also unable to reproduce any spectra where the peaks are not evenly spaced. Thus, more

rigorous treatments have been explored to achieve better quantitative accuracy.
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In 2015, Hamm and Stock developed an extension of these adiabatic models for the cluster

HCO2
– · (H2O)[20]. Unlike the prior models, which modeled the coupling between three

vibrational modes, Hamm and Stock modeled the coupling between six modes: the two water

OH stretches, the water bend, the intermolecular separation mode, and two intermolecular

rock modes (essentially the water rock and the HCO2
– rock). An adiabatic separation

was performed between the high frequency intramolecular modes and the low frequency

intermolecular modes. A three-dimensional grid along the intermolecular modes was formed,

with the Born-Oppenheimer energy calculated at each grid point. To determine the energy

of the high-frequency modes, a power series expansion along the high frequency coordinates

was performed. To obtain the coefficients of the expansion, additional energy calculations

were performed. The energy levels were calculated by diagonalizing a Hamiltonian matrix

using harmonic oscillator basis sets along the three modes. This procedure needed to be

performed at every point in the grid of low frequency modes. Spectra were calculated using

a few different techniques, including DVR and time-dependent vibrational dynamics[20].

The model of Hamm and Stock provided excellent agreement with experimental results,

and provided valuable insight into the nature of vibrational coupling in water-anion clus-

ters. The model showed conclusively that vibrational progressions in HCO2
– · (H2O) were

predominantly due to the coupling of the OH stretch and water rock modes, as assumed by

prior models. However, it also showed that there was significant coupling between the OH

stretch and the anion rock modes, which had not been explored previously.

While the model of Hamm and Stock is very accurate, the computational cost of that

accuracy is extreme. Hundreds of thousands of electronic structure calculations were re-

quired, making this model impractical to apply to larger systems. To practically explore

the coupling between high and low frequency modes, there is a need for a model which can

achieve the accuracy of the model of Hamm and Stock at a lower computational cost and

without relying on the assumptions of the model of Myshakin et al.
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1.3.2 Protonated Water Clusters

Perhaps one of the most common solutes in an aqueous solution is the hydronium ion,

H3O
+. H3O

+ is formed when water interacts with an acid, and as such is involved in a wide

array of chemical processes. However, despite its importance, there is still much to learn

about the solvation shell of H3O
+ in water. This has motivated wide array of research into

protonated water clusters: gas-phase clusters consisting of one or more H3O
+ ions bound to

various numbers of water molecules. Using the experimental techniques outlined above, it is

possible to create protonated water clusters of virtually any size.

Early work in protonated water clusters began in the 1960s and 1970s[21–23]. One of

the early aims of protonated water clusters was to determine the basic solvation of H+

in water[24]. Two primary structures for the hydration of a proton had previously been

proposed for bulk water: the first is the ”Eigen” structure, where the proton is strongly

bound to a single water molecule, forming a hydronium (H3O
+) ion[25]. The second is

the ”Zundel” structure, where the proton is shared between two oxygen atoms[26]. This

delocalization of the bond creates a substantial red shifting in the vibrational frequency

compared to a standard OH stretch. This is difficult to measure in bulk water, but can

easily be seen in a gas-phase cluster[27]. However, as research into protonated water clusters

progressed, it became clear that the solvation of a proton is extremely complex with a

large variety of configurations, including variations of both Eigen and Zundel structures[28].

Unfortunately, in gas-phase clusters, these structures are highly dependent on the number of

water molecules in the cluster, making it impossible to conclusively assign the structure of a

cluster to bulk water. Despite this limitation, data from protonated water clusters continues

to provide invaluable insight into the nature of a solvated proton.

One early observation was the relative stability of different sizes of protonated water

clusters, measured using the relative prevalence of different clusters in a mass spectrometer.

As the size of the clusters increases, their prevalence tends to decrease. However, there are

a few outliers, one of the most notable being H3O
+ · (H2O)20, or W21

+[23, 24, 29]. This

cluster is more prevalent than both W20
+ and W22

+. There was much interest in finding the

structure of W21
+ to understand why this cluster was particularly stable. After much debate,
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a combination of experimental and theoretical techniques determined that W21
+ consists of

a dodecahedral cage surrounding a single water monomer[29, 30]. Notably, the H3O
+ ion

is a part of the cage structure, and not on the inside. While the basic structure of W21
+

is known, there are still unanswered questions about the exact bonding arrangement of the

water monomers and the pathways for conversion of one structural isomer to another.

There has been a substantial effort to bridge the gap between small water clusters and the

bulk water system, aided by developments in experimental and computational techniques.

Daly et al. were able to use a combination of infrared and Raman spectroscopy to determine

that these spectral signatures can be predominantly attributed to Zundel and Zundel-like

structures, which was aided by the extensive work on those structures in protonated water

clusters[31]. Bowman and coworkers combined cluster and bulk methods by creating an

accurate many-body potential energy surface for water clusters. They then used molecular

dynamics simulations of bulk protonated water to generate geometry configurations of the

hydrated proton. The potential energy surface could then be used to calculate anharmonic

frequencies of these configurations using the geometry of just the proton and its nearest

neighbors[28, 32]. In addition to this exciting work, several groups have done work on larger

protonated water clusters containing 100 or 200 molecules, building upon the techniques used

on smaller clusters[33, 34]. As the size of the clusters increases, their properties approach

those of bulk water. New developments in mass spectrometry may soon allow these clusters

to be studied at a similar level of detail as smaller clusters[35, 36].

13



2.0 One-Dimensional Adiabatic Model Approach for Calculating Progressions

in Vibrational Spectra of Ion-Water Complexes

This paper was published in the journal Physical Chemistry C in 2018. Reprinted with

permission.

Many water-anion complexes of the form X– · (H2O), where X– is a polyatomic anion,

display a peak progression in the OH stretch region of the vibrational spectra with spacings

of 65-85 cm-1. These progressions result from strong anharmonic coupling between the OH

stretch and a low-frequency intermolecular rock vibration. In this study, we calculate these

progressions in HCO2
– · (H2O), NO3

– · (H2O), and CS2
– · (H2O) by use of a one-dimensional

adiabatic model with rock potentials generated from ab initio energies and frequencies. The

importance of using a geometry-dependent reduced mass in calculating the peak spacings

is demonstrated. We find that the one-dimensional adiabatic model is more successful in

predicting peak spacings in the spectrum of HCO2
– · (H2O) than for NO3

– · (H2O), for which

the rock vibration is highly anharmonic.

2.1 Introduction

The nature of ions in aqueous environments is of fundamental importance in a wide range

of chemical and biological processes. One of the most powerful tools for the elucidation of

the structure and dynamics of liquid water, both pure and with various solutes, is infrared

vibrational spectroscopy. In aqueous solution, the spectroscopic features associated with the

OH stretch vibrations of the water molecules tend to be quite broad, limiting the information

that can be deduced about the H-bonding arrangements in the vicinity of dissolved ions.

On the other hand, vibrational spectroscopy of cold size-selected ion-water clusters in the

gas phase allows the determination of the spectroscopic signatures of well-defined bonding

arrangements[13, 14, 37–40]. Even for ion-water complexes containing only a single water

molecule, the vibrational spectra can be surprisingly complicated, displaying more structure
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than would be expected in the normal mode approximation. For example, the IR spectra of

many anion-water complexes, including CH3CO
−
2 · (H2O) [19], HCO2

– · (H2O) [14, 17, 18],

CH3NO
−
2 · (H2O)[19], and NO3

– · (H2O)[13], display progressions of peaks with spacings of

65-85 cm-1 in the OH stretch region. These progressions have been interpreted as arising

from strong coupling between the OH stretch modes and the low-frequency intermolecular

rock vibration[13, 14, 19, 20].

Myshakin et al. showed that the experimentally observed vibrational progressions in

CH3CO2
– · (H2O) and CH3NO2

– · (H2O) can be qualitatively reproduced by an analytical

model using a cubic coupling between the rock and OH stretch modes[19]. In recent years,

this model has been used in analyzing the coupling of low and high frequency modes in

several other systems[13, 18, 38, 41]. However, it assumes that the low frequency mode (the

rock mode for the above complexes) is well described as harmonic and is unchanged upon

excitation of an OH stretch vibration, assumptions that are not quantitatively valid for many

water-anion complexes. Hamm and Stock[20] used a six-dimensional model to calculate the

progression in the OH stretch region of HCO2
– · (H2O), achieving good agreement to experi-

mental results. Their calculations showed that degrees of freedom other than the OH stretch

and the rock vibration become important for the higher energy peaks in the progression.

However, this treatment required a large number of ab initio energy evaluations, and thus,

would be difficult to extend to much larger systems. We consider it valuable to establish

how well an ab initio based one-dimensional model does at predicting the progressions due

to rock-stretch coupling without relying on the assumptions of the model of Myshakin, et al.

In this work, we study rock-stretch coupling in anion-water clusters using an extension

of the adiabatic model of Robertson et al[14]. In our application of this approach, we

calculate separate rock potentials for the clusters with zero and one quanta in OH stretch,

and then use these adiabatic potentials to calculate the progressions in the spectra. The

equilibrium geometries of the three clusters chosen for study, HCO2
– · (H2O), NO3

– · (H2O),

and CS2
– · (H2O), are shown in Figure 2.1. Both HCO2

– · (H2O) and NO3
– · (H2O) show

progressions due to rock-stretch coupling in their vibrational spectra[13, 14, 17, 18], while

CS2
– · (H2O) does not[14]. The rock vibration of NO3

– · (H2O) is highly anharmonic[13],

and thus, this system provides a stringent test of reduced dimension models.
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Figure 2.1: Minimum energy structures of the (a) HCO2
– · (H2O), (b) NO3

– · (H2O), and (c)

CS2
– · (H2O) clusters.

2.2 Theoretical Methods

2.2.1 Adiabatic Model

Adiabatic models have been used to predict the vibrational spectra of a range of systems

with strong coupling of low and high frequency vibrational modes[19, 20, 38, 41–45]. In this

work, we build on the approach of Robertson et al.[14] to generate adiabatic rock potentials

for X– · (H2O) complexes, where X– is one of HCO2
– , NO3

– , or CS2
– . To model the rock-

stretch coupling, we generate separate rock potentials for N = 0 and N = 1, where N is

the number of quanta of OH stretch. For each system, we start with the ab initio Born-

Oppenheimer (BO) potential energy curve calculated as a function the rock angle θ, defined

as the angle between the HOH bisector and the vector connecting the central atom of the

anion and the water oxygen atom as illustrated in Figure 2.2. A Z-matrix was used to freeze

θ while allowing all other in-plane degrees of freedom to be optimized. The N = 0 adiabatic

potential energy curve is then generated using:

VN=0(θ) = EBO(θ) + ZPE(θ)− h̄

2
ωr(θ) (1)
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where EBO is the BO energy, ZPE is the harmonic zero-point vibrational energy, and ωr

is the harmonic value of the rock frequency, all calculated as a function of θ. The − h̄
2
ωr(θ)

term removes the contribution of the zero-point energy of the harmonic rock frequency. The

N = 1 adiabatic potential is then obtained by adding the energy of one of the two OH stretch

vibrations to VN=0:

VN=1(θ) = VN=0(θ) + h̄ωOH(θ) (2)

where ωOH is calculated either in the harmonic approximation or with the inclusion of

anharmonic effects (as described below in the anharmonic OH stretch section). If we simply

use the energy of the lower frequency OH stretch vibration in Eq. 2 at each value of θ

considered, a symmetric double-well potential would result. However, for most of this paper

we make use of single-well N = 1 potentials. These are generated by using the energy of the

lower frequency OH stretch vibration for θ > θo and the energy of the higher frequency OH

stretch vibration for θ < −θo, where θo is chosen to be between 1 and 2◦, and interpolation

is used for the intermediate θ values. This removes the discontinuity that results from the

small difference in the two normal mode OH stretch frequencies at θ = 0. The choice of θo

is relatively unimportant provided a smooth interpolation is possible.

While these single-well potentials involve an adiabatic separation between the rock and

OH stretch vibrations, the two OH stretch vibrations, and thus the two N = 1 potentials,

are essentially separated diabatically. We justify this approach due to the localization of

the OH stretch vibrations for non-zero θ values: the OH stretch vibrations of the complexes

studied, when calculated in the normal mode approximation, are mostly localized even at

θ values as small as 5 degrees in magnitude. The IR spectra are calculated by allowing for

transitions from the lowest energy level in the N = 0 potential to various levels in the N = 1

potential, with the intensities being taken to be proportional to the square of the overlaps of

the corresponding wavefunctions (intensities accounting for variation of the transition dipole

moment are reported in the Supporting Information).

The general form of the kinetic energy operator for vibrational motion in internal coor-

dinates involves derivatives of the reduced mass. In general, to keep the energy invariant to

the choice of coordinates, the reduced mass must be defined with respect to the coordinate

system used. The geometry dependence of the reduced mass is obtained using the Wilson G-
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Figure 2.2: The rock angle θ of HCO2
– · (H2O), defined as the angle between the vector

connecting the water oxygen and formate carbon atoms and the bisector of the water HOH

angle. Similar definitions are used for NO3
– · (H2O) and CS2

– · (H2O).
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matrix procedure[6, 46, 47]. For a vibration which has no kinetic coupling to other motions

in the molecule, this procedure simplifies to the following equation:

G(q)−1 =
M∑
i=1

[(
∂xi

∂q

)2

+

(
∂yi
∂q

)2

+

(
∂zi
∂q

)2
]

(3)

where M is the number of atoms, q is the vibrational coordinate, xi, yi, and zi are Cartesian

coordinates of atom i, and G(q) = 1/µ(q). In normal coordinates, the atomic positions

depend linearly on the coordinates and vibrational spectra can be calculated using fixed val-

ues of the reduced masses. However, for the one-dimensional adiabatic potentials employed

in this study, the Cartesian coordinates vary non-linearly with θ, introducing a geometry-

dependence to the reduced mass. Further details for the reduced mass calculations are given

in the Supporting Information.

2.2.2 Computational Details

For each cluster, the geometry was optimized at various fixed values of the rock an-

gle, allowing for relaxation of the other in-plane degrees of freedom. Harmonic frequency

calculations were then performed for each optimized structure. For HCO2
– · (H2O) and

CS2
– · (H2O), the calculations were performed using second-order Möller Plesset perturba-

tion theory[48] with resolution of identity[49–56] (RI-MP2) in combination with the aug-cc-

pVQZ basis set[57, 58]. For NO3
– · (H2O), the optimizations and frequency calculations were

performed using explicitly correlated coupled cluster singles doubles with perturbative triples

using density fitting (DF-CCSD(T)-F12)[59–63] in combination with the cc-pVDZ-F12 basis

set[64] with single-point BO energies calculated at the DF-CCSD(T)-F12/cc-pVTZ-F12[64]

level at the geometries optimized using the smaller basis set. The use of the CCSD(T)

method rather than the MP2 method in generating the potentials for NO3
– · (H2O) was mo-

tivated by the fact that the rock potential of this system is highly sensitive to the theoretical

method used. The N = 0 and N = 1 potential energy curves were fit to fourth and sixth

order polynomials, respectively, and the vibrational energy levels were calculated using the

Fourier grid Hamiltonian discrete variable representation (FGH-DVR) method[11, 12]. The

RI-MP2 calculations were carried out using Turbomole 7.21[65, 66] and the DF-CCSD(T)-

F12 calculations were carried out using Molpro 2018[67, 68].
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2.3 Results and Discussion

In reporting the results of the calculations, we first consider the the potentials and

spectra obtained using values of the OH stretch frequencies obtained using harmonic normal

modes. The role of anharmonicity in the OH stretch vibrations is considered in Section 4.4.

For the remainder of this paper, unless noted otherwise, harmonic OH stretch frequencies

refer to those calculated using the normal mode approximation, and anharmonic OH stretch

frequencies refer to those calculated using 1-D OH stretch potentials.

2.3.1 Potential Energy Curves

The N = 0 and N = 1 adiabatic rock potential energy curves for HCO2
– · (H2O),

NO3
– · (H2O), and CS2

– · (H2O) are reported in Figure 2.3. From visual inspection it is

clear that the N = 0 rock potentials of HCO2
– · (H2O) and CS2

– · (H2O) are more harmonic

in nature than the N = 0 rock potential of NO3
– · (H2O). The coefficients of the fits to the

N = 0 and N = 1 potentials of the three clusters are reported in Tables 1 and 2. For the

N = 0 potentials, the ratio of the coefficients of the θ4 terms to the coefficients of the θ2 terms

is greatest in magnitude for NO3
– · (H2O) and smallest for HCO2

– · (H2O). In NO3
– , the

excess charge is delocalized over three O atoms, as opposed to being delocalized over two O

atoms in HCO2
– , causing NO3

– · (H2O) to have a flatter rock potential than HCO2
– · (H2O).

The origin of the steeper rock potential for CS2
– · (H2O) is less clear, but may be due in part

to the fact that much of the excess charge of CS−
2 is localized on the C atom.

For the N = 1 potentials, we are especially interested in the displacements of their poten-

tial energy minima relative to those of the N = 0 potentials, and the degree of anharonicity

of the potentials. For HCO2
– · (H2O) and NO3

– · (H2O), the N = 1 potential energy minima

are displaced by 21.0◦ and 22.7◦, respectively. For both of these clusters, the coefficient of

the θ2 term is much greater in the N = 1 potential than in the N = 0 potential. Moreover,

for both clusters the N = 1 potentials have sizeable θ3 terms with the θ3 term being about

twice as large for NO3
– · (H2O) as for HCO2

– · (H2O). For CS2
– · (H2O), the minimum in

the N = 1 potential is displaced by only 4.0◦, and the cubic contribution to the potential
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is much smaller than for HCO2
– · (H2O) or NO3

– · (H2O). This is a consequence of the fact

that the variation of the OH stretch frequency with θ is much smaller for CS2
– · (H2O) than

for HCO2
– · (H2O) or NO3

– · (H2O).

In the model Hamiltonian of Myshakin et al.,[19] the cubic anharmonic coupling term

is linear in the rock coordinate, which implies that if the N = 0 potential is harmonic, the

N = 1 potential is also harmonic with the same curvature. The large differences in the

coefficients of the θ2 terms between the N = 0 and N = 1 potentials for HCO2
– · (H2O) and

NO3
– · (H2O) indicates the importance of anharmonic couplings that are nonlinear in the

rock coordinate.

Table 2.1: Coefficients of quartic polynomial fits of the N = 0 potentials in cm−1/degreen

θ2 θ4

HCO2
– · (H2O) 0.2876 8.53× 10−6

NO3
– · (H2O) 0.0970 9.00× 10−5

CS2
– · (H2O) 0.7992 −1.33× 10−4

Table 2.2: Coefficients of sextic polynomial fits of the N = 1 potentials in cm−1/degreen

Cluster θ2 θ3 θ4 θ5 θ6

HCO2
– · (H2O) 0.564 4.97× 10−3 −1.18× 10−4 −2.75× 10−6 −1.37× 10−8

NO3
– · (H2O) 0.594 0.0116 −2.74× 10−5 −2.80× 10−6 −1.67× 10−8

CS2
– · (H2O) 0.991 −3.65× 10−4 −3.03× 10−4 3.74× 10−7 5.71× 10−8

2.3.2 Reduced Mass

Figure 2.4 reports the reduced masses as a function of θ for the three clusters. The vari-

ation of the reduced mass with θ is largest for HCO2
– · (H2O) and smallest for CS2

– · (H2O).

The reduced mass variation is largely caused by the coupling with θ of the intermonomer
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Figure 2.3: Adiabatic N = 0 (left) and N = 1 (right) potentials for HCO2
– · (H2O),

NO3
– · (H2O), and CS2

– · (H2O). The N = 1 potentials have been calculated using har-

monic normal mode values of the OH stretch frequencies.

separation r, which is defined as the distance between the water oxygen and the central

atom of the anion, and the anion rock angle ϕ, defined in Figure 2.5a. The variation of r

and ϕ with respect to θ is shown in Figures 2.5b and 2.5c. The variation of r with θ is

greatest for HCO2
– · (H2O) and smallest for NO3

– · (H2O), while the change in ϕ with θ is

greatest for HCO2
– · (H2O) but smallest for CS2

– · (H2O). The turnover in the reduced mass

for CS2
– · (H2O) at θ values near ±25◦ is unimportant, since the relevant vibrational energy

levels of the N = 0 and N = 1 potentials of this system do not significantly sample θ values

larger than this in magnitude. To examine the impact of using a variable reduced mass on

the calculated energy levels, we consider three reduced masses for each cluster: the reduced

mass at the equilibrium geometry of the N = 0 potential µeq,N=0, the reduced mass at the

equilibrium geometry of the N = 1 potential µeq,N=1, and µvar which allows for variation

of the reduced mass with θ. Tables 3, 4, and 5 report the spacings of the vibrational levels

calculated for the N = 0 and N = 1 potentials of each cluster for the different choices of the

reduced mass.

For theN = 0 potentials with µeq,N=0, the spacing of successive vibrational levels is nearly
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Figure 2.4: θ-dependent reduced masses for HCO2
– · (H2O), NO3

– · (H2O), and CS2
– · (H2O).
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Figure 2.5: Variation of the intermolecular distance r and the anion rock angle ϕ (defined

in 5a) with θ for HCO2
– · (H2O), NO3

– · (H2O), and CS2
– · (H2O). 5b compares the change

in intermonomer distance r with respect to θ, and 5c compares the change in ϕ with respect

to θ.

constant for HCO2
– · (H2O), but increases significantly for NO3

– · (H2O) and decreases sig-

nificantly for CS2
– · (H2O). This is a consequence of sizable θ4 dependence of the N = 0 rock

potentials of the latter two clusters, with a positive quartic force constant for NO3
– · (H2O)

and a negative quartic force constant for CS2
– · (H2O). For all three clusters, the spacings

of the vibrational levels in the N = 0 potentials are significantly reduced upon use of the

geometry-dependent reduced masses.

For all three clusters, the spacings calculated for the N = 1 potentials are significantly

reduced upon going from µeq,N=0 to µvar, with the changes being greatest for HCO2
– · (H2O)

and smallest for CS2
– · (H2O), which is consistent with the variations of reduced mass with

θ. Interestingly, for HCO2
– · (H2O) and NO3

– · (H2O), the spacings of the vibrational energy

levels calculated using µeq,N=1 are nearly identical to those obtained using µvar. This can be

understood by the fact that the vibrationally averaged reduced masses for the N = 1 poten-

tials of these clusters are close to the corresponding µeq,N=1 values. The situation is different

for CS2
– · (H2O), for which the displacement between the N = 0 and N = 1 potentials is

quite small, causing µeq,N=0 and µeq,N=1 to be very close. As a result, for CS2
– · (H2O), the
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spacings calculated using µeq,N=1 are appreciably larger than those calculated using µvar.

Table 2.3: Calculated spacings of the vibrational levels of the N = 0 and N = 1 potentials

of HCO2
– · (H2O) in cm-1.

Levels N = 0, µeq,N=0 N = 0, µvar N = 1, µeq,N=0 N = 1, µeq,N=1 N = 1, µvar

∆(0, 1) 98.4 80.0 130.0 76.9 78.7

∆(1, 2) 100.0 69.2 122.4 74.3 76.1

∆(2, 3) 101.1 63.8 116.2 71.6 72.7

∆(3, 4) 101.3 59.7 112.5 69.0 68.7

Table 2.4: Calculated spacings of the vibrational levels of the N = 0 and N = 1 potentials

of NO3
– · (H2O) in cm-1.

Levels N = 0, µeq,N=0 N = 0, µvar N = 1, µeq,N=0 N = 1, µeq,N=1 N = 1, µvar

∆(0, 1) 95.8 82.6 136.7 106.8 112.0

∆(1, 2) 105.4 81.9 122.7 97.0 102.3

∆(2, 3) 114.2 82.3 119.6 91.1 92.9

∆(3, 4) 118.1 82.9 121.9 90.4 88.3

Table 2.5: Calculated spacings of the vibrational levels of the N = 0 and N = 1 potentials

of CS2
– · (H2O) in cm-1.

Levels N = 0, µeq,N=0 N = 0, µvar N = 1, µeq,N=0 N = 1, µeq,N=1 N = 1, µvar

∆(0, 1) 238.0 198.1 258.3 245.6 215.2

∆(1, 2) 224.3 168.1 238.3 227.6 181.7

∆(2, 3) 212.3 156.6 222.6 212.3 165.6
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2.3.3 Calculated Spectra

Figure 2.6 reports the vibrational spectra calculated for the three clusters using µvar for

both N = 0 and N = 1. The spectra are plotted with Lorentzian linewidths of 20 cm-1 to

approximate the linewidths in the experimental spectra, which are included for reference for

HCO2
– · (H2O)[18] and NO3

– · (H2O)[13]. The experimental spectrum of CS2
– · (H2O), not

pictured, has a single intense peak at 3488 cm-1.[14] For HCO2
– · (H2O), the calculated (0,1),

(1,2), and (2,3) peak spacings are 79, 76, and 73 cm-1, respectively, in excellent agreement

with experiment. For NO3
– · (H2O), the corresponding calculated peak spacings are 112, 103

and 93 cm-1, which are larger and more variable than the experimental spacings of about

80 cm-1 (The first two peaks in the experimental spectrum are split by 35 cm-1 and are a

result of a resonance with the water bend overtone[13], which is not accounted for in our

model. We assume in our analysis that the energy of the first transition is an average of

the energy of the two peaks). Presumably, the poorer performance of the one-dimensional

adiabatic model approach for NO3
– · (H2O) than for HCO2

– · (H2O) is due in part to the

greater anharmonic nature of its BO rock potential. For HCO2
– · (H2O) and NO3

– · (H2O),

the calculations give progressions with eight and four peaks with sizable intensity, respec-

tively. While the progression length from the calculations is consistent with that observed

experimentally for NO3
– · (H2O), the calculated progression is longer for HCO2

– · (H2O) than

that observed experimentally. For CS2
– · (H2O), the calculations give two peaks with sizable

intensity, with the intensity of the second peak being about one tenth that of the first peak.

Only a single peak is seen in the experimental vibrational spectrum of CS2
– · (H2O)[14]. The

origins of the calculated progressions begin at 3450, 3630, and 3688 cm-1 for HCO2
– · (H2O),

NO3
– · (H2O), and CS2

– · (H2O), respectively. These are 200-300 cm-1 higher than the ex-

perimental progression origins. This is not surprising, since harmonic OH stretch frequencies

were used in generating the N = 1 adiabatic potentials. We investigate the impact of using

anharmonic OH stretch frequencies in constructing the N = 1 potentials in the next section.
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Figure 2.6: OH stretch vibrational spectra of HCO2
– · (H2O), NO3

– · (H2O), and

CS2
– · (H2O). The calculated spectra were obtained using adiabatic potentials based on

harmonic frequencies. Experimental NO3
– · (H2O) and HCO2

– · (H2O) spectra are from ref-

erences 5 and 9, respectively.
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2.3.4 Anharmonic OH stretch

The adiabatic potentials reported in the previous section were calculated using unscaled

harmonic OH stretch frequencies. In general, OH stretching frequencies are overestimated in

the harmonic approximation. To address this, for HCO2
– · (H2O) and NO3

– · (H2O), starting

at the optimized geometry at each value of θ considered, we generated one-dimensional OH

stretch potentials by calculating the BO energy at the RI-MP2/aug-cc-pVQZ level of theory

over a range of positions of the H atom displaced along the OH bond vector. The resulting

potentials were fit to sixth-order polynomials, and the OH stretch vibrational energy levels

were calculated using the FGH-DVR method with constant reduced masses of 0.992 amu

and 0.995 amu for HCO2
– · (H2O) and NO3

– · (H2O), respectively. The use of constant

reduced masses is justified because the Cartesian atomic positions vary linearly with the

OH bond length, and the specific values of the reduced mass are consistent with the G-

Matrix procedure described previously. For HCO2
– · (H2O), the 1-D anharmonic OH stretch

frequency as a function of θ was used directly in Equation 2 to calculate the N = 1 potential.

Because different electronic structure methods were used to calculate the 1-D OH stretch

potential and the N = 0 adiabatic rock potential of NO3
– · (H2O), the differences between

the normal mode harmonic frequency and the 1-D anharmonic frequency, both calculated

using the RI-MP2 method, were added to the previously used DF-CCSD(T) frequency at

each θ value considered to obtain anharmonic values of ωOH(θ). Inclusion of vibrational

anharmonicity of the OH stretch vibrations in the zero-point energy was found to be relatively

unimportant for the calculated energy levels and was therefore neglected.

The N = 1 potentials obtained using harmonic and anharmonic OH stretch frequencies

are compared in Figure 2.7, and the spectra obtained using the two sets of potentials are

shown in Figure 2.8. For both clusters, inclusion of anharmonicity in the OH strech frequency

leads to small increases in the calculated peak spacings (a few wavenumbers). However, the

progression origins decrease dramatically, down to 3032 cm-1 for HCO2
– · (H2O) and to 3275

cm-1 for NO3
– · (H2O). Thus, the approach used to include the effects of anharmonicity

overcorrects the progression origin of NO3
– · (H2O) by about 100 cm-1 and HCO2

– · (H2O)

by over 200 cm-1. This overcorrection is most likely due to the fact that the model does not
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Figure 2.7: Comparison of the N = 1 rock potentials generated using harmonic and anhar-

monic OH stretch frequencies for (a) HCO2
– · (H2O) and (b) NO3

– · (H2O).

account for coupling between the OH stretch and other modes or overtone and combination

bands. It appears that in order to obtain accurate progression origins, a higher dimensional

anharmonic model than used here will be required.

We also generated 1-D OH stretch potentials retaining only the quadratic terms in the

potentials and used these to calculated pseudo-harmonic OH stretch frequencies. These

frequencies were 75-85 cm-1 lower than those obtained from the normal mode calculations of

the full clusters. These frequency shifts are considerably smaller than those obtained using

the energy levels of the anharmonic 1-D potentials.
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Figure 2.8: Comparison of the spectra calculated using N = 1 potentials generated with

harmonic and anharmonic OH stretch frequencies for HCO2
– · (H2O) and NO3

– · (H2O).
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2.3.5 Double-well N = 1 potentials

The single-wellN = 1 potentials used in the previous sections of the paper ignored mixing

between the two local OH stretch motions that occur in the normal-mode approximation and

which is most important near θ = 0. As a result, these potentials are essentially diabatic

representations with respect to the OH stretch vibrations. In this section, we investigate

how the calculated vibrational spectra of HCO2
– · (H2O) and NO3

– · (H2O) are impacted

when allowing for the double-well character of the fully adiabatic N = 1 potentials. The

double-well potentials are generated using:

V − = 1/2(V1 + V2)− 1/2
√

(V1 − V2)2 + 4W 2 (4)

where V1 and V2 are the original single-well N = 1 potentials and the coupling W is taken

to be a constant equal to one-half the difference in the two harmonic OH stretch frequencies

at θ = 0. We note that this procedure gives nearly identical double-well potentials as

simply choosing the lower OH stretch frequency at each θ value when harmonic normal mode

frequencies are used. The advantage of using Equation 4 is that it can also be used with

anharmonic values of the OH stretch energies generated from the 1-D potentials described

in the previous section.

Figure 2.9 shows the N = 1 double-well potentials for HCO2
– · (H2O) and NO3

– · (H2O)

calculated using Equation 4. We generate double-well potentials in conjunction with both

harmonic normal mode OH stretch frequencies and anharmonic OH stretch frequencies cal-

culated from 1-D potentials. The values for W used were 0.65 cm-1 for HCO2
– · (H2O) and

4.57 cm-1 for NO3
– · (H2O). The vibrational energy levels obtained from calculations using

these potentials and geometry-dependent reduced masses are reported in Tables 6 and 7.
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Figure 2.9: Double-well potentials of (a) HCO2
– · (H2O) and (b) NO3

– · (H2O) obtained

using Equation 4.

Table 2.6: Energy levels (cm-1), relative intensities, and spacings (cm-1) for the double-well

N = 1 potential of HCO2
– · (H2O)

Harmonic OH stretcha Anharmonic OH stretchb

Levels Energy Intensity Spacing Energy Intensity Spacing

0 35.8 0.33 - 44.0 0.14 -

1 107.8 0.40 72.0 122.0 0.27 78.0

2 179.6 0.19 71.9 194.1 0.29 72.1

3 257.4 0.06 77.8 263.3 0.17 69.2

4 337.5 0.02 80.2 333.1 0.02 66.5
a: These results were obtained using the orange potential shown in Figure 9a

b: These results were obtained using the blue potential shown in Figure 9a

For HCO2
– · (H2O), the spacings in the spectra calculated using the double-well poten-

tials are roughly the same as those obtained using the single-well potentials (agreeing to

within 10% for the first three spacings). However, the peak progressions calculated using
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Table 2.7: Energy levels (cm-1), relative intensities, and spacings (cm-1) for the double-well

N = 1 potential of NO3
– · (H2O)

Harmonic OH stretcha Anharmonic OH stretchb

Levels Energy Intensity Spacing Energy Intensity Spacing

0 73.3 0.74 - 81.8 0.54 -

1 177.8 0.23 104.6 191.7 0.38 109.9

2 316.3 0.03 138.4 320.5 0.07 128.7

3 475.1 0.00 158.8 475.4 0.01 154.9
a: These results were obtained using the orange potential shown in Figure 9b

b: These results were obtained using the blue potential shown in Figure 9b

the double-well potentials are much shorter, with only four transitions predicted to carry

significant intensity. This agrees well with the experimental spectrum, where only four peaks

are visible.

For NO3
– · (H2O), the spacing between the first two peaks in the spectrum calculated

using the double-well potentials are similar to those obtained using the single-well potentials.

However, the spacings between subsequent peaks are even more overestimated compared

to experiment than those calculated using the single-well N = 1 potential. The use of

the double-well potentials also leads to shortened progressions in the calculated vibrational

spectrum of NO3
– · (H2O), with only two and three peaks being calculated to have sizable

intensity when using harmonic and anharmonic OH stretch frequencies, respectively. The

latter result is consistent with the number of peaks visible in experiment (after ”removing”

the extra peak that appears due to resonance with the water bend overtone).
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2.4 Conclusions

Progressions of peaks in the OH stretch region are seen in the IR spectra of several water-

anion complexes. Qualitatively, this can be understood in terms of anharmonic coupling

between the OH stretch and the intermolecular rocking modes. In this work, we explore

the utility of one-dimensional adiabatic models for describing these progressions. Specifi-

cally, we generated relaxed adiabatic rock potentials for HCO2
– · (H2O), NO3

– · (H2O), and

CS2
– · (H2O) with zero or one quanta of OH stretch. The resulting potentials were used

to calculate the OH stretch spectra. For CS2
– · (H2O), our model gave one strong and one

very weak peak, consistent with experiment from which only a single peak is seen in the

OH stretch region. For HCO2
– · (H2O) and NO3

– · (H2O), which do exhibit progressions

experimentally, we found that agreement with the experimental peak spacing dramatically

improved when variable reduced masses obtained form the Wilson G-matrix procedure was

employed. With a variable reduced mass, the calculated peak spacings for HCO2
– · (H2O)

are about 15 cm-1 larger than those observed experimentally, while the overestimation of the

spacings was larger for NO3
– · (H2O).

Treating vibrational anharmonicity in molecules and clusters with strong anharmonic

couplings remains a challenging theoretical problem. The adiabatic model presented and

applied in this study can provide a semiquantitatively accurate descrption of the progressions

that arise in the case of strong coupling between low and high frequency modes, while having

only modest demands in terms of the required electronic structure calculations. Our results

suggest the need to systematically explore the applicability of higher-dimensional adiabatic

models to the vibrational spectra of clusters such as NO3
– · (H2O).

The use of double-well rather than single-well N = 1 potentials results in progression

lengths in much better agreement with experiment. This is a consequence of the energy

levels above the barrier having very low intensity. However, the use of the double-well

potentials while not having a major impact on the peak spacings of HCO2
– · (H2O), worsens

the agreement with the experimental peak spacings in the case of NO3
– · (H2O). This is

further evidence of the need to go beyond a one-dimensional treatment for NO3
– · (H2O)

within the context of a reduced dimension adiabatic model.
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3.0 Two-Dimensional Adiabatic Model for Calculating Progressions Resulting

from Stretch-Rock Coupling in Vibrational Spectra of Anion-Water Complexes

This paper was published in the Journal of Physical Chemistry Letters in 2021. Reprinted

with permission.

Several anion-water dimers feature a distinct progression in the OH stretch region of

their vibrational spectra. This progression arises from strong anharmonic couplings between

the OH stretch and low frequency intermolecular modes. In this work, we introduce a two-

dimensional adiabatic model accounting explicitly for the water and anion rock degrees of

freedom and use it to calculate the vibrational spectra of HCO2
– · (H2O) and NO3

– · (H2O).

The spectra calculated using this model are in excellent agreement with experiment, both in

terms of peak spacings and lengths of the progressions and represent a substantial improve-

ment over earlier models.

Ion-water interactions are of fundamental importance in chemistry and biology. Vibra-

tional spectroscopy of ions complexed with one or more water molecules has proven invaluable

at elucidating the bonding arrangements at play. However, interpreting the spectra is often

challenging due to the large spectral shifts and extra bands that appear due to anharmonic-

ity. Even in the case of ion complexes with a single water molecule the vibrational spectra

can deviate appreciably from the predictions of a harmonic treatment. For example, the vi-

brational spectra of the NO3
– · (H2O)[13, 14], CH3CO2

– · (H2O)[19], CH3NO2
– · (H2O)[19],

and HCO2
– · (H2O)[14, 17] complexes exhibit progressions of peaks in the OH stretch re-

gion with spacings of 60-80 cm-1. The simplest theoretical model for treating this structure

is that of Myshakin et al.[19], which employs only the two OH stretch vibrations and the

low-frequency intermolecular rocking mode as well as their coupling through a single cubic

coupling term in the Hamiltonian. Using this reduced dimension Hamiltonian, Myshakin et

al. obtained simple analytical expressions for the frequencies and intensities by applying a

Born-Oppenheimer (BO) like separation between the high-frequency OH stretch vibrations

and the low-frequency intermolecular (IM) rock vibration. This approach was used to calcu-

late the spectra of CH3NO2
– · (H2O) and CH3CO2

– · (H2O), but it was necessary to scale the
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cubic coupling force constants to obtain peak spacings in good agreement with experiment.

This model gave progressions much longer than those observed experimentally and also was

less successful for NO3
– · (H2O) which has a more highly anharmonic BO potential energy

surface[13].

In a previous study, we applied an alternative adiabatic model employing separate

one-dimensional IM potential energy curves for the cluster with zero and one quanta of

OH stretch[henderson2019one] to calculate the vibrational spectra of HCO2
– · (H2O) and

NO3
– · (H2O). In this model the adiabatic potential energy curves were generated follow-

ing the approach of Robertson et al.[14]. While the resulting spectra were in qualitative

agreement with experiment, the peak spacings were overestimated by about 15 and 40% for

HCO2
– · (H2O) and NO3

– · (H2O), respectively, and the calculated progressions were much

longer than those observed experimentally, as was the case for the model of Myshakin et

al. This leads us to question the suitability of one-dimensional models for treating the

progressions in the vibrational spectra of these complexes.

In the water-anion clusters of interest, there are two in-plane intermolecular rock modes

that can be described by the coordinates θ and ϕ, depicted in Figure 3.1. The two associated

normal modes involve combinations of θ and ϕ. In our previous study, θ was scanned and all

other coordinates, including ϕ, were allowed to relax. The relaxed values of ϕ were highly

θ-dependent, leading us to anticipate that explicitly accounting for both coordinates could

prove to be important for characterizing these progressions. This observation motivates the

present study in which we explore a two-dimensional (2D) model in which both θ and ϕ

are scanned. We test this 2D model by applying it to the HCO2
– · (H2O) and NO3

– · (H2O)

clusters.

In this work, we construct adiabatic potentials as a function of the two angles shown in

Figure 3.1. θ is defined as the angle between the HOH bisector and −→r , the vector between

the water oxygen atom and the central atom of the anion (i.e., the C atom of HCO2
– or the

N atom of NO3
– ). ϕ is defined as the angle between −→r and the bisector of the anion angle

depicted in the figure.

We scan along a two-dimensional grid of (θ,ϕ) values, optimizing the remaining degrees

of freedom, as described below. At each grid point, we calculate the harmonic vibrational
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Figure 3.1: Definition of the angles θ and ϕ for HCO2
– · (H2O). Similar definitions are used

for NO3
– · (H2O).

frequencies. Using these results, we generate VN=0 and VN=1 potential energy surfaces:

VN=0(θ, ϕ) = EBO(θ, ϕ) + ZPE(θ, ϕ) (5)

VN=1(θ, ϕ) = VN=0(θ, ϕ) + h̄ωOH(θ, ϕ) (6)

where N denotes the number of quanta of OH stretch, EBO is the total energy in the BO

approximation, ZPE is a modified vibrational zero-point energy, and ωOH is an OH stretch

frequency. The normal modes for the OH stretches do not significantly mix with other

motions, and are highly localized onto a single OH bond at even small deviations from

(θ = 0, ϕ = 0). The normal mode frequencies for the OH stretch were chosen for ease of

calculation; however, one could choose to use local modes and achieve similar results. For

the ZPE correction, we exclude the three in-plane intermolecular vibrations, all of which

have substantial contributions from both θ and ϕ.
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Since the complexes have two water OH stretch vibrations, we are faced with the problem

of choosing the appropriate ωOH value to use in generating VN=1. To address this problem,

we employ:

VN=1(θ, ϕ) = VN=0(θ, ϕ) +
h̄

2
(ω1(θ, ϕ) + ω2(θ, ϕ))−

h̄

2

√
(ω1(θ, ϕ)− ω2(θ, ϕ))

2 + 4W 2 (7)

where ω1 and ω2 are the two OH stretch frequencies and W is one-half of the splitting

between the two frequencies at θ = 0 and ϕ = 0. Additionally, both ω1 and ω2 are scaled by

0.954 to account qualitatively for diagonal anharmonicity. The scale parameter was chosen

to bring the calculated harmonic OH stretch frequency of the isolated HOD molecule into

agreement with experiment.

The potential energy surfaces of HCO2
– · (H2O) and NO3

– · (H2O) were calculated over

two-dimensional grids with −70 ≤ θ ≤ 70 and −50 ≤ ϕ ≤ 50, with five degree increments

for each angle. At each grid point, all remaining in-plane degrees of freedom were optimized

using second-order Möller-Plesset perturbation theory[48, 63] with density fitted integrals

(DF-MP2)[49, 50, 52–56] and the aug-cc-pVTZ basis set[57, 58]. The harmonic frequencies

were calculated at the same level of theory. The optimization and harmonic frequency

calculations were performed using Molpro 2018[67–69], and the vibrational energy levels and

wavefunctions for the resulting potentials were calculated using a two-dimensional Fourier

grid Hamiltonian discrete variable representation (FGH-DVR) approach[11, 12]. 2D splines

were used to interpolate points from the electronic structure calculations Because the model

described above employs a relaxed scan over internal coordinates, coordinate-dependent

reduced masses calculated using the Wilson G-matrix are required to evaluate kinetic energy

contributions[6, 7]..

Figure 3.2 shows contour plots for the adiabatic N = 0 and N = 1 2D potential energy

surfaces of HCO2
– · (H2O) and NO3

– · (H2O). The global minimum of the HCO2
– · (H2O)

N = 0 potential occurs at θ = 0, ϕ = 0. However, for NO3
– · (H2O), there is a small barrier

of 10 cm-1 at θ = 0, ϕ = 0, with the minima appearing near (θ, ϕ) = (−20◦,−7◦) and

(20◦, 7◦). Previous studies of this cluster have shown that this barrier is eliminated when

more accurate electronic structure methods are used, and the true global minimum occurs
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Figure 3.2: Contour plots for the 2D VN=0 and VN=1 potential energy surfaces of

HCO2
– · (H2O) and NO3

– · (H2O). Contour levels are spaced 200 cm-1 apart. The mini-

mum of each potential is set to 0 cm-1.
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Figure 3.3: Calculated and experimental[13, 17] vibrational spectra for HCO2
– · (H2O) (left)

and NO3
– · (H2O) (right). Calculated spectra from both the present 2D model and our

earlier 1D model are reported.

at θ = 0, ϕ = 0[13]. Because the height of the barrier is much lower than the lowest rock

energy level in this cluster, it does not have an appreciable impact on the calculated spectra.

The N = 0 potentials of both clusters have additional local minima near (θ, ϕ) =

(−55◦, 40◦) and (55◦,−40◦). At these geometries, one OH group of the water molecule is

essentially free and the other is hydrogen bonded to an oxygen atom of the anion. The addi-

tional minima are over 1100 cm-1 higher in energy than the global minima. These large-angle

high energy local minima in the N = 0 potentials translate into additional local minima on

the N = 1 potential energy surfaces, but these regions are not significantly sampled upon

vibrational excitation from the zero-point level of the N = 0 potentials and thus have a

negligible effect on the calculated spectra. In the low-energy region, the N = 1 potentials of

both HCO2
– · (H2O) and NO3

– · (H2O) are double-well in nature. The barrier between the

wells is 220 cm-1 for HCO2
– · (H2O) and 271 cm-1 for NO3

– · (H2O). In addition, there is a

rotation of the wells in the N = 1 potential compared to the N = 0 potential.

The vibrational spectra of the clusters were calculated using transitions from the ground

state level of the N = 0 potentials to various levels in the N = 1 potentials, with the

intensities of the transitions taken to be proportional to the square of the overlap of the

corresponding wavefunctions. The spectra are plotted using a Lorentzian broadening with a
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full-width half maximum of 10 cm-1 to approximate the experimental peak widths. Figure

3.3 also includes spectra calculated using the previous 1D model[henderson2019one] as

well as from experiment[13, 17]. The appearance of two low-energy peaks split by about 35

cm-1 in the experimental spectrum of NO3
– · (H2O) is a consequence of a resonance between

the OH stretch fundamental and water bend overtone vibrations, a coupling not included in

our model[13]. This resonance is suppressed in the spectrum of NO3
– · (HOD)[13]

For both HCO2
– · (H2O) and NO3

– · (H2O), the 1D adiabatic model overestimates the

spacings between peaks (by 10 cm-1 and 30 cm-1, respectively) and gives progressions that

are much too long. For both clusters, the agreement between theory and experiment is dra-

matically improved in going from the 1D to the 2D adiabatic model, with the calculated peak

spacings, relative intensities of the peaks, and the length of the progressions being in much

better agreement with experiment. The latter improvement is due in part to the rotation

of the 2D potential wells upon excitation of an OH stretch, an effect which is not present

in the 1D model. We note that Hamm and Stock have treated the vibrational structure of

HCO2
– · (H2O), using a three-dimensional adiabatic model, where the intermolecular stretch

was considered in addition to the rock degrees of freedom[20]. Their treatment gives a longer

vibrational progression than obtained with our 2D model. The reason for this is not clear,

but there are multiple differences between the two treatments in addition to the different

dimensionality of the models. These include our model using a more flexible basis set (aug-

cc-pVTZ vs aug-cc-pVDZ) in calculating the BO potential energy surface and a different

definition of the angles used to define the rock degrees of freedom in the two studies.

In summary, we have demonstrated that for a class of water-anion complexes, a two-

dimensional adiabatic model that accounts explicitly for both in-plane intermolecular rock

degrees of freedom predicts vibrational progressions in the OH stretch region of the spectra

in a near quantitative agreement with experiment. Although we have focused on a particular

class of water-ion complexes, there are a variety of systems where two or more low frequency

modes are coupled to high frequency modes. We believe that multi-dimensional adiabatic

models will be a valuable tool in gaining physical insight into these systems, and hope that

our results inspire additional work in this area.
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4.0 Mapping the temperature-dependent and network site-specific onset of

spectral diffusion at the surface of a water cluster cage

This paper was published in the Proceedings of the National Academy of Sciences in 2020.

It is a collaboration with members of the Xantheas group at University of Washington and

the Johnson group at Yale University. The experimental work was performed by members

of the Johnson group, and the the computational work was performed jointly by members

of the Xantheas and Jordan groups. Reprinted with permission.

4.1 Significance

Water’s vibrational spectrum is dynamic: The OH oscillator frequency changes sponta-

neously within a diffuse envelope on an ultrafast timescale. Here, we explore the mechanics

that drive this “spectral diffusion” at the molecular level by following the time-dependent

frequency of single OH oscillators, each embedded in a cage of 20 deuterated water molecules,

as a function of temperature. These cages are isolated in the gas phase and incorporate a

single, isotopically labeled OH group that can occupy many spectroscopically distinct sites.

The rates of spontaneous change in the OH frequency reflect the pathways for migration

of the isotopic label among these sites, which occurs on a remarkably long (approximately

millisecond) timescale at the onset of large-amplitude motion near 100 K.

4.2 Introduction

We explore the kinetic processes that sustain equilibrium in a microscopic, finite system.

This is accomplished by monitoring the spontaneous, time-dependent frequency evolution

(the frequency autocorrelation) of a single OH oscillator, embedded in a water cluster held

in a temperature-controlled ion trap. The measurements are carried out by applying two-
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color, infrared-infrared photodissociation mass spectrometry to the D3O
+ · (HDO)(D2O)19

isotopologue of the “magic number” protonated water cluster, H+ · (H2O)21. The OH group

can occupy any one of the five spectroscopically distinct sites in the distorted pentagonal

dodecahedron cage structure. The OH frequency is observed to evolve over tens of millisec-

onds in the temperature range (90 to 120 K). Starting at 100 K, large “jumps” are observed

between two OH frequencies separated by 300 cm-1, indicating migration of the OH group

from the bound OH site at 3,350 cm-1 to the free position at 3,686 cm-1. Increasing the

temperature to 110 K leads to partial interconversion among many sites. All sites are ob-

served to interconvert at 120 K such that the distribution of the unique OH group among

them adopts the form one would expect for a canonical ensemble. The spectral dynamics

displayed by the clusters thus offer an unprecedented view into the molecular-level processes

that drive spectral diffusion in an extended network of water molecules.

Chemical systems maintain equilibrium through kinetic processes that balance the pop-

ulations of reactants and products. In solution, these processes involve energy exchange

with the solvent, and simulations of chemical processes in solution often involve a hierar-

chy of methods. For example, local interactions involving the solute and first-shell solvent

molecules might be treated with accurate quantum chemical methods, while the effects of

the more distant solvent are included using simpler models[70, 71]. In this report, we exploit

temperature-controlled water clusters to provide a well-defined system in which to monitor

the dynamic behavior of a simple reversible chemical process as a function of temperature.

With the aid of theory, we identify the low-energy pathways that are associated with the

onset of changes in the observed spectral patterns. Gas phase cluster ions are equilibrated

through collisions with a low-pressure buffer gas and interaction with blackbody radiation

in a radiofrequency ion trap, and hence can be viewed as being weakly coupled to a heat

bath[72]. We specifically consider the water cluster formed upon hydration of an “excess

proton” by 21 water molecules, with a representative low-energy structure[73] shown in Fig-

ure 4.1A. Note that its vibrational spectrum (Figure 4.1C) strongly resembles that of the

air–water interface (cf. Figure 4.1B)[74].
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4.3 Results and Discussion

The specific dynamical processes at play here are the temperature-dependent pathways

for migration of a single H atom through the various distinct sites in an otherwise perdeuter-

ated cage. This is accomplished by following how the frequency of the OH oscillator evolves

in time as the temperature is systematically raised to enable large-amplitude motion of the

water molecules. We specifically monitor the migration of the OH oscillator among the vari-

ous spectroscopically distinct sites (labeled by different colors in the structure and spectra in

Figure 4.1) in the structure after a sudden disruption of the equilibrium population distribu-

tion. That is, the steady-state populations in the various network sites, constrained by the

equilibrium constant (Keq) in a thermal ensemble, are sustained through steady-state, site-

to-site interconversion kinetics. We remark that these rearrangements are a cluster analog

of those that drive ultrafast “spectral diffusion” in bulk and interfacial water[75–81].

Our experimental approach to measuring the spontaneous kinetic processes in clusters is

motivated by the classic “T-jump” approach pioneered by Eigen in the 1950s, who demon-

strated a way to determine the rates of the fast reactions that sustain a macroscopic equi-

librium state. That method involved quickly displacing the system away from equilibrium

and then observing the time response of the populations as a new equilibrium condition is

established[82]. Here, we employ a variation of this scheme in which we remove the popula-

tion in one of the sites in an ensemble of clusters held at constant temperature and observe

the system moving toward the new equilibrium population distribution.

The structure displayed in Figure 4.1A is one of many distorted pentagonal dodeca-

hedron (PD) arrangements with similar oxygen atom cages but different topologies of the

extended H-bonding network (see the 10 low-lying isomers in Figure 4.5)[73, 83, 84]. We

introduce a single H atom into the perdeuterated isotopologue, which is isolated and studied

using photofragmentation mass spectrometry as detailed in SI Appendix, Section I. These

isotopologues occur in two classes according to whether the H isotope is sequestered in the

hydronium ion or resides in the surrounding neutral water cage. We are here concerned with

only the D3O
+ · (HOD)(D2O)19 type (hereafter denoted PDOH) because the OH stretches

of the embedded hydronium are known to lie near 2,000 cm-1 and do not contribute to the
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Figure 4.1: Comparison of the isotope-diluted SFG spectrum of the air-water interface with

vibrational predissociation spectra of D3O
+ · (HOD)(D2O)19 at temperatures in the range

10 to 200 K. (A) Representative low-energy structure of the H3O
+ · (H2O)20 cluster. The

stick spectra of the clusters with the OH group in each of the possible sites of the cluster are

included in Figure 4.6. (B) SFG spectrum of HDO at the air-water interface. Reprinted with

permission from ref. [74]. Copyright 2009 American Chemical Society. (C-G) Vibrational

spectra of D3O
+ · (HOD)(D2O)19 from 200 to 10 K. OHb and OHfree represent hydrogen-

bonded OH and free OH. The A/D notation labels the number of hydrogen bond acceptors

and donors on one water molecule. (H) displays the calculated spectrum based on 400

isotopomers of the 10 lowest energy structural isomers of the D3O
+ · (HOD)(D2O)19 cluster.

The contribution from each type of water molecule (or site) to specific regions of the spectrum

is colored to match the scheme in (A).
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spectra in the OH stretching region[85]. The PDOH class occurs with many spectroscopi-

cally distinct isotopomers at low temperature according to the location of the unique OH

group in the PD structure. This spectral variation occurs because the water molecule with

the OH group is differentiated according to the number of H-bond donors (D) and acceptors

(A) at play in each site, as well as the H-bonding topology of the more distant molecules

in the network. We note that, because both intermolecular and intramolecular coupling are

suppressed in the OH stretching spectra of the PDOH isotopomers, the resulting bands are

dramatically simplified compared to those displayed by the homogeneous H3O
+ · (H2O)20

isotopologue (SI Appendix, Figure S3)[85]. There are five clearly distinct OH bands in the

PDOH spectrum that are color-coded in Figure 4.1G (full spectrum in SI Appendix, Figure

S4) according to the specific sites that are calculated to yield fundamentals in the observed

locations (Figure 4.6).

At low temperature, the spectrum of the mass-selected ion packet consists of a heteroge-

neous combination of the spectra of individual isotopomers, each of which can be isolated us-

ing isotopomer-selective vibrational spectroscopic methods as discussed at length in previous

studies[86–89]. Isotopomer selection is achieved by sequentially removing each isotopomer

from the ion packet through infrared (IR) photodissociation at each of the five band posi-

tions with an initial IR laser with pulse width 8 ns (hereafter denoted the “bleach” laser).

Features in the spectrum that are modulated by the bleach are revealed by interrogating

the same ion packet with a second IR laser pulse ( 8 ns pulse width, hereafter denoted the

“probe” laser) that follows the bleach pulse after a delay time, ∆t. Site-specific spectra for

the five sites were reported previously and are reproduced in SI Appendix, Figure S3. The

cold (T = 10 K) ensemble is static, such that photodestruction of an isotopomer permanently

removes this species even when the ion packet is stored for long holding times (up to 1 s in

the present study) in an ion trap. In this report, we explore the situation in which, as the

temperature is elevated, the OH group is observed to spontaneously migrate from one site

to another.

The strategy of our experimental approach was introduced in an earlier demonstration

study of the I– · (HDO) · (D2O) cluster[88, 90, 91], where the OH oscillator was found to

migrate between all four positions when warmed to 150 K. That system is sufficiently small
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that it could be accurately treated with high-level theory[91]. In this study, we explore the

scenario presented by a larger water network in which the dynamics reflect different pos-

sible pathways for collective motions over a complex free energy landscape closer to that

of condensed phase water. This scenario presents the possibility for sequential onsets of

large-amplitude motions. Application to the present system involving five spectroscopically

distinct sites is illustrated schematically in Figure 4.2. Each circle represents the popula-

tion in one of the sites with the appropriate color as defined in Figure 4.1 A and G. The

low-temperature case, which we exploited earlier to obtain the spectral signatures of OH

in each site, is diagrammed in the top panel. Removal of population in the red sites by

photodissociation leaves a static ensemble of the remaining ions. When the second laser

probes the populations of the various other isomers at time ∆t later, the four other features

appear unaffected by the selective population removal by the first laser. As the temperature

is increased, however, the OH group can migrate between sites. In the simplest case where

only two sites interconvert (red and brown in Figure 4.2B), and the bleach laser’s pulse

width is short compared to the site-to-site exchange rate, the red population can be initially

completely removed. This population partially recovers over time while the population in

the brown state is reduced to achieve the ratio of populations in the two states dictated by

the equilibrium constant. When steady state is restored at sufficiently long delay times, ∆t,

the populations of both red and brown sites will be reduced by half (assuming Keq = 1),

while those in the other three sites are unaffected. This site-specific population redistribution

scenario is depicted by partial refilling of the bleached circle after a delay time ∆t in Figure

4.2B. The effect is observable in an experiment that monitors the modulations in the probe

laser IR band intensities (and hence site populations) by the action of the bleach, which

would yield diminution of the red and brown bands in the OH stretching region. The case

where all sites interconvert at high temperature is diagrammed in Figure 4.2C. The initially

depleted red site is repopulated by site exchange with all other four sites, yielding strong

initial depletion of the red band followed by nearly complete recovery. All other bands are

reduced to a lesser extent over time. In this case, the IR spectrum for the ensemble would

appear the same as that before the depletion laser, but with all bands attenuated by the

fraction of total red site population removed at t = 0.
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Figure 4.2: Scheme describing the onset of spectral diffusion by site exchange in a

temperature-controlled cluster using selective photodissociation. The populations in the

five spectroscopically distinct sites, color-coded to match those identified in Figure 4.1 (A)

and (G), are indicated by the fractional filling of the circles. The panels correspond to three

temperature regimes: (A) a low-temperature, static ensemble in which the red isotopomer is

removed at t = 0, and subsequent interrogation of the ensemble after a delay time ∆t reveals

persistent removal of the red species from the ion packed; (B) an intermediate tempera-

ture where only two sites, red and brown, undergo interconversion on the timescale of the

experiment. In this case, initial depletion of the red species, and hence its signature vibra-

tional band, partially recovers after time ∆t while the population of the brown isotopomer

decreases to restore equilibrium with red; and (C) a sufficiently high temperature that all

sites interconvert after initial depletion of red such that, after delay ∆t, the red population

is largely restored while those in the other four sites exhibit minor depletions upon returning

to steady state.
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The temperature-dependent measurements are carried out using a two-color, IR–IR pho-

todissociation scheme. The experimental layout (SI Appendix, Figure S5) and details of

the experimental approach are included in SI Appendix. Because the PD cluster is rela-

tively large, the unimolecular rates for laser-induced evaporation are on the order of several

milliseconds. These rates dictate the time delay between bleach and probe such that the

clusters excited by the bleach laser are efficiently removed from the ion packet before it is

explored by the probe. In that case, when the scanning bleach laser excites any transition

that modulates the population of the site interrogated by the probe, that change is registered

as a depletion (or dip) in the probe signal. We note that because the evaporation rates and

spectral dynamics are so slow, excitation by the bleach laser is carried out while the ions are

held in the temperature-controlled, three-dimensional radiofrequency ion trap, which enables

trapping for long periods without loss.

To apply the temperature-dependent IR-IR photobleaching method to the PDOH clus-

ters, it is important to first establish the temperature dependence of the linear IR spectrum,

which is displayed in Figure 4.1. At 10 K, the spectrum consists of a well-resolved grouping of

five bands. These have been traced to the various classes of H-bonding arrangements color-

coded with structural assignments in Figure 4.1[87]. Interestingly, this five-band pattern

persists up to 120 K before it recedes into a continuum envelope by 200 K, a temperature

at which the clusters are unstable with respect to evaporation on the millisecond timescale

of the mass spectrometer. For reference, the evaporation time (1/kevap) is measured to be

17 ms at 200 K as described in detail in SI Appendix, Figure S6. We note that the observed

evolution of the spectra with temperature is consistent with nano-calorimetric measurements

reported earlier[92] on H3O
+ · (H2O)20. In that case, an inflection in the caloric curve near

135 K was interpreted to signal the cluster analog of a melting transition, which occurs

below the onset of evaporation at around 150 K[92–96]. We note also that recent molecular

dynamics simulations of H3O
+ · (H2O)20 by Korchagina et al.[korchagina] indicate that the

melting transition occurs over the 130 to 149 K range and that, although the PD structure

dominates up to the melting region, cage structures containing four-membered rings begin to

appear at 130 K. This is consistent with our temperature-dependent spectra, which display

significant broadening of the bands as they are overcome by a diffuse background absorption
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between 120 and 150 K (Figure 4.1 D and E). Additionally, a shoulder appears about 18

cm-1 above the feature at 150 K, which signals the presence of AD water molecules and

the disruption of the PD cage motif[97]. Meanwhile, the persistence of the telltale bands

presented by the PD structure at 120 K establishes the integrity of this arrangement even

when the clusters have substantial internal energy. For example, an estimate of the heat ca-

pacity at 120 K at the harmonic level (SI Appendix, Figure S10) indicates that the average

internal energy is 2,400 cm-1, which corresponds to about two-thirds of the energy required

to dissociate a water molecule from the cluster (3,742 cm-1)[98, 99]. We note that there is a

rather broad expected distribution of energies (∆E 1,200 cm-1) in an ensemble of ions held

at constant T = 120 K. It is likely that this temperature is maintained by collisions with the

residual He buffer gas in the trap[100, 101], which we estimate to be on the order of 10-4

torr at 120 K.

The Top panel in Figure 4.3 presents the time dependence of the two color, IR–IR spectra

of the PDOH cluster at 120 K. The upper trace (Figure 4.3A) displays the changes in the

site population, obtained by monitoring the probe laser fragment 40 µs after the bleach laser

removes populations that have resonances at various energies along the course of the scan.

The only dip feature occurs when the bleach laser excites the red (OHAAD
free) transition,

which is the behavior expected for a static, heterogeneous ensemble. Under exactly the

same conditions of excitation, however, the response of the probe laser fragment yield is

dramatically different after a bleach to probe delay of 50 ms, with the result displayed in

Figure 4.3B. Indeed, depletion of red population is now obtained upon excitation of all

five OH sites, with the result that the dip trace appears essentially the same as the linear

spectrum of the entire ion isotopologue (purple lines through the points from the IR–IR

scan in Figure 4.3B, reproduced from Figure 4.1E). This behavior is conclusive evidence

that the spectrum associated with a single site at t = 0 evolves over time to encompass the

contributions of all sites, which in turn establishes that the OH group migrates among all five

locations. It is important to emphasize that this occurs while the overall spectrum retains

the telltale bands of the PD cage. This implies that the migration is a rare event in the

sense that the OH isotopic label almost always occupies a well-defined position in the cage.

This general behavior was reported earlier in our initial study of temperature-dependent hole
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burning spectra of the much simpler I– · (H2O)2 system[90].

The two Lower panels in Figure 4.3 C and D present the time evolution of the depleted

populations at two sites, one corresponding to the free OH (labeled OHAAD
free), probed at

3,686 cm-1, red, Figure 4.3D) and the other associated with OH occupation at the bound

AAD site (labeled OHAAD
b , and probed at 3,407 cm-1, blue, Figure 4.3C). The different

responses of these traces conform to the scenario outlined in Figure 4.2. Specifically, the

large depletion initially present in the population of the red OHAAD
free site (Figure 4.3D)

is gradually restored with a characteristic time constant of 19 ms, whereas a much smaller

depletion in the population of site OHAAD
b occurs over similar time range (Figure 4.3C) as

these OH groups migrate to the free OH site. Note that, although we have focused on only

two positions in this discussion, at T = 120 K all sites are interchanging with the red site, as

evidenced by the extensive dip pattern in Figure 4.3B. As such, the final fractional depletion

in OHAAD
free (5%) is much smaller than the initial depletion (15%) since the other four sites

contribute to compensate for the loss due to the bleach of the initial free OH site population.

The spectral evolution at 120 K is well described in the scheme where slow migration of

the OH groups reequilibrates the populations in the ion packet on the 50-ms timescale. This

raises the question, however, of whether the pathways that are available for this migration

depend on the temperature of the ensemble. This might be anticipated, for example, if the

free energy barriers are different for the rearrangements necessary for the OH to migrate

between the various sites. We therefore determined the temperature dependence of the

IR-IR dip spectra. A summary of the results is presented in Figure 4.4. At 90 K, the

spectrum is dominated by a strong dip at the probe frequency, but by 100 K, there is a clear

appearance of a weak, isolated second depletion feature near 3,350 cm-1, about 300 cm-1

from the red band. Interestingly, the heat capacity curve observed with nanocalorimetry

on the same cluster has a minor inflection point around 90 K[92]. This is consistent with

the increase in phase space volume allowed by the onset of H-bond switching between the

free OH and the bound OH on the same AAD water molecule that is implied here. Upon

increasing the temperature to 110 K, it is clear that many more sites are exchanging with

the probed red site, as the dip pattern (Figure 4.4E) includes many of the most red-shifted

OH groups. This behavior is significant because it emphasizes that the frequency of an
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Figure 4.3: Time dependence of the PDOH IR spectrum following photodepletion of the

isotopomer with the isotopically labeled OH group in the nonbonded (red) site OHAAD
free

at T = 120 K. Double sesonance spectra were obtained at bleach-probe delay times of (A)

0.04 ms and (B) 50 ms. The purple trace in (B) closely reproduces the single laser spectrum

of the entire isotopologue (all sites occupied) from Figure 4.1E. The time evolutions of

the OHAAD
free population modulation by the bleach laser at two frequencies (OHAAD

b and

OHAAD
free in (A)) are presented in (C) and (D), respectively. The time constants tdiff were

extracted from exponential fits to the observed data. Negative delay times in (C) and (D)

correspond to experiments with the bleach laser off.
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OH oscillator does not gradually broaden with time about the original location, but instead

abruptly changes to another, distant frequency. The experimental results, discussed above,

are consistent with a low barrier isomerization process initiated at T 100 K, and higher

barrier processes being engaged above T = 120 K. We examine the barriers for rotation of

a HOD molecule in the various sites of a HDO · (D2O)20 cluster composed of a hydrogen-

bonding network mimicking that of the H3O
+ · (H2O)20 cluster[102]. We focus on the neutral

rather than the protonated cluster because of the availability of highly accurate force fields

for the former. The lowest barrier pathway for rotation of a water molecule involves an AAD

water donating an H bond to an adjacent AAD molecule. The lowest barrier associated

with the AAD–AAD pair is consistent with its classification as a “weak” hydrogen bond

on the surface of polyhedral water clusters[103]. As shown in Figure 4.9, this isomerization

process is highly cooperative, involving the motion of several water molecules in the cluster.

In addition, it proceeds through a stable intermediate with two four-membered and one

three-membered ring, and a five-coordinated water molecule. The calculated vibrational

frequencies of the HOD molecule in this site are in close agreement with those for the

water molecule involved in the isomerization process that turns on at T = 100 K in the

D3O
+ · (HOD)(D2O)19 cluster. Note that the bound OH stretching band associated with

AAD water molecules that donate to another AAD molecule were observed to be 3,350 cm-1

in a previous study[86], which is indeed close to observed exchange feature that appears at

100 K (Figure 4.4D). The barriers for rotating the other water molecules are ¿1.3 kcal/mol

(450 cm-1) higher in energy than the one for the low-energy pathway described above, a

fact that is consistent with the more extensive isomerization observed experimentally at

temperatures above 120 K as well as the 1.8 kcal/mol ( 630 cm-1) difference in activation

energy obtained experimentally (SI Appendix, Figure S11).

Qualitatively, this large jump in frequencies at the onset of large-amplitude motion is rem-

iniscent of models in which spectral diffusion reflects infrequent large-amplitude structural

rearrangements rather than diffusive fluctuation about an initial configuration[75]. We also

emphasize that the 120 K dip spectrum, displayed in Figure 4.4F, is effectively an inverted

presentation of the linear spectrum of the entire ensemble at this temperature. The arrows

in Figure 4.4 indicate the direction of population transfer responsible for the diminution of
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Figure 4.4: Temperature-dependent evolution of the photobleaching spectra corresponding

to a bleach-probe delay of 50 ms and fixing the probe laser to monitor population of the

isotopomer with the isotopically labeled OH group in the nonbonded (red) site (OHAAD
free).

(A) Vibrational spectrum of all isotopomers at 10 K and (B-F) hole burning spectra at 10 to

120 K. The red trace in (F) reproduces the single laser spectrum of the entire isotopologue

(all sites occupied) from Figure 4.1E. The vertical red arrow in (B) indicates the probe

laser frequency, whereas the curved arrows in (D) and (E) indicate that the apperance

of additional dips arise from OH migration from the OHAAD
free site to various other sites

when their populations are depleted by the bleach laser, (G) a representative low-energy PD

structure, (H) a possible pathway for OH migration at 100 K, and (I) schematic illustration of

more complex pathways that likely operate at higher temperatures where the ribbon arrows

indicate the directions of the OH group rotations.
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absorption at the probe (red) frequency. In this way, we reveal the hierarchy of site-to-site

interconversions that are accessible with increasing temperature. A particularly interesting

feature in this regard involves the band associated with water molecules that are directly

attached to the hydronium ion core (labeled as ADD’), which begin to undergo exchange

with the free OH site at 110 K. This is significant because transfer of these OH sites to those

associated with more remote locations in the cage requires migration of the hydronium ion.

As such, we conclude that 110 K also marks the onset of charge translocation across the

cluster surface.

In summary, we have measured the time- and temperature-dependent frequency of a

single OH oscillator embedded in the surface of the water cage structure adopted by 20 water

molecules upon accommodation of the hydronium ion. Although the telltale vibrational

signature of the cluster remains intact up to 120 K, the frequency of the OH group is

observed to change over time, revealing migration between spectroscopically distinct sites.

The timescale of this motion is on the order of tens of milliseconds, indicating that the

rearrangements occur as rare events. The onset for dynamics is 100 K, at which point

the frequency changes between two local features separated by about 300 cm-1. All sites

are interchanged on this timescale by 120 K, a significantly lower temperature than that at

which the well-defined cluster structure is lost. This ability to monitor kinetic processes that

sustain dynamic equilibrium in increasingly complex clusters brings us closer to applications

where thermally activated chemical transformations can be unraveled in the context of both

solvent and solute contributions at the molecular level.

4.4 Methods

The experimental methods are described in detail in SI Appendix, Section I. Briefly, the

D3O
+ · (HOD)m(D2O)n clusters were generated by electrospraying acidic HDO/D2O solu-

tion and passing the product ions through several stages of differential pumping and into a

temperature-controlled Paul trap. The absorption spectra of the water clusters so generated

were obtained using a photofragmentation mass spectrometer as described previously[88].
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For isotopomer selective spectroscopy, the D3O
+ · (HOD)(D2O)19 clusters were first mass

isolated with secular frequency excitation and then irradiated with a tunable IR laser (de-

noted the “bleach”) in the temperature-controlled Paul trap. After an adjustable waiting

time, the ion packet is extracted from the Paul trap and passed into the Time-of-Flight

photofragmentation mass spectrometer, where a second laser (denoted the “probe”) is inter-

sected with the mass-selected ion packet to monitor the population in a specific isotopomer.

4.5 Discussion of Computational Methods and Results

The following sections were originally published in the Supporting Information of the

main paper. They are included here due to their relevance to the rest of this work.

4.5.1 Computational Methods for the Structures and Vibrational Frequencies

of H+ · (D2O)21

Detailed calculations on different H-bonding arrangements of H3O
+ · (H2O)20 with a pen-

tagonal dodecahedral structure identify 10 structurally similar, low-energy isomers that are

very close in energy (Figure 4.5). These structures minimize the number of dangling hydro-

gens on adjacent water monomers while having no dangling hydrogens adjacent to the H3O
+

monomer. Seven of these isomers are known from earlier studies[73, 104]. Optimizations of

the structures of the ten low-energy isomers were performed using the DF-MP2 method[48,

63, 105–108], where the ”DF” indicates the use of density fitting, in conjunction with the

aug-cc-pVDZ basis set[49–52, 57, 58]. The DF-MP2/aug-cc-pVDZ optimized structures were

used to calculate harmonic vibrational frequencies and intensities at the same level of the-

ory[109]. The geometries were then reoptimized at the DF-MP2/aug-cc-pVTZ[48, 63, 105–

108] level, with the resulting structures being used for subsequent single-point calculations

at the DF-MP2/aug-cc-pVQZ[48, 63, 105–108] level of theory. All calculations were done

using the Molpro 2018 package[67, 68]. Table 4.1 lists the relative energies of the ten isomers

calculated at the DF-MP2/aug-cc-pVQZ level of theory.
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Figure 4.5: Structures of 10 low energy isomers of the H3O
+ · (H2O)20 species. These geome-

tries are optimized at the DF-MP2/aug-cc-pVTZ level
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Table 4.1: Relative energies of the lowest energy isomers of H3O
+ · (H2O)20. Energies are

calculated at the DF-MP2/aug-cc-pVQZ level of theory, using geometries optimized at the

DF-MP2/aug-cc-pVTZ level

Isomer Relative energy (kcal/mol)

1 0.082

2 0.049

3 0.029

4 0.000

5 0.021

6 0.075

7 0.137

8 0.034

9 0.134

10 0.161

Vibrational frequencies were calculated for all 43 possible locations of H on each isomer,

including on the hydronium monomer, for a total of 430 sets of frequencies. For the individual

structural isomers, the spread in the relative zero-point energies (ZPEs) for the different

isotopomers is only about 70 cm-1, or 0.2 kcal/mol. This is close to the differences in the

relative ZPEs of the ten H3O
+ · (H2O)20 isomers considered here.

In generating the calculated spectra reported in the main body of the text and in Figure

4.6, the frequencies were scaled by a factor of 0.96, which brings the calculated frequencies of

the free OH transitions into close agreement with experiment. The OH stretch frequencies

where the H atom is located on the hydronium monomer are 400 cm-1 lower in energy

than the lowest frequency HOD OH stretch vibrations, and thus are not included in the

calculated spectra used for comparison with experiment. The spectra from the remaining

400 isotopomers are given equal weight. Given their closeness in energy this should be a
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reasonable assumption for clusters at temperatures near or above 100 K.

4.5.2 Computational Results for (H2O)21

Figure 4.7 shows the 3D structure and the 2D Schlegel diagram of the lowest energy

isomer of (H2O)21 with a PD cage and internal H2O molecule identified to date[110]. The

Schlegel diagram indicates the numbering of the water molecules used in this work.

Figure 4.8 displays the lowest energy pathways for rotation of each of the AAD molecules

of (H2O)21. These results were obtained using the MB-pol potential[111] and were provided

by D. Wales. They were confirmed by our own calculations carried out using the OPTIM

code[112]. Note that each of these pathways involves two or three transition state structures,

and, hence, one or two intermediate structures. All pathways include at least one 4-membered

ring in the intermediate, except in the case of water 15 where the 4-membered ring appears

in a TS. Additionally, at least one intermediate in each pathway, except in the case of water

4, includes a 5-coordinated water in the local minimum.

Figure 4.9 depicts using Schlegel diagrams the lowest energy rotational pathway (in-

volving water 3) of (H2O)21. Table 4.2 reports the energies of the stationary points on the

pathways for rotating each of the eight AAD water molecules of (H2O)21. Results are re-

ported for the TTM-2.1-F[113] and MB-pol force fields, and in a subset of cases, also at the

MP2/aug-cc-pVDZ level of theory. Vibrational zero-point energy (ZPE) corrections of the

(HOD)(D2O)20 isoptopomers, calculated in the harmonic approximation are also indicated.
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Figure 4.6: Comparison between calculated and experimental vibrational spectra of iso-

topomers of the D3O
+ · (HDO)(D2O)19 isotopologue. (a) Calculated spectra including

summed contributions (black trace) from 400 isotopomers of the 10 low energy structural

isomers shown in Figure 4.5 where scaled (0.96 scaling factor) harmonic frequencies are con-

volved with experimentally determined linewidths. Contributions from the various types of

water molecules are displayed in color coded traces that correspond to the scheme depicted

in the representative structure. (b) Calculated stick spectra. (c) Experimental spectrum at

10 K including contributions of all isotopomers present.
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Figure 4.7: 3D structure and the 2D Schlegel diagram of the lowest energy isomer of (H2O)21.

On the Schlegel diagram (right panel, a 2D projection of the 3D structure), each red number

labels a water molecule’s oxygen atom and black arrows point along the OH bond. Dotted

red lines and thin blue lines are hydrogen bonds. Blue balls in the 3D structure (left panel)

and blue dots in the Schlegel diagram (right panel) denote water molecules with a free OH

group.

Table 4.2: Energies (kcal/mol) of transition states and

intermediates for rotating the water molecules of (H2O)21

with a free OH group. Energies are referenced relative to

the global minimum.

Pathway Method TS1 Int. 1 TS 2 Int. 2 TS 3

Water 3 TTM 4.73 1.50 2.70 - -

TTM + ZPE 3.61 0.78 2.08 - -

MBPol 3.90 1.54 2.94 - -

MBPol + ZPE 3.56 1.56 2.71 - -

MP2/AVDZ - 2.20 - - -

Water 4 TTM 4.39 0.65 2.46 1.84 5.50

TTM + ZPE 3.30 0.51 2.07 1.44 5.33
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Pathway Method TS1 Int. 1 TS 2 Int. 2 TS 3

MBPol 3.73 0.69 2.96 1.98 5.04

MBPol + ZPE 3.35 0.70 2.78 2.11 4.69

MP2/AVDZ - 0.80 - 2.19 -

Water 8 TTM 6.06 2.92 4.00 - -

TTM + ZPE 4.78 2.85 3.37 - -

MBPol 4.77 2.85 3.37 - -

MBPol + ZPE 4.47 3.41 4.38 - -

MP2/AVDZ - 3.57 - - -

Water 10 TTM 6.63 5.19 6.84 - -

TTM + ZPE 5.39 4.75 6.07 - -

MBPol 6.06 5.95 6.32 - -

MBPol + ZPE 5.75 5.74 5.90 - -

MP2/AVDZ - 5.47 - - -

Water 12 TTM 5.31 2.45 5.00 4.75 5.46

TTM + ZPE 4.32 2.03 4.99 4.81 5.35

MBPol 6.34 2.56 4.14 4.03 4.46

MBPol + ZPE 5.91 2.71 3.95 3.89 4.09

MP2/AVDZ - 3.29 - 4.77 -

Water 13 TTM 7.00 2.20 7.00 - -

TTM + ZPE 5.76 1.52 6.36 - -

MBPol 5.66 2.46 6.34 - -

MBPol + ZPE 5.12 2.44 5.98 - -

MP2/AVDZ - 2.48 - - -

Water 14 TTM 4.90 3.88 4.91 - -

TTM + ZPE 3.69 3.20 4.57 - -

MBPol 6.04 4.21 4.36 - -

MBPol + ZPE 5.73 4.04 4.00 - -

MP2/AVDZ - 4.93 - - -

Water 15 TTM 7.06 3.84 4.38 - -
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Pathway Method TS1 Int. 1 TS 2 Int. 2 TS 3

TTM + ZPE 5.68 3.39 4.37 - -

MBPol 6.38 4.22 4.94 - -

MBPol + ZPE 5.95 4.15 4.61 - -

MP2/AVDZ - 4.64 - - -
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Figure 4.8: The lowest energy pathways for rotation of each of the AAD molecules of (H2O)21.

The relative energies are calculated with MBPol.
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Figure 4.9: Schlegel diagrams for the lowest energy rotational pathway of water 3 (see Figure

4.7) of (H2O)21. The blue donts denote water molecules with a free OH group, the arrows

label OH groups and the thinner lines represent hydrogen bonds. The water molecule labeled

AAD in the reactant panel is the water molecule of interest that rearranges to exchange its

free and bound OH groups. One of the original AAD water molecule’s OH (black arrow)

forms an additional hydrogen bond to the original AADD water molecule to form a four-

membered ring involving a five coordinated AAADD water molecule
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5.0 Summary and Future Work

This work used state-of-the-art theoretical methods to understand the vibrational spectra

and isomerization dynamics of select water-ion clusters. The first paper illustrated the use

of a one-dimensional adiabatic model for calculating vibrational progressions in water-anion

clusters of the form X– · (H2O). Several different variants of the model were explored to

see the impact of different techniques. Of note, it was found that using a double-well rock

potential for the N = 1 rock potentials produced spectra which qualitatively matched key

aspects of the experimental spectra, such as the length of the progressions. However, the

spacing between peaks in the progression was overestimated by 15 cm-1 or more, showing

there was room for improvement to achieve quantitative accuracy.

To improve the accuracy of the adiabatic model, the model was extended to include

both intermolecular rock angles. Explicitly accounting for this additional degree of freedom

produced near-quantitative agreement with experiment. This demonstrates the viability of

using multi-dimension adiabatic models for investigating coupling between low and high

frequency vibrational modes.

One clear application for these low dimensional adiabatic models is in modeling the spec-

tra of larger water-anion clusters, particularly those with more than one water monomer. One

cluster which can be logically used for extensions of this model is NO3
– · (H2O)2, which has a

minimum energy structure similar to NO3
– · (H2O)[114]. Although both water monomers are

chemically identical, the presence of two water molecules will affect the charge distribution

on the NO3
– anion, which will impact the shape of the adiabatic potentials. Additionally,

the water monomers may be close enough to cause coupling between the rock mode on one

monomer and the OH stretch mode on the other. Finally, both water rock modes will be

coupled to the anion rock mode. There are four possible models that should be investigated:

a 1D model along a single water rock, a 2D model of the two water rock modes where the

anion rock is relaxed, a 2D model of one water rock and the anion rock where the other water

rock is relaxed, and a 3D model along all three coordinates. Comparing results from all four

models will provide insight into the coupling of low and high frequency modes in clusters
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with more than two monomers. This will provide insight into the types of intermolecular

coordinates which are necessary to explicitly model as even larger systems are investigated.

Coupling between low and high frequency modes is not unique to small molecule clusters.

Experimental studies have found ”Franck-Condon” like vibrational progressions in small pep-

tides[41, 115, 116]. Computational study of these progressions using a simple model has been

used to verify the conformation of peptide structures[41]. These progressions result from a

coupling between high frequency NH stretches and low frequency torsional modes. Pro-

gressions can also occur in microsolvated peptides from the interaction between the peptide

and solvent monomer[116]. These types of vibrational progressions likely appear in many

proteins, and even a sequence with as few as four amino acids can show two separate progres-

sions[41]. Because of this, high accuracy models may be required to accurately distinguish

different progressions. Therefore, low dimensional adiabatic models like the ones presented

here may be a valuable tool in reproducing experimental vibrational spectra in cases where

a simpler model is not sufficient.

As larger systems are studied or higher dimensional models are used, the computational

cost of an adiabatic model becomes a greater concern. The majority of the computational

work in these models is the optimizations and harmonic frequency calculations required

to generate the adiabatic potentials. Therefore, the greatest computational gains can be

achieved by either reducing the number of points along the potential that need to be calcu-

lated explicitly or by reducing the computational load for each individual point. The former

could be accomplished by calculating a lower density of points in higher energy regions of

the potential energy surface, as these regions have little impact on the first few energy levels.

Reducing the computational cost of each point is trickier, as certain approximations will be

more valid for certain systems. However, one possible approach would be to calculate the

harmonic frequencies with a local mode approximation and calculate only the modes whose

frequencies strongly depend on the adiabatic coordinates. For example, in HCO2
– · (H2O)

and NO3
– · (H2O), the frequencies of the intramolecular anion vibrations change very little

at different points of θ and ϕ, and thus have very little impact on the shape of the adiabatic

potentials. To test the impact of these cost saving strategies on the accuracy of the final

results, the already established results for HCO2
– · (H2O) and NO3

– · (H2O) can be used for
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comparison. While improving computational costs does not grant any new physical insight,

it will likely be necessary for tackling new problems as the use of adiabatic vibrational models

continues.

In the final study, computational techniques were used to aid in the study of rearrange-

ment pathways in D+ · (HOD)(D2O)20. Electronic structure calculations were used to de-

termine the most favorable class of structural isomers, and vibrational calculations were

used on these structures to verify peak assignment from the experimental spectrum. More

notably, pathway searching techniques were used to determine the pathway for the experi-

mentally observed rotation of the HOD monomer. The existence of intermediate states with

a four-membered ring demonstrates why rotation of the HOD monomer is more favorable

than other rearrangement pathways. One limitation of this study was that the pathways

were found on the neutral W21 cluster instead of the protonated cluster. While this is not

expected to have much impact on the pathway itself, it may have some effect on the relative

energies of the transition and intermediate states.

Although the rotation of an ADD water appears to be the most favorable rearrangement

pathway in H+ · (H2O)21 clusters, it is far from the only type of rearrangement of interest

to researchers. One interesting area of further study is the rearrangement of H+ · (H2O)21

from one structural isomer to another. In chapter 4.5, the 10 lowest energy isomers of

H+ · (H2O)21 are shown. Other structural isomers contain either more adjacent AAD waters,

or AAD waters bound to H3O
+, both of which increase the energy of the cluster by at least

2 kcal/mol. This poses the question of which pathway is more favorable for the conversion

of one low energy isomer to another: a pathway going through one of these higher energy

isomers, or one which goes through a non-dodecahedral intermediate structure. Knowing

these pathway will increase the understanding of the dynamics in these clusters, which will

improve the interpretation of experimental data.

One of the major motivations in studying water-ion clusters is that understanding of

molecular-level interactions will provide insight into solvation interactions in the bulk water

system. This will accomplished by developing experimental and theoretical methods to pre-

cisely and accurately study small clusters. As new experiments are developed and available

computing power increases, larger and larger clusters can be studied, with properties that
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approach those of the bulk solution. This is a highly active area of research, and experimen-

tal advancements are happening at a rapid pace. Therefore, it is vital that computational

understanding is able to keep up with experimental developments, either by using established

methods to study new experimental results, or by developing new computational approaches

with more well-understood systems. The three papers presented in this thesis use both of

these approaches to add a piece to this exciting and ongoing area of study.
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