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People have traditionally relied on mass media to seek updated information about break-

ing news events by turning on TV, listening to radio, or checking newspaper. Nowadays with

the advantage of social technologies, there has been a significant shift in ways that people

gather and communicate news, and increasingly user-generated content in social media has

become an important source of news. Prior literature has studied the news reporting pro-

cess in conventional mass media, and found that gatekeepers play an important role in the

process. Traditionally, gatekeepers are newsrooms editors or journalists who control the

information through selecting, filtering or crafting what gets published to the public, and

thus they have a unique power in spreading of information and influencing audience’ per-

spective. In contrast, the process of how user-generated content are created by contributors

in social media platforms is different in terms of who are able to contribute, and what is

the collaboration process of creation. Specifically, user-generated content in social media

is usually free to be created or edited by almost anyone. Moreover, many social media

platforms such as Wikipedia enable collaboration among contributors, which can facilitate

and allow collective determination of what content is presented to the public. At the same

time, although everyone can contribute to social media, a majority of users in social media

platforms only act as passive information consumers. In practice, not everyone and not ev-

ery perspective is represented equally – there are still certain users who are more powerful

in determining the content that the general audience read in social media. In fact, there

are social media contributors who play the role similar as gatekeepers in traditional mass

media. However, there is a little knowledge about who social media gatekeepers are, how

to identify them, and most importantly how do they impact news content production and

dissemination. My PhD dissertation aims to answer these questions, and I intend to uncover
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the gatekeeping process in social media around news events across two different social media

platforms: Twitter and Wikipedia. Each of these platforms represent a different degree of

collaboration process, moderation process, and different community norms. I first propose

an actionable definition of social media gatekeepers backed by literature on news reporting

in social media and traditional mass media. I then present two case studies of identifying

and understanding gatekeepers on both Twitter and Wikipedia at scale. The results of my

mixed research approach highlight that, unlike the general users, social media gatekeepers

are often self-determining citizen journalists who manage their media presentation strate-

gically. The results also demonstrate that gatekeepers tend to exhibit behavior mostly in

accordance with the journalism norms: they contribute to and guard the quality of the

user-generated content. Moreover, the results also highlights the role of collaboration in the

gatekeeping process: gatekeepers’ effects in improving the quality of user-generated content

rely on the collaboration among gatekeepers themselves as well as other users. My disserta-

tion presents the first piece of research on quantitatively identifying social media gatekeepers

on a relatively large scale as well as examining their impact on news sharing and production.
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1.0 Introduction

1.1 Motivation and Problem Statement

Events unfold as our days go on and attract the attention of many individuals across

the world. In facing breaking news, people have traditionally relied on mass media to seek

updated information about the news; turning on the TV, listening to the radio, or checking

the newspaper. With the prevalence of social technologies, there has been a significant shift

in the ways that people gather and communicate news. Increasingly, the content generated

by the public in social media has become an important source of news. Based on a 2020

survey conducted by the PEW research center, over half of U.S. adults (53%) say they get

news from social media “often” or “sometimes”[80].

Prior research [66] has long studied the news reporting process in conventional mass

media (i.e. print, radio, TV), and provided an understanding of their journalistic news

gathering and publishing process. In the conventional mass media, certain mechanisms

or processes are often established to select or craft information and content to reinforce

the media agenda-setting and particular ideological preferences[63, 79, 18]. Such selection

or crafting processes may suppress or skew certain information shown to the public. For

example, recent research by Bagus et al.[2] found that 91% of COVID-19 related English-

language news stories covered by U.S. major media outlets are negative in tone, whereas

this number is much smaller in comparison to other media sources (i.e. 65% by scientific

journals). Such skewed presentation of information can thus influence the perception and

attitudes of citizens about the relevance and importance of the news events and the shared

information [18, 89].

The Gatekeeping theory[103, 66, 82] studies and investigates this selection and crafting

processes through which the media controls the construction and dissemination of news.

Specifically, gatekeeping is defined as the process by which a large amount of content that is

available in the world get cut down and transformed into the much smaller volume of content

that reach a given person on a given day [103, 66, 82]. In this process, gatekeepers – the
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media professionals who filter, select, curate raw information and then generate content as

news messages – play a critical role in influencing what content reaches the general public[82,

83, 103]. On the one hand, gatekeepers can set the media agenda to reinforce their personal

interests by control of the process of news messages creation[63, 79, 18]. On the other

hand, as objectivity has been called the defining norm of modern journalism [73] and the key

professional ethics of journalism [65], it has guided the journalists when they select, collect,

and present the news during the news production over decades. Therefore, it is expected

that gatekeepers as professional journalists can also guard the quality of news content on

mass media and report the news in an objective manner.

Unlike traditional media, in social media platforms like Twitter or Wikipedia, every reg-

istered user has the same opportunity to contribute news-related content and publish their

own perspectives – most of them are ordinary users who never received any professional train-

ing and are often unfamiliar with the journalism norms, such as the objectivity. At the same

time, social media platforms facilitate and support a collective determination of what and

how content is created, disseminated, and popularized. For example, in Twitter, although

the users create news-related tweets independently, the overall representation of a topic is

collectively created by everyone interested in the same topic. Platforms like Twitter support

this collective process through features such as adding topic-specific hashtags. Individuals

utilize hashtags to their user-generated content to associate their content with the topic and

promote its visibility to others. For example, tweets tagged with the hashtag #immigration

represent a collective view of the topic of immigration. Readers rely on hashtags to search

for and retrieve the content related to their desired topic.

Despite the claim of democratic participation in social media, there has been strong

evidence of power structure in social media as well. Social media studies suggest that there

emerges a group of users in social media who exhibit the similar power as professional media

workers to control the reporting of news[93, 69, 75]. Therefore, it has been argued that there

exists the social media gatekeepers who might behave similar to traditional gatekeepers in

mass media, in terms of control of information creation and dissemination [67, 24]; however,

what is less known is who these gatekeepers are and how they influence the

quality of news on social media. On the one hand, like mass media gatekeepers, social

2



Table 1: Two social media platforms

Who can involve? Collaboration

Twitter registered users low

Wikipedia everyone even without registration high

Traditional mass media only gatekeepers no or very low

media gatekeepers can be more careful than others in selecting/spreading the news and

making sure they are from reliable sources. However, unlike mass media gatekeepers, social

media gatekeepers are mostly ordinary users without a clear indication of what journalism

training they have. It is unknown to what extent they follow the norms of journalism, such

as adhering to objectivity in reporting of news. For example, a social media gatekeeper may

be more likely to try to spread misinformation that relates to their interest without a sense

of obligation about the reliability of the information.

1.2 Overview of the Dissertation Work

The overarching goal of my dissertation is to uncover the gatekeeping process in social

media around news events. Specifically, my PhD dissertation includes two focuses: discov-

ering ways to identify social media gatekeepers and understanding their role and

impact on the quality of news on social media. I first propose a methodology framework

to identify social media gatekeepers as well as to validate the proposed method. Second,

I focus on understanding the characteristics of the identified social media gatekeepers, and

how they impact the news production in social media.

To ensure the generalization of results, I have implemented my framework and approach

to identify and understand gatekeepers in two different social media platforms: Twitter and

Wikipedia. Twitter and Wikipedia represent different types of social media when considered

on the one key dimension that distinguishes social media from conventional media: the de-

gree of collaboration, as presented in Table 1. Specifically, Wikipedia strongly facilitates and

supports mass collaboration among contributors. Editors interested in one topic can “virtu-
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ally” come together to improve the same article collaboratively. In contrast, Twitter does

not emphasize collaborative content creation and collective content generation is supported

less intentionally. Tweets are posted individually; however, users interested in one topic can

also collectively contribute related content by adding the same hashtag to their tweets (i.e.

#immigration for immigration related tweets).

To address the research goals, I first proposed a definition of the social media gatekeepers

based on a synthesis of multiple dimensions emphasized by prior research in traditional and

social media gatekeeping. My proposed definition can be easily operationalized by researchers

or professionals to identify social media gatekeepers. I then conducted two case studies in

Twitter and Wikipedia to operationalize the proposed definition as well as identify and

understand social media gatekeepers empirically. In the following sections, I will summarize

the research goals, methods, and results of each study phase respectively.

1.2.1 Define social media gatekeepers

While there are rich literature on understanding gatekeeping process in social media,

definitions of social media gatekeepers in prior literature are either too conceptual to opera-

tionalize empirically, or are mostly based only on one certain dimension, without considering

gatekeeper’s other characteristics emphasized in the previous theory. I posit that gatekeep-

ers’ definition in social media platforms should consider multiple dimensions emphasized in

the previous theories, including users’ opinion leadership, information production ability, and

their connection with traditional gatekeepers. Therefore, the first step of my dissertation

work was to review and synthesize the theories and literature on news reporting in traditional

mass media and social media, and to provide a definition of social media gatekeepers that

synthesizes different dimensions together; and more importantly, provides an actionable defi-

nition that can be operationalized in different social media platforms to identify gatekeepers.

Therefore, the key contribution of this step is:

• Based on a synthesis of multiple dimensions emphasized by prior literature in traditional

and social media gatekeeping, proposing an actionable definition of the social media

gatekeepers that can be easily operationalized by researchers or professionals to identify

4



social media gatekeepers.

• Applying the proposed definition in two different social media platforms: Twitter and

Wikipedia.

With this definition of social media gatekeepers in both Twitter and Wikipedia, the

next two study phases present two case studies of gatekeepers within the two platforms:

Twitter and Wikipedia. For both studies, I (1) describe how to operationalize the definition

of gatekeepers given the general definition and the specific characteristics of each platform;

(2) apply the definition in an approach to identify the gatekeepers; (3) assess the charac-

teristics of the gatekeepers and analyze their role and impact on the news production and

dissemination.

1.2.2 Identify and understand Twitter gatekeepers:

My first study focuses on Twitter gatekeepers. To identify Twitter gatekeepers, I first

adapt the definition of social media gatekeepers into the Twitter context and propose ways

to operationalize it. Relying on an unsupervised machine learning method, I then proposed

a methodology framework to identify Twitter gatekeepers empirically as well as validate the

method. This study focused on the “immigration” as one representative topic of trending

news. Using a set of 70k Twitter users interested in the news topic of “immigration”, I am

able to identify a group of Twitter gatekeepers at scale.

To understand the role and impact of these identified Twitter gatekeepers, I

ask the following two research questions: RQ1: What are the distinct characteristics

of Twitter gatekeepers from non-gatekeepers?, and, RQ2: How do Twitter gate-

keepers impact the social media news sharing and production? To answer RQ1,

I conducted a qualitative content analysis. The results highlighted that, unlike the general

Twitter users, the gatekeepers are often self-determining citizen journalists who manage their

social media presentation strategically. Relying on quantitative data analyses, the results

of RQ2 revealed that although social media gatekeepers tend to discuss news events more

emotionally than expected, they still try to contribute high-quality user-generated content

i.e. make use of reliable sources and bring in a diversity of opinions in their reporting of
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news.

Overall, the contribution of my first study includes:

• Proposing a methodology framework to quantitatively identify social media gatekeepers

in Twitter, and to evaluate the results of this identification, in lack of attainable ground

truth.

• Presenting an empirical investigation to understand the distinct characteristics of the

Twitter gatekeepers from non-gatekeepers by conducting qualitative research.

• Presenting an empirical examination to understand how the Twitter gatekeepers impact

the news content quality by conducting quantitative research.

1.2.3 Identify and understand Wikipedia gatekeepers:

Study 2 of my dissertation focuses on a Wikipedia case study to identify and understand

gatekeepers in Wikipedia. To preserve the consistency across the studies to support a sum-

mative evaluation, the study follows a similar methodology as study 1 to identify Wikipedia

gatekeepers by first, adapting the definition of social media gatekeepers into Wikipedia con-

text and operationalizing it. Furthermore, the Wikipedia gatekeeper study also focused on

the “immigration” as one representative topic of trending news, similar to study 1. Using

the same methodology framework, I was able to identify a group of Wikipedia gatekeepers

at scale and results demonstrate the generalization of the proposed definition of social media

gatekeeper and the methodology framework to identify them.

To understand these identified Wikipedia gatekeepers, I explored the same two

research questions as the Twitter study: RQ1: What are distinct characteristics of

Wikipedia gatekeepers from non-gatekeepers?, and, RQ2: How do gatekeepers

impact the news content sharing and production in Wikipedia? The results are

similar to Twitter gatekeepers. We found that Wikipedia gatekeepers also like to manage

their presentation strategically; and in contrast to other groups, they tend to contribute

higher quality content.

Moreover, as described earlier, Wikipedia represents a different type of social media plat-

form that emphasizes the collaboration among its editors. Prior literature demonstrates
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the strong association between team collaboration and work performance[50, 48]. Therefore,

it’s unknown to what extent the gatekeepers’ participation still has a direct influence on the

content quality at the collective level, especially when there exists a high level of collabo-

ration among Wikipedia editors. The presence of collaboration supported by the platform

can lead to a higher level of group communication and coordination during the content gen-

eration process; therefore, reducing the direct impact of gatekeepers on the content quality.

Therefore, besides the first two research questions, I also ask RQ3: What is the role of

collaboration in the gatekeeping of the content generation process in Wikipedia?

The results demonstrate the important role of collaboration during the gatekeeping process:

gatekeepers’ effects in improving the quality of user-generated content can be at least par-

tially explained by the collaboration that happened among gatekeepers themselves as well

as among other users.

Overall, although the definition of gatekeepers and their operationalization need to be

adjusted according to the unique characteristics of Wikipedia, the result from study 2 demon-

strates the generalizability of the proposed methodology framework in the automatic iden-

tification of social media gatekeepers presented in study 1. Moreover, the results of the

current study show that the role and impact of social media gatekeepers are consistent

across Twitter and Wikipedia: gatekeepers tend to exhibit behavior mostly in accordance

with the journalism norms – they contribute to and guard the quality of the user-generated

content. However, different from Twitter gatekeepers who mostly rely on their own to guard

the quality of user-generated content, our results from the Wikipedia study demonstrate

the important role of collaboration during the gatekeeping process of content creation in

Wikipedia. In summary, the contribution of my study 2 includes:

• Presenting an empirical investigation on the role and impact of social media gatekeepers

on the production of news-related user-generated content in Wikipedia by conducting

both quantitative and qualitative research.

• Presenting an empirical examination on the role of collaboration in the gatekeeping

process by conducting quantitative research.

• Demonstrating the generalizability of the proposed definition of social media gatekeepers,

the methodology framework to identify them automatically, as well as the understanding
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of the gatekeepers’ role and impact on news sharing and production.

1.3 Organization of my dissertation

My dissertation is structured as follows. Chapter 2 summarizes the related work about

gatekeeping theory and the problem that motivates my dissertation. Chapter 3 introduces a

brief description of the research platform in my dissertation: Twitter and Wikipedia. Chap-

ter 4 synthesizes the previous literature and provide definitions of social media gatekeepers

for both Twitter and Wikipedia. Chapter 5 and 6 presents my two case studies of identi-

fying and understanding social media gatekeepers in Twitter and in Wikipedia. Chapter 7

discusses the results of the two case studies in conjunction. Last but not least, Chapter 8

and 9 summarizes the contributions of the dissertation, discusses the limitation and some

potential future directions.
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2.0 Related Work

Several research area can inform my dissertation studies. In this chapter, I will introduce

the three major relevant strands of research. First, I review prior theories on the gatekeep-

ing process in the context of both traditional mass media and online social media. Next, I

summarize a set of prior studies on understanding gatekeeping process on social media plat-

forms, such as Wikipedia, Twitter and Facebook. Last, I summarized the existing research

that understand the mass collaboration of peer production on social media platforms like

Wikipedia.

2.1 Gatekeeping Theories

2.1.1 Theories of gatekeeping process in the communication field

Gatekeeping has been one of the most dominant social science theories developed and

adapted in studying news gathering and publishing process in mass media[56, 82, 84]. As

discussed previously, Gatekeeping is defined as the process that brings attention to only

certain information that pass through the Gates policed by Gatekeepers and get published

as news content and reach/influence one or more audiences[103, 66, 82]. As shown in Figure

1, the Gatekeepers are usually media professionals such as news editors who filter, select,

curate raw source information based on their judgement of the newsworthiness, and then

generate contend as news messages[82, 84]. The theory summarized five levels of factors

that can influence the process of gatekeeping and the gatekeepers’ decision of news messages

generation, which includes individual factors (e.g. personal judgement, feelings, moral, etc);

routine factors (e.g. deadlines or the inverted pyramid style); organizational factors (e.g.

media ownership); social institution factors (e.g. organizations outside mass media such as

government, advertising, and other interest groups); social system (e.g. country’s political,

culture, and economical system). Although the traditional gatekeeping theory provides a
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Figure 1: Gatekeeping process

foundation to understand the news generation process in mass media, the theory believes

that the general audience do not hold an active role in the process – they just receive

and consume the content determined by Gatekeepers who have strong power to influence

audience’ perspectives and opinion by controlling their information exposure.

In addressing some of these criticism of the original gatekeeping theory, the “two-step

flow of communication” theory proposed by Katz & Lazarsfeld [40, 53] focuses on a

specific group of individuals among the public audience, referred to as “opinion leaders”,

defined as intermediaries who connect news generated by professional media workers to the

rest of the general audience. It argues that opinion leaders are individuals who demonstrate

strong ability to influence opinions of others, are well-informed about the news, and are

attentive to media messages created by the media professionals (As shown in Figure 2). As

a result, opinion leaders connect news and the public audience: they share what they read,

hear, or see in the mass media with the audience who are less exposed to the media. In

addition, opinion leaders often do not just passively share information, instead, they add

their own interpretation and reinforce or counteract the message when they share it with

others. Therefore, opinion leaders also have the ability to alter the informational content of

media and influence others’ perspective.

Given the nature of social media, there is a strong argument that the social media

audience is not just content consumers described in the traditional gatekeeping theory, but

rather they are involved in many aspects of generating and disseminating news such as

spreading news and commenting on news in many traditional and social media websites.

When theorizing the model of gatekeeping in the modern society, Shoemaker et.

al. [85] considers the audience as an additional channel of gatekeeping, added to formerly
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considered channels of source information channel and the mass media channel. A study

conducted by Singer[86] investigated the content publishing process on news websites and

demonstrated how the “two-step gatekeeping process” as suggested by Katz & Lazarsfeld

applies in the current process of news publishing. Specifically, they demonstrated that the

first level of gatekeeping process involves the editorial decisions where professional media

workers decide which items to be included in a news story. The secondary gatekeeping

process involves the general audience where they make decisions to “upgrade or downgrade

the visibility of that item for a secondary audience” (as shown in Figure 3).

Figure 2: Two-step flow of communication

Figure 3: The model of gatekeeping in the modern society

2.1.2 Networked gatekeeping

In response to the changing role of the traditional gatekeepers and the audience group in

the modern society, Barzilai-Nahon[6, 7] examined the concept of gatekeeping in the digital

age and proposed a networked gatekeeping theory. In stead of focusing on examine

the concept of gatekeeping under the context of news communication, Barzilai-Nahon tries
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to place gatekeeping into a interdisciplinary concept and defines Networked gatekeeping as

any type of “control exercised on information as it moves in and out of gates”. The control

activities include but not limited to selection, addition, withholding, display, channeling,

shaping, manipulation, repetition, timing, localization, integration, disregard, and deletion

of information.

Instead of focusing on media professionals, the networked theory defines gatekeepers as

“any entity that has the discretion to exercise gatekeeping through a gatekeeping mecha-

nism in networks and can choose the extent to which to exercise it contingent upon the gated

standing.” The theory classifies gatekeepers from two dimensions: authority and functional

dimension. From the authority dimension, gatekeepers can be categorized into four lev-

els: government (i.e. different types of governments use different gatekeeping mechanisms),

industry regulator (i.e. public or private entities can establish and enforce gatekeeping

mechanisms within a given industry), organizations’ internal authority (i.e. organization

itself exercises control of the gatekeeping mechanism e.g., Facebook privacy controls.), and

individual level (i.e. individuals monitor their own or their families access to information).

From the functional dimension, gatekeepers can be categorized into: infrastructure providers

(i.e. network, internet, and carrier service companies – they determine the speed and flow

of information passing through a network), authority site properties (i.e. search, portal, or

content providers act as gatekeepers by controlling which information internet users see first

or most often), and network administrators (i.e. newspaper employee tasked with regulating

an online message board).

As shown in Figure 4, The networked gatekeeping theory emphasizes the role of audience

group – “the gated group”. The “gated” group is defined as actors upon whom gatekeeping

is being exercised. Moreover, the networked gatekeeping theory highlights the dynamic

relationship between gatekeepers and the “gated” group in digital age, and claims that

the networked gatekeeping is a dialogical process that is shaped by both gatekeeper and

gated. To describe the power of “gated” group in the networked gatekeeping process, the

theory suggests four important attributes: the information production ability, alternatives,

opinion leadership, and relationship with gatekeepers[6, 107, 7]. The information production

ability refers to the actor’s ability to produce information which is a must prerequisite for
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Figure 4: Networked Gatekeeping

information to transfer and reach other actors. Alternatives suggest the actors’ autonomy to

choose diverse information, opinions, and outlets. The opinion leadership refers to the actors’

ability to achieve their goals. Relationship refers to the degree of connections between gated

and gatekeepers. In the context of digital media, general public (gated) have opportunities

to build strong relationships with traditional media (gatekeepers) through direct digital

interactions, and such relationships can help individuals to build the path to gain political

power.

Although the prior theories provide a foundation to understand the gatekeeping in the

digital age, they do not focus on empirical studies in social media and that the current

frameworks are hard to be directly operationalized and used to identify gatekeepers in social

media sites, particularly through computational approaches.

2.2 Studies of gatekeeping process in social media

Recently, few scholars have started to apply the gatekeeping theories and examine the

process through empirical studies on social media platforms. However, these works mostly

focus on investigating the communication patterns or information flow in social media plat-

forms, and their definition of gatekeeping in social media are either at conceptual level or

are limited to certain information control exercises.
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2.2.1 Gatekeeping in Twitter

Several Twitter-based studies have discovered similar patterns as proposed in the two-

step flow of information and networked gatekeeping theory, and they found that gatekeeping

in social media primarily involves ordinary users. For example, Meraz et. al.[67] investigated

the patterns of communication on Twitter through the lens of news framing and networked

gatekeeping. Based on analysis of a sample of tweets related to the 2011 Egyptian upris-

ings, the study found that the social movement was driven by a group of predominant users

as gatekeepers by retweeting and mentioning. Among these predominant users include not

only major media institutions and journalists, but also many non-elite ordinary individuals,

which revealed that ordinary Twitter users can “crowdsourced” to prominence in Twitter.

Based on the results, the authors then suggest gatekeeping practices in Twitter as “a process

through which actors are crowdsourced to prominence through the use of conversational, so-

cial practices that symbiotically connect elite and crowd in the determination of information

relevancy”. However, this definition is too conceptual for us to operationalize and identify

social media gatekeepers. Following the gatekeeping theory by Shoemaker[85], Bastos et.

al. [8] focus on understanding the structure of gatekeeping in Twitter through the flow of

information. By conducting a statistical analysis of three political hashtags chosen from

Twitter Trending Topics, the authors constructed three types of network (i.e. retweet, men-

tion and following) and studied the message diffusion related to these three hashtags. The

results revealed that, instead of depending on elite users, ordinary users who have intense

activities are also capable of generating high popular tweets that contributed to trending

topics. Taking the definition from classic gatekeeping theory, Xu et. al. [107] investigated

how citizens engage in Twitter conversations with gatekeepers (i.e. journalists). By exam-

ining the interactions between gatekeepers and ordinary users on Twitter, they found that

active Twitter users reached out most often to journalists holding similar political leanings.

In addition, the interactions between gatekeepers and ordinary users were often initiated by

citizens. The results suggest that Twitter can serve as an inclusive and empowering platform

for average citizens to build the path to gain political power through direct interactions with

gatekeepers.
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Previous studies have also rely on user’s network position to identify gatekeepers. For

example, the study by Jurgens et al. define gatekeepers as those vertices (in the network) that

connect components of a given network where otherwise structural holes would appear[39,

57]. Similarly, Gursakal & Bozkurt define gatekeepers as nodes that provide a connection

and serve as a bridge among groups [33]. However, these studies defines gatekeepers based

only on users’ network connections, without considering gatekeeper’s other characteristics

emphasized in the previous theory such as their ability to create and select information.

One recent study by Garimella et. al.[24] examine the role of gatekeepers in the political

echo chambers on social media. In this study, the authors define gatekeeper in Twitter

as those who consume content with diverse political leaning but produce only single-sided

political leaning content. However, this definition only defines gatekeepers based on limited

information control exercises such as filtering and deletion, but ignores other activities such

as addition and integration as discussed in the networked gatekeeping theory.

2.2.2 Gatekeeping in Wikipedia

There are little research focus directly on understanding gatekeeping in Wikipedia. Kee-

gan & Gergle[41] investigated the social dynamics of how editors process breaking news in

Wikipedia “In the News” section. The results suggest that Wikipedia, an open collaboration

platform, is not free from the information control: experienced Wikipedia editors (i.e. more

past contributions) are acting like gatekeepers – they are more likely to successfully block

the promotion of certain news candidates that they did not support.

Rich literature studied the behavior of “elite core” and powerful Wikipedia editors. Burke

& Kraut demonstrate that Wikipedia administrators demonstrate many unique behavior

different from other ordinary editors. Wikipedia administrators tend to have strong edit

history, contribute high quality of articles, have varied experiences and like to interact with

other editors in the community[13]. Das et al. found that Wikipedia editors who successfully

become administrators may change their behavior and begin focusing more on a particular

controversial topic. Moreover, the results demonstrate that the conscious and unconscious

biases of these few, but powerful, administrators may be shaping the information on many of
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the most sensitive topics on Wikipedia and promoting their own points of view[17]. Yarovoy

et al. [111] focus on understanding expert editors and found that such editors tend to

concentrate on authoring of encyclopedic entries, while doing less administrative tasks such

as combating vandalism. Moreover, expert editors tend to contribute more meaningful edits

(i.e., adding content and re-structuring of articles, as opposed to minor edits and clean-up

such as fixing typos); persistent edits that survive the continuous refactoring process over

longer periods; substantial work on the article with their expertise; centered activity in fewer

articles and topical cohesion of the articles that they contribute to.

Prior studies have also discovered that powerful editors can demonstrate territoriality

and ownership toward the articles that they contributed i.e. assert ownership to an article,

or exert control over which contributions will be accepted [90, 36]. Thom et al.[90] found that

editors used “maintained template” as an explicit sign to new contributors to a given article

that there is someone who acts as its guardian. Sometimes editors also defense through

monitoring and cross talk by revert others’ edits[90, 36], or even direct contact in article

discussion page or user pages[90].

2.2.3 Gatekeeping in other social media platforms

Besides Twitter and Wikipedia, gatekeeping processes have been studied in other social

media platforms. Several Reddit-based studies investigate how news information around

crisis were collected and organized. Leavitt & Clark[55] used the case of Hurricane Sandy

to explore the production and filtering of the crisis related information through the lens of

networked gatekeeping. The results demonstrate that not all contributions have an equal

opportunity to become popular and visible to others; but rather, the content popularity

depends on the content types (i.e. professional news report or not) and the contributors’

past experiences (i.e. tenure, activity level, and reputation). Suran & Kilgo[88] used the

case of Boston Marathon bombing to explore how information in Reddit was framed and

where the main sources of information came from. And the results demonstrate that Reddit

is not “freedom from the press” as claimed by the platform: Reddit content about Boston

Marathon bombing not only feature many traditional media sources, the content framing
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practices are also very similar to that of traditional media press. The study by Welbers et

al. focuses on examining social media editors (i.e.traditional journalists or specialized social

media experts) as gatekeepers. Relying on Facebook’s newspaper pages, the authors inves-

tigated the gatekeeping influence of social media editors for professional news organizations,

and found that serving as gatekeepers, social media editors have strong influence on which

of their news items become successful on Facebook.[101]

In summary, previous studies focus mostly on understanding the gatekeeping by demon-

strating the different types of information control exercised on the platforms. Moreover,

most these studies define and identify gatekeepers only based on one certain dimension such

as their network connections. As proposed by Li & Farzan, gatekeepers’ definition in social

media platforms should consider multiple dimensions emphasized in the previous theory, in-

cluding users’ opinion leadership, information production ability, and their connection with

traditional gatekeepers[59]. Building upon these studies, we aim to move a step forward by

providing a definition of social media gatekeepers that have a synthesized point of view, and

more importantly, can be operationalized to identify gatekeepers on social media platforms.

2.3 Collaboration and content quality in Wikipedia

Unlike social networking sites such as Twitter or Facebook, Wikipedia enable volunteers

collectively and collaboratively work together on one article – contributors can even edit or

delete the content created by others. Prior studies examined the users from open systems

such as Wikipedia have demonstrated that users enter these systems can be very diverse

with varied motivations for participating, types of activities they engage in, the type of

work they do, the site features they use, and the reasons they maintain their activity are

highly dependent on those motivations [52, 72, 102]. Studies examined the performance of

mass collaboration work have consistently found the importance of group diversity to the

collaboration outcome in terms of production and contribution quality. For example, studies

have examined the effects of diversity on team outcomes in online collaboration systems.

Chen et al. [15] studied diversity of experience and interests among members of Wikipedia
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Projects. They found that experience diversity increases group productivity and turnover

up to a certain threshold, beyond which group productivity remains high but members are

more likely to withdraw. In a similar context, Wang et al. [98] observed that members

with very different tenure than the overall group tenure were more productive, but also

more likely to withdraw early. Vasilescu et al. studied how gender and tenure diversity

relate to team productivity and turnover in GITHUB. The results show that both gender

and tenure diversity are positive and significant predictors of productivity. In addition,

prior studies have found that diversity in terms of editor experience, skills, knowledge, and

political background can improve the contribution quality [105, 48, 81].

In addition to the group diversity, cooperation and coordination between contrib-

utors should also play an important role in Wikipedia. Prior studies have demonstrate the

importance of the editor diversity together with cooperation and communication between ed-

itors in determining article quality. Especially, as the group become more diverse, the group

will be bigger at the time, emphasizing more of the cooperative among community members.

For instance, prior research have observed that high quality articles have a large number of

editors and edits, with intense cooperative behaviour [105]. Kittur and Kraut later confirmed

those results, and also found that article quality increases faster when a concentrated group

of editors work together [48]. In that situation, explicit coordination by communicating on an

article’s talk page is associated with a positive effect on quality. Arazy and Nov investigated

further and found that editor concentration does not have a direct effect on article quality;

instead it is indirect through editor coordination [1]. They also reported that article quality

was directly affected by the article being edited by a diverse set of editors where at least some

of them have a lot of Wikipedia experience. Lastly, Liu and Ram found that the different

types of work editors do, as well as how they collaborate, affect article quality [61].

Recent studies have also examined the volunteers’ collaboration and coordination prac-

tices for current events within online communities, and the results demonstrate that the

contribution activities and participation around current affairs and natural disasters display

unique patterns. For example, Wikipedia editors are able to respond to and commemorate

current events by creating event related articles within minutes of the disasters and catas-

trophes occurring [42], to adjust collaboration strategies to support high-tempo interactions
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[43], and to adopt different emergent social roles [46]. In response to disaster events, OSM

has shaped the orientation of experienced mappers in new ways and created the need to

make mapping simple for new contributors who know little about OSM otherwise[71]. More

specifically, studies that examined the participation and attention paid to Wikipedia arti-

cles connected with the Black Lives Matter movement show that prominent offline breaking

events drive periods of higher levels of online activities: the peak periods in Wikipedia page

views, revisions as well as active editing correspond closely breaking offline events [95]. Simi-

larly, Li and Farzan[58] have identified unique patterns of collaboration around event-related

articles when investigating the behavior of new editors who join Wikipedia during three cur-

rent events during year 2014: Ebola outbreak, FIFA world cup and Black Lives Matter social

movements.

Overall, rich prior literature have demonstrated that the type and amount of collabora-

tion play an important role in determining the quality of group work in Wikipedia. To better

understand the gatekeeping process in Wikipedia, especially gatekeepers’ role and impact to

the quality of user generated content, it is necessary to also investigate whether and how the

collaboration patterns interact with the gatekeepers’ participation.
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3.0 Research context

As discussed in section 1, I intend to understand the role and impact of gatekeepers in

two different social media platforms: Twitter and Wikipedia. Below, I provide some details

about two platforms to justify my plan of using them as my research platforms.

3.1 Study 1: Twitter Gatekeepers

My first study phase intends to identify and understand gatekeepers in Twitter. Launched

in 2006, Twitter is a micro-blogging service that allow all registered users to publish short

messages, known as tweets. Used to be limited to 140 characters, one tweet now can includes

280 characters starting from November 2017. As one of the most popular social media plat-

forms, Twitter has accumulated a massive amount of text data that cover a large number of

diverse topics, including recent breaking events, emerging topics, and political activities.

Although Twitter users are distributed across different locations, those interested in one

topic may still come together and collectively contribute information by including similar

hashtags or keywords in Twitter. Hashtags (i.e., keyword prefixed with # symbol, as shown

in Figure 5) allow users to apply dynamic, user-generated tagging to a tweet message for a

specific theme or topic. Moreover, hashtags can be used as metadata for tweets to highlight

the contributors’ perspectives. For example, users who support mask wearing during the

Covid-19 pandemic may add the hashtag #WearMask in addition to #Covid19 to express

their perspectives. Twitter also enable users to retweet (RT) a message, mention someone

directly, reply(@) to or comment on other users, and favorite others’ tweets (as shown

in Figure 5). All these actions allow users to select, share, promote or craft information in

Twitter. Specifically, mention is used either to acknowledge other users or start conversa-

tions, whereas reply or comment is used to follow up on direct conversations[11]. Retweeting

means to forward content created by other with or without additional comments. Retweet-

ing is aimed for broadcasting or spreading information, and particularly endorsement of the
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Figure 5: An example tweet in Twitter

content[11]. Favorite is done by clicking the “Favorite” button associated with a Tweet, and

results in that tweet appearing in the list of favorites for that user as well as broadcasting

the favorited tweets. Although users use the favorite for multiple reasons, prior researches

demonstrated that majority users use “favorite” as “like” in Facebook [27].

Twitter is also a social network site and enables the following feature: users can follow

any other user within the system, thus creating a social network where users view visibly

Tweets posted by all other users they follow. As a popular social media platform with over

millions of users1, Twitter is one of the largest network of followers and followees through

which messages can be shared with other users. Particularly, Twitter users with a large

number of followers are identified as network hubs, who have stronger influential power to

affect other’s opinion due to their large degree of connectivity in the network.

All these socio-technical characteristics of Twitter and how they are appropriated by its

users make it an ideal environment for understanding the gatekeepers and the role they play

on social media.

1Twitter claims it reaches to over 140 active million users in 2012, check: https://blog.Twitter.com/

official/en_us/a/2012/shutting-down-spammers.html
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3.2 Study 2: Wikipedia Gatekeepers

Wikipedia is history’s largest encyclopedia, created and maintained by many volunteer

editors. New editors can join Wikipedia and start editing almost any article without much

training. Once the edit is done, it is immediately reflected on the article page. Wikipedia

provides detailed documentation on how editors should behave and contribute content2.

In addition, it has developed institutions such as the Teahouse, which is introduced as “a

friendly place to help new editors become accustomed to Wikipedia” [22].

User-generated content in Wikipedia is organized as “articles” and “categories” – both

are created and annotated by volunteer Wikipedia editors. As discussed in the previously

section, any editors can create an article that he or she interested, and they can also classify

an article into a category by simply appending a category label to it. “Articles” are the

normal Wikipedia pages which contain information about a topic, an event or a subject,

such as 2016 United States presidential election3, United States presidential election4, United

States Congress5. “Categories” are the special pages that are used to organize and group

related articles together. For example, category page 2016 elections in the United States6 is

used to group all Wikipedia articles related to United States elections in 2016. A category can

also have multiple child categories and parent categories. Parent categories are at a higher

level and more abstract categories that group related detailed sub-categories. For example,

category page 2016 elections in the United States belongs to the parent category Elections

in the United States by year 7, it also includes many child categories such as Candidates in

the 2016 United States elections, 2016 elections in the United States by state, etc.. Articles

can also be assigned to multiple categories that are related to it.

Wikipedia is often considered as a typical open collaboration system which supports

the collective production of an article through a technologically mediated collaboration

platform[21]. Although the editors are distributed across different locations, those inter-

2https://en.wikipedia.org/wiki/Wikipedia:Five_pillars
3https://en.wikipedia.org/wiki/2016_United_States_presidential_election
4https://en.wikipedia.org/wiki/United_States_presidential_election
5https://en.wikipedia.org/wiki/United_States_Congress
6https://en.wikipedia.org/wiki/Category:2016_elections_in_the_United_States
7https://en.wikipedia.org/wiki/Category:Elections_in_the_United_States_by_year
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Figure 6: An article page in Wikipedia

Figure 7: Wikipedia user page
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ested in one topic may come together under Wikipedia’s principle to improve the same

article by simply click the “edit” button to insert additional opinions or delete the content

that they think is not appropriate from the current edition that is contributed by other

editors (see Figure 6). Wikipedia also offers supplementary pages to the content pages to fa-

cilitate social interaction and collective collaboration necessary for content production cross

mass volunteers, including article talk pages for coordination around specific article and user

talk pages for communication among Wikipedia editors (see Figure 7). In addition, all the

revisions to any Wikipedia page are stored in revisions history and are publicly available.

Moreover, prior studies have discovered the importance of Wikipedia during breaking news

event. Specifically, it can be considered as a place where editors collaboratively cover break-

ing news [44, 45] as well as a place where public collectively build open content and construct

knowledge around news events[20, 62, 74]. Therefore, Wikipedia provides an intriguing plat-

form to study the gatekeeping process related to the current societal affairs, and particularly,

the role of collaboration in this process.
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4.0 Define Social Media Gatekeepers

Based on the theories and studies about gatekeeping in both traditional and social media

discussed in the chapter 2, in this chapter, I first provide definition of social media gatekeep-

ers, and then I show its application in two different social media platforms: Twitter and

Wikipedia.

In order to define the social media gatekeepers, we first need to understand the gatekeep-

ing process in social media platforms. In general, news information on social media can be

in two forms: (1) first hand raw information about a news event (e.g. a passerby’s picture

of a protest on a street), and (2) second hand information i.e. reporting of official news

about a protest on a street or information about the protest shared by another social media

user. Therefore, gatekeeping in social media sites includes news content creation and/or

dissemination.

Therefore, one important characteristic of social media gatekeepers are their content

creation ability: (1) generate content in response to news events (e.g. post a tweet about

the protest happening on the street), and/or (2) select and synthesize the news stories that

they read and disseminate them on social media. As discussed in the networked gatekeeping

theory, this ability is a must prerequisite for news related information to transfer and reach

others – this also holds true in the context of social media. Rich previous literature has

shown that the majority of users on social media platforms only act as passive information

consumers, and they receive information from only small portion of very active users who

contribute the majority of social media content[75, 68, 69, 31].

Second, to be able to disseminate information in social media beyond a small group of

followers, gatekeepers should act, as suggested by the theory of two-step flow of communica-

tion, as opinion leaders and intermediary, between the traditional mass media gatekeepers

and the general public. As intermediary, gatekeepers in social media are very attentive to

and seek updated information from news media, and they share these content with others

who are less exposed to the media content. As opinion leaders, gatekeepers in social media

have the great leadership and influential power to compete for visibility of information and
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impact others’ perspectives[38, 94]. Moreover, information shared by them are more likely

to become popular in social media platforms like Twitter[47, 92, 3].

As pointed out in the theory of networked gatekeeping, the role of gatekeepers and

audience may not always be stable and can change over time. This may also hold true in

the context of social media, for example, individuals in the audience group may become

social media gatekeepers if they accumulate enough sources and abilities e.g. gain enough

influential power over time.

4.1 Apply Gatekeeper Definition in Twitter

As introduced in the chapter 3, Twitter is a platform where users create user-generated

content by posting their own Tweets and disseminate information by retweeting the Tweets

created by others. Therefore, the gatekeeping of the content generation process in Twitter

includes content creation and/or dissemination. The three main dimensions of social media

gatekeepers (i.e. content creation, intermediary role, and opinion leadership) can be directly

apply to Twitter gatekeepers.

4.2 Apply Gatekeeper Definition in Wikipedia

In contrast to Twitter, Wikipedia is a more complex community that includes multiple

components and is maintained mostly by editors themselves. Specifically, besides the main

article creation space, Wikipedia also includes spaces for its editors to discuss issues around

community building and maintenance. As my dissertation aims to understand gatekeeping

of the content generation process, I focus on defining and identifying gatekeepers within

Wikipedia’s article space.

Similar as Twitter, gatekeeping of the content generation process in Wikipedia also

includes content creation and/or dissemination. Therefore, the three main dimensions of

Twitter gatekeepers (i.e. content creation, intermediary role, and opinion leadership) should
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also apply to Wikipedia. However, different from Twitter, the editorial process of content

creation in Wikipedia is more of an open review process where one editor adds/removes

content to an article, other editors can decide whether they would like those edits to stay or

not. Prior research show that editors made such decisions based on the quality of edits and

whether contributions follow the community norms[36, 37]. Moreover, when facing conflict

during the review process, core editors in the community have more power than other general

Wikipedia editors to decide which edits to stay[49, 50, 48]. Specifically, judging the quality

of edits and whether contributions follow the community norms may depend on editors’ level

of expertise and their familiarity to the community norms and policies ; resolving conflict

with other editors may depend on the editor’s power to the article and in the community.

Therefore, not all editors have equal power in the decision making during this open review

process, it depends on 1). editors’ level of expertise to judge the content quality; 2). editors’

familiarity to the community norms and policies; 3). editors’ power to the article and in the

community.

Therefore, similar as Twitter gatekeepers, Wikipedia gatekeepers should also have the

content creation ability where they should be able to synthesize the news stories that they

read and write about them on Wikipedia, as well as act as intermediary role where gate-

keepers seek updated information from news media and share these content with Wikipedia

audience who are less exposed to the media content. Besides, Wikipedia gatekeepers should

act as both experts and community leaders. As expert editors, gatekeepers should have

article related domain knowledge to judge the content quality during the review process. As

community leaders, gatekeepers engage with more administration/community activities, and

have greater power to make decisions during the content review process.

Moreover, as discussed before, prior studies have discovered that powerful editors can

demonstrate territoriality and ownership toward the articles that they contributed i.e. assert

ownership to an article, or exert control over which contributions will be accepted [90, 36].

Therefore, we hypothesize that gatekeepers should also demonstrate territoriality and own-

ership toward the articles that they contributed.
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5.0 Identify and Understand Twitter Gatekeepers

My dissertation aims to uncover the gatekeeping process in social media around news

event across two platforms: Twitter and Wikipedia. In this chapter, I will present the studies

that focus on identifying and understanding Twitter gatekeepers.

The overarching goals of current study are (1) to propose a methodology framework to

operationalize the definition of Twitter gatekeepers and identify them, as well as to validate

the proposed method; (2) to understanding the characteristics of the identified Twitter

gatekeepers and their impact on the news production in social media. To this end, I ask the

following two research questions:

• RQ1: What are the distinct characteristics of Twitter gatekeepers from non-

gatekeepers?

• RQ2: How do gatekeepers impact the news content sharing and production

in Twitter?

To identify Twitter gatekeepers, I first proposed a methodology framework to opera-

tionalize the definition of Twitter gatekeepers proposed in chapter 4. Using the proposed

framework, I identify Twitter gatekeepers empirically as well as validate the method. The

current study focused on the “immigration” as one representative topic of trending news.

Using a set of 70k Twitter users interested in the news topic of “immigration”, I am able to

identify a group of Twitter gatekeepers at scale.

To understand the identified Twitter gatekeepers, I first conducted a qualitative content

analysis to answer RQ1. For RQ2, I intend to examine the impact of Twitter gatekeepers to

the quality of user-generated news content, and we investigated this question from two dif-

ferent aspects: the individual level where the content contributed by gatekeepers’ themselves

and the collective level where content contributed by a group of users. Specifically, we want

to first understand that, RQ2a: in comparison to others, do Twitter gatekeepers

tend to contribute better quality content? Moreover, as discussed earlier, one main

characteristics of Twitter is that it supports the collective content creation, i.e. a set of
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tweets with the same hashtag are contributed collectively by a group of users who interested

in the same topic, and the hashtag is the easiest way for readers to search for such collective

contributed information around a topic or a theme. Therefore, it is also very important to

investigate the impact of gatekeepers to the quality of user-generated news content at the

collective level. We thus also ask RQ2b: how do gatekeepers impact the content

quality at the collective level, where a group of users collectively contribute for

a same news-related topic?

The rest of the chapter is organized as follows. Section 5.1 introduces data used for

the current study. Section 5.2 focuses on presenting the proposed methodology framework

and results to identify the Twitter gatekeepers. Section 5.3 then focuses on understanding

gatekeepers: it presents the analysis method and results in answering two research questions.

Finally, section 5.4 is the conclusion section where I discuss the results of my study and

conclude with a discussion of the findings.

5.1 Data Collection Process

As my main goal is to identify gatekeepers as well as to understand their impact to the

news sharing and production, I need longitudinal data that allows us to study the change in

behavior and influence of gatekeeping over time. The current study used the “immigration”

as one representative topic of news that has been trending a while back in 2016. We use

immigration as our focused news topic because it has been a trending topic that related to

a series of breaking news events and consistently been receiving a lot of attention for a long

period of time in 2016 and during the US presidential election1. Even in the most recent

2020 US presidential election, immigration was still one of the main topics that covered in

the final debates and raised many social discussions2. Therefore, by choosing this topic, we

are able to access to and collect not only rich but also long term data.

In the current paper, I use immigration related tweets as the news content, and our data

1check news events timeline here at: https://ballotpedia.org/Timeline_of_federal_policy_on_

immigration,_2017-2020
2investopedia.com/presidential-debate-recaps-5077379
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Figure 8: Twitter data collection

collection traced back to cover the period from 2016 till end of 2019. Due to the limitation

of the Twitter API and the computing power, I decide to start with a sample of users and

then collect their long term behavioral traces. Figure 8 presents our data collection process.

It includes the following three steps: (1) to sample a focused user group (U0) who are

likely to care and tweet about the immigration topic; (2) to retrieve focused contributors

(U) from the focused user group (U0) as a group of Twitter users who had tweeted about

“immigration” within the time period of 2016 US presidential election (Jan. 2016 to Feb.

2017); (3) to collect all immigration related tweets from 2016 to 2019 posted by focused

contributors (U). I argue that the gatekeepers are a subset of this focused contributors users

(U).

5.1.0.1 Step1: Focused user group (U0)

To sample a set of Twitter users who tweet about the immigration related news (group

U), the first step is to start with an appropriate focused user group (U0). We compose this

focused user group in our study as a sample of two groups of users – Trump-supporters and

Clinton-supporters during 2016 US presidential election. These two groups are appropriate

as they are likely to care and tweet about the immigration news since they show general

interest in politics. We adopted these two groups of users (i.e. focused user group (U0))

and their timeline tweets (C0) from Yan et al. [109], where the data collection approach was

evaluated and the data accuracy was confirmed. This data includes 300K focused user group
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(U0) in Twitter and their timeline tweets (C0) (¿7 million) cover the time period Jan. 2016

till Feb. 2017. Specifically, the data collection of the focused user group (U0) and their

timeline tweets (C0) during 2016 US presidential election period are summarized as follows:

1. The authors acquired the followers of Trump and Clinton at two time points. These

two are Aug. 30, 2016 (after primary elections), and Nov. 15, 2016 (one week after the

election). Then, the authors cross-identified the users who exclusively followed Trump

at both time points (not following Clinton), and vice versa for Clinton’s followers.

2. After obtaining the lists of exclusive followers, the authors pre-sampled 600K user profiles

from each set. Due to data collection capacity issues3, the data needs to be further down-

sampled from the large collection of users; nonetheless, the final set needs to be also

representative of the Twitter population with respect to different levels of user activities.

To do so, the authors first sorted each list of profiles by the levels of user activities (as

defined by tweet counts) and segmented them into ten quantiles; from each quantile,

the authors randomly sample 25% of the users to construct the final sets of users. This

results in over 300K users – they are the focused user group (U0) in Twitter and will be

used in my current dissertation study.

3. The authors then acquired the timeline tweets of the resultant set of users (over 300K

users in total). And this set of timeline tweets (C0) cover the time period Jan. 2016 till

Feb. 2017.

5.1.0.2 Step2: Focused contributors (U)

After we identify the focused group (U0) and their collection of timeline tweets from Jan.

2016 until Feb. 2017 (C0), we can then retrieve our focused contributor (U) who twitted

about the immigration related news topic. As shown in Figure 8, the focused contributors

(U) are the users from group U0 who had at least one immigration related tweet in Tweets

collection C0. The resultant focused contributors (U) include 80K users. The immigra-

tion related tweets are selected based on a set of predefined immigration related keywords.

We adopt the set of 29 immigration keywords used by Guo et al.[32] where the keywords

3the data request rate limits imposed by Twitter APIs)
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were selected by consulting expert researchers in the related area as well as evaluated by

qualified crowd-sourcing workers via Amazon Mechanical Turk with a precision score of

0.86 [32]. The keywords are:‘nobannowall’, ‘muslimban’, ‘refugee’, ‘immigration ban’, ‘mus-

lim ban’, ‘immigration order’, ‘immigrant’, ‘travel ban’, ‘undocumented immigrant’, ‘depor-

tation’, ‘executive order’, ‘undocumented immigration’, ‘build a wall’, ‘asylum’, ‘deporting’,

‘undocumented alien’, ‘mexican wall’, ‘unvetted refugees’, ‘bansyrianrefugees’, ‘sanctuary

city’, ‘amnesty’, ‘immigration’, ‘deported’, ‘deport’, ‘build the wall’, ‘illegal immigration’,

‘buildthewall’, ‘illegal immigrant’, ‘illegal alien’.

Removing social bots and organization users. As the current study focus on

the ordinary users as Twitter gatekeepers, we removed all social bots (12.4% in our data)

and organizational users (4.86% in our data). After removing bots and organizational users,

69,881 Twitter users remained in our dataset. Social Bots are accounts controlled by software

that automatically generates contents. Varol et. al.[96] estimated that between 9% and 15%

of active Twitter accounts are bots. Given that the focus of this study is to identify human

gatekeepers and their behavior, thus bots were excluded prior to data analysis. To distinguish

the social bots from human users, we used Botometer detection system API 4. This method

has adopted by prior studies[78] and show high accuracy in differentiating human and bot

accounts[96]. In addition to removing bots, organizational user accounts were also removed

from this study. An account is considered to be an organizational account if it represents

an institution, corporation, agency, news media, or common interest group [70]. To identify

such accounts, we used a machine learning tool developed by McCorriston et. al.[64].

5.1.0.3 Step3: Final collection of all immigration related Tweets

After we have a set of focused contributors, the last step is to collect all immigration

related tweets contributed by the 69K focused contributors (U). Utilizing Twitter API

and the keywords filtering based on the immigration keywords, we collected a dataset of

1.3 million immigration related tweets, within the time period of Jan. 2016 until Dec.

2019. In this final collected dataset, the top 5 most used hashtags are: #muslimban (60260

4botometer.iuni.iu.edu
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times), #nobannowall (23736 times), #immigration (21350 times), #maga (20599 times),

#buildthewall (19602 times); the least used 5 hashtags are: #unbelieveable (once), #wrong-

wrong (once), #sosorry (once), #deporttheillegal (once), #greatamericans (once).

5.2 Identify Twitter gatekeepers

In this section, we first introduces the proposed methodology framework to identify and

validate Twitter gatekeepers. We then presents the results when applying the proposed

method on the real data.

5.2.1 Methodology framework to identify and evaluate Twitter gatekeepers

Assuming that the role of social media gatekeepers may not be stable; i.e. those who are

not gatekeepers in one time period may gain power and become gatekeepers during another

period of time, we aim to identify gatekeepers based on users’ quarterly activities. We break

the users’ activities into quarters (3 months time period) and attempt to classify them as a

gatekeeper or not within that quarter.

Instead of using human data annotation and training a supervised machine learning

method, we adopted an unsupervised learning method to identify Twitter gatekeepers. As

our definition of Twitter gatekeepers is newly proposed, providing good quality labels needs

collaborations and deep discussions among annotators to resolve coding conflicts and to reach

an agreement. Thus, we rely on unsupervised learning methods. For evaluation, instead of

relying on crowd-sourcing tools such as Mechanical Turk to produce large amount of labels to

train a supervised machine learning model, we included researchers who were more intimate

with the data and were able to discuss the annotations to conduct a qualitative coding and

content analysis at a relatively small scale.

Specifically, our method to identify gatekeepers includes three steps. The first step

is to operationalize the definition of gatekeepers (i.e. proposed in the chapter4) as a set

of potential behavioral features during each quarter (T). The second step is to perform
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clustering analysis and identify whether a group of users demonstrate distinct gatekeeping

behaviors. The last step is to evaluate the accuracy of the identified social media gatekeeper

group. The evaluation is based on three methods, including both quantitative analyses and

qualitative content coding. A detailed description of each step is provided in the rest of this

section.

5.2.1.1 Step1: Operationalize: Metrics and features to define gatekeepers

As proposed in the chapter 4, we define three major characteristics for the Twitter gate-

keepers: content creation ability, ability to connect news messages generated by professional

media to the general public, ability to influence others’ perspectives. Table 2 presents a list

of features within the context of Twitter that can capture the proposed concepts.

First, the Twitter users’ overall content production ability in Twitter can be measured

based on their total number of posted tweets. As the content creation ability covers three

different aspects: selection, creation and synthesizing, we operationalize these concepts using

different measures. Twitter users can create original tweets, select the specific information to

retweet, and synthesize information by adding comments to a retweet. Therefore, we measure

users’ content creation ability based on the number of original tweets ; the number of retweets,

and the number of retweets with comments. Second, the Twitter users’ connection with

professional media workers or media outlets are measured based on the unique number of the

URLs from media outlets posted by the focal user and number of any types of interactions (i.e.

retweet, reply and mention) with media outlets or journalists accounts. Last, we measure the

opinion leadership of a Twitter user based on the number of followers the focal user has.
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Table 2: Proposed potential features to operationalize the definition of Twitter gatekeepers

Proposed Features for time T

Content creation ability:

a. select

b. create

c. synthesize

- No. of total tweets of a user’s entire life

- Select: No. of retweet the user posted during time T

- Create: No. of original tweet the user posted during time T

- Synthesize: No. of commented retweet the user posted during time T

Opinion leader – intermediary role

- No. of unique URLs in the user’s tweets during time T are

from mass media outlets

- No. of users’ tweets during time T retweeted, replied, and mentioned the

mass media/journalists Twitter accounts-

Opinion leader – influencers - No. of followers
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5.2.1.2 Step2: Identify Twitter gatekeepers

Next, we identify gatekeeper group by performing clustering with the proposed features.

We ran K-means clustering5, and used the elbow test to set the optimized number of clusters

(k) [51]. We can then assess if any of the clusters reflects the patterns expected from

gatekeepers as described by the definition; i.e. strong content creation ability, well-connected

with mass media professional, and also strong influential powers. Notice here that the

gatekeeper labels are assigned at the session level, so one user can be assigned to different

clusters based on their activities across different user sessions.

5.2.1.3 Step3: Evaluate the identified gatekeeper group

We evaluate the accuracy of our approach in identification of gatekeepers group in three

ways: quantitative hypothesis testing, evaluation against a small set of journalist accounts

expected to be gatekeepers (a pseudo ground truth), and qualitative coding and content anal-

ysis. We report the first two evaluation methods in this section, and the detailed qualitative

content coding method is reported in the section 5.2.1.4.

Evaluation based on the influence of gatekeepers. An important challenge we face

in this work is lack of ground truth about Twitter gatekeepers to evaluate our identification

approach. But following our proposed definition, we can hypothesize that the user-generated

news created by the Social Media Gatekeeper group should demonstrate stronger content in-

fluence in the future. We used the time-lagged analysis to test this hypothesis. Specifically,

Twitter gatekeepers identified at session time T should demonstrate stronger content influ-

ence at time T+1 than other users. Therefore, the influential power of the content created

by each contributors at time T+1 can be considered as outcomes of the gatekeeping process

at time T and a proxy for users’ gatekeeping power in social media. The results of this

hypothesis testing can serve as one way to evaluate the accuracy of the identified gatekeeper

group. We acknowledge that the correlational nature of this analysis makes it a less strong

evidence and hence we have attempted to evaluate our approach in three different ways.

5As the features are all count numbers and have skewed distribution, we log transformed the data before
conduction clustering analysis.
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Specifically, in Twitter, the influential content means that the tweets can reach and be

liked by a broad set of audience. Therefore, we measure a user’s content influence power

at time T+1 based on how other users react to his/her content; i.e. number of retweets, or

favorites that their tweets receive. We propose the following four measures for each Twitter

user based on their quarterly activities:

• Average retweet/favorite volume: defined as total number of retweets (favorites) the focal

user received divided by total number of tweets the focal user posted during time t+1

• Retweet/favorite rate: defined as the fraction of the tweets (posted by the focal user)

that has received at least one retweet (favorite) during time t+1.6

To conduct the hypothesis testing, we conducted four regression analysis with each mea-

sure of content influence at time T+1. The unit of analysis is each user at different quarter

T as this is how the clustering labels are assigned. The regression model has the cluster-

ing results entered as the independent variable (i.e. the focal user in different clustered K

group, and we treat it as a categorical variable in our model), the measures of content influ-

ence at time T entered as control variables, and the measures of content influence at time

T+1 entered as dependent variable. The regression is conducted as hierarchical models, to

consider the dependency among the same user at different time T. Variables such as aver-

age retweet/favorite volume represent highly skewed counts, they were subjected to a log

transform before analysis.

Evaluation based on the journalist accounts. Twitter users also include a small

portion of journalists or editors of mass media organizations. We assume that the journalist

are more likely than not to act as a gatekeeper on social media as a result of their experience

and popularity in mass media. We thus utilize these user accounts as a pseudo ground truth

to evaluate our results.

To have a group of journalist account, we started with a list of 34 largest English

media outlets[5]. Figure 9 illustrates the process of how we collect a sample of journalists

in Twitter. Almost all large media outlets’ Twitter accounts have several well organized

6For all these measures, we only used user’s original tweets but don not consider user’s retweet. We did
this because in Twitter, total number of retweet/favorites for a retweet is an accumulated measure for the
original tweet instead of attributing to each retweet.
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Figure 9: The process of identifying a set of journalists accounts in Twitter

Twitter lists which include all their current journalists, editors or other staff members who

are involved in news content creation. Utilizing Twitter API, we collected all 399 Twitter

lists that these 34 media accounts own or subscribe to. After hand-selecting 252 out of 399 for

accuracy, we collected all the Twitter accounts in these lists. There are total 7,041 Twitter

accounts in the 252 Twitter lists. The first author then annotated a randomly selected 50

accounts to evaluate the quality of this method. Within the randomly selected 50 accounts,

95% of them were journalists, editors or news reporters. We then checked the overlapped

users between the 7,041 journalist with our Twitter users, and we found 50 of them existed

in our dataset – we refer this set as J1 and use them as our ground truth labels.

As the J1 set only includes the current journalists from 34 major media outlets, to

enrich the list, we curated another list of potential media professionals’ accounts from our

dataset. As prior study has shown users’ profile description is most predictive of journalist

accounts, we identify these accounts based on keywords of the users’ profile[113]. To have a

list of related keywords, we first randomly sampled 100 journalist accounts from the 7,041

journalist account lists, and the first author coded their user description to identify keywords

of them being journalists or other types of media professionals. The resultant keywords are:

reporter, journalist, journalism, columnist, editor, news anchor, staff writer. Utilizing these
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keywords, we were able to find another 957 users ( 1.5% from all our users) from our Twitter

users, and we consider them as potential media professionals. We refer this set as J2 and

used them as our ground truth labels as well.

5.2.1.4 Qualitative coding and content analysis

To evaluate the identified gatekeeper group qualitatively and further answering RQ1 –

understand the distinct characteristics of the Twitter gatekeepers from non-gatekeepers, we

conducted a qualitative content analysis following an inductive thematic coding method[12].

We conducted an iterative coding process that incorporated three phases: (1) an open-

coding phase, (2) a pilot coding phase, and (3) a final coding phase. During the open-coding

phase, we randomly sampled 20 identified gatekeepers and 20 non-gatekeepers. The first

author open coded their user profile and tweets from the most recent user session to identify

main themes that can differentiate gatekeepers from non-gatekeepers, and then developed

a code book. During the pilot coding phase, a second coder, who is one of the co-authors

and had not been involved in the development of the code book, was trained and coded the

same 40 users from the pilot coding. The two coders held an open discussion about the

disagreements and the code book was also refined based on the discussion.

We then stratified a sample of 50 users from identified gatekeeper group and 50 users

from all other non-gatekeeper groups. The stratified sampling is based on users’ number

of followers: we randomly sampled 5 users from each 10% quantile for both the gatekeeper

group and non-gatekeeper groups. These 100 stratified samples were used for the final coding

phase. At this phase, two coders coded the data (i.e. the sampled users’ user profile and

tweets from the most recent user session) individually following the code book; new codes

were also allowed to emerge if they did not fit cleanly into the existing coding book. Similarly

as the last phase, two coders then compared the coding results, and discussed the cases of

disagreements. After this phase of coding, we had reached data saturation and no new codes

were discovered.

For the evaluation purposes, the coders annotated the data blindly; i.e. coders were not

aware whether the coded user was classified as gatekeepers or not. Following the code book,
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the coders first read through the profile of the sample users’ as well as their most recent two

months tweets. Based on these content, the coders annotated whether the user is a social

media gatekeeper or not, as well as identify themes based on the Twitter user profile and the

tweeting activities. Table 3 presents the main schema included in the code book that coders

are asked to identify. We will report the evaluation results in the next section (i.e. section

5.2.2). The detailed coding results in understanding Twitter gatekeepers will be presented

in section 5.3.1.
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Table 3: Content coding themes

Coding Schema

User profile

Theme1. whether user profile includes their detailed personal information
such as their interests, occupation;

Theme2. Whether the user stated in their profile
that they like to express their opinions

Tweeting activities
Theme3. whether users’ recent tweets like to discuss recent news events,
or they are just sharing for entertainment

Tweeting strategies

Theme4. whether users like to express their personal perspectives about a news;

Theme5. whether users like to promote something
and show their leadership and influence

Social media gatekeeper [Evaluation] whether the user is a social media gatekeeper or not
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5.2.2 Results

5.2.2.1 Identify Twitter gatekeepers

Following the method discussed in the section 5.2.1, five clusters emerged, with the

optimization for the maximum sum of distances between clusters and the minimum sum

of the distances within clusters. We report the results of our clustering analysis in Figure

10. Figure 10 is a column-standardized heatmap of the cluster centers for five groups with

respect to the proposed features. Cluster 4 reflects a close pattern of behavior to what

the behavior expected based on our proposed definition of Twitter gatekeepers (i.e. strong

content creation ability, well-connected to the mass media professional, and strong influential

powers). We label this group as the gatekeepers. It includes 19,535 unique Twitter users

( 28% of the total users in our dataset).

Although not predominant across all gatekeeping activities, the other four groups also

demonstrate single or multiple gatekeeping behaviors. Specifically, users under group 1

demonstrate high ability to create original contents, even compared to the gatekeepers, we

thus call them original content creators. Users under group 3 (group retweeters) tend

to only retweet a lot but with lower other types of activity. Similarly, group 5 users (group

media interactors) like to interact with media or journalists but less likely to engage in

other types of activities. Users under group 2 (group Mixers) tend to have intense activities

in both retweeting and interacting with media/journalist accounts.

5.2.2.2 Evaluation based on the hypothesis testing

Table 4 represents the evaluation results from the hypothesis testing. In general, the re-

sults demonstrate that the groups gatekeepers and content creators are both showing higher

content influential power than other three groups. Specifically, being in identified gatekeeper

cluster is associated with higher level of average retweet volume. However, the cluster con-

tent creators is shown to be a competing group with the gatekeeper group for the content

influence: two groups are not significantly different from each other in terms of the retweet

rate, and the content creators have higher average favorite volume and favorite rate.
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Figure 10: Clustering heatmap: groups 4 represents the gatekeeper group.

43



Table 4: Results of four separate regression analyses with each measure of content influence as a dependant variable.

Hypothesis testing: 4 regressions with different content influence measures

Ave retweet

at T+1

Ave favorite

at T+1

Retweet rate

at T+1

Favorite rate

at T+1

β P β P β P β P

Control on content influence

measure at time T
0.1909 0.0001 0.2025 0.0001 0.1758 0.0001 0.1874 0.0001

Content creators -0.0257 0.05 0.0422 0.05 -0.0009 ns 0.006 0.01

Media interactors -0.1352 0.0001 -0.0549 0.01 -0.0123 0.0001 -0.006 0.01

Mixers -0.1877 0.0001 -0.1458 0.0001 -0.0162 0.0001 -0.0138 0.0001

Retweeters -0.1942 0.0001 -0.1462 0.0001 -0.0146 0.0001 -0.0118 0.0001
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5.2.2.3 Evaluation based on the journalist accounts as ground truth

Here, we report at what level our unsupervised model was able to identify Twitter users

identified as journalist in J1 and J2 sets. For the J1 set (50 journalists accounts from

most prominent media outlets), 69% of them have at least one user sessions classified as

gatekeepers; additional 14% of them have at least one user sessions classified as content

creators; whereas 16% of them only have user sessions classified as other three groups. For

the J2 set where there are 957 potential journalists account found based on keywords in their

profile description, 48% have at least one gatekeepers sessions, and additional 32% with at

least one session of content creators, and 20% with only other three groups.

To understand why misclassification happens, I did an error analysis. To do so, I ran-

domly sampled 20 cases where the clustering algorithm disagreed with the ground truth. I

observed disagreements occurs usually because of three reasons. a). although the users are

journalists, they do not report news-related topics or do not focus on immigration-related

news; b). the journalists’ Twitter accounts are super inactive, or c). journalists use their

accounts to post both news-related discussions and also share personal-related information.

For all the above cases, it’s hard for the algorithm to decide whether the current account

belongs to the gatekeeper group or not.

5.2.2.4 Evaluation based on human annotation

As introduced earlier, two coders – me and a collaborator – annotated a stratified sample

of 50 identified gatekeepers and 50 ordinary users blindly without knowing whether the focal

coded user is classified as a gatekeeper or not. The coding results show 81% agreement among

coders. The two coders’ agreements with clustering results are 76% and 80% separately.

These results demonstrate that around 80% of the Twitter gatekeepers identified based on

our proposed framework are actually agreed by human annotators.

I also did an error analysis to understand the disagreements between algorithm results

and human evaluation. To do so, I randomly sampled 10 cases where humans and the

clustering algorithm disagree with each other. I observed that the disagreements occur

usually when users are a). very active in contributing as well as interacting with others;
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however at the same time, they b). post both types of tweets: tweets related to current events

and tweets for fun/self-entertainment. Indeed, it’s hard for both humans and algorithms to

decide whether the users are gatekeepers or not for these cases, and these cases are also

where disagreements happen between two human annotators.

In the next section, we report more detail on our qualitative coding and how gatekeepers

are distinct from non-gatekeepers.

5.3 Understand Twitter gatekeepers and their impact

5.3.1 RQ1: The distinct characteristics of Twitter gatekeepers

5.3.1.1 Transition of gatekeepers across user sessions:

As discussed in the section 4, we hypothesized that the role of gatekeepers and other

ordinary users may not always stay stable. For example, ordinary users can build social

connections with media professional or gain experiences for their content creation ability

over time, so that they can be promoted to the gatekeeper role in the future. To further

understand how the K clustered groups differ from each other and how users change their

belonged groups over time, we conduct a quantitative analysis based on a transition matrix

built from the clustering results of all user sessions.

Specifically, for each user, we first construct his/her transition sequences of clustered

groups across all his/her user sessions. We then build transition matrix based on all users’

transition sequences. For example, if a user U has 5 consecutive user sessions and the

clustered group for these 5 sessions are: [A, B, B, B, C], then U’s transition sequences are:

A – B, B – B, B – B, B – C. So the frequencies of each transition are: A – B as 1, B – B

as 2 , B – C as 1. The transition matrix for U is then calculated based on the transition

frequencies: A – B as 100% (i.e. within the sessions that clustered as A, all of them transit

to B in the next session), B – B as 2/3 (i.e. within the sessions that clustered as B, 2/3 of

them keep as in the same group in the next session), B – C as 1/3 (i.e. within the sessions

that clustered as B, 1/3 of them transit to C in the next session).
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Figure 11: Transition matrix of how different clustered groups change across user sessions.

Our results confirm this hypothesis that the role of gatekeepers may change over time.

As demonstrated in transition matrix (Figure 11), although gatekeepers tend to keep their

gatekeeping role relatively stable, many of them transit to other groups in their next user

sessions. Specifically, our results demonstrate that within the sessions clustered as gate-

keepers, 41% of them still keep as gatekeepers in their next user session and 24% of them

degrade to retweeters in their next sessions. We also observe that retweeters seem to rep-

resent a baseline user behavior – users under this group are most stable (i.e. within the

sessions clustered as retweeters, over 50% of them keep the same role in their next session);

moreover, there are always certain portion of users under other groups (20 – 30%) eventu-

ally become degenerated to retweeters. In contrast, media interactors and mixers are more

transient than gatekeepers: users under these two groups tend to always change their roles

throughout sessions.

5.3.1.2 Qualitatively understand gatekeepers:

In this section, we report our results for the qualitative content analysis. Our qualitative

analysis of profiles and tweets of gatekeepers vs non-gatekeeper Twitter users highlights that

first, the gatekeepers’ user profile tend to present more concrete and detailed information.

47



Figure 12: Comparison between gatekeepers vs. non-gatekeepers’ user profile

The typical user profile of gatekeepers included information such as their interests, their

occupation, or even their political stands. As shown in Figure 12, one gatekeepers’ profile

disclosed herself as “outspoken liberal: pro-immigrant, choice, lgbtq, environmental protection

and income equality”. This detailed user profile can provide their followers with an idea of

the user’s perspective towards certain news events (i.e. immigration). In contrast, non-

gatekeepers’ user profiles are usually empty, or with short and obscure messages, without a

clear presentation of who they are (e.g. “Beautiful blessed, and grateful.”). Overall, 80% of

the coded Twitter gatekeepers present such detailed information in their user profile, whereas

only 28% of the coded non-gatekeepers include detailed information.

Second, we found that, Twitter gatekeepers tend to be a leader, organizer, or social

activist outside of the Twitter world (as shown in figure 13). 74% of the coded Twitter gate-

keepers self-disclose themselves as “writer”,“activist”, “community organizer”, “director”,

“educator”, “scholar”.

Third, Twitter gatekeepers like to follow and comment on news events, and they are less

likely to tweet or share something for self-entertainment (as shown in Figure 14). In contrast,

non-gatekeepers are more likely to tweet about their personal interests. For example, it is

very common to see non-gatekeepers tweeting about funny pictures, or music/video clips

that they enjoy. Based on our coding results, 74% of coded Twitter gatekeepers have their

vast majority of tweets discussing about the recent news events, whereas only 16% of coded

non-gatekeepers did so. On the other hand, only 12% of Twitter gatekeepers had any tweets

for entertainment and non-political purposes, but 75% of coded non-gatekeepers did so.

Fourth, in contrast to non-gatekeepers, Twitter gatekeepers like to express their original
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Figure 13: Twitter gatekeepers tend to be a leader outside of the Twitter world

Figure 14: Twitter gatekeepers like to follow and comment on news events

opinions or detailed perspectives. We noticed this aspect not only in the user profile but

also in the way that they discuss about the news on Twitter platform. Based on our coding

results, 67% of the coded gatekeepers tend to indicate themselves as opinion expressor in

their user profile, vs. only 14% of the coded non-gatekeepers. Moreover, the gatekeepers

expressed the detailed perspectives or rationale in their tweets towards certain news events by

adding comments, replies or their own original tweets. As a result, audience who read their

tweets can not only sense their attitude (i.e. agree or against towards something) but also
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knowing their thoughts or rationales behind the attitude. In contrast, most non-gatekeepers

only retweet or when they comment, they are brief such as just adding “agree”. Based on

the coding results, all the coded gatekeepers have tweeted their thoughts in their original

tweets, comments, or reply at least once. Whereas, 66% of non-gatekeepers had never done

so, especially with regards to original tweets.

Last but not least, Twitter gatekeepers tend to express their leadership in their tweets

and try to mobilize others towards taking certain actions. It is common to see gatekeepers

using language such as “call for actions!”, “we should ... !”, “Let’s ... !”, “... join me!”

to show their influence and leadership. Based on our coding results, 60% of the coded

gatekeepers used these language cues to present their leadership, whereas only 8% of the

coded noon-gatekeepers do so.

Overall, our findings suggest that, in contrast to non-gatekeepers who use Twitter for

very personal and individual purposes, the gatekeepers manage their Twitter account strate-

gically: they are more like an autonomous and self-motivated journalists and their Twitter

accounts are managed more like media outlets. Gatekeepers present themselves well in the

user profile with detailed information such as their interests and even political stands. Tweets

posted by gatekeepers usually express their opinions and a clear perspective towards the re-

cent news events. Gatekeepers like to show their leadership and influential power to call

their audiences for some actions. More interestingly, our results also suggest that most of

the gatekeepers are already standing at a “leader” position in their offline life.

5.3.2 RQ2: Gatekeepers’ impact on news content on Twitter

We answer RQ2 in this section. We first introduce how we measure Twitter content

quality and our analysis method, we then present the results in answering RQ2a and RQ2b.

5.3.2.1 Measurements of Twitter Content Quality

As discussed before, objectivity has been called the defining norm of modern journalism

[73] and the key professional ethics of journalism [65], and has guided the journalists when

they select, collect, and present the news during the news production over decades. We thus
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Table 5: Measures of content objectivity from three aspects

Concept Measures

Truthfulness:
Reliable of selected information sources
- number of cited external URLs are from problematic domains

Neutrality

1. diversity of information sources
- entropy of cited external URL domains
- standard deviation of URL domain political scores (Bakshy et al .[4])

2. diversity of hashtag themes
- entropy of different hashtags
- entropy of different hashtag topics

Detachment

Measured based on language lexicons
1. number of subjective lexicons (Wilson et al. [106])
2. number of emotional lexicons using LIWC dictionary:
- number of LIWC positive lexicons
- number of LIWC negative lexicons
- number of LIWC angry, anxious, said lexicons
- number of LIWC swear words

measure the Twitter content quality based on its content objectivity.

Based on prior literature, Objectivity can involve three distinct but closely related as-

pects: truthfulness, neutrality, and detachment[14]. Truthfulness is about reporting informa-

tion that is factually correct and is from reliable sources; neutrality suggests that journalists

should thrive for fairness, balance and impartiality when reporting the news, especially pre-

senting different existing viewpoints and sides to a story; detachment means that journalists

should approach issues with a dispassionate and emotionless attitude, separating “fact from

comment” [14]. In the current study, we operationalize the concept of objectivity from these

three aspects. Table 5 present our proposed measures.

Truthfulness. We measure the lack of truthfulness based on how frequently the user has

cited information from problematic domains. We follow prior work by Lazer et al.[54] which

argues to use domains rather than articles for a more consistent judgement of “fakeness”

as it is not at the level of the story but publisher that “lack the news media’s editorial

norms and processes for ensuring the accuracy and credibility of information.” Moreover,

using fact-checked articles might end up biasing towards a small set of “popular” or “fact-

checkable” news stories[54]. Therefore, in the current study, we collected a list of flagged

51



news domains. Following the work by Grinberg et al.[28] and Guess et al.[29] (both works

are related to the fake news in 2016 election), we included three sets of problematic domains

released by fact-checkers and journalists (i.e., published by Buzzfeed News, Politifact, and

FactCheck.org), and two sets of problematic domains labelled by scholars [29, 28]. We only

included the domains labeled as black, red or orange; i.e. strong indication of flawed editorial

process, little regards for the truth, negligent or deceptive. In addition, we added two sets

of domains curated by MediaBias/FactCheck – “conspiracy and pseudoscience sources” and

“questionable sources”. In total, we have 1,268 flagged domains that well represent the most

problematic domains that focus on political-type news sources since 2016 U.S. presidential

election.

Neutrality. We measure the neutrality as the diversity of information and hashtag

selected by the uses. In terms of the diversity of information, we use: (1) the information

entropy of the cited external URL domains, (2) the standard deviation of the URL domains’

political scores. Information entropy is often used to measure the uncertainty of the informa-

tion and is commonly used as the diversity index in the ecological literature[87]. Information

entropy ranges from zero to one where the value of zero represents the minimum diversity

and the value of one represent maximum diversity. In our case, higher information entropy

means more diverse the cited external URL domains. In terms of the political score of each

URL domain, we adopted political leaning scores of various news organizations from Bakshy

et al.[4]. The data includes a political leaning score (i.e. range from 0 – 1) for each of the 500

most popular news domains (e.g., nytimes.com). Using this data, we calculate a diversity

measure of the selected news domains as the standard deviation of their political leaning

score.

Similarly, we measure the diversity of the hashtags based on two measures: the informa-

tion entropy of the different hashtags and the information entropy of the different hashtag

topics. In order to identify the topic for each hashtag, we conducted topic modeling on the

hashtags based on their co-occurrence with other hashtags on the same tweet. The topics

were extracted using the Non-negative Matrix Factorization method, as described in [60]. We

calibrated the model parameters to achieve best within topic cluster coherence and between

clusters distinction. We identified seven topics as the best performance. We then labeled
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each cluster with a descriptive term based on the associated keywords. The topics of the

hashtags included Muslim ban, MAGA, No ban no war, immigration, refuge support, white

supremacy, build the wall.

Detachment. We measure the detachment mainly based on LIWC lexicons by counting

the number of tweet tokens from each of the lexicon categories related to emotions; i.e.

positive, negative, angry, anxious, and sad as well as the swear words. Additionally, we add

the subjective lexicons developed by Wilson et al.[106] to detect the use of subjective words

within tweets.

5.3.2.2 Statistical Models

To answer RQ2a and RQ2b, we conducted regression analyses with each measure of

content objectivity from three aspects: Truthfulness, Neutrality, and Detachment as the

dependent variables (see table 5).7

To answer RQ2a, in comparison to others, do Twitter gatekeepers tend to contribute

high quality content?, the unit of analysis is each user session as this is how clustering label

is assigned. The independent variable is the assigned cluster groups for each user session,

represented as a categorical variable. The analyses were conducted as hierarchical models,

with sessions nested within a user and a quarter, to account for the non-independence of

observations among content contributed by the same user or under the same quarter time.

The RQ2b is asking how do gatekeepers impact the content quality at the topic level? As

discussed earlier, Twitter hashtags are used by users to associate a specific topic or theme

to their tweets. A set of tweets with the same hashtag are contributed collectively by a

group of users who are interested in the same topic. Therefore, to answer this question, the

unit of analysis is each topic per week (i.e. data are aggregated per hashtag per week). As

we want to assess the relationships between the participation of Twitter gatekeepers and

the content objectivity that collectively contributed by a group of users, the independent

variable is the number of unique Twitter gatekeepers. We control for the number of unique

content creators and the number of unique users participated in the collective contribution.

7The count numbers was log transformed to account for its skewed distribution, and was modeled using
normal distribution.
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The analyses were also conducted as hierarchical models, with data units nested within a

week and a hashtag, to account for the non-independence of observations among tweets

contributed under the same week or using the same hashtag.

In these analyses, we included the # of original tweets, total # of words, # of URLs, and

# of hashtags as variables to control for the level of user activities during each user session

(related to RQ2a), or during each week under each hashtag (related RQ2b). We did not

include the total # of tweets as it’s highly correlated with other control variables. To avoid

the issue of multicollinarity, we also checked Variance Inflation Factor (VIF)[34]. As a rule

of thumb, a variable whose VIF value is greater than 10 may need further investigation. In

our current paper, all of our VIF values were well below 5 indicating that multicollinearity

was not a concern[34, 112].

5.3.2.3 RQ2a: In comparison with other groups, Gatekeepers tend to be more

careful in selecting information sources, more likely to cover diverse perspectives;

but their tweets tend to be more emotional.
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Table 6: RQ2a: Regression results (user level analyses) for Truthfulness and Neutrality.

Truthfulness Neutrality

# URL flagged

domains

diversity URL

political scores

diversity URL

domains
diversity hashtags

diversity

hashtag topics

β P β P β P β P β P

Content Creators 0.104 0.0001 -0.041 0.0001 -0.038 0.0001 -0.089 0.0001 -0.059 0.0001

Media Interactors 0.072 0.0001 -0.014 0.001 -0.046 0.0001 -0.119 0.0001 -0.049 0.0001

Retweeters 0.145 0.0001 -0.032 0.0001 -0.029 0.001 -0.092 0.0001 -0.053 0.0001

Mixers – – – – – – -0.020 0.0001 -0.030 0.0001

No. of original tweets -0.019 0.0001 -0.002 0.0001 -0.004 0.0001 -0.002 0.0001 -0.003 0.0001

No. of words 0.020 0.001 -0.015 0.001 ns ns 0.038 0.0001 0.020 0.0001

No. of URLs 0.550 0.0001 0.039 0.0001 0.137 0.0001 0.008 0.0001 0.001 0.001

No. of hashtags -0.011 0.0001 -0.002 0.0001 ns ns 0.9466 0.0001 0.294 0.0001
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Table 6 and 7 report the results for user level analysis. First, our results suggest that,

in comparison to other groups, Gatekeepers tend to be more careful in selecting information

sources when they create content: they included less news sources from problematic domains

than other groups. Compared to gatekeepers, the Content creators tend to include 1.11 times

more (β = 0.104, p < 0.0001), Media Interactors 1.07 times more (β = 0.072, p < 0.0001),

and Retweeters 1.16 times more (β = 0.145, p < 0.0001) URLs from flagged problematic

domains. 8 Our results also suggest that Gatekeepers are more likely to cite information

from different perspectives or to frame their tweets using diverse themes. For example, the

standard deviation of the political scores of the cited URLs’ all other groups are less than

that of Gatekeepers.

Specifically, the estimated mean (µ) standard deviation of political scores of cited URLs’

by Gatekeepers was 0.18, vs. 0.13 for Content Creators, 0.15 for Media Interactors, and 0.13

for Retweeters. Similarly, the entropy of the topics of hashtags used by all other groups are

less than that of Gatekeepers. Specifically, the estimated mean (µ) entropy score of hashtag

topics included by Gatekeepers was around 0.32, in contrast, this number is 0.26 for Content

Creators, 0.27 for Media Interactors, 0.26 for Retweeters, and 0.29 for Mixers.

8Since the dependent variable was log transformed, coefficients should be exponentiated before they are
interpreted: exp(0.104)=1.11
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Table 7: RQ2a: Regression results (user level analyses) for Detachment.

Detachment

No. of pos. No. of neg.
No. of sad,

anger, anxious
No of swear No of sub.

β P β P β P β P β P

Content Creators -0.051 0.05 -0.209 0.0001 -0.258 0.0001 ns ns -0.083 0.0001

Media Interactors -0.185 0.0001 -0.199 0.0001 -0.249 0.0001 0.029 0.001 -0.072 0.0001

Retweeters -0.134 0.0001 -0.232 0.0001 -0.222 0.0001 0.111 0.0001 -0.305 0.0001

Mixers 0.048 0.05 -0.054 0.05 -0.080 0.0001 0.063 0.001 0.054 0.01

No. of original tweets 0.064 0.0001 0.024 0.0001 0.017 0.0001 0.041 0.0001 0.019 0.0001

No. of words 1.380 0.0001 1.250 0.0001 1.066 0.0001 0.163 0.0001 1.788 0.0001

No. of URLs -0.030 0.0001 -0.018 0.0001 -0.012 0.0001 -0.007 0.0001 -0.015 0.0001

No. of hashtags 0.033 0.0001 -0.029 0.0001 -0.021 0.0001 0.022 0.0001 -0.019 0.0001
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On the other hand, our results suggest that Gatekeepers tend to user a more emotional

language when discussing the news related topics in Twitter: they use more negative related

emotional words in their Tweets than other groups, even when factors such as number of

words in the tweets are accounted for. For example, compared to the gatekeepers, content

creators tend to include 23% less words indicating sad, anger or anxious emotions9, Media

Interactors 22% less (β = −0.249, p < 0.0001), Retweeters 20% less (β = −0.222, p <

0.0001), and Mixers 7.7% less (β = −0.08, p < 0.0001) for Mixers. Similarly, although

Mixers tend to use 1.05 times more positive emotional and subjective, Gatekeepers are still

using more such words than other three groups: Content creators used about 5% less positive

and 8% less subjective words; Media interactors used 17% less positive and 7% less subjective

words; and Retweeters used 12.5% less positive and 26.2% less subjective words.

In terms of the swear words, the results suggests that Twitter gatekeepers are more

careful about not using the swear words, compared with Media Interactors, Retweeters and

Mixers. Specifically, compared with Gatekeepers, Media interactors tend to include 1.03

times more swear words, Retweeters 1.12 times more, and Mixers 1.07 more.

5.3.2.4 RQ2b: At the collective “topic” level content, Gatekeepers’ participa-

tion is associated with the increased information accuracy and improved content

diversity; but also increased emotional level.

9Since the dependent variable was log transformed, coefficients should be exponentiated before they are
interpreted: exp(−0.258) − 1 = −22.7%

58



Table 8: RQ2b: Regression results for Truthfulness and Neutrality

Truthfulness Neutrality

# URL flagged

domains

diversity URL

political scores

diversity URL

domains
diversity hashtags

diversity

hashtag topics

β P β P β P β P β P

No. unique Gatekeepers -0.0084 0.0001 0.0290 0.005 0.0133 0.0001 0.0155 0.0001 0.0133 0.0001

No. unique Content Creators ns ns -0.0113 0.01 ns ns 0.0060 0.01 -0.0046 0.05

No. unique total users 0.1722 0.0001 0.2693 0.0001 0.1185 0.0001 0.4801 0.0001 0.4730 0.0001

No. of original tweets -0.0106 0.0001 0.0302 0.0001 0.0212 0.0001 0.0343 0.0001 0.01394 0.0001

No. of words -0.0224 0.05 ns ns -0.0141 0.05 0.1047 0.0001 0.1002 0.0001

No. of hashtags -0.0054 0.01 0.0252 0.003 0.0022 0.05 1.1450 0.0001 0.5961 0.0001

No. of URLs 0.0328 0.0001 0.3383 0.0001 0.9037 0.0001 0.0171 0.0001 ns ns
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Table 8 and 9 report the results for the collective ”topic” level analysis. First, we found

that Gatekeepers tend to guard the information accuracy for the topic level content generated

collectively by a group of users. Specifically, about three additional unique Gatekeepers par-

ticipated in the collective content creation were associated with an 0.85% decrease in number

of URLs cited from problematic domains. 10 Moreover, Gatekeepers’ participation was also

associated with an improved level of information diversity: across all four diversity measures,

our results consistently suggest that more Gatekeepers’ participation are associated with an

increased diversity in the URL selection (i.e. std of URL political scores, entropy of URL

domains, and hashtag coverage (i.e. entropy of hashtags, entropy of hashtag topics). At the

same time, Gatekeepers seem to guard the content quality: more Gatekeepers’ participation

in the collective content creation were associated with 1.8% decreased usage of the swear

words.

In terms of the emotional language using, our results demonstrate that Gatekeepers’

participation is associated with an increased use of both positive and negative emotional

words. Specifically, participation from three additional unique Gatekeepers in the collective

content creation were associated with 1.6% increased positive emotional words, 2% increased

negative emotional words, and 2.1% increased sad, anger, and anxious related words.

To examine the role of users from other clusters, I replicated all these analyses. Overall,

we found that users’ participation from other groups tend to decrease the quality of topic

level content generated collectively by a group of users. The details of these analyses are

presented in the appendix 10.1.

10Note that since the count variables were log transformed, a one unit increase in the log scale should be
interpreted as exponential value of the unit; therefore 1 additional unit is equal to exp(1)=2.7 increase in
the original scale.
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Table 9: RQ2b: Regression results for Detachment

Detachment

No. of pos. No. of neg.
No. of sad,

anger, anxious
No of swear No of sub.

β P β P β P β P β P

No. unique Gatekeepers 0.0161 0.01 0.0199 0.001 0.0209 0.0005 -0.0184 0.0001 0.0202 0.0001

No. unique Content Creators 0.0010 0.1 ns ns ns ns ns ns ns ns

No. unique total users 0.3890 0.0001 0.5102 0.0001 0.4947 0.0001 0.2852 0.0001 0.2035 0.0001

No. of original tweets 0.1041 0.0001 0.0889 0.0001 0.0716 0.0001 0.0265 0.0001 0.0411 0.0001

No. of words 1.304 0.0001 1.457 0.0001 1.261 0.0001 0.1636 0.0001 2.037 0.0001

No. of hashtags 0.0165 0.001 ns ns ns ns -0.057 0.05 -0.0577 0.0001

No. of URLs ns ns 0.0474 0.0001 0.0489 0.0001 ns ns 0.0285 0.0001
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5.4 Discussion and Conclusion

5.4.1 Identifying Twitter gatekeepers

By synthesizing the prior literature, my dissertation proposed an actionable definition

of Twitter gatekeepers as well as a framework to operationalize the definition and identify

gatekeepers on Twitter using an unsupervised learning method of clustering. Furthermore,

in lack of a conclusive evaluation method, I proposed and utilized three possible evaluation

methods to assess the quality of our identification of gatekeepers. The results demonstrate

promising results in the automatic identification of gatekeepers on Twitter. Even though,

the current work focused on Twitter as the platform, the formalization can be applied to

other platforms such as Wikipedia as the conceptualizations of the gatekeeping actions can

be translated to specific actions within each platform. In the next study phase, I fur-

ther explored the generalization of our approach to identify and understand gatekeepers in

Wikipedia

5.4.2 Understanding Twitter gatekeepers

The qualitative content analysis provided insights into the distinct behavior of gate-

keepers and what distinguishes them from others. The results suggest that, in contrast to

non-gatekeepers who use Twitter for very personal and individual purposes, the gatekeepers

tend to be more professional and manage their media presentation strategically: they act as

self-determining citizen journalists and manage their Twitter accounts as media outlets. At

the same time, these gatekeepers are often ordinary citizens and a very small percentage of

the Twitter gatekeepers identify as media professionals. Twitter gatekeepers are the citizen

journalists who have gained the power to bring attention to breaking stories, with eye-witness

videos, first-hand and real-time information, and their interpretation of the news. For ex-

ample, we have observed multiple cases where gatekeepers tweet and even broadcast about

their participation in an offline protest with short videos, pictures, and text to explain the

ongoing events.

The results from quantitative analysis show that Twitter gatekeepers tend to be more
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emotional than others when sharing and creating news, contradictory to the professional

journalism norms that emphasize the view of journalists as detached observers. We speculate

that the use of stronger language can be a tool to draw attention in lack of official recognition

as gatekeepers in social media; a recognition available to professional journalists. Recent

studies in journalism show that emotion can be a powerful tool to appeal to the audience.

The use of emotion engages the audience more, and increases the chance that the audience

recalls information and takes action when news stories are relatable[97]. As distractions can

be more immediate and accessible in social media, competition for the audience can be more

intense for Twitter gatekeepers. Therefore, to attract more audience to the news or opinions

they want to emphasize, it is possible that Twitter gatekeepers are utilizing emotions as a

powerful tool to draw attention. We have observed multiple cases where gatekeepers curated

the neutral tone reported in the original news to a more emotional tone. For example, the

news title of “Trump plans to reshape counter-extremism program to focus solely on Islam”,

was modified by one of our classified gatekeepers as “Trump wants rage a religious war on

Muslims!!! ”

5.4.3 The role and impact of Twitter gatekeepers

The results from quantitative analysis strongly suggest that gatekeepers play an impor-

tant role in news content sharing and production on Twitter. Specifically, we found that

although Twitter gatekeepers tend to discuss news events more emotionally than expected,

they still try to follow the journalism norms and fulfill the gatekeeper role by encouraging

truthful information and content neutrality. Below, we discuss these findings in detail.

The current study demonstrates that Twitter gatekeepers closely follow the journalism

norms and act as citizen journalists to encourage truthful information and content neutrality.

Future studies need to further investigate the mechanism underlying this process; i.e. at

what level this is a result of intentional behavior. For example, at what level the gatekeepers

are aware of their information selection process, or are they the users that generally try

to follow reliable sources of information. Understanding such underlying mechanisms can

provide insights into how social media platforms can combat the rising concern of mis/dis-
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information.

Although the results demonstrate that gatekeepers promote high-quality information and

might lower the spread of misinformation, the reality of information access on social media

might appear differently. In fact, while our results only show that Twitter gatekeepers used

fewer of information sources from problematic domains, it does not indicate that Twitter

gatekeepers are not citing misinformation at all. As gatekeepers have stronger influential

power, their dissemination of even a small amount of misinformation can lead to many ac-

cessing such misinformation. On the other hand, studies have consistently demonstrated

that bots and “super-sharers” (i.e. users that accounted for the majority shares of misinfor-

mation) are the main actors in social media sites to spread misinformation[28, 19, 96, 10];

however, less is known how Twitter gatekeepers interact with these accounts. Understand-

ing the interaction patterns of Twitter gatekeepers with the bots and “super-sharers” can

provide more insight on combating the spread of misinformation. As we discuss in the limi-

tations of my dissertation, if the current results can be extended to a broader set of topics

and situations, gatekeepers can indeed be a key in healthier information access on social

media.
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6.0 Identify and Understand Wikipedia Gatekeepers

In this chapter, I present the study that focuses on identifying and understanding

Wikipedia gatekeepers.

Similar as the Twitter gatekeeper study, the overarching goals of current study are (1)

propose ways to operationalize the definition of Wikipedia gatekeepers and identify them; (2)

to understand the characteristics of the identified Wikipedia gatekeepers and their impact

to the content sharing and production in Wikipedia. To this end, we ask the same research

questions as the Twitter study:

• RQ1: What are the distinct characteristics of the Wikipedia gatekeepers from

non-gatekeepers?

• RQ2: How do gatekeepers impact the news content sharing and production

in Wikipedia?

To identify gatekeepers in Wikipedia, I adopt the same methodology framework proposed

in chapter 5 to operationalize the definition of Wikipedia gatekeepers proposed in chapter

4 and identify them. To keep consistency with the Twitter gatekeeper study, the current

study also focused on the “immigration” as one representative topic of trending news. Using

a set of 22k Wikipedia editors interested in the news topic of “immigration”, I am able to

identify a group of Wikipedia gatekeepers at scale.

I use the same methods as Twitter study to answer RQ1 and RQ2. I also investigated RQ2

from two different aspects: the individual level where the content contributed by gatekeepers’

themselves and the collective level where content contributed by a group of users. Under

the context of Wikipedia, the collective level content is one article where a group of editors

interested in the same topic contributed together.

• RQ2a: In comparison to others, do gatekeepers tend to contribute better quality content?

• RQ2b: How do gatekeepers impact the content quality at the collective level, where a

group of users collectively contribute for a same Wikipedia article?

Moreover, different from Twitter, Wikipedia represents a type of social media platforms
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that emphasize the collaboration among its editors. Prior literature demonstrate the strong

association between team collaboration and their work performance[50, 48]. Therefore, it’s

unknown to what extend the gatekeepers’ participation still have direct influence to the

content quality at the collective level, especially when there exists high level of collaboration

among Wikipedia editors. The presence of collaboration supported by the platform can lead

to higher level of group communication and coordination during content generation process;

therefore, reducing the direct impact of gatekeepers on the content quality: gatekeepers’

influence to content quality maybe partially explained by the level of collaboration among

editors. Therefore, besides the first two research questions, I also ask RQ3: What is

the role of collaboration in the gatekeeping of the content generation process

in Wikipedia? Especially, can the collaboration mediate the gatekeepers effect to

the content quality?

The rest of the chapter is organized as follows. Section 6.1 introduces data used for the

current study. Section 6.2 focuses on presenting the proposed methodology framework and

results to identify the Wikipedia gatekeepers. Section 6.3 then focuses on understanding

gatekeepers: it presents the analysis method and results in answering the three research

questions. Finally, section 6.4 is the conclusion section where I discuss the results of my

study and conclude with a discussion of the findings.

6.1 Data Collection Process

To keep consistency with the Twitter study, the current study also used “immigration”

related Wikipedia articles as news content, and our data collection also traced back to cover

the period from 2016 till 2019. Similar as the Twitter study, the current study needs a group

of focused contributors who are interested in the immigration related topic and their user

generated content about immigration. However, it’s difficult in Wikipedia to directly sample

a group of editors who interested in immigration topic. Therefore, unlike data collection

process in Twitter where the first step starts from sampling a group of focused contributors,

the data collection process in Wikipedia starts from having a group of articles that are related
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Figure 15: Wikipedia data collection process

to immigration news.

Figure 15 presents the Wikipedia data collection process. It includes the following three

steps: (1) to curate a list of immigration related events from 2016 to 2019 in Wikipedia’s

current event portal; (2) rely on these immigration related events, collect all immigra-

tion related Wikipedia articles (C); (3) to retrieve focused contributors (U) as a

group of Wikipedia editors who had edited about immigration articles (C). I argue that the

gatekeepers are a subset of this focused contributors users (U).

6.1.0.1 Step1: Curate a list of immigration related events

As shown in Figure 16, each event under the Wikipedia news event portal1 usually links

to their topic related articles. Therefore, to avoid missing important articles related to the

immigration topic, my first step is to collect all immigration related news appeared in the

Wikipedia current event portal.

To do so, I collected all news events posted from 2016 till 2019 – there are 23,821 news

events in total. From these news events, I then curated a list of immigration news. I

did so based on both keywords filtering and hand coding. Specifically, using the same 29

immigration keywords as in Twitter study (see Table ??), I first selected a group of news

events that mentioned one of these keywords. Then, I hand coded them to select the news

that are actually related to immigration topic. This step results 207 immigration related

1https://en.wikipedia.org/wiki/Portal:Current_events
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Figure 16: Wikipedia Current Events Portal

news.

6.1.0.2 Step2: Collect all immigration related Wikipedia articles

I then collected and selected the all immigration related Wikipedia articles based on the

207 immigration related news collected from last step. This results all 338 Wikipedia articles

that related to immigration topics.

6.1.0.3 Step3: Curate a list of immigration related events

After we have the group of articles that are related to immigration news, the final step is

to collect the focused contributors – they are the editors who have ever contributed to those

immigration related articles from 2016 till 2019. This step results 21,880 unique editors, and

they are the focused contributors (U) in the current study, and I aim to identify gatekeepers

from them. Utilizing Wikipedia API, we also collect a dataset of 295,225 edits that they

contribute to Wikipedia, within the time period of Jan. 2016 until Dec. 2019.

68



6.2 Identify Wikipedia gatekeepers

In this section, we present the results of using the same methodology framework proposed

in Twitter study section 5.2.1.2 to identify and validate Wikipedia gatekeepers.

6.2.1 Methodology framework to identify and evaluate Wikipedia gatekeepers

Similar as Twitter gatekeepers, we assume that the role of Wikipedia gatekeepers are

not stable; i.e. those who are not gatekeepers in one time period may gain power and

become gatekeepers during another period of time, we thus also aim to identify Wikipedia

gatekeepers based on their quarterly activities. We break the users’ activities into quarters

(3 months time period) and attempt to classify them as a gatekeeper or not within that

quarter.

As proposed in Twitter gatekeepers study, our method to identify gatekeepers includes

three steps. The first step is to operationalize the definition of gatekeepers (i.e. proposed in

the chapter4) as a set of potential behavioral features during each quarter (T). The second

step is to perform clustering analysis and identify whether a group of users demonstrate

distinct gatekeeping behaviors. The last step is to evaluate the accuracy of the identified

social media gatekeeper group. A detailed description of each step is provided in the rest of

this section.

6.2.1.1 Step1: Operationalize: Metrics and features to define gatekeepers

As proposed in the chapter 4, we define four major characteristics for the Wikipedia

gatekeepers: content creation ability, intermediary role (i.e. ability to connect news mes-

sages generated by professional media to their audience), domain expertise, and participation

of community admin activities. Table 10 presents a list of features within the context of

Wikipedia that can capture the proposed concepts.
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Table 10: Proposed potential features to operationalize the definition of Wikipedia gatekeepers

Content creation
# of content edits/deletion,
# of words addition/deletion,
# links addition/deletion

Intermediary role # links added/deleted from news media outlets

Expert editing

Topical relevance: the extend to which the editors’ contributions are relevant to the
article’s main topic
- Measured by the semantic similarity among the focal article vs. editor’s newly added content
Topical focus: the extend to which the editors’ contributions are topical cohesion
- Measured by the semantic similarity among the editor’s all edited articles
Effective content edits: the extend to which the editors’ contribution are meaningful edits
- Measured by the content token ratio: the ratio between content and non-content
words (“stop words”, punctuations)
Activity on article editing: the extend to which the editors’ activities are
focusing on the article space
- Measured by # unique article edited ;

Community admin activities

Social interaction:
- # of activities in talk pages
Focused activity on admin:
- the ratio between the total number of edits by the user in Wikipedia’s
admin namespace and the total number of edits across all namespaces
# of admin activities in editing: “NPOV” in edit summary; tags used;
template used; Wikilinks added
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First, the content creation ability in Wikipedia can be measured based on their editing

activities including number of addition and number of deletion, number of added and deleted

words, and number of added and deleted links. Second, the Wikipedia editor’s connection

with professional media workers or media outlets are measured based on the the

unique number of the URLs from media outlets added or deleted by the focal editors.

Next, based on the study by Yarovoy et al.[111], contributions made by expert editors

tend to 1). have higher topical cohesion to the articles that they contribute to; 2). be more

relevant to the articles’ main topic; 3). have more meaning edits; 4). have focused activities

within Wikipedia’s article space. Adopted the same measurements as Yarovoy et al.[111],

I measure the editors’ level of expertise based on their past edits’ topical relevance and

focus, their effective content edits, and their focused activity on article editing. Specifically,

topic relevance measures the extend to which the editors’ contributions are relevant to the

article’s main topic; topic focus measures the extend to which the editors’ past contributions

are topical cohesion. Both measures rely on the Wikipedia’s words, entities and articles’

embedding vectors learned from 2019 Wikipedia dump by Yamada et al.[108]; the topic

relevance measures are calculated by the cosine similarity among the focal article vs. the focal

editor’s newly added content; the topic focus measures are calculated by the cosine similarity

among articles that the focal editor has ever edited. The effective content edits measure the

extend to which the editors’ contributions are meaningful edits, and it is calculated based on

the ratio between content and non-content words (i.e. “stop words”, punctuations) within

the editor’s contribution. The activity on article editing measures the extend to which the

editors’ activities are focusing on the article space, and it is measured based on number of

unique article edited by the focal editor.

Last but not least, based on the study by Burke & Kraut[13], contributions made by

“admin” editors tend to 1). have more social interactions with other editors; 2). participate

admin activities across Wikipedia’s community spaces such as policy editing and discussing,

participation of article for deletion/review; 3). show admin behavior while editing such as

adding tags, template, and Wikilinks. Therefore, I measure the participation of editors’

community admin activities based on their number of social interactions and focused

activity on admin activities, and number of admin activities in editing i.e. “NPOV” in
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edit summary; tags used; template used; Wikilinks added. The focused activity on admin

activities is calculated based on the ratio between the total number of edits by the user in

Wikipedia’s admin namespace and the total number of edits across all namespaces.

6.2.1.2 Step2: Identify Wikipedia gatekeepers

Similar as the steps to identify Twitter gatekeepers, we identify Wikipedia gatekeepers

by performing clustering with the proposed features. We ran K-means clustering2, and used

the elbow test to set the optimized number of clusters (k) [51]. We then assess if any of the

clusters reflects the patterns expected from gatekeepers as described by the definition; i.e.

strong content creation ability, well-connected with mass media professional, high level of

expert editing as well as participation in the community admin activities. Here, I also assign

the gatekeeper labels at the session level, so one user can be assigned to different clusters

based on their activities across different user sessions.

6.2.1.3 Step3: Evaluate the identified Wikipedia gatekeeper group

Similarly, I evaluate the accuracy of our approach in identification of gatekeepers group

based on the quantitative hypothesis testing as well as qualitative coding and content anal-

ysis. We report the quantitative evaluation methods in this section, and the detailed quali-

tative content coding method is reported in the section 6.2.1.4.

The challenge of lack of ground truth about Twitter gatekeepers still exists in the current

study. Similar as Twitter study, I also evaluate the accuracy of our approach in identifica-

tion of Wikipedia gatekeepers group based on the different hypotheses. First, following my

proposed definition, we can hypothesize that the content created by Wikipedia Gatekeeper

group should persist longer in Wikipedia article that the content created by other groups.

Moreover, as discussed earlier, Wikipedia gatekeepers should demonstrate the behavior of

territoriality and ownership toward the articles that they contributed. Follow the re-

lated studies[90, 36], I thus form the second hypothesis: gatekeepers are more likely to revert

2As the features are all count numbers and have skewed distribution, we log transformed the data before
conduction clustering analysis.
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others’ edits than other groups. The results of the hypothesis testing can serve as one way

to evaluate the accuracy of the identified gatekeeper group.

To test the hypotheses, I conducted two regression analyses with different dependent

variables: number of reverts the focal editor made on others’ contribution and content per-

sistency. The content persistency measure is adopted from the study by Halfaker et al.[37],

and it is calculated based on the number of revisions the focal editor’s contribution can

stay. Specifically, the unit of analysis is each user at different quarter T as this is how the

clustering labels are assigned. The regression model has the clustering results entered as

the independent variable (i.e. the focal user in different clustered K group, and we treat it

as a categorical variable in our model); number of additions and deletions the focal editor

made during time T entered as control variables. The regression is conducted as hierarchical

models, to consider the dependency among the same user at different time T. Variables such

as number of reverts represent highly skewed counts, they were subjected to a log transform

before analysis.

6.2.1.4 Qualitative coding and content analysis

Similar as Twitter study, following an inductive thematic coding method[12], we con-

ducted a qualitative content analysis to evaluate the identified gatekeeper group qualita-

tively and further answering RQ1 – understand the distinct characteristics of the Wikipedia

gatekeepers from non-gatekeepers.

We conducted an iterative coding process that incorporated three phases: (1) an open-

coding phase, (2) a pilot coding phase, and (3) a final coding phase. During the open-coding

phase, we randomly sampled 20 identified gatekeepers and 20 non-gatekeepers. The first

author open coded their user pages and user talk pages to identify main themes that can

differentiate gatekeepers from non-gatekeepers, and then developed a code book. During the

pilot coding phase, a second coder, who is familiar with my work and had not been involved

in the development of the code book, was trained and coded the same 40 users from the

pilot coding. The two coders held an open discussion about the disagreements and the code

book was also refined based on the discussion.
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We then randomly sampled 50 users from identified gatekeeper group. For non-gatekeepers,

we stratified a sample of 50 users from all other non-gatekeeper groups. The stratified sam-

pling is based on users’ clustering group: we randomly sampled 10 from each clustering

group. These 100 samples were used for the final coding phase. At this phase, two coders

coded the data (i.e. the sampled users’ user page and user talk page) individually following

the code book; new codes were also allowed to emerge if they did not fit cleanly into the

existing coding book. Similarly as the last phase, two coders then compared the coding

results, and discussed the cases of disagreements. After this phase of coding, we had reached

data saturation and no new codes were discovered.

For the evaluation purposes, the coders annotated the data blindly; i.e. coders were not

aware whether the coded user was classified as gatekeepers or not. Following the code book,

the coders first read through the user page and user talk page of the sample users. Based

on these content, the coders annotated whether the user is a gatekeeper or not, as well as

identify themes based on their profile in the user page and messages in their talk page. Table

11 presents the main schema included in the code book that coders are asked to identify.

We will report the evaluation results in the next section (i.e. section 6.2.2). The detailed

coding results in understanding Wikipedia gatekeepers will be presented in section 6.3.1.

6.2.2 Results

6.2.2.1 Identify Wikipedia gatekeepers

Following the same method discussed in the section 6.2.1, we conducted the clustering

analysis on the Wikipedia data. Six clusters emerged, with the optimization for the maximum

sum of distances between clusters and the minimum sum of the distances within clusters.

Similar as Twitter study, here I also report the results of our clustering analysis using

a heatmap as shown in Figure 17. Figure 10 is a column-standardized heatmap of the

cluster centers for six groups with respect to the proposed features. Cluster 1 reflects a

close pattern of behavior to what the behavior expected based on our proposed definition

of Wikipedia gatekeepers (i.e. strong content creation ability, well-connected to the mass

media professional, high activities in expert editing and community administration). We

74



Table 11: Content coding themes

Coding Schema

User page

Theme 1: Whether the editor’s user page includes
a content table to organize the content and guide the readers;

Theme 2: Whether the editor’s user page includes
their detailed personal information such as their interests,
occupation, their past experiences with Wikipedia editing

Theme 3: Whether the editor’s user page includes different labels
to show their identity such as their interests, their Wikiproject
belongings, things they have done in their real life

Theme 4: Whether the editor’s user page includes several specific sections to
showcase the editors’ contributed articles,
and/or showcase the rewards that editors have received

User talk page

Theme 5: Whether the editor’s user talk page includes messages
from others complaining about their quality control behavior
i.e. content being reverted/deleted/modified

Theme 6: Whether the editor’s user talk page includes
messages about decisions of their article creation

Theme 7: Whether the editor’s user talk page includes
messages from others asking for feedback, advise, or opinions

Theme 8: Whether the editor’s user talk page includes
discussions with others about community administration issues

Wikipedia gatekeepers [Evaluation] whether the editor is a social media gatekeeper or not
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Figure 17: Clustering heatmap: groups 1 represents the gatekeeper group.

label this group as the gatekeepers. It includes 5,623 unique Wikipedia users ( 25% of the

total users in our dataset).

Although not predominant across all gatekeeping activities, the other four groups also

demonstrate single or multiple gatekeeping behaviors. Specifically, users under group 2

demonstrate high activities in participating community administration, even compared to

the gatekeepers, we thus call them community admins. Users under group 3 tend to have

relatively strong ability in content creation and expert editing, but have very little activities

in participating community administration, we thus call them expert editors. Other three

groups tend to be similar and do not show much interesting editing behaviors.

6.2.2.2 Evaluation based on the hypothesis testing

Table 12 represents the evaluation results from the hypothesis testing. Overall, the results

demonstrate that the identified gatekeepers followed our hypothesized behavior. Specifically,

editors being in identified gatekeeper cluster tend to be more likely to revert others’ contri-

bution than editors in other groups. Moreover, content created by gatekeeper cluster tend

to stay much longer than content contributed by other groups.
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Table 12: Results of two separate regression analyses to test hypotheses. All groups are compared against Gatekeepers

Hypothesis testing: 2 regression analyses results

# of reverts the focal editor

made on others’ contribution
Content persistency

β P β P

# additions during session T 0.0955 <0.0001 0.3559 <0.0001

# deletions during session T 0.2743 <0.0001 0.2527 <0.0001

Community admins -0.2914 <0.0001 -6.2410 <0.0001

Expert editors -0.3584 <0.0001 -1.4460 <0.0001

Other groups -0.2515 <0.0001 -6.5300 <0.0001
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6.2.2.3 Evaluation based on human annotation

As introduced earlier, two coders – me and a collaborator – annotated a sample of 50

identified gatekeepers and 50 ordinary users blindly without knowing whether the focal coded

user is classified as a gatekeeper or not. The coding results show 80% agreement among

coders. The two coders’ agreements with clustering results are 75% and 78% separately.

These results demonstrate that around 80% of the Wikipedia gatekeepers identified based

on our proposed framework are actually agreed by human annotators. In the next section,

we report more detail on our qualitative coding and how gatekeepers are distinct from non-

gatekeepers.

6.3 Understand Wikipedia gatekeepers and their impact

6.3.1 RQ1: The distinct characteristics of Wikipedia gatekeepers

6.3.1.1 Transition of gatekeepers across user sessions:

Similar as Twitter gatekeepers, the analysis of how Wikipedia gatekeepers transit among

user sessions also confirm the hypothesis that the role of gatekeepers is not stable and it may

change over time. As demonstrated in transition matrix (Figure 18), although gatekeepers

tend to keep their gatekeeping role relatively stable, many of them transit to other groups

in their next user sessions. Specifically, our results demonstrate that within the sessions

clustered as gatekeepers, 35% of them still keep as gatekeepers in their next user session,

and about 40% of them degrade to experts or cluster-4 in their next sessions. We also observe

that cluster 4,5,6 seem to represent a baseline editor behavior – editors under this group are

most stable (i.e. about 60% of them keep the same role in their next session).

6.3.1.2 Qualitatively understand gatekeepers:

In this section, we report our results for the qualitative content analysis of user page and

user talk page of gatekeepers vs. non-gatekeeper Wikipedia users.
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Figure 18: Transition matrix of how different clustered groups change across user sessions.

Qualitative analysis results of user page: Our qualitative analysis of user page of

gatekeepers vs. non-gatekeeper Wikipedia users highlights that first, consistency with the

Twitter gatekeepers, Wikipedia gatekeepers’ user profile tend to present more concrete and

detailed information. The typical user profile of Wikipedia gatekeepers included information

such as their interests, their occupation, and their past experiences of contributing Wikipedia

articles. As shown in Figure 19, in comparison to non-gatekeepers’ self introduction provided

in the user page, gatekeepers tend to provide more information, even including their location

or contact information. Overall, 72% of the coded Wikipedia gatekeepers present such

detailed information in their user page, whereas only 7% of the coded non-gatekeepers include

such detailed information.

Second, as shown in Figure 20, we found that Wikipedia gatekeepers like to use labels

under “UserBoxes” to show their identities such as their interests, Wikiproject belongings,

past Wikipedia experiences, or even their achievements in their real life. 72% of the coded

Wikipedia gatekeepers present such labels in their user page, whereas only 6% of the coded

non-gatekeepers use these labels.

Third, we found that, in contrast to non-gatekeepers, Wikipedia gatekeepers tend to
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Figure 19: Comparison between gatekeepers vs. non-gatekeepers’ user page

Figure 20: Wikipedia gatekeepers like to use labels to show their identity
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Figure 21: Wikipedia gatekeepers like to organize the content under their user page

maintain their user page better. For example, as shown in Figure 21, they like to organize

the content under their user page into different sections and use the content table to guide

their readers. Overall, 40% of the coded Wikipedia gatekeepers used content table to organize

their user page content, whereas this number is only 2% for non-gatekeepers.

Fourth, Wikipedia gatekeepers like to showcase on the user page the articles that they

work on and the rewards that they received from other editors. For example, as shown in

Figure, one gatekeeper create sections to list all the articles that s/he has created and to

list all the rewards that s/he has received. 40% of the coded Wikipedia gatekeepers include

such sections in their user page, whereas there are only 2% of non-gatekeepers did so.

Qualitative analysis results of user talk page: Our qualitative analysis of user

talk page of gatekeepers vs. non-gatekeeper Wikipedia users highlights that first, Wikipedia

gatekeepers seem to create articles very often – I have observed many cases where decisions

about whether their created pages were accepted or not were posted on gatekeepers’ talk

pages. 60% of the coded Wikipedia gatekeepers have submitted articles for creation and

ever received such decisions on their talk page, whereas this number is only 2% for non-

gatekeepers.

Second, Wikipedia gatekeepers are often being contacted by other editors for their quality

control behavior i.e. revert, content deletion/addition. I have observed many cases where

others reach out to gatekeepers and post messages in their user talk pages complaining about
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Figure 22: Wikipedia gatekeepers like to showcase the articles that they work on.
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gatekeepers’ reverting and deletion. For example, one editor posted on a gatekeeper’s user

talk page “I saw that you didn’t like my edits on the XX page ... Why would you remove ...

”. Overall, 60% of the coded Wikipedia gatekeepers received such messages, whereas only

2% of non-gatekeepers received such messages.

Third, Wikipedia gatekeepers are contacted by other editors asking for feedback or opin-

ions of editing articles, or invitations of editing similar articles. For example, one editor

reached out to a Wikipedia gatekeeper and asked for opinion as s/he believes the gate-

keeper’s authority to this topic: “I want to know your opinion on XX in terms of xx. I

am little confused on this one. If you have time, I would appreciate it if you could have a

look. I’ve seen folks refer to you as an authority on xx, therefore, I am knocking your door.

Please accept my apologies if this causes you any inconvenience.” Overall, 75% of the coded

Wikipedia gatekeepers received such messages, whereas only 2% of the non-gatekeepers re-

ceived such messages.

Last but not least, Wikipedia gatekeepers are also being contacted by other editors for

gatekeepers’ participation of community admin related work. For example, one editor posted

a message on a gatekeeper’s talk page and present his/her appreciation: “I came to thank

you for opposing the request for deletion of the article that I’d recently authored ...” I also

observed that other editors reach out to gatekeepers for their ability to regulate others’

behavior. For example, one editor reached out to a Wikipedia gatekeeper and ask for help

with editing warring: “Hi, the user XXX just came back and started another edit war on

the page. Please help!” Overall, 60% of the coded Wikipedia gatekeepers received such

messages, whereas none of the non-gatekeepers received such messages.

6.3.2 RQ2: Gatekeepers’ impact on news content on Wikipedia

We answer RQ2 in this section. We first introduce how we measure Wikipedia content

quality and our analysis method, we then present the results in answering RQ2a and RQ2b.
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6.3.2.1 Measurements of Wikipedia Content Quality

Instead of measuring the content objectivity, we assess content quality in Wikipedia

directly using two Wikipedia ORES quality measures: the good-faith score and article quality

score.3.

The quality of content contributed from each user session is measured based on the good-

faith score. The good-faith score is an automatic assessment of whether an edit was done

with a good vs. vandalism intention. It generates a probability score of good-faith edit for

each edit made by an editor: the higher the score the better the edit quality. It is available

through the Wikipedia ORES API 4 and has been used in other work assessing the quality

of each Wikipedia edit[58]. For the current work, I collected the good-faith scores for all

295,255 edits. I define high quality edits as those edits with good-faith scores within the top

20 percentile, and low quality edits as those edits with good-faith scores within the bottom

20 percentile. To have the quality measure for each editor within each user session, I then

aggregate the data to calculate the number of high quality edits and number of low

quality edits within each user session.

I measure the quality of the collective content (i.e. a Wikipedia article) based on the

article quality score. To assess article quality for each revision, we adopted Wikipedia’s

ORES automatic quality assessment tool5, which has been used in other work assessing

the quality of Wikipedia articles [100, 99, 110]. The assessment tool is a machine learning

model trained on human judgments of article quality. For each revision of an article, the

model generates probability predictions that the article is at each of the six quality levels

defined in the Wikipedia quality rubric6: Stub, Start, C, B, Good Article and Featured

Article. In this quality rubric Featured Article (FA) is the highest quality class and Stub the

lowest. Adopting the technique used by [35], we then converted these probability predictions

into a single numerical score defined as the weighted average of a revision’s quality levels

multiplied by their probabilities. For example, imagine the model estimated the probabilities

for all six quality classes of a version for the article Communicative Planning as P (Stub) =

3https://www.mediawiki.org/wiki/ORES
4https://ores.wikimedia.org/
5https://www.mediawiki.org/wiki/ORES
6https://en.wikipedia.org/wiki/Template:Grading_scheme
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0.006, P (Start) = 0.031, P (C) = 0.393, P (B) = 0.182, P (GA) = 0.213, P (FA) = 0.172. The

weighted average combines them into a single numerical score: 1 × 0.006 + 2 × 0.031 + 3 ×

0.393 + 4 × 0.182 + 5 × 0.213 + 6 × 0.172 = 4.072.7

6.3.2.2 Statistical Models

To answer RQ2, I conducted similar regression analyses as my Twitter study. To answer

RQ2a, in comparison to others, do Wikipedia gatekeepers tend to contribute

higher quality content?, I conducted two regression analyses with each measure of the

content quality at user level as dependent variables: number of high quality edits and

number of low quality edits. The unit of analysis is each user session as this is how clustering

label is assigned. The independent variable is the assigned cluster groups for each user

session, represented as a categorical variable. The analyses were conducted as hierarchical

models, with sessions nested within a user and a quarter, to account for the non-independence

of observations among content contributed by the same user or under the same quarter time.

The RQ2b is asking how do gatekeepers impact the content quality at the topic

level? As discussed earlier, one Wikipedia article is contributed collectively by a group of

editors who are interested in the same topic. Similar as Twitter study, the unit of analysis

is each article per week, and the regression analysis is conducted with the article quality

scores at the end of each week as dependent variable. As we want to assess the rela-

tionships between the participation of Wikipedia gatekeepers and the article quality that

collectively contributed by a group of editors, the independent variable is the number

of unique Wikipedia gatekeepers. We control for the article quality at the beginning of each

week, number of unique experts, number of unique admins and the number of unique con-

tributors participated in the collective contribution. The analyses were also conducted as

hierarchical models, with data units nested within a week and an article, to account for the

non-independence of observations among tweets contributed under the same week or the

same article.

In these analyses, we included the # of edits, # of URLs, and # of edited words as

7This approach assumes that the quality scale is an interval one, with, for example, the difference between
a Stub and Start article being the same as the difference between a GA and FA one.
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variables to control for the level of editor activities during each user session (related to RQ2a),

or during each week under each article (related RQ2b). To avoid the issue of multicollinarity,

we also checked Variance Inflation Factor (VIF)[34]. As a rule of thumb, a variable whose

VIF value is greater than 10 may need further investigation. In our current paper, all of

our VIF values were well below 5 indicating that multicollinearity was not a concern[34,

112].In all analysis models, the count numbers was log transformed to account for its skewed

distribution, and was modeled using normal distribution.

6.3.2.3 RQ2a: In comparison with other groups, Gatekeepers contributed more

high quality content and less low quality content.

Table 13 reports the results for user level analysis. Our results suggest that, in comparison

to other groups, Gatekeepers tend to contribute more high quality content. Compared to

gatekeepers, community admins tend to include 42% less high quality edits8, Expert editors

27% less (β = −0.3144, p < 0.0001) and other groups 47% less (β = −0.6389, p < 0.0001). In

terms of low quality edits, Our results also demonstrate that other groups tend to include 58%

more edits than gatekeepers (β = 0.4592, p < 0.0001), but community admins and expert

editors do not show significant differences from the content contributed by gatekeepers.

6.3.2.4 RQ2b: At the collective article level content, Gatekeepers’ participation

is associated with the improved article quality.

Table 14 reports the results for the collective article level analysis. The results demon-

strate that Gatekeepers’ participation is associated with the improved article quality at the

end of each month, after controlling for the article quality score at the beginning of the month

as well as the monthly editing activities (i.e. number of edits, number of words edited, and

number of URLs edited). Specifically, about three additional unique Gatekeepers partici-

pated in the collective content creation were associated with an 0.37% increase in article

8Since the dependent variable was log transformed, coefficients should be exponentiated before they are
interpreted: exp(−0.5435) − 1 = −41.8%
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Table 13: RQ2a: Regression results (user level analyses) for edit qualities.

# of high quality edits # of low quality edits

β P β P

# URLs during session T 0.2061 <0.0001 -0.0780 <0.0001

# edits during session T 0.6177 <0.0001 0.4816 <0.0001

# words during session T 0.1505 <0.0001 0.0604 <0.0001

Community admins -0.5435 <0.0001 ns

Expert editors -0.3144 <0.0001 ns

Other groups -0.6389 <0.0001 0.4592 <0.0001

quality score. 9 The results also demonstrate that the important role of expert users. As

demonstrated in the Table, experts’ participation is also associated with the improved article

quality at the end of each month (i.e. three additional unique experts participated in the

collective content creation were associated with an 0.34% increase in article quality score).

In contrast, admin and other users do not show significance in improving article quality.

To examine the role of users from other clusters, I replicated all these analyses. Overall,

we found that users’ participation from other groups do not show significant impact to the

article quality. The details of these analyses are presented in the appendix 10.2.

6.3.3 RQ3: The role of collaboration in Wikipedia’s gatekeeping process

In this section, I present the results of RQ3: can the collaboration mediate the gate-

keepers effect to the article quality? I first introduce how I operationalize collaboration

and the analysis method, I then present the results in answering RQ3.

9Note that since the count variables were log transformed, a one unit increase in the log scale should be
interpreted as exponential value of the unit; therefore 1 additional unit is equal to exp(1)=2.7 increase in
the original scale.
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Table 14: RQ2b: Regression results for article quality

Article quality scores at end of each week

β P

# of unique gatekeepers 0.0037 <0.0001

# of unique admins ns

# of unique experts 0.0034 <0.0001

# of unique users 0.0044 <0.0001

article quality score

at beginning of each week
0.8339 <0.0001

# of edits 0.0055 <0.0001

# of words ns

# of URLs 0.0049 <0.0001

6.3.3.1 Operationalize the Collaboration

We operationalize the collaboration from two aspects: the amount of collaboration

efforts and the style of collaboration. Table 15 represents the measurements. The

amount of collaboration efforts is measured based on the number of edits made by ev-

eryone working on the same article, and the style of collaboration is measured from

three different dimensions: group diversity, style of cooperation, and coordination commu-

nication – they all play an important role in the collaborative work as suggested by prior

literature[105, 48, 15, 98].

Specifically, I measure the group diversity based on the similarity among editors’ back-

ground. Adopted the same measure as Chen et al.[15], I define editors’ background based

on the articles that they ever edited within Wikipedia. I measure the style of cooperation

based on the inequality of contribution; i.e. whether or not majority of edits are done by a

small group of editors or the overall edits are more equally distributed among all the edi-

tors. I measure the inequality of contribution by using GINI coefficient. GINI coefficient is

a standard measure used for representing income inequality and has been frequently used in
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Table 15: Measures of collaboration

Concept Measures

Amount of collaboration efforts
a. among gatekeepers

b. among others
# of total edits

Style of
collaboration

Group diversity
a. among gatekeepers

b. among others
Editors’ background similarity

Cooperation
a. among gatekeepers

b. among others
Gini coefficient of contribution

Coordination communication
a. among gatekeepers

b. among others
# of editors’ activities in the article’s talk page

other context to represent inequality of distribution of resources, including inequality of par-

ticipation in online communities [26, 91, 77]. In my case, it can represent whether the major

effort on the articles come from a large number of editors, or a few editors have done most

of the work while others have contributed little. GINI coefficient of zero represents perfect

equality and the value of one represent maximum inequality. As introduced earlier, each

Wikipedia article associates with a talk page for editors to discuss any editing related issues,

therefore, I measure the coordination communication using the number of editors’ activities

in the article’s talk page. To better understand how collaborations among gatekeepers vs.

among other editors mediate the gatekeepers’ impact to the article quality improvement, I

separate these two groups and calculate the measurements of collaboration efforts and styles

for both among gatekeepers and among others.

6.3.3.2 Statistical model to test the mediation effect

To answer RQ3, I used the structure equation model to test the mediation effect of col-

laboration efforts and styles among gatekeepers as well as among others. Structure equation

model has been widely used by prior studies to identify the direct and indirect effect of mul-

tiple mediators between a chain of variables[30]. Similar as analysis for RQ2b, the mediation

analyses also have the unit of analysis as each article per week. Figure 23 demonstrates
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Figure 23: Structure Equation Model

the analysis model: the gatekeepers’ participation (i.e. number of unique gatekeepers) was

entered as the independent variable; the collaboration efforts and styles were entered as four

mediation variables. The analyses were conducted for dependent variable as article quality

at the end of each week, and the model was controlled for article quality at the beginning of

each week, total number of participated editors and the popularity of the articles (operational-

ized as view counts). Path a1 – a4 and path b1 – b4 represent the indirect effect between

predictors and outcome. Specifically, path a1 – a4 show whether the independent variable,

gatekeepers’ participation, is correlated with the four collaboration mediators. Path b1 –

b4 show how the collaboration effort and style as mediators affect the dependent variable,

article quality. To consider the mediation effect for a certain mediator, both of its indirect

effect paths (path a and b) need to be significant. Path c represents the direct effect of

gatekeepers’ participation on article quality after taking consideration of collaboration ef-

forts and styles as mediators. A full mediation is suggested if path c became not significant,

suggesting that the gatekeepers’ effect to article quality improvement can be fully explained

by editors’ collaboration efforts and styles. Otherwise, if path c stays significant, a partial

mediation is suggested.
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Figure 24: Mediation effect of collaboration among gatekeepers

6.3.3.3 RQ3: Collaboration plays an important role in Wikipedia’s gatekeeping

of content generation process.

Figure 24 reports the results of analyzing the mediation effect of collaboration among

gatekeepers. Overall, the results demonstrate a partial mediation effect of collaboration

among gatekeepers: all four indirect effects (path a1*b1, a2*b2, a3*b3, a4*b4 ) as well as the

direct effect of gatekeepers’ participation to article quality after considering mediators (path

c, β = 0.018, p < 0.001) show significance. The results suggest that the gatekeepers’

impact to article quality improvement is partially explained through the amount

of collaboration effort and style of collaboration among gatekeepers’ themselves.

Specifically, gatekeepers increased collaboration effects (path a1, β = 0.289, p < 0.001),

increased the background similarity among themselves (path a2, β = 0.285, p < 0.001), cen-

tralized the contribution to core members (path a3, β = 0.190, p < 0.001), and increased

communication in article talk pages (path a4, β = 0.735, p < 0.001). Both increased collab-

oration efforts (path b1, β = 0.012, p < 0.001) and communication in talk pages (path b4,

β = 0.003, p < 0.05) were associated with an improved article quality, whereas the increased

background similarity (path b2, β = −0.018, p < 0.05) and a more centralized contribution

among gatekeepers (path b3, β = −0.052, p < 0.05) were associated with a decreased article
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Figure 25: Mediation effect of collaboration among others

quality.

Figure 25 reports the results of analyzing the mediation effect of collaboration among

other non-gatekeepers. The results demonstrate a full mediation effect of collaboration

among others: all four indirect effects (path a1*b1, a2*b2, a3*b3, a4*b4 ) show significance,

whereas the direct effect of gatekeepers’ participation to article quality became not signif-

icant after taking consideration of mediators (path c). The results suggest that the

gatekeepers’ impact to article quality improvement is fully explained through

the amount of collaboration effort and style of collaboration among gatekeepers’

themselves. Specifically, gatekeepers’ participation had a positive impact on the amount of

collaboration effort (path a1, β = 0.282, p < 0.001) as well as communication happened in

the article talk pages (path a4, β = 0.239, p < 0.001). However, gatekeepers’ participation

had a negative impact to background similarity (path a2, β = −0.023, p < 0.001) and Gini

coefficient (path a3, β = −0.024, p < 0.001) among other non-gatekeepers – in other words,

gatekeepers’ participation was associated with an increased background diversity as well as

distributed contributions among non-gatekeepers. Both increased collaboration efforts (path

b1, β = 0.034, p < 0.001) and background similarity (path b2, β = 0.019, p < 0.05) were

associated with an improved article quality, whereas a more centralized contribution among

gatekeepers (path b3, β = −0.052, p < 0.05) were associated with a decreased article quality.
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6.4 Discussion and Conclusion

6.4.1 Identifying Wikipedia Gatekeepers

In summary, adopting the same methodology framework as proposed in Twitter study,

we identify Wikipedia gatekeepers still using the unsupervised learning method of clustering

together with two evaluation methods to assess the results in lack of a conclusive evaluation

method. Our results show that we are able to identify Wikipedia gatekeepers with a good

level of accuracy. Although the main concept of gatekeepers and its operationalization need

to be operationalized under the context of Wikipedia, the current study demonstrates the

promising results of the generalization of the proposed methodology framework of identifying

social media gatekeepers.

6.4.2 Understand Wikipedia Gatekeepers

Our qualitative content analysis provided insights into the distinct behavior of Wikipedia

gatekeepers and what distinguishes them from others. The results from the qualitative anal-

ysis of gatekeepers’ user page suggest that, in contrast to non-gatekeepers, the gatekeepers

tend to maintain and manage their media presentation strategically. Specifically, we found

that Wikipedia gatekeepers like to share detailed information about themselves such as their

interests, occupations, their past experiences with Wikipedia. They do so not only by pro-

viding writing content of such information in their user page, but also relying on different

types of “labels” under their userbox. Additionally, gatekeepers like to organize their user

page into sections and use “content tables” to guide their audience to read different sec-

tions. These findings suggest that, in contrast to other non-gatekeeper editors, Wikipedia

gatekeepers tend to be more familiar with all the techniques in Wikipedia, including using

“labels” to show their identities and using “content tables” to organize content.

Based on the qualitative analysis of gatekeepers’ user talk page, we found that other

Wikipedia editors often contact gatekeepers not only for their gatekeeping behavior such

as the control of content quality (i.e. reverting, deleting and modifying the content), page

creation, and community administration. Besides, we found that others often reach out
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to gatekeepers for their feedback/opinions of editing articles, and/or for discussing issues

regarding to the community building and maintaining. The results suggest that other com-

munity members also acknowledge the important role gatekeepers play within Wikipedia,

especially for their domain expertise and their leadership within the community.

6.4.3 Role of Collaboration in the gatekeeping process

Our results demonstrate the important role of collaboration during the gatekeeping pro-

cess. Overall, we found that gatekeepers’ effects in improving the quality of user-generated

content can be at least partially explained by the collaboration happened among gatekeepers

themselves as well as among other users. Table 16 summarized the mediation effects of col-

laboration efforts and styles. Specifically, collaboration efforts and amount of commu-

nication have positive mediation effects among both gatekeepers and non-gatekeepers: the

gatekeepers’ participation is associated with an increased collaboration efforts and amount

of communication, which also improve the article quality.
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Table 16: Summary of Mediation Analysis

Mediation effect of collaboration Outcome: article quality

Collaboration efforts

Gatekeepers participation –>(+) collaboration efforts –>(+) Content quality

Group diversity

Gatekeepers participation –>group similarity among gatekeepers –>(–) Content quality

Gatekeepers participation –>group diversity among others –>(–) Content quality

Coop style: centralized or distributed

Gatekeepers participation –>centralized contribution among gatekeepers –>(–) Content quality

Gatekeepers participation –>distributed contribution among others –>(+) Content quality

Communication

Gatekeepers participation –>(+) communication activities –>(+) Content quality
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In terms of the cooperation style, our results demonstrate the benefit of distributed

cooperation style among collaborators for the improvement of article quality, and this is

true for both among gatekeepers and among other non-gatekeeper editors. Specifically, we

found that gatekeepers tend to use a more centralized cooperation style where there exists

core gatekeeper editors who contribute majority of content; however, such a cooperation

style among gatekeepers cannot benefit the article quality. On the other hand, gatekeepers’

participation tend to encourage distributed cooperation style among other non-gatekeeper

editors, which had a positive effect on the article quality.

However, the mediation effect of group diversity is different among gatekeepers vs.

among other editors within the group. Our results demonstrate that having a group of

gatekeepers with a similar background working together have a negative effect on the article

quality. Specifically, gatekeepers tend to attract other gatekeepers with similar background

editing the same article; however, such group of gatekeepers with similar background had

a negative effect on the quality of articles. However, different from collaboration among

gatekeepers, we observed that having a group of non-gatekeeper editors with a similar back-

ground can benefit the article quality. We found that gatekeepers’ participation attracts

non-gatekeeper editors with diverse background coming to edit the same article; however,

such a diverse background among non-gatekeeper editors had a negative effect to the quality

of articles. We speculate that conflict resolutions are more common among gatekeepers, and

it can be easier for gatekeepers to achieve consensus when facing disagreement as they are

more familiar with the process of initiation a discussion and achieve a consensus. We have

observed multiple cases where gatekeepers used the “discussion box” in Wikipedia article

talk page (as shown in Figure 26) to initiate long discussions for a disagreement, present

different perspectives, and eventually vote to achieve consensus.
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Figure 26: Gatekeepers like to use such “discussion box” for discussions to achieve consensus
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7.0 Discussion

My dissertation work consisted of two case studies to identify social media gatekeepers

as well as to understand their role and impact to the news content sharing and production

across two different social media platforms: Twitter and Wikipedia. Beyond the specific

results of each of the two case studies discussed in the previous chapters, I believe that taken

together, the results can provide key lessons to inform the future methods and studies of

social media gatekeepers.

7.1 Understand the role and impact of social media gatekeepers

To understand the role and impact of gatekeepers, I ask the same two research questions

in both Twitter and Wikipedia: 1). What are the distinct characteristics of the Wikipedia

gatekeepers from non-gatekeepers? and 2). How do gatekeepers impact the news content

sharing and production in social media platform? The results are consistent for both Twit-

ter and Wikipedia gatekeepers. Our results from qualitative content analysis demonstrate

that, in contrast to non-gatekeepers, gatekeepers are more similar to autonomous and self-

motivated journalists and their social media accounts are managed and maintained more

strategically. Gatekeepers in both platforms exhibit clear intention in creating a credible

image of themselves by including detailed information such as their interests and their of-

fline information such as their political stands, occupations, or their achievements in their

online user profiles. Moreover, both of them expressed the gatekeeping behavior. Within

Twitter, gatekeepers like to express their opinions as well as to show their leadership and

influential power i.e. mobilize others towards taking certain actions. Within Wikipedia,

gatekeepers like to participate in the community admin related discussions, create articles,

control content quality by reverting, deleting and modifying others’ contribution. Moreover,

our results demonstrate that other Wikipedia members also acknowledge the important role

gatekeepers play within Wikipedia, especially for their domain expertise and their role as
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community admins: they reach out to gatekeepers for their feedback/opinions of editing

articles, and/or for issues related to the community administration.

Our results from quantitative analysis show the positive effect of social media gatekeep-

ers on the quality of user-generated content about news. We found that, although Twitter

gatekeepers like to use more emotional words than others when sharing and creating news,

both Twitter and Wikipedia gatekeepers tend to closely follow the journalism norms and

promote high quality user-generated content about news. The results show that social media

gatekeepers not only contribute high quality content on their own, their participation also as-

sociated with improved content quality at collective level, where a group of users collectively

contribute to a same news-related topic.

7.2 Understand the role of collaboration in the gatekeeping process

In contrast to Twitter gatekeeping process where gatekeepers may mostly rely on their

own to guard the quality of user-generated content, our results from Wikipedia study demon-

strate the important role of collaboration during the gatekeeping process of content creation

in Wikipedia. Overall, we found that gatekeepers’ impact in improving the Wikipedia article

quality is partially mediated through the collaboration among gatekeepers’ themselves, but

fully mediated through the collaboration among other non-gatekeeper editors working on the

same articles.

Specifically, gatekeepers’ participation is associated with an increased collaboration ef-

forts and amount of communication, which will also benefit the article quality as the outcome

of group work. Consistent with prior literature, our results also demonstrate the benefit of

distributed cooperation style among collaborators for the improvement of article quality. In

terms of the group diversity, researchers have observed the positive effect of group diversity

on the team performance[15, 98]. Our results provide a step forward from prior studies

and demonstrate the different effects of group diversity among gatekeepers vs. among non-

gatekeeper editors. Specifically, we found that diverse background among gatekeepers can

benefit the article quality, whereas the diverse background among non-gatekeeper editors
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had a negative effect on the article quality. We speculate that conflict resolutions are more

common among gatekeepers, and it can be easier for gatekeepers to achieve consensus when

facing disagreement than non-gatekeepers.
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8.0 Limitation and Future Work

Our work contributes to an important topic of news content creation and dissemination

on social media. To the best of our knowledge, this paper is the first to quantitatively

identify social media gatekeepers on a relatively large scale as well as to examine their

impact on news sharing and production. Our results suggest the necessity and importance

of identifying and understanding gatekeepers in social media. However, like any research,

our research is not free of limitations. In this section, I will discuss several major limitations

when considering the generalization of my dissertation as well as how future works can

address these limitations.

8.1 Generalizability of the proposed framework for identifying social media

gatekeepers

By synthesizing the prior literature, my dissertation first proposed a definition of social

media gatekeepers that can be operationalized to identify them empirically. Further, relying

on an unsupervised machine learning method, I proposed a methodology framework to op-

erationalize the definition, identify gatekeepers empirically, as well as validate the method.

Utilizing this proposed methodology framework, I am able to identify a group of social me-

dia gatekeepers both in Twitter and Wikipedia, as well as assess the accuracy of the results

based on both quantitative and qualitative evaluation methods. Overall, my dissertation

demonstrates the generalizability of the proposed methodology in the automatic identifica-

tion of gatekeepers on social media platforms. However, as demonstrated in the Wikipedia

gatekeeper study, the definition of social media gatekeeper definition and its operationaliza-

tion may not apply to other types of platforms or they need to be adjusted according to

the characteristics of different social media platforms. In this section, I want to discuss the

generalization of the proposed definition, methodology, and results.

First, the definition of social media gatekeepers proposed in my dissertation study are
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within the scope of the content generation process. Therefore, my current work does not

generalize to other spaces within Wikipedia that focus on community moderation and ad-

ministration. For example, as discussed in the Wikipedia gatekeeper study, unlike Twit-

ter, Wikipedia is an autonomous community where its users also participate in the discus-

sions/activities related to the community issues and have the power to make decisions on

the community building/administration. Therefore, besides article spaces where users fo-

cus on content creation in Wikipedia, there are also spaces for users to discuss and make

decisions related to the community administration issues. However, my definition of social

media gatekeepers only focused on the editors and their activities within the article creation

spaces. Therefore, the identified Wikipedia gatekeepers may not include users who may be

“gatekeepers” in the other spaces where they have great power in deciding the community

administrative issues.

Second, the definition of social media gatekeepers needs to be applied and operationalized

according to the characteristics of different social media platforms. As demonstrated in my

dissertation studies, although the three key characteristics of social media gatekeepers; i.e.

content creation ability, opinion leadership, and intermediary are generalizable to Wikipedia,

the conceptualizations of the gatekeeping actions need to be translated to specific actions

within each platform. Specifically, the concept of content generation ability is operationalized

as the number of posted Tweets on Twitter, and can easily be defined in Wikipedia as

the creation of article content. However, Wikipedia demonstrates an editorial process of

content creation different from Twitter: it is an open review process where editors’ power in

deciding whether the edited content should stay or not is based on their domain expertise

and community leadership. Therefore, when operationalizing the content creation ability for

Wikipedia gatekeepers, we should also consider two other important dimensions: editors’

level of domain expertise and community leadership. Moreover, the concept of opinion

leadership in Twitter is operationalized as the number of followers the user has, but the

concept does not directly translate to Wikipedia, especially Wikipedia does not enable the

functionality of “following” in the platform. Instead, as discussed before, editors’ power

within the community relies on their community leadership, which can be measured based

on the editor’s engagement with the community admin activities.
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Third, my dissertation demonstrates two case studies of gatekeeping in Twitter and

Wikipedia and it focuses on the topic of “immigration”. However, as “immigration” is

a relatively controversial political topic, our understanding of the gatekeepers, as well as

their role and impact, may not be generalizable to other non-controversial topics such as

scientific news or sports. Moreover, the measurements I used in my dissertation to assess the

content quality may also not fit into the non-controversial topics. Specifically, content for

non-controversial topics such as scientific news reports may already be present in a relatively

objective way, and the proposed measurements to assess emotions are largely based on

lexicon dictionaries which may not be sensitive enough to capture the nuance of emotion

changes. Therefore, future studies should consider more advanced methods to assess the

content quality as well as to understand gatekeepers across different topics.

Last but not least, the results in my dissertation may not apply to other types of social

media sites. As discussed earlier, the proposed definition of social media gatekeepers is

within the scope of the content generation process; therefore the results only apply to social

media sites such as Twitter or Reddit that center around content and focus on networking

ideas and topics. In contrast, the results do not generalize to the social media sites such as

Facebook. Although Facebook allows users to post content on their timeline, it is a social

networking platform that aims to connect a person with a large group of people.

In addition, as the main content type for both Twitter and Wikipedia is text, the results

of my dissertation are based on the analysis of only text content. Therefore, the results

may not apply to the type of platforms where the main content is not text, such as Tiktok.

Other types of content, such as audio or video, provide users with different modalities to

express their emotions and perspectives. As they include more signals and information than

text content, social media gatekeepers may also adjust their strategies in expressing their

opinions and influencing others. Therefore, the content analysis method in my dissertation

may not apply, and it is unknown to what extent the current understanding of the role

and impact of social media gatekeepers still holds. Therefore, future studies should develop

content analysis methodologies that can capture rich information included in audio or video

content, as well as extend the current understanding of social media gatekeepers to other

types of content.
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8.2 The role of other platform features in the social media gatekeeping process

I conducted my dissertation in Twitter and Wikipedia as two case studies to understand

the role and impact of gatekeepers on the quality of user-generated content. Although our

results demonstrate a strong association between the appearance of gatekeepers in a group

of contributors and the quality of content contributed by that group, such associations are

not causal. We cannot conclude that the improved content quality is because of gatekeepers’

participation, and the current results may be confounded by other platform features such as

machine learning algorithms applied in different platforms, the degree of content moderation,

etc. In this section, I want to discuss the role of other platform features in the gatekeeping

process and how they may influence the results presented in my dissertation.

One of the major features that most social media platform has is content personalization

powered by different machine learning algorithms. Such algorithms play an important role

in shaping people’s online experiences ([25, 9, 16]), and may influence the understanding

of social media gatekeeping presented in my dissertation. In particular, most social media

platforms enable algorithmic ranking which determines who and what gains visibility on so-

cial media. By establishing the conditions by which social media users are seen, algorithms

largely serve as a gatekeeping mechanism on top of all users (including gatekeepers identified

in my dissertation) that prescribe participatory norms. Therefore, the results in terms of

the role and impact of Twitter gatekeepers presented in my dissertation are all confounded

by Twitters’ ranking algorithms which act as a top layer gatekeeping mechanism and may

influence all Twitter users. For example, it is very likely that Twitter contributors who post

content related to trending news are often ranked higher and more visible than contribu-

tors who don’t. Therefore, such users are more likely to gain power and influence others’

perspectives, and eventually become gatekeepers.

Another major feature that may influence the understanding of social media gatekeeping

presented in my dissertation is content moderation. Although different platforms may choose

different ways to moderate their content, the process is essentially the same: users post

something inappropriate; either it is seen and removed by a human moderator, or instantly

removed by an automated moderator[76]. Therefore, although content moderators may not
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have enough influential power, they play an important role in the social media gatekeeping

process: they have the power of deciding what content to remove. For example, within

Reddit, content moderation is carried out by the moderators of individual subreddits. Reddit

moderators are volunteers within each subreddit and have significant editorial discretion:

they can remove content that they think is inappropriate and they can also temporarily mute

or ban users from their subreddit. In Twitter, the content moderation is carried out at the

system level: it assigns warning labels associated with inappropriate tweets, or even directly

suspend certain accounts. Therefore, future studies should build upon my dissertation and

take content moderation into consideration when investigating the social media gatekeeping

process.

8.3 Other limitations

There are some other limitations existed in my dissertation. First, despite our careful

consideration of multiple methods to assess the accuracy of our approach in the identification

of gatekeepers, lack of conclusive ground truth is a limitation we hope future research can

address. We acknowledge that each of our current evaluation methods has limitations as

we did not collect ground truth data from users. Moreover, as we identified journalist

accounts in Twitter simply based on the keywords from users’ profile, we cannot ensure

the ground truth dataset that we used for evaluation is 100% accurate. Future studies

may consider interviewing the identified gatekeepers – not only as an additional way to

evaluate but also to collect perspectives from the gatekeepers’ side. Specifically, as discussed

earlier, it is important to understand whether one sees themselves as gatekeepers or not and

to what extent the gatekeepers follow the journalism norms and control the content quality

intentionally; i.e. whether they are aware of their content selection process. These qualitative

studies can also consider collecting gatekeepers’ demographic information in terms of their

race and political stands, and to understand how they interact with other ordinary users

with the similar background. As demonstrated by Gallagher et al., people are more likely to

amplify information shared from elite users in Twitter that are relevant to their beliefs and
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background[23].

Next, for the purpose of our study, the data collection of Twitter study starts from a

sample of users who express interest in the immigration topic from the years 2016 and 2017.

Although “immigration” is a long-lasting political topic that draws the public’s attention

and discussion over the past four years, our understanding of social media gatekeepers is

based on this group of “experienced” users who may perform differently from those newly

joint users.

Moreover, for both studies, we define each user session as three months as we believe it

is long enough to observe users’ activities in Twitter. However, we acknowledge that such

definition can be limited. Future studies can include a thorough analysis to understand

whether different length of user sessions would change the clustering results.
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9.0 Conclusion

In summary, my dissertation work includes two overarching goals: 1). to propose a

theoretical and methodology framework to identify social media gatekeepers as well as to

validate the proposed method, and 2). to understand the characteristics of the identified

social media gatekeepers, as well as their role and impact on the news production in social

media. To achieve these two goals, I first proposed an actionable definition of the social

media gatekeepers based on synthesis of multiple dimensions emphasized by prior research

in traditional and social media gatekeeping. To identify and understand social media gate-

keepers empirically as well as ensure the generalization of the results, I then conducted case

studies in two different types of social media platforms: Twitter and Wikipedia. Rely on

the same proposed methodology framework, I am able to identify a group of social media

gatekeepers in both Twitter and Wikipedia.

The results of understanding gatekeepers highlight that, unlike the general users, social

media gatekeepers are often self-determining citizen journalists who manage their media

presentation strategically. Moreover, we found that gatekeepers tend to exhibit behavior

mostly in accordance with the journalism norms: they contribute to and guard the quality

of the user-generated content. Our results also highlights the strong mediation effect of

collaboration in the gatekeeping process: gatekeepers’ effects in improving the quality of

user-generated content rely on the group collaboration among gatekeepers themselves as

well as other users.

Overall, my dissertation work contributes to an important topic of news content creation

and dissemination on social media. To the best of our knowledge, my dissertation is the first

to quantitatively identify social media gatekeepers on a relatively large scale, as well as to

examine their impact on news sharing and production across two different social media plat-

forms. Our results highlight the necessity and importance of identifying and understanding

gatekeepers in social media. The overall contributions of this dissertation for the field of

Information Science are summarized as below.

• Based on synthesis of multiple dimensions emphasized by prior research in traditional
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journalism and social media gatekeeping, my dissertation contributes a definition of the

social media gatekeepers that can be adopted and operationalized by researchers in other

similar fields.

• My dissertation contributes a generalizable methodology framework to quantitatively

identify social media gatekeepers, and to evaluate the results of this identification, in

face of lack of attainable ground truth.

• Based on the empirical research methods, my dissertation contributes to the body of

knowledge on content creation process by understanding the role of gatekeepers and

their interactions with the collaboration process.

Moreover, my dissertation has a broad impact on society. Especially, in face of major

social events such as the COVID-19 outbreak, social media serves as a major place for the

public to seek and share information. With the abundance of information, people often

struggle to find reliable and credible information. Indeed, WHO has declared COVID-19 a

pandemic with an accompanying “massive infodemic” [104]. Misinformation and disinforma-

tion have become a challenge to the science community, industry, public health professionals,

governments, and the general public. My dissertation contributes to dealing with the chal-

lenge of dealing with misinformation and disinformation by highlighting the process that can

contribute to higher quality information on social media and stop the spread of distressing,

hateful, divisive information. The results from my dissertation emphasize the important role

of gatekeepers in the quality of information on social media and patterns of collaboration

on social media. My dissertation also reveals the importance of collaboration and collective

intelligence in higher-quality content creation. Social media platforms that encourage and

facilitate a higher degree of collaboration rather than individual content creation can be bet-

ter equipped to deal with the challenge of misinformation and disinformation. The results

highlight the opportunities for social media platforms to work with gatekeepers to promote

high-quality information. Therefore, I view my dissertation as a step towards solving the

critical issue of misinformation by demonstrating the key role of social media gatekeepers in

healthier information access on social media.
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10.0 Appendix

10.1 Twitter gatekeepers study: the role and impact of users from other

cluster to the content quality at the collective “topic” level

To understand the role and impact of users from other clusters on the content quality

at the collective “topic” level, I adopted the same analysis method as in 5.3.2. Specifically,

here I want to assess the relationships between the users’ participation from other clusters

(i.e. C2 Mixers, C3 Retweeters, and C5 Media interactors from 10) and the content quality

that collectively contributed by a group of users. Therefore, the independent variable is

the number of unique users from other cluster members. I also control for the number of

unique content creators and the number of unique users who participated in the collective

contribution. The analyses were also conducted as hierarchical models, with data units

nested within a week and a hashtag, to account for the non-independence of observations

among tweets contributed under the same week or using the same hashtag.

Table 17 and 18 report the results. Overall, I found that users’ participation from other

groups tends to decrease the quality of topic-level content generated collectively by a group

of users. Specifically, users’ participation from other groups did not show significance in

guarding the information accuracy. Moreover, in contrast to Gatekeepers, users’ participa-

tion from other clusters is associated with a decreased content neutrality (i.e. std of URL

political scores, entropy of URL domains). In terms of emotional language use, my results

demonstrate that users’ participation from other clusters is associated with increased use of

swear words. Specifically, participation from three additional unique contributors from other

groups in the collective content creation was associated with 0.7% increased swear words.
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Table 17: Role of other clusters: Regression results for Truthfulness and Neutrality

Truthfulness Neutrality

# URL flagged

domains

diversity URL

domains

diversity URL

political scores
diversity hashtags

diversity

hashtag topics

β P β P β P β P β P

No. unique users other clusters ns ns -0.0099 0.0001 -0.7021 0.0001 ns ns ns ns

No. unique total users 0.1922 0.0001 0.1452 0.0001 0.2996 0.0001 0.5007 0.0001 0.4878 0.0001

No. of original tweets -0.0089 0.0001 0.0230 0.0001 0.0295 0.0001 0.0326 0.0001 0.0125 0.0001

No. of words ns ns ns ns ns ns 0.1059 0.0001 0.1037 0.0001

No. of hashtags -0.0061 0.001 0.0245 0.003 0.0256 0.05 1.1450 0.0001 0.5853 0.0001

No. of URLs 0.0328 0.0001 0.9034 0.0001 0.3373 0.0001 0.0184 0.0001 ns ns
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10.2 Wikipedia gatekeepers study: the role and impact of users from other

cluster to the content quality at the collective “topic” level

Similar to the Twitter study, to assess the relationships between the users’ participation

from other clusters (i.e. C4, C5, C6 from 17) and the content quality that collectively

contributed by a group of users, I adopted the same analysis method as in 6.3.2.2. The

unit of analysis is each article per month, and the regression analysis is conducted with the

article quality scores at the end of each month as dependent variable. The independent

variable is the number of unique users from other clusters, and we control for the article

quality at the beginning of each week, number of unique contributors participated in the

collective contribution, as well as the level of engagement such as number of edits, number

of words, and number of URLs. The analyses were also conducted as hierarchical models,

with data units nested within a month and an article, to account for the non-independence

of observations among articles contributed under the same month or the same article.
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Table 18: Role of other clusters: Regression results for Detachment

Detachment

No. of pos. No. of neg.
No. of sad,

anger, anxious
No of swear No of sub.

β P β P β P β P β P

No. unique users other cluster ns ns ns ns ns ns 0.0074 0.001 ns ns

No. unique total users 0.3890 0.0001 0.5102 0.0001 0.4947 0.0001 0.2567 0.0001 0.3406 0.0001

No. of original tweets 0.1041 0.0001 0.0889 0.0001 0.0716 0.0001 0.0266 0.0001 0.0982 0.0001

No. of words 1.304 0.0001 1.457 0.0001 1.261 0.0001 0.1602 0.0001 1.936 0.0001

No. of hashtags 0.0165 0.001 ns ns ns ns -0.0618 0.05 -0.0204 0.0001

No. of URLs ns ns 0.0474 0.0001 0.0489 0.0001 ns ns 0.0102 0.0001
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Table 19 reports the results for the collective article-level analysis. The results demon-

strate that, although more participants are associated with the improved article quality at

the end of each month, the contributors from other clusters do not show significant impact

to the article quality improvement at the end of one month.

Table 19: Role of other clusters: Regression results for article quality

Article quality scores at end of each week

β P

# of unique users from other clusters ns ns

# of unique users 0.0044 <0.0001

article quality score

at beginning of each week
0.9479 <0.0001

# of edits 0.0051 <0.0001

# of words 0.0038 <0.0001

# of URLs 0.0051 <0.0001
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