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In urban lives, citizens are motivated to visit business venues by personal needs and venue attractiveness. This creates the demand from citizens on urban businesses. As citizens move around the city to visit multiple business venues, they rely on the urban transportation systems. This creates the demand from citizens on transportation systems. To provide decent service, business venues and transportation systems are designed to satisfy a specific demand level per the operator's expectation. However, the actual demand can exceed the operator's expected demand level due to external factors (e.g., peak hour, weather, special venues nearby). The portion of the demand exceeding the operator's expected demand level is identified as the excess demand. Generally, existing works did not consider excess demand since such demand can easily be unobserved and ignored; this leads to biased analysis and forecasting for the actual demand.

In this thesis, firstly, we use the real-world data to uncover the existence of excess demand. Next, we estimate the excess demand for the urban business. Particularly, we propose our approach, which is based on simulations and complementarity, to estimate the excess demand for urban business entities. For each urban business venue, we estimate every source of its excess demand. For urban areas, we reveal the excess demand patterns among different periods in a day, and find that the excess demand can be explained by the venue diversity, venue density, number of venues and inter-area distance of urban areas. We fetch the embeddings of urban areas via a graph neural network and reveal the inter-area relationship in the latent space. Then, we estimate the excess demand of the urban transportation systems. Particularly, we propose our approach to estimate the excess demand in an urban bike sharing system. To predict the net total demand (which includes the observed and excess demand), we build a Skellam regression model, which shows advantages over other alternative models, both in terms of predictive performance and interpretability. Moreover, our Skellam regression model, as a generalized linear model, allows us to get a better esti-
mation of the uncertainty of our prediction. The estimated excess demand provides insights for business owners, transportation operators and urban planners to satisfy more demand, which increases the revenue for business and creates more convenience for citizens.

Keywords: Excess demand, Urban Business, Urban Transportation.
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### 1.0 Introduction

In this chapter, we will introduce the background of the topic of this thesis proposal, namely excess demand. Then we will provide an overview of research tasks to explore the excess demand.

### 1.1 The Concept of Excess Demand

The vitality of urban lives are highlighted by the demand from citizens to visit business venues. The intuitive motivation to visit a venue is typically a citizen's essential need. For example, a family needs to visit a grocery store weekly, a city dweller needs to visit a museum since this is her plan of relaxation. However, such basic need can possibly create temporary visits to other related and complementary venues. In the above examples, the family may take the opportunity during their trip to the grocery store and visit a gas station nearby to add some fuel in their vehicle even if this was not the initial purpose of the trip. Furthermore, the museum visitor may decide to visit a bar nearby after even if she has never been there before, simply because it is convenient and serves her current need of getting a refreshment (shown in Fig. 1). Since such demands are relatively temporary and perhaps not primary, the service capacity expected by a venue operator potentially fails to satisfy part of such demands. In other words, such demands are excess over a venue operator's expected service capacity; we refer to such demand as excess demand. Additionally, in the example of the bar above, the excess demand from the museum visitor at the bar is observed since she places an order at the bar. However, the excess demand in the business venues may or may not be observed. For example (shown in Fig. 2), a customer sees a long queue at Bar $A$ and then she placed an order at a nearby Bar $B$ instead. This customer creates unobserved part of excess demand on Bar $A$ since she planned to order at Bar $A$ if the queue was not overwhelming; but her original plan to order in Bar $A$ cannot be observed/recorded in Bar $A$ 's transaction system.


Figure 1: An example of excess demand for business venue Bar $A$ due to complementarity with a museum.


Figure 2: An example of the unobserved part of excess demand for business, where there is an unobserved part of excess demand at $\operatorname{Bar} A$ and observed demand at Bar $B$.


Figure 3: An example of excess demand for a bike station.

The excess demand not only exists at business venues but also in the urban transportation system, where multiple reasons can lead to the excess demand. Firstly, citizens rely on the transportation system to visit venues. The excess demand on venues is potentially propagated into the urban transportation system; this causes the demand on the transportation system to increase and probably higher than the operator's expected demand level. Moreover, the excess demand may come from relatively straightforward factors. For example, during weekday peak hours, the number of commuters can be a lot larger than the transportation system's capacity. When the weather is sunny, more commuters would choose to ride shared bikes for health and relaxation purposes, instead of other transportation approaches; this way, bike stations have excess demand and easily run out of bikes. Furthermore, when a special event happens at a venue, the transportation systems near that venue can suddenly experience excess demand, which is caused by a large number of participants and audiences coming for the event's scheduled hours. The excess demand on the transportation system is typically unobserved. For example, a customer arrives at a bike station without any available bikes (shown in Fig. 3). Then she will probably go to other stations or choose other transportation methods. Her original plan to rent a bike at this station cannot be observed or recorded in the bike rental logs; this is actually an excess demand at this bike station, which cannot be observed.

Due to the existence of excess demand, formally, we define the following types of demands, which is applied to both the urban business venues and the transportation stations:

- Capacity demand: the demand volume that a venue operator expects.
- Excess demand: the demand volume that exceeds a venue operator's expectation.
- Total demand: the sum of capacity demand and excess demand.


### 1.2 Importance of Excess Demand

The excess demand is easily ignored by researchers and business, transportation operators, since it may not be directly observed and quantified. Failing to consider excess demand by researchers leads to biased analysis and predictions of demands (to be elaborated in the next section). Operators can uncover benefits from researchers' results if excess demand is involved in researches, and consequently benefit the citizens/customers. That is, the operator can improve their service efficiency to satisfy the excess demand and then obtain more revenue; at the same time, since more customers' demands are satisfied, the urban life becomes more convenient for general citizens.

We elaborate the importance of excess demand for various types of operators in the following paragraphs.

For existing business owners: As mentioned in the previous section, excess demand of business venues can come from related and complementary venues. Bringing the example of a bar in the previous section, one of its complementary venue is a museum not far away. It may have other complementary venues such as restaurants and office buildings. If the bar owner can know the volume, reasons and patterns of the excess demand, she can try special strategies to increase the service efficiency. Let us assume she knows excess demand can be high during holiday peak hours. She can encourage customers to reserve online to avoid physically queuing for available seats. She can hire more staff to increase cooking and serving efficiency. She may also advertise a fast "take-out" option to customers who just need a drink (without sitting down and talking). In this way, she can serve more customers and increase the revenue. Otherwise, customers may need to queue for longer time, or go to alternative and competitive venues, such as other bars and convenient stores. It is a pity for the bar owner to lose these customers.

For new business owners: Excess demand of business venues provides insights of candidate locations to open new business venues. Let us assume that by demand analysis, we find that a specific neighborhood has high excess demand on bars. This means the current bars in this neighborhood cannot satisfy the demand from customers. Then a businessman can choose this neighborhood to open a bar.

For transportation operator: The excess demand analysis for the transportation system can help improve transportation services. For the bike sharing system, if the operator know that the excess demand of some stations is high, the operator can increase the bike fleet or relocate more bikes to those stations; the operator may also need to install more racks to handle these increased bikes. For bus or subway, if the excess demand is high in some neighborhood, the operator may consider increasing the service frequency; the operator can also consider revise the routes or the locations of stations to avoid the commuter gathering at few locations.

### 1.3 Existing works on Excess Demand

When analyzing the demands of business venues and transportation systems, most existing works did not consider the excess demand. They directly use historical transactions to represent all the demands, which leads to biased analysis and forecasting for the actual total demand. We categorize these literature into the aspects of urban business and the urban transportation.

### 1.3.1 Urban Business

As mentioned in the previous sections, excess demand of business venues (or urban areas) mainly comes from inter-venue (or inter-area) complementarity. The diversity of an urban area can potentially strengthen its complementarity with other areas and the work [78] examines such effect of urban area diversity. Particularly, using citizens' mobile signal data, this work uncovers that the number of visitors to an urban area is correlated with
the venue diversity of this urban area. In contrast, competitiveness is contradictory to complementarity; so competitiveness may undermine the extent of excess demand. The work [20] aims at uncovering the effect of competitiveness. Using historical menu data and operation condition data of restaurants, it finds that existing restaurants in an urban area do not respond differentially to newly open restaurants in this urban area. Also, areas with lots of newly open restaurants (i.e. high-level competitiveness) have higher possibility for restaurants to exit. While the above two works [78, 20] elaborate the effect of complementarity/competitiveness, such effect is not connected to the concept of "excess demand" or similar concept. Furthermore, most other works on business demands only mention that complementarity/competitiveness can have non-trivial influence on demand; they did not explore and elaborate the extent of such influence. To quantify the complementarity and its influence, we may need data in finer granularity, such as the Foursquare Future Cities Challenge (FCC) dataset ${ }^{1}$ which provides the movement records between venues. Calafiore et al. [11] use such data to have a detailed study of the human dynamics, where Pearson correlation coefficient is applied as a useful analytical metric.

As mentioned in previous sections, the excess demand can be unobserved. Only few works attempt to estimate such unobserved demand. This work [70] defines the unobserved demand as the number of customers visiting a store but finally did not buy any item from this store. Since the transaction history can only record the observed demand, the authors propose a method based on "multinomial logit (MNL) model" [71] to estimate the unobserved demand. Firstly, a lost-share ratio is pre-defined to express the percentage of unobserved demand in total demand. Then they use Poisson regression to model the total demand, i.e., the customer flow arriving at the store. They also use the linear regression to model the attraction level of the competitors; this is the reason of unobserved demand of this store since customers are attracted by competitive stores such that they do not buy any item in the current store. Then the Poisson regression and linear regression models are jointly trained by the data from transaction records. Finally, the whole model can output the volume of unobserved demand, i.e., the number of customers to visit a store and choose not to buy anything. The validity of this method is verified by simulation based on the idea of

[^0]Poisson distribution. Another works [47] uses a similar approach to reach a sightly different objective: to estimate the probability of a customer not buying a product from a store after visiting.

Multiple studies examine how the demand can be correlated with some metrics of venue locations, which is a signal of excess demand existence in good venue locations. In general, a retail store is expected to be more successful if it is located within a shopping center or a central business district (CBD), which provides convenient transportation access and attractiveness [45]. Given also the correlation between retail store density and street network centrality [61, 60], a central location will be preferable. Jensen [37, 38] also considers network effects in interactions between different types of venues, while Aboolian et al. [1] develop a spatial interaction model that seeks to simultaneously optimize location and design decisions for a set of new venues. However, the proposed model assumes a purely homogeneous customers base, that is, all customers are identical with respect to their venue preferences and expenditure decisions. Furthermore, the lack of detailed customer volume for the venues, creates issues for estimating the potential excess demand for a venue in an area. In a subsequent series of studies $[2,3]$ the authors assume that customers' demand for a venue $v$ (i.e., the probability of visiting the venue) decreases with the distance from $v$ and increases with the attractiveness of it. Based on this assumption, the authors provide a spatial interaction model for locating a set of new facilities that compete for market share. Their models are applied and evaluated on synthetic data, showing the efficiency of the proposed algorithmic solution to the discrete multi-venue competitive interaction optimization problem. However, it is not clear how they will perform in the real-world. Other approaches [7] identify the optimal location for a store by maximizing the number of customers expected to be covered taking mobility patterns into consideration. Bozkaya et al. [10] use a genetic algorithm to select a single site among several candidate locations to maximize the market share under budget constraints. The results are verified by a real-world dataset of a supermarket chain in City of Istanbul. Furthermore, Karamshuk et al. [42] study the predictive power of various geographic and mobility-related features on the popularity of retail stores in New York City using Foursquare data. Works $[51,62]$ also find that an area with multiple venue options will overall attract more people that are interested in exploring the area and hence, all the
venues will potentially enjoy the benefits from the associated network effects.
Depending on the granularity and quality of the data, sometimes urban business demand analysis will be conducted in the level of urban area. Identifying urban areas and revealing their functionality will assist in analyzing excess demand in the level of urban area. Existing literature has attempted to identify the functionality of urban areas, and consequently, cluster areas based on their functionality. Topic modeling is the dominant techniques in this line of research (e.g., [22, 77]). Other studies have attempted to identify similar areas across cities mainly using the type of activities recorded in the different areas of the different cities (e.g., $[46,26])$.

### 1.3.2 Urban transportation systems

There have been many existing works on demand analysis and forecasting for urban transportation systems. For these works on bus and subway services [39, 14, 48, 80, 72, 73], they consider that the actual total demand only includes the records in historical logs (e.g., transit smart card data, fare collection machine data). Gerte1 et al [31] point out that the recorded demand has an unobserved error from the approach of measurement; such unobserved error follows Gaussian distribution. Note that such unobserved error is by nature the irreducible error of the measurement system, which is not directly related to the excess demand; the excess demand is due to low transportation service capacity when the demand is very high.

Particularly, for bike sharing systems, there have been several studies on demand analysis and predictions, i.e., the expected number of bikes to be rented and returned at each station. Most of them only consider the observed demand, i.e., the demand reflected in the trip data logged by the system $[41,50,75,15,34,29]$. However, the total demand includes also trips that were never realized due to empty docks. To reiterate, we refer to this part of the total demand as (unobserved part of) excess demand. Failing to involve the excess demand will essentially provide a model that only captures the observed demand of the system, essentially treating any period with zero observed rentals (or returns respectively) as periods of zero demand, which is not true in general.

In a slightly different, but relevant, problem formulation some studies focus on bike availability prediction, i.e, the expected number of bikes available for rental at a station $[64,28,75,76,50,30]$. A variety of specifications have been used for the prediction models, including auto-regressive moving average, K Nearest Neighbors, random forest, gradient boosted tree, and neural networks. Hierarchical predictions [34, 53] have also been developed, where stations are firstly clustered into relevant groups (e.g., geographically close) and then, predictions happen at the cluster level.

Some of these studies, such as the one from Schlote et al. [64] point out that a popular station may run out of bike quickly if the demand is so high, while others [15] identify "overdemand" stations as those that are full or empty for more than 10 minutes. Then they propose algorithms to classify a station as an "over-demand" one. However, none of these studies attempts to estimate the volume of excess demand.

However, there are studies that attempt to estimate the volume of excess demand using a simple method based on the duration for a station being empty [56, 52, 49]. These methods assume that excess demand exists every time there are zero bikes available for rental. They further consider this excess demand to be equal to the observed demand in adjacent time periods. It should be evident that neither of these assumptions are very realistic. A station can be empty and no user is interested in renting a bike from that station, while the excess demand does not have to be equal to the observed demand in adjacent times.

The patent [5] raises a method to use the process in supply chain the estimate the unsatisfied demand; the unsatisfied demand is similar to excess demand and the rationale of [5] is related to satisfying more demands in bike sharing systems. The situation in [5] is that the supply chain is unable to satisfy the all the demand at a specific moment $t_{1}$. At a later time $t_{2}$ it replenishes extra supply as compensation. The objective is to estimate the portion of the demand which is unsatisfied at $t_{1}$. The proposed method starts by initializing a scaling parameter to scale the satisfied demand at $t_{1}$ to the total demand. Then through the supply chain process and observed demand history data from $t_{1}$ to $t_{2}$, the scaling parameter is optimized iteratively. Finally, the optimized parameter can directly be used to calculate the unsatisfied demand. In bike sharing system, the excess demand at a station is similar to the unsatisfied demand at $t_{1}$, and later, bikes rebalanced to this station is similar to extra
supply replenishment at $t_{2}$. The difference is that in bike sharing system, the excess demand at $t_{1}$ may immediately disappear since the customer may choose alternative transportation methods and does not need a bike anymore.

### 1.4 Research tasks and contributions

This dissertation proposal has three major tasks: (1) Exploring the preliminary effect of complementarity on demand distribution; (2) Estimating excess demand for urban business; (3) Estimating excess demand for urban transportation.

## Task (1) Complementarity on demand distribution

Task (1.1) Factors correlated with demands
Contributions: We find that complementarity can be a proxy for excess demand by examining the fast food restaurants near highway exits. The excess demand is correlated with complementarity and competitiveness among venues. We also find that the demand distribution is influenced by distances and venue ratings, which provides insights to explore demand patterns in more general urban areas.

## Task (2) Excess demand for urban business

We explore the patterns and the volume of excess demand in the level of urban areas.
Task (2.1) Patterns of real-world demand
Contributions: We propose hood2vec to demonstrate the total demand pattern in latent space, which is very different from the pattern of venue categories. Similarities among urban areas can not only be quantified through Euclidean distances and correlation, but also be visualized through our implemented web APP.

Task (2.2) Excess demand quantification and patterns
Contributions: By choosing the complementarity as the proxy, we estimate the excess demand for the urban business. Particularly, we propose our approach, which is incorporates real-world and simulated data, to estimate the complementarity for urban business entities. For each urban business venue, we estimate every source of its complementarity. For urban
areas, we reveal the complementarity patterns among different periods in a day, and find that the complementarity can be explained by the venue diversity, venue density, number of venues and inter-venue distance of urban areas. We fetch the embeddings of urban areas via a graph neural network and reveal the inter-area relationship in the latent space. Using these results, venue owners can improve their business strategy to satisfy more excess demand and increase their revenue.

## Task (3) Excess demand for urban transportation

For urban transportation, we estimate and predict the excess demand in bike sharing systems.

Task (3.1) Excess demand quantification approach
Contributions: We design that the proxy of excess demand is a temporal segment in the bike availability data, that include changes in the availability from zero to non-zero. Assisted by this proxy, we propose our approach to estimate the excess demand based on queuing theory. We verify through simulations its ability to estimate the excess demand present in the bike-sharing system.

Task (3.2) Total demand prediction model
Contributions: We learn a Skellam regression model to predict the net total demand, which shows advantages over other alternative models, both in terms of predictive performance, as well as, interpretability. Using these results, the bike sharing operator can strategically rebalance bikes to satisfy more excess demand, which provides convenience to citizens and improves the city's transportation condition.

### 1.5 Chapters Overview

The rest of the dissertation is organized as follow: Chapter 2 explores the preliminary effect of complementarity on demand distribution. Then, in Chapter 3 for urban business, we present the patterns of real-world demands; then, we estimate the excess demand via the proxy - complementarity, and analyze its patterns. After that, in Chapter 4 for urban bike
sharing system, we estimate the excess demand and build a prediction model for the net total demand. Finally, we conclude and present future directions in Chapter 6.

### 2.0 Complementarity on demand distribution

Generally, demand distribution patterns of a city or a state can help one understand citizens' needs in this area. Such patterns also provide insights for business owners to create more demands and attract more customers by cooperating with other related venues. In this chapter, we firstly explore the intuitive factors which affect the demand distribution. In order to focus on intuitive factors, we minimize the effect of non-intuitive factors, such as the user preferences. More specifically, we only choose one type of venues as our venues of interests: fast food restaurants near highway exits. By observing biased demand distribution of such restaurants among different highway areas, we find potential sources of excess demand using descriptive regressions and identify complementarity as a candidate proxy for excess demand. These potential sources also motivate us to further incorporate them in estimating the excess demand of general urban areas in the next chapter.

Notations used in describing our approaches and models through Chapter 2 are shown in Table 1.

Table 1: A list of notations used through Chapter 2.

| Symbol | Description |
| :---: | :---: |
| $C_{F}$ | Average single-restaurant check-in count in a large-extent cluster |
| $N_{F}$ | Number of fast food restaurant in a cluster |
| $N_{G}$ | Number of gas venues in a large-extent cluster |
| $N_{L}$ | Number of lodging venues in a large-extent cluster |
| $N_{O}$ | Number of venues in "others" category in a large-extent cluster |
| $f$ | market share fairness in a cluster |
| $d$ | Average pairwise distance of venues in a cluster |
| $\rho$ | Coefficient of variation for venue reputation in a cluster |
| $h$ | Coefficient of variation for hours of operations in a cluster |

### 2.1 Dataset of high-way fast food restaurants

To analyze the patterns of demand distribution, we start from the intuitive factors which affects the demand distribution. This means we need to minimize the effect of non-intuitive factors, such as user preferences and product differences among venues. We focus on a specific type of venues, namely fast food restaurants, and on a particular environment, that is, highway exits. With this setting, our analysis will include venues that offer the same service, at very similar quality and price points. Particularly, we minimize the effect of these two non-intuitive factors:

- Customers' needs and preferences. Customers at these restaurants are mainly drivers on the highway. Typically, these customers share a common objective - resolving hunger. Fast food restaurants are cost-effective and fast for them to get rid of hunger. As drivers are busy heading to their final destinations via highway, they don't care very much about their preferences of the types and tastes of food.
- Restaurants' service. Fast food restaurants serve similar food; services are efficient in a similar style. Such similar services cannot easily shape a customer's preference towards a specific fast food restaurant.

For our study we focus on the state of Pennsylvania, and we use the iExit API ${ }^{1}$ that provides information about points-of-interest at highway exists. Every point of interest is a tuple of the following form: <id, phone, latitude, longitude, address, name, category, rating, price Tier, brand name, exit ID>. We collect a total of 1,537 tuples that correspond to fast foods over the highway network in Pennsylvania over 482 exits. We also need data for customer visitation. We then query Foursquare's public venue $\mathrm{API}^{2}$ to obtain information about the number of check-ins in each of these venues.

## Locations of venues

Figure 4 depicts the locations of the fast food restaurants used in our analysis. As we can see the restaurants are clustered very closed to each other. We further annotate each

[^1]

Figure 4: A map of the restaurants used in our study. The vast majority of them belong to the lowest price tier.
point with a color representing its price tier based on the iExit data (with 1 being the lowest - cheapest - and 3 being the highest). As we can see the vast majority of them ( $95.1 \%$ of them) belong to the lowest price tier, which means that the venues in our dataset have very similar price points.

## Number of check-ins

We begin by calculating the average daily check-ins for every venue in our dataset. For this we use the number of days that each venue has been on Foursquare up to the day of data collection (i.e., 19/06/2018). By using the average daily number of check-ins we essentially alleviate problems associated with the fact that older venues might have higher number of total check-ins simply by virtue of being on the system for longer. We also want to filter out venues that did not have a check-in for an extended period of time, which can be a sign of a venue that has been closed, and hence, we remove all venues with average daily check-ins less than 0.1.


Figure 5: The different extents for our analysis. At a large extent (left) we consider a set of individual venues that are accessible from the same highway exits. After clustering the venues using HDBSCAN, at a small extent analysis we consider the set of venues within each one of these small clusters (right).

## Geographic extent

The geographic extent will be initially defined through the area covered from the venues in the vicinity of each highway exit. Based on the data from the iExit API, a venue can be accessed from multiple exits ${ }^{3}$. Venues sharing the same group of highway exits through which they are accessible are all geographically close to each other and they can be considered as co-located at a large-extent. There is a total of 150 such clusters that will form our initial analysis unit and we will refer to them as large clusters. This setting is presented on the left part of Figure 5, where the blue circles correspond to a large cluster of fast food restaurants around a set of highway exits.

As we zoom in to smaller extents, we further divide the large clusters to smaller subclusters and will explore the demand patterns in these smaller extents. We identify subclusters based on their density using HDBSCAN with haversine distance [13]. HDBSCAN is a variation of DBSCAN that adaptively chooses the value of $\epsilon$, that is, the maximum distance between two points to be considered in the same cluster. Therefore, the only parameter we need to specify is the minimum number of points minPTS that a cluster needs to include. We set minPTS $=2$ since from our application point of view it is not meaningful to have only one venue to be identified as a cluster. HDBSCAN, similar to DBSCAN, will label points

[^2]that cannot be included to any cluster (due to distance greater than $\epsilon$ ) as noise. These data points will be ignored for the subsequent analysis. We identify a total 256 sub-clusters, which we will refer to them as small clusters. We will refer to this case as the small extent setting (right part of Figure 5).

In order to obtain an idea of the actual length scales the different settings refer to we calculate the maximum pairwise distance between venues for all the clusters. The average of these maximum pairwise distances are: 2.44 miles and 0.51 miles for large and small extent respectively.

In the next section, we start to analyze the demand patterns in the level of large-extent clusters. This can give us a high-level overview and impression of demand patterns for our venues of interest: fast food restaurants near highway exits. The results in the overview can provide insights for the aspects we will explore in small-extent clusters.

### 2.2 Excess demand in large-extent clusters

To iterate, we start to analyze the demand patterns in the level of large-extent clusters, which can give us a high-level overview and impression of demand patterns. Another reason is that highway demands/checkins are relatively sparse. If we aggregate such check-in data in large-extent clusters, the results can be more statistically powerful.

The idea of aggregation directly raises our interest in the sum number of check-ins. Equivalently, we focus on average number of checkins for single restaurant in a large-extent cluster, denoted as $C_{F}$. We observe that some clusters have larger $C_{F}$ while others have smaller $C_{F}$. Larger $C_{F}$ indicates fast food restaurants in this cluster have extra customer visits while other clusters may not have such extra visits. Such visitation difference among clusters exists even if fast food restaurants near the highway are very similar. Therefore, we recognize such extra visits as a signal for excess demand, since this is the portion of the total demand which potentially exceeds the business owner's expectation.

We are interested in how intuitive factors can influence total demand; since excess de-
mand is part of total demand, we can move on to inspect how these factors are potentially correlated with excess demand. We build a regression model where $C_{F}$ is the dependent variable. Then we use the following factors as independent variables:

- $\quad N_{F}$ : Number of fast food restaurant in a large-extent cluster.
- $N_{G}$ : Number of gas venues in a large-extent cluster.
- $N_{L}$ : Number of lodging venues in a large-extent cluster.
- $N_{O}$ : Number of venues in "others" category in a large-extent cluster. Venues in this category include: supermarkets, banks, medical venues, attraction and camping venues.

The result of our regression model is demonstrated in Table. $2^{4}$. We analyze the effect of each independent variable as follows:

- $N_{F}$ : The coefficient of $N_{F}$ is positive and significant. Since more fast food restaurants show larger restaurant diversity for a cluster, this indicates that restaurant diversity potentially attracts more customers to this cluster. This reflects that venue diversity is a possible source of excess demand.
- $N_{G}$ : The coefficient of $N_{G}$ is negative and significant. This means more gas-related venues undermine the population of fast food restaurants. This is potentially because most gas stations have their own convenience stores. Customers going to gas stations may directly buy food and drinks in the corresponding convenience stores. In other words, gas venues and fast food restaurants are competing with each other. The excess demand of a fast food restaurant can be suppressed by its competitors.
- $N_{L}$ : The coefficient of $N_{L}$ is positive and significant. This indicates that customers in lodging venues find it convenient to go to restaurants nearby to have a meal. This means a restaurant can be complementary to a lodging venue. Therefore, another possible source of excess demand is complementarity.
- $N_{O}$ : The coefficient of $N_{L}$ is not significant. This potentially because customers among highway do not have very high demand on these venues.

In this section, we find that complementarity can be a proxy for excess demand by exploring the data in the level of large-extent clusters. We also find that the extent of

[^3]Table 2: Our regression model results where the dependent variable is $C_{F}$.

| variable | coefficient |
| :---: | :---: |
| intercept | $27.0360^{* * *}$ |
|  | $(1.211)$ |
| $N_{F}$ | $0.3122^{* * *}$ |
|  | $(0.098)$ |
| $N_{G}$ | $-0.4837^{* *}$ |
|  | $(0.228)$ |
| $N_{L}$ | $0.7076^{* * *}$ |
|  | $(0.240)$ |
| $N_{O}$ | 0.1685 |
|  | $(0.147)$ |
| N | 148 |
| $\mathrm{R}^{2}$ | 0.137 |
| ${ }^{* * *} p<0.01,{ }^{* *} p<0.05,{ }^{*} p<0.1$ |  |

diversity and complementarity are positively correlated with the volume of excess demand, and the extent of competition is negatively correlated with the volume of excess demand.

### 2.3 Demand distribution within a cluster

In this section, we will analyze more detailed patterns of demands. Firstly, we will analyze how the demands of restaurants are distributed within the same cluster. Secondly, we not only inspect the single-restaurant demand distribution in large-extent clusters but also small-extent clusters. We will explore the effect of other factors, which are different from the previous section.

We start by introducing the dependent variable in this section.
Market Share Fairness $f$ : In this section, we define and use Market Share Fairness as the metric to identify the patterns of the demand distribution among venues. Every set of venues $A$ (let us assume a large-extent cluster WLOG) can be described through a vector $C_{A}=\left[c_{1}, c_{2}, \ldots, c_{N}\right]$, where $c_{i}$ is the average daily check-ins in venue $i$ of cluster $A$. Vector $C_{A}$ should exhibit fairness, that is, every venue in $A$ obtains their fair share of the market. To quantify the market share fairness $f_{A}$ in the set of venues $A$ we are going to use the coefficient of variation of $C_{A}[67]$ :

$$
\begin{equation*}
f_{A}=\frac{\operatorname{std}\left(C_{A}\right)}{\operatorname{mean}\left(C_{A}\right)} \tag{1}
\end{equation*}
$$

When the total market within cluster $A$ is allocated fairly across the venues in $A, f_{A}$ will be 0 . Hence, the smaller the value of $f_{A}$, the more fair the allocation of the market share within the cluster venues. (In the remaining part of this section, $f_{A}$ will be written as $f$ for simplicity.)

Then we introduce the independent variables as follows.
Average pairwise distance of venues $d$ : In order to inspect how distance influences the demand distribution, we also calculate the average pairwise haversine distance of venues within the area of interest. In particular, in the case of the large extent this corresponds to the average pairwise distance of all the venues in a large cluster. Formally, with $d(i, j)$ being
the distance between venues $i$ and $j$, that belong to cluster $A$, the average pairwise distance of venues $d_{A}$, in cluster $A$, is given by:

$$
\begin{equation*}
d_{A}=\frac{\sum_{i, j=1, i \neq j}^{N} d(i, j)}{N_{d}} \tag{2}
\end{equation*}
$$

where $N$ is the number of venues in cluster $A$ and $N_{d}=N(N-1) / 2$ is the number of venue pairs within $A$. Similarly, for the case of the small extent setting the average pairwise distance is calculated in the same way, using only the venues within the corresponding small cluster. (In the remaining part of this chapter, $d_{A}$ will be written as $d$ for simplicity.)

Venue reputation: Even though one expects that fast food restaurants offer a similar quality of service/food, the reputation of specific brands might impact the market share they get. To get an estimate for the reputation of a venue we use the average Foursquare rating of all the brand's venues in the 10 largest cities in Pennsylvania. We then use the coefficient of variation for the reputation $\rho_{A}$ of the venues within a cluster $A$ as an independent variable in our regression. (In the remaining part of this chapter, $\rho_{A}$ will be written as $\rho$ for simplicity.)

Hours of operations: If a venue within a cluster has significantly different hours of operations (e.g., shorter hours of operations), then this will potentially affect the market share it obtains. Hence, we collected hours of operation for every venue in our dataset and calculated for every cluster the coefficient of variation (similar to Equation (1)) for the weekly hours of operations $h_{A}$ for the venues in each cluster $A$. (In the remaining part of this chapter, $h_{A}$ will be written as $h$ for simplicity.)

Next, we present the results of our analysis in the different extents examined (i.e., the large extent and the small extent). We start by building a regression model where our dependent variable is the market share fairness $f$ and our independent variables are the aforementioned variables in this section, which can have an impact on $f$. Figure 6 presents the correlations between the independent variables and the market share fairness for both extents examined, while Tables 3 present the results from our regression models for the different geographic extents.

We start by analyzing the effect of $N_{F}$, since $N_{F}$ is also discussed in the previous section. From Tables 3, we can observe that, in both large and small extents, the lower $N_{F}$ is, the

Table 3: Our regression model results where the dependent variable is $f$.

| variable | large extent |  | small extent |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $d$ only | all features | $d$ only | all features |
| intercept | $0.381^{* * *}$ | $0.166^{* * *}$ | $0.340 * * *$ | $0.111^{* * *}$ |
|  | (0.025) | (0.043) | (0.017) | (0.030) |
| $d$ | 0.0402*** | 0.0170* | 0.0337* | 0.0092 |
|  | (0.010) | (0.010) | (0.019) | (0.017) |
| $\rho$ |  | $1.7273^{* * *}$ |  | $1.0881^{* * *}$ |
|  |  | (0.432) |  | (0.299) |
| $h$ |  | $0.3870^{* * *}$ |  | 0.0524 |
|  |  | (0.115) |  | (0.067) |
| $N_{F}$ |  | 0.0060*** |  | $0.0565{ }^{* * *}$ |
|  |  | (0.002) |  | (0.010) |
| N | 150 | 150 | 256 | 256 |
| $\mathrm{R}^{2}$ | 0.108 | 0.345 | 0.012 | 0.250 |



Figure 6: The relationship between pairwise venue distance $d_{A}$ and market share fairness is strong in the large extent environment (top row) as compared to the small extent environment (bottom row).
more even check-ins are distributed. A possible reason is that when there are only two restaurants, they tend to be similar to each other in order not to "lose" in any aspects. This way, they become more and more similar, which causes their check-ins to become similar. In contrast, if there are many restaurants in a cluster, a restaurant may feel more confident to provide its special service in order to have more market share by being different and special, which may exactly match the preference of certain customers. Customer preferences are not evenly distributed, so such biased distribution of preferences is propagated to restaurant check-ins. In other words, restaurant check-ins are not evenly distributed since customers are able to choose restaurants based on their preferences on the special service in a specific restaurant. Here, we find that large $N_{F}$ leads to the service variety of restaurants in a cluster; this is consistent with the phenomenon in the regression in Table 2 where large $N_{F}$ provides restaurant diversity in a cluster.

The idea that a restaurant owner "does not want to lose" in the analysis of $N_{F}$ (previous paragraph) is also applicable to $d, \rho, h$ in the large extent. For example, we observed that the more closer restaurants are (lower $d$ ), the more even check-ins are distributed. This is
because when the restaurants are very close, they tend to be similar to each other in order to not "lose" in any aspects. This way, they become more and more similar, which causes their check-ins to become similar. Their competition is so intense that potentially they may not have excess demand. This further motivates us to explore whether in a larger dataset describing a whole city, citizens only pick up one restaurant to visit from multiple restaurants that are geographically close.

Then, we will have a more detailed inspection of $d$, i.e., the impact from $d$ to $f$ in large and small extents. In the large extent, after controlling for hours of operations and venue reputation, the distance between the venues is still significantly and positively correlated with the market share fairness. However, in the small extent the relationship is less strong and not significant. Consequently, it has very limited explanatory power. In particular, while in the large extent setting the average venue pairwise distance explains about $11 \%$ of the total variance in the market share fairness, in small extent it merely explains $1 \%$ of it.

Part for this difference could be attributed to the much smaller variability of the pairwise distance in the small extent setting (as it is evident from the x -axis range in Figure 6). In particular, the variance of $d_{L}$ for the large extent clusters $L$ is $\sigma_{d_{L}}^{2}=3$, while for the small extent clusters $S$ is $\sigma_{d_{S}}^{2}=0.45$. With a small variability in the regressor it is extremely difficulty to identify any meaningful relationship even if one exists. However, apart from that one of the key ideas is that the distance to the venue is an important factor in the decision making process. For the small extent setting, since all venues are extremely close to each others the market share fairness can be very sensitive to other parameters that we have assumed are similar among venues in our setting (e.g., pricing and service quality), while factors such as the venue reputation are more important for the customer's decision (thus, if there is a larger skew in the reputation of the cluster's venues this translates to a skew at the market share). In contrast, at the large extent, while venues are relatively close to each other as well, they are also reachable from many different highway exits. This means that specific venues might be preferable to others purely based on the direction of arrival in the large cluster, leading to a fair share of the market (when the pairwise distance for the venues $d_{A}$ is relatively small). I.e., the relative co-location of venues attracts drivers from many different exits but then their relatively larger pairwise distance - as compared to that between venues


Figure 7: In a large extent cluster (left), two venues will be accessible from different exits leading to a more fair allocation of the customers, while in a small extent cluster (right) there will be significant overlap in the service areas of the venues and hence, the market share can be extremely sensitive to other factors (e.g., small differences in pricing, reputation etc.).
in the small clusters - can be the deciding factor for the customer's choice. We visualize this idea in Figure 7, where on the left we have two venues belonging to the same large cluster, while on the right we have two venues belonging to the same small cluster. In the former case, the venues are accessible from different exits and the circled areas include the ingress points from the highway. Customers within these areas will prefer the corresponding venue. However, in the small extent cluster, these areas have significant overlap, which means that now customers from this area might use other criteria to choose between these venues.

### 2.4 Summary

In this section, we find that complementarity can be a proxy for excess demand. Moreover, excess demand is correlated with diversity of venues in an urban area, the complementarity and competitiveness among venues. We also find that the demand distribution is highly influenced by distances and venue ratings. We will further explore these factors in the next section, where we will identify patterns of excess demands in more general urban areas (rather than highway areas in this section).

### 3.0 Excess demand of the urban business

In this chapter, we explore the extent and the pattern of excess demand in urban business entities. Firstly, by mapping urban areas into the latent spaces, we demonstrate how the excess demand can potentially influence the similarity among urban areas. Next, we propose our simulation approach to estimate the capacity demand where demands are only affected by distances and venue ratings. We consider the real-world check-in data as the total demand. By choosing the complementarity as the proxy for excess demand, we estimate the extent of complementarity (i.e., excess demand) using the difference between total demand and capacity demand. Next, we provide examples of complementarity in the venue level and area level. Finally, we analyze the statistical patterns of area-level complementarity, which provides insights for venue owners and city planners to improve the business.

### 3.1 Total demand from real-world data

### 3.1.1 Aggregate the data

In this chapter, we will use the mobility patterns of Foursquare users in the three US cities included in the Future Cities Challenge (FCC) dataset, namely, New York, Los Angeles and Chicago. The FCC dataset provides information about the mobility patterns of Foursquare users. Each data point has the following tuple format: <start venue, end venue, trip year and month, trip period in a day, number of checkins>. The number of checkins captures the number of times that the specific movements were observed in the dataset. These check-ins occurred between April 2017 and March 2019. The dataset also provides information about the name, geographic coordinates and category for each venue.

The majority of the movements recorded in the dataset are observed only one time. In particular, $95 \%$ of the movements are observed less than 3 times.

Practically, there should be more movements than the number of movements in the
dataset. In other words, the dataset only contains random samples of real-world citizen movements. If we directly use such data to estimate the demands of each venue, the results may not statistically powerful; the noise may also have high influence on the results.

We decide to aggregate the movements over a wider geographical extent. Depending on objectives and contexts of specific problems, we can aggregate the movements in one of the following level of urban area: census block group, postal area, neighborhood. Then we can transform the original data to the following format per period: <start urban area, end urban area, trip year and month, number of checkins $>$.

It is important to note that due to the decision to aggregate the data, we specific that our objective of this chapter is to estimate the excess demand of specific urban areas (instead of specific venues).

### 3.1.2 Total demand from the data

To estimate the excess demand, we need to find the best proxies to estimate the total demand and capacity demand. The excess demand of a business venue contains an "unobserved" part which cannot be recorded in transaction history. For example (shown in Fig. 2), a customer sees a long queue at Bar $A$ and then she chooses a nearby Bar $B$ instead. This customer creates excess demand on Bar $A$ since she planned to order here if the queue was not overwhelming; but her original plan to order in Bar $A$ cannot be observed and recorded in Bar $A$ 's transaction system. Here, her demand on Bar $A$ is unobserved.

Since the total demand includes the excess demand, the proxy to represent the total demand should be able the capture the unobserved demand. We choose the number of check-ins in an urban area as the proxy of total demand for that urban area. This proxy can capture the unobserved part of excess demand, since the unobserved demand of venue A can easily become an observed demand (a check-in) at another venue nearby, i.e., venue B. Because these two geographically close venues are (very possibly) in the same urban area, the unobserved part of excess demand of venue $A$ is successfully recorded in the same urban area as a check-in at venue B . Bringing the example of the previous paragraph, the Bar $A$ and Bar $B$ are in the same urban area. The total demand of this urban area should record
the unobserved part of excess demand for that customer to order Bar A. Practically that demand is successfully recorded in this urban area, since her original plan to order on Bar $A$ becomes a practical order on Bar $B$ in the same urban area.

Discussion: Our chosen proxy for total demand in an urban area cannot $100 \%$ match the practical total demand, but given the currently available data, this proxy is the best choice. An edge case is that in the example in the previous paragraph, the customer who planned to order at Bar $A$ may choose to go to Bar $C$ that not in the same urban area as $\operatorname{Bar} A$. This way, the unobserved demand of Bar $A$ is not recorded as a check-in (our proxy of total demand) in the correct urban area. However, this edge case does not happen a lot, since it is much more possible for the customer to visit nearby Bar $B$ in the same urban area rather than Bar $C$ in another urban area. Overall, our chosen proxy is able to capture most of the unobserved demand of an urban area.

Our selected proxy of total demand in this section will be applied to the remaining sections of this chapter. We will elaborate the proxy for capacity demand in the corresponding sections of this chapter.

### 3.2 Demand patterns in latent space

### 3.2.1 Proxy for capacity demand

It is non-trivial to identify a proxy to estimate the capacity demand; the source of capacity demand should only involve essential factors which are used by business owners to conduct the demand expectation. Since our objective is to examine the demand patterns in the urban area level, one baseline method is to use the fraction of venue categories to represent an urban area. To some extent, this method can serve as a proxy to demonstrate the patterns of capacity demand of an urban area.

Venue category is an important motivation for a citizen to visit a specific location within the city. For a venue, a citizen chooses to visit it probably because the venue category meets her essential need. For an urban area, the fraction and structure of venue categories can
easily reflect this area's function and signature; a citizen chooses to visit this urban area probably because the area's function meets her essential need. Capacity demand reflects a business owner's expectation on the demand volume, which involves the consideration of the venue categories. More specifically, a venue's owner knows that capacity demand is constrained by the number of people who potentially need that venue's service. For example, if area A (dominated by restaurants) and area B (dominated by luxury stores) are close to each other, the capacity demand of the area $A$ is possible to be higher than area $B$. This is because everyone needs to eat and has more potential to be a customer on area A.

Therefore, though the fraction of venue categories may not be the best proxy for capacity demand, as a baseline approach, it is efficient to reveal the pattern difference from the total demand. In this section, we treat the fraction of venue categories as the proxy for capacity demand. (In the next section, we will use a more detailed approach as the proxy to reflect the influences of essential factors on capacity demand.)

### 3.2.2 Map demands to latent space

As mentioned above, the proxy of capacity demand in this section is the fraction of venue categories in an urban area. In other words, it is a vector where each element is the percentage of a specific category. To make the total demand and capacity demand to be comparable, we also convert the total demand (movements recorded in the dataset) of each urban area to vectors; we propose hood2vec as the approach for such conversion. Also, we choose the zip code level as the level of urban area in this section. We elaborate the vectorization process for both the total demand and capacity demand as follows.

To iterate, the majority of the transitions recorded in the FCC dataset are observed only one time. In particular, $95 \%$ of the transitions are observed less than 3 times. In order to avoid fitting the noise, we aggregate the transitions (movements) over a wider geographical extent. We also separate the movements according to the time period of movement occurrence according to the data - i.e., overnight (00:00 to 05:59), morning (06:00 to 09:59), midday (10:00 to $14: 59$ ), afternoon (15:00 to 18:59), night (19:00 to 23:59). Using MapQuest's

Geocoding API ${ }^{1}$ we obtain the zip code for each venue and we aggregate the movements at the zip code level (the wider extent). More specifically, we transform the original data to the following format per period: <start zip code, end zip code, trip year and month, number of checkins>. At zip code level, only $10 \%$ of the movements have less than 2 observations. However, $20 \%$ of the zip codes contain fewer than 10 venues and hence, we filter them out from our analysis. While this might sound a large number to ignore, the checkins within these zip codes cover only $0.5 \%$ of the total checkins in the dataset.

Then, for each city $f \in \mathcal{F}=\{$ New York, Los Angeles, Chicago $\}$ we define its directed urban flow network $\mathcal{G}_{f, p}$ per period $p \in \mathcal{P}=$ \{overnight, morning, midday, afternoon, night $\}$ at the zip-code level as follows: $\mathcal{G}_{f, p}=(\mathcal{U}, \mathcal{E})$, where the set of nodes $\mathcal{U}$ is the set of zip code areas in city $f$. A directed edge $e_{i j} \in \mathcal{E}$ exists between two zip codes $u_{i}, u_{j} \in \mathcal{U}$ if there has been observed at least one movement from a venue in $u_{i}$ to a venue in $u_{j}$ during period $p$. We also annotate every edge $e_{i j}$ with a weight $w\left(e_{i j}\right)$, which captures the number of checkins of such movements observed.

We would like to note here that while we have chosen the zip codes as our unit, one can define an urban area in other levels, such as census tracts and any other levels/definitions [21].

## hood2vec: Vector Representation by node2vec

In order to obtain a vector representation for the nodes of $\mathcal{G}_{f, p}$, i.e., the zip codes at $f$ in period $p$, we will rely on learning a network embedding. There are several ways to learn a node embedding for a network but in this work we make use of node2vec [32]. Briefly, node2vec utilizes second order random walks to learn a vector representation for the network nodes that optimizes an urban area preserving objective function. The framework is flexible enough to accommodate various definitions of network urban areas and facilitate the projections of the network nodes in the latent space according to different similarity definitions. Here, we are interested in the structural equivalence of the urban areas, so we pick the parameters of node2vec accordingly ( $p=1$ and $q=2$ [32]). We also utilize 1,000 random walks for the sampling process, while we set the dimensionality of the latent space

[^4]to $d=10$. This is consistent with the dimensionality of another vector representation to be introduced in the next heading Vector Representation utilizing Venue Categories. node2vec finally provides us with a vector $\mathbf{v}_{i} \in \mathbb{R}^{d}, \forall u_{i} \in \mathcal{U}$, that we can then use to identify the similarity between two urban areas. Such similarity is one important metric the reflect the demand patterns.

We refer to our proposed approach of generating vector representation by node2vec as hood2vec.

## Vector Representation utilizing Venue Categories

As alluded to above, we design the proxy of capacity demand to be the fraction of venue categories to reflect the type of venues that an urban hosts. More specifically we can define a vector $\mathbf{z}_{i}$ for each urban area node, such that its $k^{\text {th }}$ element $z_{i k}=\frac{n_{i k}}{N_{i}}$, where $n_{i k}$ is the number of venues of type $k$ within area $i$ and $N_{i}$ is the total number of venues within $i$. For defining vectors $\mathbf{z}_{i}$ we use the 10 top-level venue categories in Foursquare (thus, $\mathbf{z}_{i} \in \mathbb{R}^{10}$ ) : Arts \& Entertainment, College \& University, Event, Food, Nightlife Spot, Outdoors \& Recreation, Professional \& Other Places, Residence, Shop \& Service, Travel \& Transport. Similar to hood2vec, we can now define the similarity between two urban areas $i$ and $j$ using the distance between vectors $\mathbf{z}_{i}$ and $\mathbf{z}_{j}$.

Similar to number of venues, the number of checkins in venues of different types can also be used as the vector representation of an urban area. In particular, we define a vector $\mathbf{z}_{i}^{\text {check }}$ for each urban area node, such that its $k^{\text {th }}$ element $z_{i k}^{\text {check }}=\frac{n_{i k}}{C_{i}}$, where $c_{i k}$ is the number of checkins of venues of type $k$ within area $i$ and $C_{i}$ is the total number of checkins of venues within $i$. We follow the same 10 top-level venue categories for $\mathbf{z}_{i}^{\text {check }}$ (i.e., $\mathbf{z}_{i}^{\text {check }} \in \mathbb{R}^{10}$ ). Then we can also define the similarity between two areas $i$ and $j$ by the distance between vectors $\mathbf{z}_{i}^{\text {check }}$ and $\mathbf{z}_{j}^{\text {check }}$.

### 3.2.3 Urban Area Similarity

To iterate, in this section, the representation by hood2vec is the proxy for total demand, and the representation by venue categories is the proxy for capacity demand. Our objective
is to explore the pattern difference between them, which may give us insights on the pattern of excess demand. To achieve this, we will calculate the pairwise similarities using the network embedding learnt from hood2vec and compare them with the corresponding pairwise similarities obtained from a simple venue-based representation of urban areas (see heading Vector Representation utilizing Venue Categories). Formally, the similarity of two areas $i$ and $j$, with vector representations $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$ respectively, is defined as:

$$
\begin{equation*}
\sigma_{i j}=\operatorname{dist}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \tag{3}
\end{equation*}
$$

where dist $\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ is the (Euclidean) distance between the representations of $i$ and $j$.
We can now examine whether different representations for the urban areas provide different views for their similarity. In particular, if $\sigma_{i j}$ and $\sigma_{i j}^{\prime}$ are the similarities between areas $i$ and $j$ using different vector representations, their Pearson correlation coefficient $\rho_{\sigma, \sigma^{\prime}}$ will be high if the two representations provide similar information, and low otherwise. We can further compare in the same way the similarity of two areas for the same vector representation over different time periods.

### 3.2.4 Experiments and Results

In this section, we will present the results of our analysis and compare the pairwise similarities obtained from hood2vec and a simple venue category-based representation.

## Movement and Venue Categories

We calculate the correlation between two representations, $\mathbf{v}$ and $\mathbf{z}$, (by the method in Section 3.2.3) in three cities: New York City, Los Angeles and Chicago. There is a total of 141 zip codes $u_{i}$ ( 9870 pairs) in New York city, 111 zip codes ( 6105 pairs) in Los Angeles, and, 59 zip codes (1711 pairs) in Chicago. We further extend our comparisons to each time period provided in the data. The results are presented in Table 4. Note that we use the following notation for the five time periods - O : overnight; MO: morning; MI: midday; A: afternoon; N : night. As we can see all the correlations are positive, albeit, small, pointing to the two representations capturing different types of information. We also calculate the

Table 4: Correlation between movement and category representations.

| Period | $\mathbf{O}$ | MO | MI | A | $\mathbf{N}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| New York City | $0.116^{* * *}$ | $0.152^{* * *}$ | $0.147^{* * *}$ | $0.152^{* * *}$ | $0.144^{* *}$ |
| Los Angeles | $0.184^{* * *}$ | $0.290^{* * *}$ | $0.229^{* * *}$ | $0.219^{* * *}$ | $0.142^{* * *}$ |
| Chicago | $0.284^{* * *}$ | $0.316^{* * *}$ | $0.327^{* * *}$ | $0.336^{* * *}$ | $0.323^{* * *}$ |
| ${ }^{* * *} p<0.01,{ }^{* *} p<0.05,{ }^{*} p<0.1$ |  |  |  |  |  |

correlation between $\mathbf{z}$ and $\mathbf{z}^{\text {check }}$ in three cities. The correlations for these three cities are $0.839,0.930,0.936$, respectively. I.e., the representations of venue category based on number of venues and checkins are highly correlated. This indicates low correlation of representations between hood2vec and checkin-based venue category.

We further inspect the relationship between the two approaches from the perspective of the top-k neighbors for each zip codes. In particular, for each zip code $u_{i}$ we find the $k=5$ closest zip codes to $i$ based on their hood2vec representation (v), $\mathcal{N}_{5, i, \text { hood2vec }}$. Similarly, we calculate the top- 5 neighbors of zip code $u_{i}$ based on their venue category representation ( $\mathbf{z}$ ), $\mathcal{N}_{5, i, c a t}$. We then calculate the Jaccard index of the two sets:

$$
\begin{equation*}
J\left(\mathcal{N}_{5, i, \text { hood2vec }}, \mathcal{N}_{5, i, \text { cat }}\right)=\frac{\left|\mathcal{N}_{5, i, \mathrm{hood} 2 \mathrm{vec}} \cap \mathcal{N}_{5, i, \text { cat }}\right|}{\left|\mathcal{N}_{5, i, \mathrm{hood} 2 \mathrm{vec}} \cup \mathcal{N}_{5, i, c a t}\right|} \tag{4}
\end{equation*}
$$

Table 5 presents the average Jaccard index for every city and time period. Furthermore, Figure 8 presents the Jaccard index as a function of the number of neighbors $k$ considered for every city, averaged over different time periods and zip codes. As one might have expected from the earlier results presented, in general, under different $k$, there are few shared neighbors when using the two different representations for the zip codes. This strengthens our hypothesis that these two types of representations capture different information for the areas.

Moreover, Figures 9, 10, 11 illustrate the Jaccard index for every zip code per city, averaged over the different time periods. As we can see most of the zip codes in all cities have a fairy low Jaccard index. New York City's zip codes exhibit overall lower Jaccard

Table 5: Jaccard index $(k=5)$ for the three cities for the different time periods averaged over the corresponding zip codes.

| Period | O | MO | MI | $\mathbf{A}$ | $\mathbf{N}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| New York City | 0.036 | 0.065 | 0.062 | 0.029 | 0.016 |
| Los Angeles | 0.098 | 0.254 | 0.150 | 0.104 | 0.015 |
| Chicago | 0.139 | 0.136 | 0.170 | 0.164 | 0.129 |

index compared to Chicago and Los Angeles (in accordance to the results in Table 4, 5). Zip codes with high Jaccard index are essentially urban areas for which the two different representations examined identify a high overlap on areas similar to them. This happens to a larger extend in Los Angeles and Chicago compared to New York City. This can potentially be due to (a) the compact nature of NYC that allows people to explore several different areas and hence, geographically remote zip codes are close in the hood2vec latent space, and/or, (b) the different geographic distribution of venues in the three different cities. More specifically, the compact nature may cause venues in New York city more evenly distributed, since they are easily accessible by dwellers. In contrast, scattered nature of Los Angeles may lead to biased venue distribution due to various accessibility of different regions; this could be the reason for slightly high Jaccard indices in some areas. Chicago has fewer zip code areas such that an area can has higher probability of sharing the same closest area(s) in two representations; this can cause slightly high Jaccard indices in some areas. Nevertheless, regardless of the reasons for the differences across the cities examined, in all cases the Jaccard index does not go beyond 0.4. Simply put, there is no zip-code in these three cities, for which the overlap between the top- 5 neighbors identified by hood2vec and a simple venue-based vector representation is more than $40 \%$, supporting our hypothesis that these two different approaches capture different information with respect to the similarity of the areas.

## hood2vec representation across time

We further explore how the representation obtained for a zip code through hood2vec


Figure 8: Average Jaccard index as function of number of closest neighbors $k$.


Figure 9: Average Jaccard index over the different periods in New York City.


Figure 10: Average Jaccard index over the different periods in Los Angeles.


Figure 11: Average Jaccard index over the different periods in Chicago.


Figure 12: Correlation among representations of different periods in New York City.
changes over time (i.e., over the different time-periods in the dataset). Let us assume the two periods $p_{1}$ and $p_{2}$, and the corresponding hood2vec representation vectors $\mathbf{v}_{p_{1}}$ and $\mathbf{v}_{p_{2}}$ respectively. Then following similar steps as the ones described in Section 3.2.3, we can obtain the pairwise correlation of the between periods $p_{1}$ and $p_{2}$ for the same city. The correlations of each city are shown in Fig. 12, 13, 14.

One can observe that for these three cities, the correlations between any pair of periods are very high, all over 0.9. This means that, the patterns of movements are similar regardless of the time of a day (based on the hood2vec representation). Since New York City and Chicago are more geographically compact, it is easier for dwellers to move within the city for any purpose at any time. This could be the reason that the overall movement patterns within a day are similar. Los Angeles is geographically scattered, which limits the convenience of movements; dwellers tend to move within nearby areas at any time of the day. This may cause similar movement patterns of all day. Readers can use our implemented web APP explore the different urban area representations at: http://www.pitt.edu/~xil178/hood2vec.html; a screenshot for this APP is shown in Fig. 15.


Figure 13: Correlation among representations of different periods in Los Angeles.


Figure 14: Correlation among representations of different periods in Chicago.


Figure 15: Screenshot of our implemented web APP exploring the different urban area representations.

### 3.2.5 Summary

In this section, we compare the similarity among urban areas in the latent space. Similarity is generated from two perspectives: venue category and citizen movement. As a baseline and efficient method, venue types reflects capacity demand patterns, since capacity demand is constrained by the number of people who potentially need that venue's service. Citizen movement reflects the total demand patterns.

Our contributions of this section are as follows. Firstly, in order to represent the total demand of an urban area based on actual citizen movement, we propose hood2vec to generate an embedding for each urban area. Secondly, we uncover the difference between capacity demand and total demand patterns reflected by venue category and hood2vec embeddings, respectively. Since venue category embedding has only limited information (i.e., fraction of venue categories), such pattern difference can be caused by a citizen's intuition to visit a venue nearby with high venue rating. Such difference can also correspond to excess demand; in other words, a citizen visit a venue because of inter-venue or inter-area complementarity. This motivates us to incorporate distances and venue ratings into the proxy for capacity demand in the next section. Based on the improved proxy for capacity demand, we expect
to estimate the excess demand more reasonably and accurately. Lastly, we create an APP to customize the visualization of the aforementioned embedding difference in this section.

### 3.3 Estimate demands by simulation

In this section, based on the findings of the previous section, we will choose complementarity as the proxy for excess demand. We will also propose our simulation approach as the proxy for capacity demand, where the essential factors to drive the simulation are distances and venue ratings. The simulation results will be used to estimate the volume of excess demand for urban entities for sections afterwards. Some important notations used in describing our approaches and models from Section 3.3, 3.4, 3.5 are shown in Table 6.

### 3.3.1 Demand volume of urban entity

Based on the previous section, the essential factors to motivate citizens' visits are distance and venue rating. The inter-venue or inter-area complementarity is the factor to create citizens' demands/visits beyond venue owners' expectations. Therefore, we choose the complementarity as the proxy to estimate the excess demand for urban entities.

As introduced in Section 1, complementarity means the complementary relationship between two urban entities. As complementarity is the proxy for excess demand, the excess demand will also represent a relationship between two urban entities. More formally, we would like to emphasize that for the rest of this chapter (Section 3.3, 3.4, 3.5), the demand is defined as a directed manner from an urban entity to another urban entity; such manner is applied to capacity demand, excess demand and total demand. For example, we can say that the complementarity (excess demand) from venue $v_{i}$ to $v_{j}$ is 4 .

Someone may argue that the calculated demand in a directed manner may not be straightforward for venue owners and city planners to understand. In fact, the directed manner is in the finest granularity. Once we obtain the demands in the directed manner, we can sum them up as the demand for a specific urban entity. We can also use the directed manner to

Table 6: A list of important notations used from Section 3.3, 3.4, 3.5.

| Symbol | Description |
| :---: | :---: |
| $v_{i}$ | a venue $i$ |
| $\mathbb{B}$ | a set containing business venues |
| NB | a set containing non-business venues |
| $N_{N B \rightarrow B}$ | number of movements from non-business to business venues |
| $d_{c}+\Delta r$ | a ring area where $d_{c}, \Delta r$ are the radius, width |
| $c_{i, j}^{q}$ | complementarity from venue $i$ to $j$ |
| $a_{i, j}$ | actual number of movements from venue $i$ to $j$ |
| $s_{i, j}^{q}$ | number of simulated movements from venue $i$ to $j$ in the $q$-th simulation |
| $c_{I, J}^{q}$ | complementarity from area $I$ to $J$ |
| $a_{I, J}$ | actual number of movements from area $I$ to $J$ |
| $s_{I, J}^{q}$ | number of simulated movements from area $I$ to $J$ in the $q$-th simulation |
| $\psi$ | venue diversity from one area to another area |
| $\phi$ | number of venues from one area to another area |
| $\rho$ | venue densify from one area to another area |
| $d_{\text {cen }}$ | the distance between two areas' centroids |
| $C S R_{i, j}$ | "complementarity strength ratio" from area $I$ to $J$ |
| $\mathbb{E}_{s}$ | a set containing edges with strong complementarity. $\mathbb{E}_{s}^{O}, \mathbb{E}_{s}^{M O}, \mathbb{E}_{s}^{M I}, \mathbb{E}_{s}^{A}, \mathbb{E}_{s}^{N}$ are the sets for overnight, morning, midday, afternoon, night periods. |

explain the source of demands of an urban entity. For simplicity, in the rest of this chapter (Section 3.3, 3.4, 3.5), if we mention the capacity (or total, or excess) demand of a specific venue $v_{j}$, it means the sum of capacity (or total, or excess) demand from other venues to $v_{j}$.

To iterate, in order to calculate the excess demand, we need to estimate the capacity demand and the total demand. As the proxy for capacity demand, we will use simulation to generate citizen movement records, which have the same format as the real-world dataset for total demand. The format is in a directed manner as already mentioned. Therefore, we elaborate our method of using movement data to calculate the demand volume from an urban entity to another. Such method is applied to both capacity demand and total demand.

### 3.3.2 Rationale of simulation

## Proxies for capacity demand and excess demand

The objective of the simulation is to serve as the proxy to estimate the capacity demand for business. Thus, we only use essential factors to drive the simulation. As aforementioned, these essential factors are distances and venue ratings. More specifically, the capacity demand going from any other venue to venue $v_{1}$ is based on two essential factors: venues surrounding $v_{1}$ and $v_{1}$ 's quality. The effects of these two factors are:

- If there are lots of venues surrounding $v_{1}$, it is highly possible that existing residents and visitors in those venues will soon visit $v_{1}$ simply because $v_{1}$ is very close to them.
- If $v_{1}$ has high reputation, $v_{1}$ is very attractive to citizens, leading to lots of incoming visits.

In the real-world data, it is very hard to identify what part of the actual visits to $v_{1}$ belongs to capacity demand, which is only caused by the two essential factors (distances and venue ratings). Thus, in order to estimate capacity demand, we use our proposed simulation approach as the proxy. In the simulation, citizens are only driven by distances and venue ratings to move around the city.

Note that our defined capacity demand of venue $v_{j}$ does not necessarily mean the actual physical venue capacity of $v_{j}$. For example, a businessman would like to open a store at a specific plaza; per his expectation, the capacity demand of the store in his mind is 30 . But
in the plaza, there is only one available venue $v_{j}$ with actual capacity 40 for the him to rent. He has to rent $v_{j}$ even if $v_{j}$ 's capacity exceeds the capacity demand in his mind. Simply put, as previously mentioned, our defined capacity demand of venue $v_{j}$ is the expected demand of the venue owner on his venue $v_{j}$.

Complementarity from venue to venue is the proxy we use to estimate the excess demand. In other words, complementarity is the most possible and dominant reason for the total demand to exceed the venue owner's expected capacity demand ${ }^{2}$. For example, a citizen is currently in a museum because she is interested in museums. After this museum visit, she would like a short break and then visits a bar nearby for a break. In this situation, the bar has excess demand from this citizen because of the museum and the bar are complementary, not only due to the previously mentioned essential factors: distances and venue ratings. On the contrary, the objective of our simulation is to obtain the capacity demand based on essential factors. Thus, we do not simulate the movements caused by complementarity.

## Complementarity based on time period

The demands vary among different periods within a day, causing the complementarity to be period-specific. Recall that we have five periods within a day. Thus, we will calculate the period-specific complementarity, in order to help venue owners deal with demands in different time periods. To achieve this, we split the real-world movements by the time period they occurred. Then in each period, we conduct the simulations and calculate the complementarity for that specific period. The diagram illustrating this idea is shown in Fig. 16.

## Preprocess non-business venues

Since our research objective is to analyze the demand of business venues and help business owners, we rely on the simulation of inter-venue interactions to quantify the capacity demand of business. Before simulation begins, we need to pre-process non-business venues, which are transport venues and venues without ratings in the Foursquare venue dataset. Transport

[^5]

Figure 16: Diagram for period-specific simulations and complementarity.
venues serve as platforms to help citizens to reach business venues. Examples of transport venues are: bus stops, subway stations. Moreover, FourSquare has predefined certain venues not to have the attribute "rating" in the venue dataset. Examples of such venues are: Urgent Care Center, Catholic Church. Such venues are often considered non-profit. Thus, for transport venues and venues without ratings, we assign them to the "non-business venues" set (denoted as $\mathbb{N} \mathbb{B})$ in our simulation. Otherwise, venues belong to "business venues" set (denoted as $\mathbb{B}$ ). For non-business venues, we assign that they all have exactly the same rating, which is the average of the ratings of business venues.

Recall that our research objective is to analyze the demand of business venues. Thus, we should control the business related statistics between the simulated and the actual movements. Only in this way, the comparison between simulated and the actual movements are meaningful in order the quantify the complementarity and help business venues. More specifically, for the simulation and the actual dataset, we split all the movements into 4 subsets based on how they are related to business. Particularly, for the actual data, we have these following 4 subsets of movements (illustrated in Fig. 17):

- From Business venues to Business venues. We have a total of $N_{B \rightarrow B}$ movements in this subset.
- From Non-Business venues to Business venues. We have a total of $N_{N B \rightarrow B}$ movements in this subset.
- From Business venues to Non-Business venues. We have a total of $N_{B \rightarrow N B}$ movements in this subset.
- From Non-Business venues to Non-Business venues. We have a total of $N_{N B \rightarrow N B}$ movements in this subset.

Next, we plan to let our simulations to match the number of movements in these 4 subsets. That is, we will do 4 sets of simulations separately. These 4 sets are:

- From Business venues to Business venues. We will simulate a total of $N_{B \rightarrow B}$ movements in this subset.
- From Non-Business venues to Business venues. We will simulate a total of $N_{N B \rightarrow B}$ movements in this subset.
- From Business venues to Non-Business venues. We will simulate a total of $N_{B \rightarrow N B}$ movements in this subset.
- From Non-Business venues to Non-Business venues. We will simulate a total of $N_{N B \rightarrow N B}$ movements in this subset.


### 3.3.3 Simulation Steps

We use an agent-based simulation approach where agents move inside a city to simulation citizen movements. A naive idea is to let multiple agents move simultaneously, which, however, makes the simulation become complicated and computational expensive. Instead, our approach is to simulate one agent's movement first and then switch to another. In this way, since we only collect the number of movements as the capacity demand, simulating one agent's movement after another is equivalent to movements of multiple agents simultaneously. Additionally, as aforementioned, we will have 4 sets of simulations. We will firstly propose our approach of simulating the set "from Business venues to Business venues". Then we will explain how to revise this approach to conduct the simulations for 3 other sets.

## Simulating "from Business venues to Business venues"



Figure 17: Illustration of business (or non-business) related movements.


Figure 18: Illustration of choosing the next venue in a movement.

Here, we give our approach of simulating "from Business venues to Business venues", where we have a total of $N_{B \rightarrow B}$ movements. To simulate one movement, an agent (citizen) starts from a specific venue $v_{1}$, which is randomly selected from the business venue set $\mathbb{B}$. Then, two essential factors will influence an agent's choice of the destination venue: distance from the start venue $v_{1}$ and venue rating. Typically, consideration of the distance is prior to the rating since citizens usually put movement convenience and time saving in priority. Therefore, to identify the destination venue of the agent, in the first stage, we select a set of candidate venues $V_{c}$ based on distances and, in the second stage, select a destination venue from $V_{c}$ based on the venue rating. These two stages are illustrated in Fig. 18 and elaborated as follows.

More specifically, in the first stage, our idea is to select a set of candidate venues $V_{c}$ which have similar distances to the start venue $v_{1}$. In order to achieve this, we need to firstly assume that all candidate venues have exact the same distance $d_{c}$ to $v_{1}$, and then we relax this assumptions to be less strict to accommodate "similar" distances. To decide $d_{c}$, instead of randomly assigning a value, we use the distance distribution of movement distance in the real-world data as a reference. We find such a distribution has a form of $p(d)=1 / d^{\alpha}$ where $d$ is the distance and $\alpha$ is a parameter with $\alpha>1$. This expresses the tendency for citizens to visit venues within short distances, which is consistent with the essential factor of our simulation. Thus, from the distribution $p(d)$, we sample a distance $d$, which becomes our decided $d_{c}$. Then, to relax the strict $d_{c}$ to "similar" distances, we use $v_{1}$ as the centroid to draw a circle line with radius $d_{c}+\Delta r$ and another circle line with radius $d_{c}-\Delta r$. This ring area $d_{c} \pm \Delta r$ contains venues with similar distances to $v_{1}$. For the simulation of each specific city, we select a suitable value of $\Delta r$ to let the ring area $d_{c} \pm \Delta r$ have multiple venues but not too many. The appropriateness of our selected $\Delta r$ will be indirectly justified by the k-s test; we will elaborate this later.

In the second stage, in the ring area $d_{c} \pm \Delta r$ between two circle lines, only the business venues belong to $V_{c}$. This is because in this example, we already assume that the destination should be a business venue. Within $V_{c}$, we select a venue based on the probability distribution proportional to the venue ratings within this ring area. This selected venue becomes the destination $v_{2}$ of the currently simulated movement for the current agent.

In fact, if we follow the exact steps in the first and the second stage, the computational complexity of the simulation is very high. Thus, we implement a sub-optimal approach of simulation based on the concept "geohash", which is elaborated in Appendix B. The appropriateness of this approach will be justified later by Section 3.3.4.

Then, since there are a total of $N_{B \rightarrow B}$ movements, we iterate the same process of simulating a single movement to simulate all $N_{B \rightarrow B}$ movements.

## Simulating "from a type of venue to another"

Recall that we have 4 sets of simulations:

- From Business venues to Business venues
- From Non-Business venues to Business venues
- From Business venues to Non-Business venues
- From Non-Business venues to Non-Business venues

We already provide the approach of "from Business venues to Business venues". We only need to revise some details of this approach to simulate "from non-Business venues to Business venues". Here are notable revisions:

- There should be a total of $N_{N B \rightarrow B}$ movements.
- The start venue $v_{1}$ should be randomly selected from the non-business venue set $\mathbb{N B}$.
- During the second stage, only business venues (from set $\mathbb{B}$ ) can belong to the candidate set $V_{c}$, since the destination in this set of simulation should be a business venue.

Following the same rationale, the simulation approach can be revised to simulate "From Business venues to Non-Business venues" and "From Non-Business venues to Non-Business venues". These revisions and differences are summarized in Table 7.

We have explained the approaches to conduct 4 sets of simulations. In fact, our objective is to analysis demands going to business. This way, we only need to analyze 2 sets where the destinations are business venues, i.e., $\mathbb{B} \rightarrow \mathbb{B}$ and $\mathbb{N} \mathbb{B} \rightarrow \mathbb{B}$. In the rest of this chapter, we only analyze and generate demand results from these 2 sets.

Table 7: Differences of 4 simulation sets.

| simulation set | total movements | start venue | end venue candidate set $V_{c}$ |
| :---: | :---: | :---: | :---: |
| $\mathbb{B} \rightarrow \mathbb{B}$ | $N_{B \rightarrow B}$ | business | only contains business |
| $\mathbb{N} \mathbb{B} \rightarrow \mathbb{B}$ | $N_{N B \rightarrow B}$ | non-business | only contains business |
| $\mathbb{B} \rightarrow \mathbb{N} \mathbb{B}$ | $N_{B \rightarrow N B}$ | business | only contains non-business |
| $\mathbb{N B} \rightarrow \mathbb{N B}$ | $N_{N B \rightarrow N B}$ | non-business | only contains non-business |

### 3.3.4 Simulation process analysis

As aforementioned, in our simulation, citizens follow these two intuitions based on essential factors:

1. Citizens tend to visit venues within short distances of their current location.
2. Citizens tend to visit venues with high rating.

Here, we will conduct statistical analysis of our simulation to show that these two intuitions are achieved.

## Simulated distances

Recall that in order to simulate citizens' tendency to visit nearby locations, our strategy is to let the distances of simulated movements follow the distribution of the distances of actual movements, since these actual distances also express citizens' tendency to visit nearby locations. Here, as we have completed the simulations, we need to verify that the simulated movements has similar distance distribution to the actual movements. The idea of such verification is to compare the simulated distances with actual distances via two-sample Kolmogorov-Smirnov (K-S) test.

Firstly, the input to the two-sample K-S test has two arrays: an array of simulated distances and an array of actual distances. In each array, the number of elements (distances) is $\left(N_{B \rightarrow B}+N_{N B \rightarrow B}\right)$. This is because we use the movements whose destinations are business venues to calculate and analyze demands. Note that in NYC, Chicago, LA, this number
$\left(N_{B \rightarrow B}+N_{N B \rightarrow B}\right)$ is $2271978,2287247,2606944$, respectively; this means the input arrays are very long.

However, such long input arrays are not suitable to be the direct inputs to the K-S test. The reason is that K-S test is very strict and sensitive to the difference of two very long input arrays [54]. In other words, even if these two arrays practically follow the same distribution, the statistical result from the K-S test is very likely to express that they do not follow the same distributions. To resolve this, we involve extra steps to assist the K-S test. The idea of the steps is to randomly sample a short array from the long array of simulated distances and another short array from the long array of actual distances; then these two short arrays are input to the K-S test. This way, the K-S test becomes more reasonably strict with the short input arrays, which generates more meaningful p-values as the results of the tests. However, sampling a short array only once is not sufficient to represent the whole long array. Thus, we iterate this process of sampling short arrays and conduct K-S tests for multiple $(15,000)$ times. Then we take the average of the p -values from these k -s tests to represent the statistical characteristics of the whole long array. Additionally, since there is no empirical length of the short arrays, we apply this process under different lengths of short arrays to provide more information. We illustrate the results of such process in Fig. 19, 20, 21 for NYC, Chicago, LA; the x-axis is the length of short arrays, and the y -axis is the average p-value by multiple experiments under the same short length. As observed in Fig. 19, 20, 21, for any short length presented in the x -axis, the p -values are larger than 0.01. This means the K-S test cannot reject the hypothesis that the simulated distances follow the same distribution as the actual distances.

## Venue ratings

In the actual data, due to the effect of complementarity, citizens do not necessarily go to venues with high ratings. But in our simulations, citizens tend to visit venues with high ratings. Thus, we expect the average ratings of the actual end (destination) venues and simulated end venues are different, which we would like to verify. The idea of such verification is to compare the ratings of simulated end venue and actual end venues via two-sample t-test.


Figure 19: K-S test p-values for midday period in New York City.


Figure 20: K-S test p-values for midday period in Chicago.


Figure 21: K-S test p-values for midday period in Los Angeles.

Particularly, the input to the t-test includes two arrays: an array of ratings of actual end venues and an array of ratings of simulated end venues. In each array, the number of elements (venues) is ( $N_{B \rightarrow B}+N_{N B \rightarrow B}$ ), which is the same as the aforementioned K-S test. The results of the t-test are shown in Table 8. As observed, the p-values for all cities are 0.000 , which verifies that the average ratings are sigfinicantly different between the actual end venues and the simulated end venues.

Note that in the current section (Section 3.3.4), for simplicity, we only show the analysis on the simulated movements in the midday period. In fact, for simulations of other periods, our results of the K-S test for distances and t-test for the ratings have the same pattern as the

Table 8: p-values w.r.t. end venue ratings.

| City | number of end venues | p-value |
| :---: | :---: | :---: |
| New York City | 2271978 | 0.000 |
| Chicago | 2287247 | 0.000 |
| Los Angeles | 2606944 | 0.000 |

midday period presented in the current section, which further justifies the appropriateness of our simulation approach.

### 3.4 Complementarity estimation in venue level and area level

### 3.4.1 Complementarity estimation and interpretation

Excess demand for urban entities is the focus on this chapter. In order to obtain it, we will calculate its proxy, i.e, complementarity. To iterate, the high-level idea of calculating complementarity is:

$$
\begin{equation*}
\text { simulated demand }+ \text { complementarity }=\text { actual demand } \tag{5}
\end{equation*}
$$

As follows, we generalize the meaning of annotations used in Section 3.2.2 to formulate the complementarity. For each city $f \in \mathcal{F}=\{$ New York, Los Angeles, Chicago $\}$ we define its directed network (graph) $\mathcal{G}_{f, p}$ per period $p \in \mathcal{P}=\{$ overnight, morning, midday, afternoon, night $\}$ as such: $\mathcal{G}_{f, p}=(\mathcal{U}, \mathcal{E})$, where the set of nodes $\mathcal{U}$ is the set of urban entities in city f. A directed edge $e_{i j} \in \mathcal{E}$ exists from entity $u_{i} \in \mathcal{U}$ to entity $u_{j} \in \mathcal{U}$. Here, the edge $e_{i j}$ represents the complementarity from entity $u_{i}$ to entity $u_{j}$. We also annotate every edge $e_{i j}$ with a weight $c_{i j}$, which captures the value/extent of complementarity. Here are notable details of complementarity:

- The level of urban entities: Depending on the objective of a study, the complementarity can be analyzed in different levels. In the venue level, $u_{i}$ is a specific venue $i$ and $u_{j}$ is another specific venue $j$. In the area level, $u_{i}$ is a specific area $I$ and $u_{j}$ is another specific zip code area $J$.
- An edge's weight $c_{i, j}$. This weight value is the extent of complementarity. Its range is $(-\infty, \infty)$. We will elaborate the interpretation of $c_{i, j}$ later, especially when $c_{i, j}<0$.

Note that in our simulation, we simulate the venue-to-venue movements one by one. Thus, the simulation is always conducted in the venue level. Then, the calculation of complementarity can be in venue level or area level.

## Venue-level complementarity calculation

For each edge, per the actual dataset, we have the actual number of movements $a_{i, j}$, which denotes the number of movements coming from venue $i$ to $j$. Our objective is to estimate the value of complementarity $c_{i, j}$, which cannot be directly obtained. Thus, we use multiple simulations in order to estimate it more precisely. Particularly, we do the simulation $Q=20$ times; so for each edge, we have an array of number of simulated movements $\left\{s_{i, j}^{1}, s_{i, j}^{2}, \ldots, s_{i, j}^{Q}\right\}$. For each $q=1,2, \ldots, Q$, we have

$$
\begin{equation*}
c_{i, j}^{q}=a_{i, j}-s_{i, j}^{q} \tag{6}
\end{equation*}
$$

where $c_{i, j}^{q}$ is the complementarity calculated using the $q$-th simulation. This way, we have an array of complementarity values by all simulations

$$
\begin{equation*}
\left\{c_{i, j}^{1}, c_{i, j}^{2}, \ldots, c_{i, j}^{Q}\right\} \tag{7}
\end{equation*}
$$

which can be considered as $Q$ samples of complementarity. Finally, our estimated complementarity for the venue level is the average of these $Q$ samples, which is

$$
\begin{equation*}
c_{i, j} \approx \hat{c}_{i, j}=\frac{1}{Q} \sum_{q=1}^{Q} c_{i, j}^{q} . \tag{8}
\end{equation*}
$$

## Area-level complementarity calculation

We will use the aforementioned a total of $Q$ simulations to calculate complementarity in the area level. There are different extends of urban areas, such as a postal-code area, a neighborhood, a census block. In this paper, we will study the extent of postal area, but the same approach of estimating complementarity can be applied to other extends of urban areas.

To estimate the area-level complementarity, the idea is to firstly map a venue to its corresponding area code (postal code, in our situation). Then we sum up the statistics from the venue level to the area level. We illustrate this process in Fig. 22. We assume that venue $i_{1}$ and $i_{2}$ belong to area $I$; venue $j$ belongs to area $J$. The number of actual movements from $i_{1}$ to $j$ is $a_{i_{1}, j}$, and this number from $i_{2}$ to $j$ is $a_{i_{2}, j}$. Since venue $i_{1}$ and $i_{2}$ belong to the same area $I$, we can sum up the actual movements from area $I$ to $J$ by: $a_{I, J}=a_{i_{1}, j}+a_{i_{2}, j}$.

Recall that we have done simulations $Q$ times. For the $q$-th simulation, we use the same method to calculate the number of simulated movements from $I$ to $J$. As illustrated in in Fig. 23, in the $q$-th simulation, the number of simulated movements from $i_{1}$ to $j$ is $s_{i_{1}, j}^{q}$, and this number from $i_{2}$ to $j$ is $s_{i_{2}, j}^{q}$. Since venue $i_{1}$ and $i_{2}$ belong to the same area $I$, we can sum up the simulated movements from area $I$ to $J$ by: $s_{I, J}^{q}=s_{i_{1}, j}^{q}+s_{i_{2}, j}^{q}$.

So, for each edge, we have an array of number of simulated movements $\left\{s_{I, J}^{1}, s_{I, J}^{2}, \ldots, s_{I, J}^{Q}\right\}$. For each $q=1,2, \ldots, Q$, we have

$$
\begin{equation*}
c_{I, J}^{q}=a_{I, J}-s_{I, J}^{q} \tag{9}
\end{equation*}
$$

This way, we have an array of complementarity values by all simulations

$$
\begin{equation*}
\left\{c_{I, J}^{1}, c_{I, J}^{2}, \ldots, c_{I, J}^{Q}\right\} \tag{10}
\end{equation*}
$$

which can be considered as $Q$ samples of complementarity. Finally, our estimated complementarity for the area level is the average of these $Q$ samples, which is

$$
\begin{equation*}
c_{I, J} \approx \hat{c}_{I, J}=\frac{1}{Q} \sum_{q=1}^{Q} c_{I, J}^{q} . \tag{11}
\end{equation*}
$$

## Interpretation

There are multiple perspectives to interpret the complementarity to business owners or city planners. For convenience of explanation, we generalize the symbol of complementarity as $c_{u_{i}, u_{j}}$, in order to interpret venue-level and area-level complementarity together as follows:

- Qualitative perspective: Complementarity evaluates the complementary relationship from urban entity $u_{i}$ to $u_{j}$.
- Quantitative perspective: Based on Eq. (6), complementarity $c_{u_{i}, u_{j}}$ quantifies: from urban entity $u_{i}$ to $u_{j}$, how many actual movements there are beyond expectation. In other words, it is the residual between the number of actual and expected movements.
- If $c_{u_{i}, u_{j}}>0$, then from urban entity $u_{i}$ to $u_{j}$, there are $c_{u_{i}, u_{j}}$ complementarity movements.
- If $c_{u_{i}, u_{j}}<0$, it is weird to say there are $c_{u_{i}, u_{j}}$ complementarity movements. Instead, we would say that from urban entity $u_{i}$ to $u_{j}$, the extent of repellence is $\left|c_{u_{i}, u_{j}}\right|$.

$$
a_{I, J}=a_{i_{1}, j}+a_{i_{2}, j}
$$



Figure 22: Illustration of area level movements.

$$
s_{I, J}=S_{i_{1}, j}^{q}+S_{i_{2}, j}^{q}
$$



Figure 23: Illustration of area level movements by the $q$-th simulation.

- Probabilistic perspective: From Central Limit Theorem, we can assume that $c_{u_{i}, u_{j}}$ follows normal distribution. Then, from the complementarity samples Eq. (7), we can calculate the probability of the complementarity being larger than 0 , denoted as $P\left\{c_{u_{i}, u_{j}}>0\right\}$.
- If $P\left\{c_{u_{i}, u_{j}}>0\right\}=1$, this means we are confident to say that the complementarity is much larger than 0 . This also means the traffic from entity $u_{i}$ to $u_{j}$ is higher than expected. Then we can provide the calculated $c_{u_{i}, u_{j}}$ from Eq. (8) (this is certainly a positive value) to business owners. Then they can respond accordingly to improve the business.
- If $0<P\left\{c_{u_{i}, u_{j}}>0\right\}<1$, this means we are not $100 \%$ confident that there is complementary effect from entity $u_{i}$ to $u_{j}$. Then the business owner can choose not to respond to the potential complementarity from $u_{i}$ to $u_{j}$.
- If $P\left\{c_{u_{i}, u_{j}}>0\right\}=0$, this means we are confident that $c_{u_{i}, u_{j}}$ is smaller than 0 . In this way, there is no complementary effect from entity $u_{i}$ to $u_{j}$. Moreover, the absolute value $\left|c_{u_{i}, u_{j}}\right|$ means the extent of repellence from entity $u_{i}$ to $u_{j}$.
- Confidence Interval: A 95\% confidence interval can be inferred from Eq. (7), which describes the uncertainty surrounding the estimated complementarity value $\hat{c}_{u_{i}, u_{j}}$.


### 3.4.2 Venue-level complementarity examples

Following the complementarity calculation and interpretation methods, we provide examples of complementarity occurring during midday period for venues near Wrigley Filed, Chicago. For the purpose of convenience, we abbreviate the venue "Slugger's World Class Sports Bar and Grill" as "Slugger", "Merkle's Bar \& Grill" as "Merkle". Their locations are marked in Fig. 24. The complementarity values existing between them are:

* from Wrigley Field to Slugger: 50.00
* from Wrigley Field to Merkle: 35.50
* from Slugger to Merkle: -3.15

We provide interpretation in detail for some of these complementarity values. For example, for "from Wrigley Field to Slugger: 50.00":


Figure 24: Examples of venue-level complementarity in Chicago during midday period.

* Quantitative perspective: There are 50.00 complementary movements from Wrigley Field to Slugger, i.e., 50 movements beyond expectation.
$\star$ Probabilistic perspective: From Central limit theorem, we can obtain that $P\left\{c_{i, j}>\right.$ $0\}=1$. This means we are confident to state that the complementarity is larger than 0 . Once venue $j$ 's owner knows $c_{i, j}$, she may choose to keep the current business strategy and improve the serving efficiency to satisfy these complementary movements from venue $i$.
* Confidence Interval: We can obtain that the $95 \%$ confidence interval is [49.57, 50.43]. Per the our estimated complementarity value 50.00, confidence interval can be written as [50.00 $\pm 0.43$ ]. The extent of uncertainty is a small number 0.43 . When the venue owner knows this, she can choose to focus on the estimated value 50.00 and ignore this small uncertainty.

Then, we also provide interpretation in detail for a negative complementarity example
"from Merkel to Slugger: -3.15".

* Quantitative perspective: There is repellence from Merkel to Slugger; the extent of repellence is 3.15 .
$\star$ Probabilistic perspective: From Central limit theorem, we can obtain that $P\left\{c_{i, j}>\right.$ $0\}=0$. This means we are confident to say that the complementarity is smaller than 0 . This also means the traffic from venue $i$ to $j$ is lower than expected. Once venue $j$ 's owner knows this, she may strategically choose to attract or give up movements from venue $i$.
$\star$ Confidence Interval: the $95 \%$ confidence interval is $[-3.86,-2.44]$. Per the our estimated complementarity value -3.15 , confidence interval can be written as $[-3.15 \pm 0.71]$. The extent of uncertainty is 0.71 , which is not very small compared to the estimated complementarity -3.15. This means, the venue owner may need to pay attention to the complementarity interval $[-3.86,-2.44]$ rather than a single value -3.15 .

It is worth mentioning our venue-level complementarity is in a very fine granularity. This provides every source of excess demand for a specific venue and then the venue owner can take advantage of. In the above examples, let's focus on Merkle as the end venue. One source of complementarity is Wrigley Field, which provides 35.50 . Another source of complementarity is Slugger, which provides -3.15. Once Merkle's owner knows Wrigley Field provides high complementarity, she may choose to change Merkle's environment to be more friendly to sports fans to improve Merkle's venue reputation. She may also choose to advertise Merkle near Wrigley Field since audience there are probably very interested in relaxing in a bar after the game. On the contrary, as Slugger provides negative complementarity to Merkle, Merkle's owner may choose to ignore this source. Simply put, in order to improve the business, the venue owner can choose and prioritize the measures to be taken based on each source of complementarity.

## Discussion: Negative complementarity

Per the aforementioned negative complementarity example "from Merkel to Slugger: 3.15 ", our interpretation is there is repellence from Merkel to Slugger; the extent of repellence
is 3.15 . One may ask: does this also mean the extent of competitiveness is 3.15 from Merkel to Slugger? Our answer is: it depends on the context.

As complementarity defines, a negative complementarity value means the traffic from the start entity to the end entity is lower than expected. There are two possible relationships between the two entities to cause this: (i) they are competing. (ii) they may not be competing since their business focuses are so different.

Depending on the context of the example "from Merkel to Slugger: -3.15", it belongs to the competing relationship. There are multiple reasons in this context to justify their competing relationship. Firstly, both of the two bars have much complementarity from the same start venue, Wrigley Field. This indicates they compete for the same traffic. Secondly, these two bars are very similar: they both belong "Bars" category in Foursquare dataset; they are geographically close, i.e., they are at almost the same location. Thus, it is possible for these two bars to be competitors since they are too similar. Thirdly, the complementarity value from Merkel to Slugger is negative, which means they are not complementary. This further justifies they are competitors.

Following the process of identifying Merkel and Slugger as competitors, we find that we need multiple factors to identify two urban entities as competitors. Factors include but are not limited to:

- Each of the two entities are complementary to the same third entity.
- There is repellence between the two entities.
- The two entities belong to the same category.
- The two entities are geographically close.
- The total number of nearby entities may have impacts on them.

Thus, it is non-trivial to define the competitiveness metric, which is out of the scope of this paper.

Per our calculated complementarity, we have another example "from Slugger to Hotel Zachary: -0.75", illustrated in Fig. 25. This edge has negative complementarity value but Slugger and Hotel Zachary may not be competing. The key reason is that they do not belong to the same category: Slugger is a bar while Hotel Zachary is a hotel. Slugger's


Figure 25: Examples of venue-level "no competition" in Chicago during midday period.
business focus is to offer alcohol drinks and nightlife. Hotel Zachary's business focus is to provide a place to sleep, especially for travellers. They also don't have explicit reasons to be complementary, so even if they are geographically close, citizens are not motivated to move from Slugger to Hotel Zachary. That is why the traffic in this edge is lower than expected, which causes a negative complementarity value.

### 3.4.3 Area-level complementarity examples

For the area-level complementarity, we provide the examples among these zip codes in Chicago: 60611 (downtown), 60613 (has Wrigley field), 60618 (does not have very special venues).

The complementarity values among these zip codes are as follows.

- from zip code 60611 to 60613: 1124.5
- from zip code 60611 to 60618: -690.8


Figure 26: Examples of area-level (zip code) complementarity in Chicago during midday period.

- from zip code 60613 to 60618: -48.45

We provide interpretation in detail for some of these complementarity values. For "from zip code 60611 to 60613: 1124.5":

- Quantitative perspective: There are 1124.5 complementary movements from zip code 60611 to 60613, which also means this edge has 1124.5 movements beyond expectation.
- Probabilistic perspective: From Central limit theorem, we can obtain that $P\left\{c_{i, j}>\right.$ $0\}=1$. This means we are confident to say that the complementarity is larger than 0 . The city planners can take measures on zip code 60613 to satisfy these excess visits from 60611.
- Confidence Interval: The $95 \%$ confidence interval is [1109.8, 1139.2]. Per the our estimated complementarity value 1124.5 , confidence interval can be written as $[1124.5 \pm 14.7]$. The extent of uncertainty is 14.7 , which is a small number compared to the estimated complementarity 1124.5. Thus, the city planner can choose to focus on the estimated complementarity 1124.5 and ignore the uncertainty.

We also interpret this negative example "from zip code 60611 to 60618: -690.8" as follows:

- Quantitative perspective: There is repellence from zip code 60611 to 60618; the extent of repellence is 690.8. This is probably due to no attractions in 60618.
- Probabilistic perspective: From Central limit theorem, we can obtain that $P\left\{c_{i, j}>\right.$ $0\}=0$. This means we are confident to say that the complementarity is smaller than 0 . This also means the traffic from zip code 60611 to 60618 is lower than expected. City planners may choose not to take any measures. This is because if zip code 60618 is a residential area, then it makes sense for 60618 not to attract traffic from downtown area 60611. It is unnecessary to improve this complementarity.
- Confidence Interval: the $95 \%$ confidence interval is [-704.71, -676.89]. Per the our estimated complementarity value -690.8, confidence interval can be written as $[-690.8 \pm 13.91]$. That is, the extent of uncertainty is 13.91 , which is a small number compared to the estimated complementarity -690.8. Thus, the city planner can choose to focus on the estimated complementarity -690.8 and ignore the uncertainty.

The complementarity in area level also provides the every source of complementarity for a specific end area. In order to improve the business for a specific area, the city planner can choose and prioritize the measures to be taken based on each source of complementarity.

### 3.5 Complementarity Patterns in area level

We have calculated the complementarity in the area level, which is basically the summation aggregation of venue-level complementarity. Thus, the area-level complementarity, as an aggregation, is relatively statistically powerful and may reveal multiple statistical patterns. In this section, we will explore the factors causing such statistical patterns of complementarity and how different these patterns are among periods.

### 3.5.1 Compare complementarity values among periods

Since we calculate the period-specific complementarity values, we are interested how different they are among periods. Our method is that for a specific city we calculate the
coefficient between the complementarity of two periods.
The results coefficients are shown in Fig. 27. For example, the value is 1.282 located at the first row and the second column of the results for Chicago. It is calculated by the following steps:

1. We build a linear model with only one independent variable. The independent variable is the complementarity in one period while the dependent variable is the complementarity in another period. We directly put the calculated complementarity values into the model, even if they have negative signs.
2. For the value 1.282 , the row label (overnight) corresponds to independent variable and the column label (morning) corresponds to dependent variable.
3. The results of the linear model include a coefficient and a p-value. We display the coefficient in Fig. 27. Here, 1.282 means the complementarity of morning is 1.282 times as high as that of overnight.

It is worth mentioning that all the coefficients shown in Fig. 27 are with p-values smaller than 0.01 in their corresponding linear models. From these statistically significant coefficients, we can see that the extent of complementarity are different among periods. Generally in all cities, the complementarity during midday is higher than other periods.

### 3.5.2 Explain Complementarity via regression model

Based on Eq. (9), the area-level complementarity is derived from citizens' visitation to specific areas. Thus, it may be explained by the motivations of citizens' visitation. By common sense, citizens can be motivated to visit areas with

- high venue diversity within an urban area. Citizens can visit various categories of venues, such as restaurants, theaters, luxury stores.
- a large number of venues within an urban area. Even if this area only has restaurants, these restaurants are with many brands and flavors. Citizens can feel free to choose per their preferences.
- high venue density within an urban area. This means even within a small area, citizens still have lots of venues to visit.


Figure 27: The coefficients of complementarity among different periods. All the coefficients are with p-values smaller than 0.01 in their corresponding linear models. The row and column labels "O", "MO", "MI", "A", "N" means overnight, morning, midday, afternoon, night.

We will examine the effect of these motivations on our calculated area-level complementarity. Before the examination, we would like to formally define the diversity by the rationale of entropy. Recall that in Section 3.2.2, for an urban area $I$, we define $z_{I k}$ as the ratio of number of venues in $k$-th category to total number of venues. We have a total of 10 categories. In this way, we define the venue diversity of urban area $I$ as

$$
\begin{equation*}
-\sum_{k=1}^{10} z_{I k} \log \left(z_{I k}\right) \tag{12}
\end{equation*}
$$

Essentially, the effect of aforementioned motivations can be examined via a linear regression model. The dependent variable is the complementarity from start area to end area. As mentioned in Section 3.4, a city can be considered as a graph, where each area is a node. Then, complementarity is derived by Eq. (9) in the conceptual level of a directed edge. Following this rationale, the independent variables of the linear model should also be derived in the conceptual level of a directed edge. However, venue diversity of an area, as one of the citizens' motivations, is a node-level variable, because each area is considered as a node. Potentially, citizens' visitation from the start to the end area can be jointly motivated by
the characteristics of these two areas. Thus, we define a variable "joint diversity", denoted as $\psi$, which is the weighted sum of the venue diversity of start and end area. In this way, we derive the diversity in the conceptual level of a directed edge. Formally, to calculate the joint diversity from area $I$ to $J$, it is

$$
\begin{equation*}
\psi_{I, J}=\left(1-w_{e n d}\right) \times(\text { diversity of } I)+w_{e n d} \times(\text { diversity of } J) \tag{13}
\end{equation*}
$$

where $w_{\text {end }}$ is the weight of the end area and $w_{\text {start }}=1-w_{\text {end }}$ is the weight of the start area.
We use the same approach to define "joint number of venues" (denoted as $\phi$ ), and "joint density" (denoted as $\rho$ ). Particularly, to firstly calculate the venue density of each area, we use the area size dataset from United States Census Bureau ${ }^{3}$, and then the density of a specific area is the number of venues divided by the area size of that area. Then we formulate $\phi, \rho$ as

$$
\begin{gather*}
\phi_{I, J}=\left(1-w_{\text {end }}\right) \times(\text { number of venues of } I)+w_{\text {end }} \times(\text { number of venues of } J)  \tag{14}\\
\rho_{I, J}=\left(1-w_{\text {end }}\right) \times(\text { density of } I)+w_{\text {end }} \times(\text { density of } J) \tag{15}
\end{gather*}
$$

We are also interested in the effect of inter-area distance on complementarity. That is, we define the distance between two areas' centroids as $d_{c e n}$, which also becomes one independent variable in our linear regression model. Additionally, the complementarity is calculated under a specific time period in a specific city. To express this effect, we define another variable "city and period", denoted as $c p$. The purpose of $c p$ is to distinguish complementarity in different cities and periods. It has a total of 15 values; for example, the value "Chicago midday" means the complementarity is for Chicago during midday period.

Our purpose is to use a linear model to summarize the effect of all independent variables. However, the value of $w_{\text {end }}$ in Eq. (13)(14)(15) is yet to be decided, since it influences independent variables: $\psi, \phi, \rho$. Our idea to decide it is to put all independent variables into a linear model in order to conduct a grid search of candidate values of $w_{\text {end }}$. The formula for the linear model for the grid search is

$$
\begin{equation*}
c \sim \psi+\phi+\rho+d_{c e n}+\psi: \phi+\psi: \rho+\psi: d_{c e n}+c p . \tag{16}
\end{equation*}
$$

[^6]After the grid search (elaborated in Appendix C), $w_{\text {end }}=0.65$ is chosen since it generates the best linear model.

Now that we have chosen $w_{\text {end }}$, the values of $\psi, \phi, \rho, d_{\text {cen }}$ are decided. We would like to focus on them as independent variables for a linear model. At the same time, we would not like to focus on $c p$ as one of the independent variables. This is because it is already expected that the complementarity value highly depends on a specific city.

Following such purposes, our approach is to build a mix-effect model [6], since it can explicitly use $\psi, \phi, \rho, d_{c e n}$ as independent variables while the effect of $c p$ is only implicitly presented. The basic idea of a mix-effect model is very similar to a linear model. The main difference is that we can select some variables as random effects to be only implicitly reflected in the model summary table. More specifically, our formula to build the mix-effect model is

$$
\begin{equation*}
c \sim \psi+\phi+\rho+d_{c e n}+\psi: \phi+\psi: \rho+\psi: d_{c e n}+(1 \mid c p) . \tag{17}
\end{equation*}
$$

In this formula, $(1 \mid c p)$ means that the variable $c p$ is selected as the random effect to implicitly influence the intercept of the model. Then, the mix-effect model summary is shown in Table 9, where $c p$ is not explicitly listed as one independent variable. Instead, its effect is implicitly reflected in the coefficient and the standard error of the intercept; in other words, the intercept is decided given a specific $c p$ value. This way, we can explicit show the effect of the independent variables we would like to focus on, as listed in Table 9.

From Table 9, we can find that the p -values for all independent variables (including interaction terms) are smaller than 0.01 , which means that all independent variables are statistically significant w.r.t. the dependent variable - complementarity. Therefore, complementarity can be explained by diversity, number of venues, density of urban areas, the distance among urban areas, and the interactions among these independent variables.

Another fining is that the diversity value influences the coefficients of other factors. From Table 9, let's firstly analyze the interaction between diversity and density. Assume that the diversity has a relatively high value 2.5 . Then the coefficient for density is $-0.072+0.036 \times 2.5$ $=0.018$, which means the complementarity increases as the density of the start and end areas increase. The reason can be that the high diversity in the start area leads to lots of existing citizens. As the diversity of the end area is also high, these citizens are motivated to visit the

Table 9: A mixed-effects model where the dependent variable is complementarity in the postal area level.

| variable meaning | variable | coefficient |
| :---: | :---: | :---: |
| intercept | intercept | $142.800^{* * *}$ |
| diversity |  | $(10.550)$ |
| number of venues | $\psi$ | $-53.700^{* * *}$ |
| diversity: number of venues | $\psi: \phi$ | $(3.596)$ |
|  |  | $-1.233^{* * *}$ |
| density | $\rho$ | $(0.0273)$ |
|  |  | $-0.072^{* * *}$ |
| diversity: density | $\psi: \rho$ | $(0.008)$ |
|  |  | $0.036^{* * *}$ |
| distance | $d_{\text {cen }}$ | $3.775^{* * *}$ |
|  |  | $(0.322)$ |
| diversity: distance | $\psi: d_{\text {cen }}$ | $-2.248^{* * *}$ |
|  |  | $(0.149)$ |
| ${ }^{* * *} p<0.01,{ }^{* *} p<0.05,{ }^{*} p<0.1$ |  |  |

end area, causing the number of movements to exceed the expectation. However, when the diversity has a relatively low value 1.5 , then the coefficient for density is $-0.072+0.036 \times 1.5$ $=-0.018$. This means the complementarity decreases as the density of the start and end areas increase. The reason can be that the low diversity in the start area leads to only a small number of existing citizens. As the diversity of the end area is also low, these citizens are not motivated to visit the end area, causing the number of movements to be lower than the expectation. We can find similar effects from diversity to number of venues and distance. This reminds city planners to check the diversity of urban areas first before taking measures on other factors for better complementarity.

We would also like to emphasize that the aforementioned independent variables are jointly derived by the statistics in the start area and end area. This indicates that to improve the complementarity, city planners may need to take measures on both the start area and the end area.

### 3.5.3 Embedding patterns among periods

The aforementioned results show that complementarity values vary among periods, and can be explained by some edge-level independent variables. We are also interested in some informative node-level characteristics. That is, similar to Section 3.2.2, we will fetch the embeddings in the node (urban area) level. In the current section, these embeddings will correspond to the dependent variable - complementarity. Additionally, as complementarity is period-specific, the urban area embeddings will also be period-specific. In this way, we can further compare the differences of area embeddings among periods.

To obtain the area embeddings, we may need some straightforward area-level independent variables to start with. Recall that we have indirectly used the area-level features in Eq. $(13)(14)(15)$ to build the mix-effect model shown in Table 9 . But we may need more variables in finer granularity; particularly, the information in each venue category per area can be useful. Additionally, our mix-effect model in Table 9 is basically only a descriptive linear regression model. It may not be capable of modeling the complementarity accurately. Thus, we need another approach to model the complementarity. Instead of a linear model, we are
interested in a non-linear way to potentially model the complementarity more accurately.

## Design the graph neural network

Neural network is a type of candidate model since it is more capable of capturing nonlinear relationship between dependent and independent variables. Additionally, we can customize the dimensions of the embeddings to potentially improve the accuracy of the model. Then, we will design a specific neural network where:

- in the input layer, we need some independent variables in the node (area) level, since they are relatively straightforward to start with.
- in the intermediate layers, there are embeddings, which are the exact variables we aim at fetching.
- in the output layers, the dependent variable is the complementarity in the edge level.

Since all our discussed variables are related to the sense of "graph", we use the concept of graph neural network (GNN) [79] to design our model, which is illustrated in Fig 28. The input is in the node level. Particularly for each node (area), we use the number of venues in each venue category as the input feature vector. As we have a total of 10 categories, the dimension of the input vector is 10 . Then each input vector goes through 4 hidden layers; in this way, each node (area) is represented as an embedding. However, complementarity is the dependent variable. That is, we need to transform the node-level embeddings to the edgelevel complementarity. Our approach is to concatenate the embedding of two nodes, which becomes the embedding of their corresponding edge. Then we let this edge-level embedding go through a fully connected layer, in order to transform this embedding to a single number, i.e. predicted complementarity. The mean-square-error (MSE) loss is calculated based on this predicted complementarity and the ground truth of complementarity. We train each model for a total of 40,000 epochs. In each epoch, all nodes and edges are within the same batch. In this way, we can make sure that in order to calculate a predicted edge-level value (complementarity), the two nodes forming this edge are available in the same batch; additionally, in order to calculate the MSE loss, the ground truth corresponding to this predicted edge-level complementarity is also available in the same batch.


Figure 28: Graph neural network structure.

It is worth mentioning that though the node2vec approach mentioned in Section 3.2.2 is well-known for obtaining the embeddings for nodes in a graph, it is not applicable in the current situation where the complementarity is modeled as an edge. The key reason is that node2vec can only handle non-negative edge values while the complementarity values can be negative. Therefore, we use the GNN to model the graph where the edge represents complementarity.

## Select some edges for training

Straightforwardly, we may input all edges (complementarity values) for training. However, this may lead to a biased model. For example, as shown in the distribution of complementarity for Chicago midday period (Fig. 29), the majority of complementarity values are relatively close to 0 . If we input all edges to train the GNN of Chicago midday period, this GNN will be biased to model almost all complementarity values to be close to 0 . Our idea to


Figure 29: The distribution of complementarity values for Chicago midday period.
resolve this is, out of all edges, to select two sets of edges: (1) edges with weak complementarity (denoted as $\mathbb{E}_{w}^{M I}$ for Chicago midday period); (2) edges with strong complementarity including negative values (denoted as $\mathbb{E}_{s}^{M I}$ for Chicago midday period). Additionally, the size of these two sets should be relatively balanced, i.e., they should have similar sizes. Then we only input edges of these sets into the model for training.

The one-sample t-test is an intuitive way to identify strong or weak values, which is helpful for selecting edges for these two sets. Recall that by Eq. (10), a single complementarity value $c_{I, J}$ is calculated by 20 values $c_{I, J}^{q}$ from 20 simulations. The one-sample t-test can be used to compare whether the average of 20 values for an edge (the corresponding single complementarity value) is significantly different from 0 . Ideally, when the output p-value of the t-test is smaller than 0.1 , it means the average of the complementarity is significantly different from 0 , and this edge may belong to $\mathbb{E}_{s}^{M I}$. However, only using the t-test cannot precisely identify edges for $\mathbb{E}_{s}^{M I}$. The reason is that, t-test is too strict with the difference between 0 and the average of 20 complementarity values. For example, we assume a single complementarity value is generated by 20 simulated values, i.e., an array of ones $\{1,1, \ldots, 1$, $1\}$. By conducting t-test on this array, the output p-value is 0.000 , which means the average of the array is significantly different from 0 . In this way, the $t$-test decides to assign this edge into the set $\mathbb{E}_{s}^{M I}$ with strong complementarity, but from Fig. 29, we know that the
complementarity value 1 should not be recognized as strong.
Apart from t-test, we will conduct extra assistance. The key ideas of our extra assistance are: define an intermediate metric for the strength of complementarity, and set a threshold. Since the input of the t-test involves the complementarity $c_{I, J}^{q}$ derived from the $q$-th simulation, our assistance will also process every $c_{I, J}^{q}$ for $q \in[1,20]$. Recall that one interpretation of complementarity is that, per Eq. (9), complementarity $c_{I, J}^{q}$ is the extent of over-performing or under-performing. That is, if $c_{I, J}^{q} \geq 0$, then $c_{I, J}^{q}$ is the extent of out-performing; otherwise, $\left|c_{I, J}^{q}\right|$ is the extent of under-performing. Also, the value $c_{I, J}^{q}$ (or $\left|c_{I, J}^{q}\right|$ ) itself may not be sufficient for us to sense the strength of over-performing (or under-performing). But the context of that specific edge is helpful. To explain this, some cases are provided in Table 10:

- In the 1st case, the extent of over-performing is $c_{I, J}^{q}=50$. The basic reason to determine the trend of over-performing is that the actual movement number $a_{I, J}(60)$ is larger than its counterpart $s_{I, J}^{q}$; this is the context. Then by $50 / 60=0.833$, we can find that the extent of over-performing (50) occupies a large portion (ratio 0.833 ) of its basic reason (60). This provides a large and strong sense of over-performing. Thus, this edge may be suitable to belong to the set with strong complementarity $\mathbb{E}_{s}^{M I}$.
- The 2 nd case is different, though the extent of over-performing is also $c_{I, J}^{q}=50$. Here, the basic reason to determine the trend of over-performing is that the actual movement number $a_{I, J}(10000)$ is larger than its counterpart $s_{I, J}^{q}$; this is the context. Then by $50 / 10000=0.005$, we can find that the extent of over-performing (50) occupies only a small portion (ratio 0.005 ) of its basic reason (10000). This provides a small and weak sense of the over-performing. Thus, this edge may be suitable to belong to the set with weak complementarity $\mathbb{E}_{w}^{M I}$.
- The 3 rd case is also different, where the complementarity is $c_{I, J}^{q}=-50$, i.e., the extent of under-performing is $\left|c_{I, J}^{q}\right|=50$. Here, the basic reason to determine the trend of underperforming is that the simulated movement number $s_{I, J}(60)$ is larger than its counterpart $a_{I, J}$; this is the context. Then by $50 / 60=0.833$, we can find that the extent of underperforming (50) occupies a large portion (ratio 0.833) of its basic reason (60). This provides a large and strong sense of under-performing. Thus, this edge may be suitable to belong to the set $\mathbb{E}_{s}^{M I}$.

Table 10: Example cases to explain the outlier identification approach.

| case index | complementarity $c_{I, J}^{q}$ | actual $a_{I, J}$ | simulated $s_{I, J}^{q}$ |
| :---: | :---: | :---: | :---: |
| 1st | 50 | 60 | 10 |
| 2nd | 50 | 10000 | 9950 |
| 3rd | -50 | 10 | 60 |

In the aforementioned examples, we calculate several ratios, such as $0.833,0.005$. We formally define such ratio as Complementarity Strength Ratio (CSR), which is only used in the current section (Section 3.5 .3) to select two sets of edges $\mathbb{E}_{w}^{M I}$ and $\mathbb{E}_{s}^{M I}$ for training. The rationale of CSR is, as an intermediate metric, to provide a sense of strength of complementarity compared to the its basic reason. To formulate it:

$$
C S R_{I, J}^{q}= \begin{cases}c_{I, J}^{q} / a_{I, J} & \text { if } c_{I, J}^{q} \geq 0  \tag{18}\\ \left|c_{I, J}^{q}\right| / s_{I, J}^{q} & \text { otherwise }\end{cases}
$$

Based on the above cases, we already define the intermediate metric $C S R$, which will be the input to the t-test. However, this is not sufficient to appropriately select edges into the set with strong complementarity $\mathbb{E}_{s}^{M I}$. For example, in the 1st case, the t-test can only make sure 0.833 is significantly different from 0 , but cannot judge whether 0.833 is sufficiently strong. Our approach for this is to set a threshold to evaluate $C S R$. In fact, per Eq. (18), we find that $0 \leq C S R_{I, J}^{q} \leq 1$ is always true. So, a reasonable threshold value is between 0 and 1 . We set 0.75 to be the threshold. That is, if the average of $C S R$ is larger than 0.75 , then we assign that edge into the set with strong complementarity $\mathbb{E}_{s}^{M I}$.

As follows, we summarize the process to select edges into the two sets $\mathbb{E}_{w}^{M I}, \mathbb{E}_{s}^{M I}$ for the midday period ( $M I$ is referred to as the midday period). But this exact process is applicable to any period if the complementarity values are from that period, which is also marked as "Selected edge sets per period" in Fig. 30.

1. For midday period, each edge (from area $I$ to $J$ ) has an array of complementarity $\left\{c_{I, J}^{1}, c_{I, J}^{2}, \ldots, c_{I, J}^{Q}\right\}$. Based on Eq. (18), we generate another array $\left\{C S R_{I, J}^{1}, C S R_{I, J}^{2}, \ldots\right.$, $\left.C S R_{I, J}^{Q}\right\}$
2. For each edge, input the array $\left\{C S R_{I, J}^{1}, C S R_{I, J}^{2}, \ldots, C S R_{I, J}^{Q}\right\}$ into the one-sample t-test process. This purpose is to verify whether the average of $C S R$ for the current edge is significantly different from 0 .

- If the output p -value from the t -test is smaller than 0.1 , it means the average of $C S R$ for the current edge is significantly different from 0 . Then we check whether the average of $C S R$ is larger than the threshold 0.75 . If so, we assign this edge to the set with strong complementarity $\mathbb{E}_{s}^{M I}$.
- If the output p-value from the t-test is larger than 0.1 , it means the average of $C S R$ for the current edge is not significantly different from 0 . We assign this edge to the set with weak $\mathbb{E}_{w}^{M I}$.

After this process, for each city, we can get a total of 10 selected edge sets from all 5 periods. For overnight, we get $\mathbb{E}_{s}^{O}, \mathbb{E}_{w}^{O}$. For morning, we get $\mathbb{E}_{s}^{M O}, \mathbb{E}_{w}^{M O}$. For midday, we get $\mathbb{E}_{s}^{M I}$, $\mathbb{E}_{w}^{M I}$. For afternoon, we get $\mathbb{E}_{s}^{A}, \mathbb{E}_{w}^{A}$. For night, we get $\mathbb{E}_{s}^{N}, \mathbb{E}_{w}^{N}$.

However, to train the model for midday period, we cannot only input the sets $\mathbb{E}_{s}^{M I}, \mathbb{E}_{w}^{M I}$ to the model. The reason is that our objective is to compare the difference of embeddings among periods. The comparison needs to be fair. That means, the selected edges to be trained should be the same for all periods, i.e., all models. But since CSR is derived from period-specific complementarity, CSR is also period-specific, causing $\mathbb{E}_{s}^{O}, \mathbb{E}_{s}^{M I}, \mathbb{E}_{s}^{M O}, \mathbb{E}_{s}^{A}, \mathbb{E}_{s}^{N}$ to be different. For example, if the edge from $I$ to $J$ belongs to $\mathbb{E}_{s}^{M O}$ (midday), it may not belong to $\mathbb{E}_{s}^{N}$ (night). To solve this problem, our approach is to take the union of $\mathbb{E}_{s}^{O}, \mathbb{E}_{s}^{M I}$, $\mathbb{E}_{s}^{M O}, \mathbb{E}_{s}^{A}, \mathbb{E}_{s}^{N}$; this union set for strong complementarity is denoted as $\mathbb{E}_{s}$. Similarly, we take the union of $\mathbb{E}_{w}^{O}, \mathbb{E}_{w}^{M I}, \mathbb{E}_{w}^{M O}, \mathbb{E}_{w}^{A}, \mathbb{E}_{w}^{N}$; this union set for weak complementarity is denoted as $\mathbb{E}_{w}$. Then, to train the model for any period, $\mathbb{E}_{s}$ and $\mathbb{E}_{w}$ together are the input edge sets. This process is illustrated as the whole diagram in Fig. 30. The sizes of selected edges are shown in Table 11.

## Results: embedding differences among periods



Figure 30: Process of selecting edges for training.

Table 11: Size of selected edge sets for training in each city. The selected edges consist of $\mathbb{E}_{s}$ and $\mathbb{E}_{w}$.

| city | size of $\mathbb{E}_{s}$ | size of $\mathbb{E}_{w}$ | number of selected edges <br> $\left(\right.$ sum size of $\mathbb{E}_{s}$ and $\left.\mathbb{E}_{w}\right)$ | number of <br> all edges |
| :---: | :---: | :---: | :---: | :---: |
| NYC | 6494 | 5920 | 12414 | 18769 |
| Chicago | 806 | 663 | 1469 | 3481 |
| LA | 4274 | 4354 | 8628 | 11881 |



Figure 31: Correlation among area embeddings of different periods. The row and column labels "O", "MO", "MI", "A", "N" means overnight, morning, midday, afternoon, night.

As we finish the model training for each period and fetch the corresponding node embeddings, here we follow similar steps as described in Section 3.2.3 to compare the embeddings between two periods. The similarity of two areas $I$ and $J$, with embedding $\mathbf{x}_{I}$ and $\mathbf{x}_{J}$ respectively, is defined as:

$$
\begin{equation*}
\sigma_{I J}=\operatorname{dist}\left(\mathbf{x}_{I}, \mathbf{x}_{J}\right) \tag{19}
\end{equation*}
$$

where $\operatorname{dist}\left(\mathbf{x}_{I}, \mathbf{x}_{J}\right)$ is the (Euclidean) distance between the embedding of area $I$ and $J$. We can also interpret such similarity as inter-area relationship. Then we examine whether embeddings in two periods for the urban areas provide different views for their similarity. In particular, we denote $\sigma_{I J}^{A}$ and $\sigma_{I J}^{N}$ as the similarities between the pair of areas $I$ and $J$ using embeddings from afternoon and night, respectively. Then, for afternoon, we can calculate such similarity between every pair of areas; we conduct the same calculation for night period. This way, we obtain and denote $\sigma^{A}$ as an array of all pairwise similarities for the afternoon period, and we denote $\sigma^{N}$ as an array of all pairwise similarities for the night period. Their Pearson correlation coefficient $\rho_{\sigma^{A}, \sigma^{o}}$ will be high if the embeddings from two periods provide similar information, and low otherwise. We apply the same process between any two periods.

Additionally, we set 32 as the embedding dimension; the reason is elaborated in Appendix D.

The results are shown in Fig. 31. One can observe that for these three cities, the correlations between any two periods are very high, all over 0.80 . This means that, the inter-area relationships (to model the complementarity) are similar regardless of the time of a day. Since New York City and Chicago are more geographically compact, it is easier for citizens to move within the city for any purpose at any time. This could be the reason that generally the inter-area relationships within a day are similar. Los Angeles has slightly different patterns. Particularly, the correlations related to morning are smaller than 0.90 (i.e., $0.866,0.828,0.825$ in lighter colors in Fig. 31), while other correlations are larger than 0.90. The reason may be that Los Angeles is geographically scattered, which introduces a conflict between long commuting distances and morning rush hour. That is, for a commuter, even if the home area is very far from the office area, she has to get over such a long distance to reach the office in the morning. This leads to very high complementarity from home areas to office areas, which can be the reason of relatively unique pattern for the morning period. But for other periods, even if a citizen should travel long distance to her final destination, she usually does not need to hurry; she may also travel a short distance to another intermediate venue before heading to the final destination.

### 3.6 Summary

In this chapter, we explore the extent and the pattern of excess demand in urban business entities.

Firstly, we propose hood2vec, which maps urban areas into the latent spaces. We demonstrate how the excess demand can potentially influence the similarity among urban areas.

Next, we propose our simulation approach to estimate the capacity demand where demands are only affected by distances and venue ratings. We consider the real-world check-in data as the total demand. By choosing the complementarity as the proxy for excess demand, we estimate the extent of complementarity (i.e., excess demand) using the difference between
total demand and capacity demand.
Then, among all calculated complementarity, we provide examples of complementarity and corresponding interpretation for them from multiple perspectives. From all calculated complementarity, every source of complementarity can be provided for a specific urban entity. In order to improve the business of a specific entity, the venue owner or city planner can choose and prioritize the measures to be taken based on each source of complementarity.

We also analyze the statistical patterns of area-level complementarity. Firstly, we find that the extent of complementarity is significantly different among periods. Next, we build a mix-effect model where the complementarity is the dependent variable. We find that the area density, number of venues, inter-area distance are statistically significant independent variables, but their coefficients are influenced by the area diversity. Additionally, these independent variables are jointly derived by the statistics in the start area and end area. Such results reminds city planners that to improve the complementarity between two areas, city planners may need to consider the influence of area diversity, and then take measures on both the start area and the end area.

Then, we fetch the area embeddings via a graph neural network where the complementarity is the dependent variable. By analyzing the embeddings, we find that generally for Chicago, NYC, LA, the inter-area relationships are similar among different periods in a day, while the patterns related to LA morning period are slightly different from other periods.

### 4.0 Excess demand of the urban transportation

In this chapter, we will firstly estimate the excess demand of each station of a bike sharing system. We propose to use a special time interval named "excess demand pulse" as the proxy for the estimation. Next, we build a Skellam model to predict the net total demand of the bike sharing system, which is advantageous over other alternative models on predictive power and interpretability.

Proxy for capacity demand: Before elaborating our proxy for excess demand, we introduce our selection of the proxy for capacity demand first. Our selected proxy is the observed demand in each station, which directly comes from the rental and return records in the system logs. To iterate, the capacity demand is the demand volume that the operator expects. The current observed demand in the system logs should generally meet the operator's expectation. Otherwise, it is easy for the operator to keep re-constructing the bike sharing system until the observed demand in the system logs meets her expectation. In the remaining part of this chapter, we directly use the term of the proxy "observed demand" to express "capacity demand".

To calculate the total demand, we will sum up the capacity demand (through the proxy: observed demand) and the estimated excess demand. We will elaborate the excess demand estimation and total demand calculation in the remaining part of this chapter.

### 4.1 Excess demand estimation

In order to capture the pattern of excess demand and quantify it, firstly, we would like to select a statistical distribution to model the bike flows in the bike-sharing system. While several distributions have been used to model the bike arrivals (and departures) within a bike sharing, including negative binomial [16], Weibull [44, 55, 74] and Poisson [63, 35, 65, 18, $12,33]$, the latter is the most common choice for this task. Gast et al. [30] show through a Kolmogorov-Smirnov test [69] that the trips in the Paris bike sharing system follow a Poisson
distribution. In the following Section 4.2, we use a similar approach to show that the trips in our dataset fit a Poisson distribution as well.

In bike-sharing system, it is not meaningful to use complementarity as the proxy for excess demand, since a bike station is almost complementary to all types of business venues. In other words, all demands on a bike station are due to complementarity. Therefore, to iterate, the excess demand of bike sharing system is the unobserved demand we introduce in Chapter 1. More specifically, excess demand is not captured in the transaction logs in the bike-sharing system, since it appears when there is zero supply. Hence, it is very challenging to estimate it. In this section, borrowing ideas from queuing theory, we will introduce a way to estimate the excess demand. We further simulate the bike rental and return process to show the ability of the proposed approach to estimate the excess demand in a bike sharing system. Then, we apply our approach on data obtained from a real bike sharing system, Chicago's Divvy, to estimate the excess demand present in the system. Notations used in describing our approaches and models through this chapter are shown in Table 12.

At a bike station, we generally have two types of event flows occurring as illustrated in Fig 32. One flow represents the bike departure (rental) events, with the number of departures per time unit following a Poisson distribution with intensity $\mu$ [30]. This also means that the inter-departure time intervals follow exponential distribution with an average of $\frac{1}{\mu}$. The other flow represents the bike arrival (return) events, with the number of arrivals per time unit following Poisson distribution with intensity $\lambda$ (and similarly the inter-arrival time intervals follow an exponential distribution with average $\frac{1}{\lambda}$ ). Under the assumption of the flows being independent, we can consider their union as a single flow with mixed types of events [9]. In this mixed flow, the number of events per time unit follows a Poisson distribution with intensity $(\lambda+\mu)$, while the inter-event time intervals follow an exponential distribution with average $\frac{1}{\lambda+\mu}$.

Let us assume that the number of available bikes at a station is $a$. Fig 33 shows a segment of the bike availability curve, where $a$ changes from 0 to 1 after a bike arrival at $t_{1}$, and goes back to 0 after a rental at $t_{2}$. This pattern is central to our estimation of bike excess demand rate (denoted with $\mu_{e}$ ), and we refer to this curve pattern as excess demand pulse (EDP). The EDP is our proposed proxy to quantify the excess demand in bike-sharing

Table 12: A list of notations used through Chapter 4.

| Symbol | Description |
| :---: | :---: |
| $\mu$ | actual bike departure rate by total demand |
| $\hat{\mu}$ | estimated bike departure rate by total demand |
| $\mu_{e}$ | actual bike departure rate by excess demand |
| $\hat{\mu}_{e}$ | estimated bike departure rate by excess demand |
| $\lambda$ | actual bike arrival rate by total demand |
| $\hat{\lambda}$ | estimated bike arrival rate by total demand |
| $\lambda_{e}$ | actual bike arrival rate by excess demand |
| $\hat{\lambda}_{e}$ | estimated bike arrival rate by excess demand |
| $a$ | number of available bikes |
| $\tau_{f}$ | the average of multiple $\tau_{f}$ |
| $\tau_{m}$ | the average of inter-supply intervals |
| $\tau_{s}$ | the end time stamp of the availability curve |
| $t_{e n d}$ | specific time stamps of the availability curve |
| $N_{\lambda_{o}}$ | total bike demand volume |
| $N_{\lambda_{e}}$ | total dock demand volume |
| $l_{\mu_{e}}$ | net total demand volume |
| $l_{\lambda_{e}}$ | observed bike demand volume |
| $N_{\mu_{e}}$ | excess bike demand volume |
| $t_{a}, t_{b}, t_{c}, t_{d}, t_{1}, t_{2}, t_{3}, t_{4}$ | observed dock demand volume |
|  | excess dock demand volume |
|  | duration length for dock excess demand in a 30-minute interval |
|  |  |



Figure 32: Bike departure and arrival event flows at a bike station.
systems. We also define $\tau_{f}=t_{2}-t_{1}$ as EDP length. During the interval $\left(0, t_{1}\right)$, the bike availability is constantly 0 , which can be interpreted by someone that there are no events (rentals or returns) happening during that time. However, this is not necessarily true. This constant 0 availability can indeed be due to no events happening during this interval, or due to failed bike rentals, that is, a customer tried to rent a bike but none was available. The pattern captured by the EDP serves as an important signal for the possible presence of excess demand and its degree. Intuitively, the presence of significant excess demand leads to situations where any supply that becomes available is consumed shortly thereafter. At the situation visualized in Fig 33 when the single bike arrives at $t_{1}$, it is quickly consumed (rented) at time $t_{2}$. In contrast, if we consider the scenario presented in Fig 34, a bike arrives at $t_{a}$ but it is not consumed quickly. Instead, another bike arrives at $t_{b}$ before a rental. Therefore, any bike demand in this case can be captured well from rental logs, and it is not excess. In other words, the pattern in Fig 34 does not provide evidence for the existence of excess demand.

Using these observations let us see how we can estimate $\mu_{e}$ through the bike availability curves. Fig 35 depicts a segment of the bike availability curve. Recall that the mixture of arrival and departure flows follows a Poisson distribution with intensity $(\lambda+\mu)$. That is, the


Figure 33: This bike availability curve indicates possible excess demand for $t \in\left(0, t_{1}\right)$.


Figure 34: This bike availability curve indicates no excess demand for $t \in\left(0, t_{a}\right)$.


Figure 35: A segment of bike availability curve to illustrate the estimation of excess demand.
inter-event intervals of this mixture follow exponential distribution with intensity $\frac{1}{\lambda+\mu}$. If we observe an arrival event followed by departure event, such observation is caused by mixing arrival and departure flows. Thus, in such observation, the interval from the arrival to the departure event follows an exponential distribution with intensity $\frac{1}{\lambda+\mu}$. Thus, $\tau_{f}=t_{2}-t_{1}$ is a sample from an exponential distribution with average $\frac{1}{\lambda+\mu}$. During a large observation period we will observe $\tau_{F}$ from multiple EDPs, denoting their average value as $\tau_{m}$. By expectation, we should get $\tau_{m} \approx \frac{1}{\lambda+\mu}$. That is, the estimated intensity of the mixed flow is $\hat{\lambda}+\hat{\mu}=\frac{1}{\tau_{m}}$.

We can also calculate the estimated arrival rate $\hat{\lambda}$ from the data. In this paper, we focus on bike sharing systems with docks, so while there is a possibility for excess supply in a bike station - e.g., a user tries to return a bike to a full dock - this is not an issue in the presence of bike excess demand. In general, there cannot be bike excess demand and excess supply at the same station during the same time. Therefore, each bike supply (i.e., bike arrival) event is successfully reflected in the bike availability curve when there is bike excess demand present. To reiterate, the inter-supply (i.e., inter-arrival) intervals themselves follow exponential distribution with intensity $\frac{1}{\lambda}$. By obtaining all inter-arrival intervals from the data we can estimate their average denoted as $\tau_{s}$. For example, in the segment in Fig 35, we have arrivals at $t_{a}, t_{b}, t_{1}$, resulting in $\tau_{s}=\frac{\left(t_{b}-t_{a}\right)+\left(t_{1}-t_{b}\right)}{2}$. By expectation, we should get $\tau_{s} \approx \frac{1}{\lambda}$, i.e., the estimated arrival rate is $\hat{\lambda}=\frac{1}{\tau_{s}}$.

Combining the two results above, the excess demand rate $\mu_{e}$ can now be estimated as $\hat{\mu}_{e}=(\hat{\lambda}+\hat{\mu})-\hat{\lambda}=\frac{1}{\tau_{m}}-\frac{1}{\tau_{s}}$. However, it is possible that $\frac{1}{\tau_{m}}<\frac{1}{\tau_{s}}$. This happens when the inter-arrival intervals are very short, i.e., departure rate is relatively low compared with arrival rate. However, such low departure demand indicates there is not really any excess bike rental demand, or in other words the total demand can be reflected by the rentals observed. Finally, combining all of the above observations, the estimated excess demand rate is given by:

$$
\begin{equation*}
\hat{\mu}_{e}=\max \left(\frac{1}{\tau_{m}}-\frac{1}{\tau_{s}}, 0\right) \tag{20}
\end{equation*}
$$

Evaluation on synthetic data: Since we do not have the ground truth for the excess demand in real data (i.e., people that attempted to rent a bike but the station was empty), we rely on simulations to evaluate whether $\mathrm{Eq}(20)$ is able to accurately estimate $\mu_{e}$. Our simulator begins with 0 available bikes at time $t=0$ and ends at $t_{\text {end }}$. The simulator operates as follows:

- Time to next event: We sample an exponential distribution with average $\frac{1}{\lambda+\mu}$, to generate a random interval $\tau_{r}$ that represents the time duration until the next event (either an arrival or a departure).
- Event type: We next have to decide the type of event happening. For this we sample a number $r_{e}$ from a uniform distribution between 0 and 1 . If $r_{e}<\frac{\lambda}{\lambda+\mu}$ we label the next event as an arrival, otherwise it is a departure. We also update the count of available bikes $a$.
- Excess demand: If $a=0$, i.e., there are no available bikes, the next event cannot be a departure. Every time (when $a=0$ ) the next event is simulated as a departure, we mark it as a failed bike departure. This will allow us to simulate the ground truth for the excess demand.

We simulate 1,000 time points (i.e., $t_{e n d}=1000$ hours), while we use $\mu=3$ bikes/hour, $\lambda=1$ bikes/hour. By setting $\mu>\lambda$, we can create several situations where the bike rental demand cannot be fulfilled hence generating excess demand. Finally, we repeat the simulation 400 times.

In each simulation we collect the following information:


Figure 36: Histogram of estimated excess demand rate.

- The average $\tau_{s}$ of all the inter-arrival intervals.
- The average $\tau_{m}$ of all EDP lengths (i.e., $t_{2}-t_{1}$ in Fig 35).
- We estimate the excess demand rate $\hat{\mu}_{e}$ using Eq (20).

In our setting, since we assume that the demand is constant at 3 bikes/hour, the excess demand is also 3 bikes/hour. Simply put, even if we do not observe any departure for a prolonged period of time in our simulation when $a=0$, there will be a constant demand of 3 bikes/hour during these intervals. Fig 36 depicts the distribution of $\hat{\mu}_{e}$ from each of our simulations. As we can see the distribution is centered around 3 bikes/hour, with an average of 3.014 bikes/hour ( $95 \%$ CI [2.66, 3.37]). Simply put, the proposed approach is able to estimate the true excess demand in our simulations, showcasing its appropriateness for the task at hand.

### 4.2 Excess demand in real data

Next we are interested in applying the aforementioned approach of excess demand estimation to data from a bike sharing operator. We use data from Divvy, the bike sharing system in Chicago, and in particular we collect:

- Historical bike trip records recorded on the system[25]. A bike trip record is a tuple including the following information: <start station ID, start station name, end station ID, end station name, start time stamp, end time stamp $>$.
- Historical bike station status data using the Chicago Data Portal API[19]. A record of station status is a tuple of the following form: <time stamp, station ID, station name, station coordinate, number of available bikes, number of free docks, number of docks occupied by bikes $>$. The status of each station is recorded every 10 minutes.
- Weather data from Openweathermap[58]. Each record is a tuple including the following information: <time stamp, temperature, humidity, pressure, descriptive weather conditions $>$.

Distribution of Trips in Chicago's Divvy: Through our analysis above we have assumed that the trips' departures and arrivals follow a Poisson distribution. We now statistically examine the validity of this assumption. More specifically, for a given station $j$ and a given time period $t$ (e.g., 9-9:30am), we first focus on the number of departure trips $n_{j, t}$. By daily collecting observations for $n_{j, t}$ during a given quarter (in order to avoid seasonality), we obtain a sequence $\left\{n_{j, t}\right\}$. We calculate the average $\hat{n}$ of this sequence. We consequently repeatedly sample a Poisson distribution with mean $\hat{n}$ to generate $B=500$ sequences of the same length as the observed one denoted as $\left\{r_{j, t}\right\}$. We then compare the distribution of the observed departures $\left\{n_{j, t}\right\}$ and the Poisson sampled ones $\left\{r_{j, t}\right\}$ using two-sample K-S test [69]. Repeating this process for every station $j$ we obtain the average p-value $\hat{p}_{j}$ for the null hypothesis that the observed sequence follows a Poisson distribution. Fig 37 (left) visualizes the distribution of these p-values for all the stations in the Divvy system. As we can see they are all larger than 0.2 , which means that the test cannot reject the hypothesis that the observed data follow a Poisson distribution. We repeat the same process for the arrival events and Fig 37 (right) presents the results, where we can see that again we cannot reject the null hypothesis of the arrival data following a Poisson distribution.

These results verify that we cannot reject the hypothesis that the observed bike demand and supply in the Divvy system follow a Poisson distribution. However, we also make the assumption that the excess demands follow a Poisson distribution (possibly with a different rate). Given the sparsity of the excess demand data for each station and time period, the K-S


Figure 37: Average p-values from the K-S test for all stations for departures (left) and arrivals (right). The K-S test cannot reject the hypothesis that the observed data follow a Poisson distribution.
test potentially fails to reject the null hypothesis due to reduced statistical power. However, it is a very reasonable assumption that the excess demand/supply will also be following the same distribution (albeit with different parameters) as the observed demand/supply.

Estimating excess demand of bikes in Chicago's Divvy: Following the aforementioned approach of excess demand estimation, we can calculate the excess demand observed on the system. While the bike availability curves are just like the ones we simulated, there is one important difference. The excess demand rate in the real environment is not constant over time but it rather changes. For example, we expect the excess demand rate in the morning (rush hour) is higher than that in the late night. There are several factors that can lead to this temporal variation, ranging from people's schedule (e.g., during rush hours the excess demand is expected to be higher) to weather conditions that change during the day. This temporal dependency does not allow us to use all $\tau_{f}$ intervals in the data to estimate a single, constant, excess demand. We will need to only use limited information, localized in time, to estimate the excess demand rate during a specific time interval.

In particular, we adjust the aforementioned approach in this section as follows. Here we still use Fig 35 to describe the adjusted approach. The EDP in the interval $\left(t_{1}, t_{2}\right)$ is able to inform us about the excess demand occurring in the immediately preceding interval $\left(t_{d}, t_{1}\right)$. We can use $\operatorname{Eq}(20)$ to calculate excess demand rate in this interval. However,
$\tau_{f}=t_{2}-t_{1}$ is the only EDP length that we can use to calculate $\tau_{m}$ given the time-varying nature. Furthermore, we need to calculate the average inter-supply interval $\tau_{s}$, which again needs to be temporally localized due to its time varying nature. For the setting in Fig 35 we have arrival events at $t_{a}, t_{b}$ and $t_{1}$. Thus, we use inter-arrival intervals, i.e., $\left(t_{a}, t_{b}\right)$ and $\left(t_{b}, t_{1}\right)$, to obtain $\tau_{s}=\frac{\left(t_{b}-t_{a}\right)+\left(t_{1}-t_{b}\right)}{2}$. Finally, we calculate $\hat{\mu}_{e}$ of interval $\left(t_{d}, t_{1}\right)$ using Eq (20).

The single EDP length aforementioned may cause the calculated excess demand rate to be extreme. For instance, if the bike was rented almost immediately after it was returned, then the excess demand rate would be calculated practically as infinite. While we could eliminate such observations - since most probably correspond to users that return the bike and re-rent it immediately just for time-limit purposes imposed by the operator - it is not clear what is the time threshold as a good standard to eliminate such observations (i.e., such extremely short EDP lengths). To avoid having to choose an arbitrary cutoff, we make use of the Bayesian average [17]. The Bayesian average is a weighted average between (i) the estimate obtained from the sample we have for the quantity of interest, and (ii) a prior belief for this estimate. The weights are the sizes of the samples respectively (for the prior it can be a sample size that is considered stable). As with any Bayesian analysis, the prior can be purely subjective, or uninformative etc., but it can also be calculated by data. In our case, we can focus on a period of time around the time interval of interest and estimate the excess demand for the same periods over a week. If our measurement of the interval of interest was an extreme outlier, then the prior will shrink the final estimate. For example, let us assume that we want to calculate the excess demand rate at 9:30-10:00am on a given day, which is referred to as $\mu_{930}$. First, using Eq (20) we calculate the excess demand rates of 9:30-10:00am (interval of interest), and 9:00-9:30am, 10:00-10:30am (periods near interval of interest) of the given day. This will give us 3 observations and an observed average $\mu_{\text {obs }}$. Then using Eq (20) we calculate the excess demand rates of 9:00-9:30am, 9:30-10:00am, and 10:00-10:30am every day since 6 days before the given day. This will essentially give us 18 observations and an estimated prior average $\mu_{\text {prior }}$. Combining these with the Bayesian average we will get our final estimate for $\mu_{930}$ as:

$$
\begin{equation*}
\hat{\mu}_{930}=\frac{3 \cdot \mu_{o b s}+18 \cdot \mu_{\text {prior }}}{21} \tag{21}
\end{equation*}
$$

Of course, the choice of prior can be different, but the idea is that using this approach we can smooth extreme cases in a principled way. In the Appendix E, we further discuss how we processed instances that do not follow exactly the shape of EDP discussed here but appear infrequently in the data (e.g., when multiple bikes simultaneously arrive at a station as a result of rebalancing from the operator).

Estimating excess demand of docks in Divvy: Chicago bike sharing system does not allow for self-docking [24, 23] . Thus, if a bike is returned and the dock is full, there is no way to return it, leading to excess demand for the dock. To calculate the excess demand of docks, we can still use the method used to estimate the excess demand for bikes, but we need to make the following adjustments:

- The availability curve now represents dock availability (i.e., how many racks at the station are free), rather than bike availability (i.e., how many bikes are available at the station for renting).
- 0 dock availability means that each rack at the station is occupied by a bike.
- The EDP starts with a bike departure (from a full station) and quickly ends with a bike arrival. This allows us to capture how quickly the rack is being utilized again, thus, capturing, the excess demand for docks (which again is time-varying).
- $\tau_{f}$ still denotes EDP length (based on the definitions above), while $\tau_{m}$ still denotes average value of $\tau_{f}$.
- $\tau_{s}$ still denotes the average value of inter-supply intervals, but to reiterate, based on the definitions above, in this case a supply is a bike departure. So specifically, $\tau_{s}$ means the average value of inter-departure intervals.
- We use $\lambda_{e}$ to denote excess demand rate of docks, which is formally defined in Eq (22):

$$
\begin{equation*}
\hat{\lambda}_{e}=\max \left(\frac{1}{\tau_{m}}-\frac{1}{\tau_{s}}, 0\right) \tag{22}
\end{equation*}
$$

Excess demand in different stations: As one might expect, the excess demand rates differ among different stations. The maps in Figs 38 and 39 illustrate the sum of the excess demand for each station for bikes and docks respectively. As we can see, stations closer to the downtown area have higher excess demand rate. We further illustrate in the inset


Figure 38: Cumulative bike excess demand rate for different stations. (Reprinted from [57] under a CC BY license, with permission from OpenStreetMap, original copyright 2021.)
figures the weekly patterns of the excess demand in 30-minute periods for two representative stations. As we can see these stations exhibit very different patterns in terms of levels of excess demands (both for bikes and docks). However, the relative spikes in each station appear to be similar to an extent. Furthermore, when focusing on a specific station, there seems to be a temporal shift between the excess demand for bikes and docks.

Excess demand and sporting events: In order to provide some context for the excess demand observed at the system, we examined the estimated excess demand near the Wrigley Field during game days. For example, at 1:20pm on July 8, 2018, there was a baseball game in Wrigley Field between the Cubs and the Reds [27]. There is a Divvy station only 130 meters away from Wrigley Field, which we have also marked in Fig 38. Based on our calculations, this station exhibited excess demand during particular time periods on that day. In particular, between $12: 30 \mathrm{pm}$ and 2 pm there was an average excess dock demand of more than 3 docks $/ 30$ minutes. This is possibly due to fans riding bikes to Wrigley Field, leading to non-empty docks. Furthermore, between 4pm and 5pm there was an average bike


Figure 39: Cumulative dock excess demand rate for different stations. (Reprinted from [57] under a CC BY license, with permission from OpenStreetMap, original copyright 2021.)
excess demand of 2.36 bikes/30 minutes, which is possibly due to several fans making their way out of the stadium as the game was coming to an end.

### 4.3 Demand prediction models

The data processing described until now can facilitate a post-hoc, descriptive, analysis of the historical excess demand rates in a shared bike system. However, it is also important to explore the ability to perform predictions for the excess demand conditioned on various external variables. This can facilitate logistics operations, such as, rebalancing, fleet updates, etc. We define the following:

- Total bike demand volume $N_{\mu}$ : Number of rented bikes in a 30-minute time interval of interest. This includes both bikes actually rented and bikes attempted to be rented but there was no availability.
- Total dock demand volume $N_{\lambda}$ : Number of returned bikes in a 30 -minute time interval of interest. Again this includes both bikes actually returned, as well as, bikes attempted to be returned to a full station.
- Net total demand volume $Z=N_{\mu}-N_{\lambda}$ : Difference between total bike demand volume and total dock demand volume in the same 30-minute time interval of interest.

In this section, we develop a predictive model for the net total demand volume at a station during a 30 -minutes interval; i.e., build a predictive model for $Z$ during a specific time interval. We choose $Z$ as our dependent variable since it provides direct insights for the bike operator to decide the number of bikes to be rebalanced. Therefore, we need to estimate the bike and dock demand volumes during each 30-minute period in our data. However, it is important to note that these total demand volumes, include both the observed from the trip logs demand, as well as the excess demand that is not directly captured in these data. In particular, we perform the following steps for each 30-minute interval in our data:

- Calculate observed demand volumes: We obtain the number of observed departures, which is equal to the observed bike demand volume $N_{\mu_{o}}$ during the interval of interest, as well as, the number of observed arrivals, which is equal to the observed dock demand volume $N_{\lambda_{o}}$ for the same interval.
- Calculate the excess demand rate: As per the discussion in the previous section, we also identify EDPs from bike and dock availability to calculate bike and dock excess demand rates $\mu_{e}$ and $\lambda_{e}$ respectively.
- Convert rate to volume: If a time duration with the existence of excess demand (i.e., a duration with 0 availability) is located inside our 30-minute interval of interest, we denote the length of that duration for bike, dock excess demand as $l_{\mu_{e}}, l_{\lambda_{e}}$, respectively. Then, we convert bike and dock excess demand rate to bike ( $N_{\mu_{e}}$ ) and dock ( $N_{\lambda_{e}}$ ) excess demand volume by multiplying with $l_{\mu_{e}}, l_{\lambda_{e}}$ :

$$
\begin{align*}
& N_{\mu_{e}}=\mu_{e} \times l_{\mu_{e}}  \tag{23}\\
& N_{\lambda_{e}}=\lambda_{e} \times l_{\lambda_{e}}
\end{align*}
$$

Using the above, we finally calculate $N_{\mu}, N_{\lambda}, Z$ as:

$$
\begin{gather*}
N_{\mu}=N_{\mu_{o}}+N_{\mu_{e}} \\
N_{\lambda}=N_{\lambda_{o}}+N_{\lambda_{e}}  \tag{24}\\
Z=N_{\mu}-N_{\lambda}
\end{gather*}
$$

Following the above process, we are able to obtain the net total demand volumes in the Divvy system for each 30-minute interval during the 2018 year.

To build our prediction model for the net total demand volume, we consider a set of variables that are expected to be correlated with the demand for bikes and docks. More specifically, we use the independent variables listed in Table 13.

Each data record used to build our model describes a 30-minute interval of observations. Given that the weather data are only available on the top of the hour, we interpolate them for the half hour interval. Having identified the covariates to use in our model, we start by exploring two generalized linear models, namely, Poisson regression and Skellam regression. With the first approach, we model the total demand volumes for the bike and dock demand independently, while with the second approach we model directly their difference, i.e., the net total demand $Z$. We also explore and evaluate the predictive performance of a feed forward neural network and XGBoost on the same set of features.

### 4.3.1 Poisson regression

To estimate $Z$, an intuitive approach would be to predict the total bike departures $N_{\mu}$ and bike arrivals $N_{\lambda}$, and then calculate $Z=N_{\mu}-N_{\lambda}$. Bike departures and arrivals have been widely modeled as Poisson flows [30, 63, 35, 65, 18, 12, 33], so a Poisson regression is an intuitive candidate model. A Poisson regression essentially models the expected value of the dependent variable through a linear combination of a set of independent variables $\mathbf{X}$ as:

$$
\begin{equation*}
\lambda_{Y}=e^{\alpha+(\mathbf{b} \cdot \mathbf{X})} \tag{25}
\end{equation*}
$$

The parameters $\alpha$ and $\mathbf{b}$ are obtained through maximum likelihood estimation. We can also estimate the distribution for the dependent variable $Y$ as:

$$
\begin{equation*}
p(Y=k \mid \mathbf{X}, \mathbf{b}, \alpha)=\frac{e^{k \cdot(\alpha+(\mathbf{b} \cdot \mathbf{X}))}}{k!} \cdot e^{-e^{\alpha+(\mathbf{b} \cdot \mathbf{X})}} \tag{26}
\end{equation*}
$$

In our case, we have two processes that we need to model, namely the bike demand and the dock demand. Therefore, we learn two separate regression models using the covariates described above. For the rest of the paper, we will refer to this model as the "Two-Poisson regression" model.

### 4.3.2 Skellam regression

The Two-Poisson regression model assumes that the two processes - rentals and returns - are independent and hence, we can model them separately. However, this is not necessarily the case (The correlation between total bike demand volume $N_{\mu}$ and total dock demand volume $N_{\lambda}$ of a station can be up to 0.885 ), and in these situations the estimations will be biased [43, 59]. However, we can directly model variable $Z$ through a Skellam distribution since it represents the difference between two Poisson distributions [68]. In fact, if $(X, Y) \sim$ $B P\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$, where $\lambda_{3}$ captures the covariance between $X$ and $Y$, then their difference $Z=X-Y$ follows the Skellam distribution:

$$
\begin{equation*}
P(z)=e^{-\left(\lambda_{1}+\lambda_{2}\right)} \cdot\left(\frac{\lambda_{1}}{\lambda_{2}}\right)^{z / 2} \cdot I_{z}\left(2 \sqrt{\lambda_{1} \lambda_{2}}\right) \tag{27}
\end{equation*}
$$

where $I_{z}(x)$ is the modified Bessel function. What we can observe is that the distribution does not depend on the covariance $\left(\lambda_{3}\right)$ of the two Poisson distributions [68].

Therefore we can model the net total demand $Z$ through a Skellam regression. In particular:

$$
\begin{array}{r}
Z \sim \operatorname{Skellam}\left(N_{\mu}, N_{\lambda}\right) \\
\ln \left(N_{\mu}\right)=\mathbf{b}_{1} \cdot \mathbf{X}  \tag{28}\\
\ln \left(N_{\lambda}\right)=\mathbf{b}_{2} \cdot \mathbf{X}
\end{array}
$$

where $\mathbf{X}$ denotes independent variables. $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ denote the coefficients to be learnt. We fit the model using Maximum Likelihood Estimation. Implementation source code can be found at https://github.com/xinliupitt/skellam_regression.

Table 13: Independent variable list. The first three variables are numerical, and the remaining are categorical.

| Name | Description |
| :---: | :---: |
| temperature | temperature (unit: Kelvins) |
| cloud percentage | percentage of clouds in the sky |
| wind speed | wind speed (unit: meter/sec) |
| day of a week | day index of a week: Mon - Sun |
| interval index | 30-minute interval index of a day (e.g., 6:00 - 6:30, 6:30 - 7:00) |
| holiday indicator | binary indicator of whether the record falls in |
| weekend or federal holidays (1) or not (0) |  |
| cloud indicator | binary indicator of weather being "cloud" (1) or not (0) |
| rain indicator | binary indicator of weather being "rain" (1) or not (0) |
| mist indicator | binary indicator of weather being "mist" (1) or not (0) |
| snow indicator | binary indicator of weather being "snow" (1) or not (0) |
| thunderstorm indicator | binary indicator of weather "thunderstorm" (1) or not (0) |

### 4.4 Results

In this section we will present our evaluation results for predicting the net total demand. We will evaluate the predictive performance across two dimensions:

- Peak - vs - non-peak hour predictions
- Training based on observed - vs - total demand

Specifically, for the latter, we are interested in quantifying the predictive gains achieved by considering the excess bike and dock demand, and not only using recorded bike rentals and returns.

### 4.4.1 Peak and non-peak hours

Typically "peak-hours" for a transportation system include weekdays morning (7am9:30am) and evening commute ( $4 \mathrm{pm}-6: 30 \mathrm{pm}$ ). However, for a bike sharing system there is also seasonality, especially during the summer months [81]. Our data also support this seasonality. In particular, the net total demand during peak hours in the summer months is approximately 6 times higher as compared to that during non-peak hours of the year. For this reason, our results for peak hours below will be focused on the summer months. Different peak hours also have different patterns across seasons. Given the imbalance between the records for the peak hours per season and non-peak hours (peak hours per season cover a little less than $15 \%$ of the observations), a single model would be overwhelmed by the latter and will not able to identify the peak hour patterns in different seasons. Hence, we build separate models for different time periods. In particular, we learn a single model for nonpeak hours, while we build two separate peak hour models (one for the morning and one for the evening peak hours). Predicting the net total demand for (particularly) the peakhour periods is very important for the bike share system operator for various management operations, such as conduct an effective rebalancing. For learning each model, we split the data from all 300 stations and use $80 \%$ of the them to train the model, $10 \%$ as the validation set to optimize the regularization shrinking parameter, and the remaining $10 \%$ for out-ofsample evaluation. All models use L1 regularization, while we use the mean squared error

Table 14: MSE of different time periods under various ML models.

| Model | Excess <br> $(7-9: 30)$ | All records <br> $(7-9: 30)$ | Excess <br> $(16-18: 30)$ | All records <br> $(16-18: 30)$ | Excess <br> (non-peak) | All records <br> (non-peak) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Skellam | $\mathbf{3 6 . 2}$ | $\mathbf{6 . 4}$ | $\mathbf{3 6 . 4}$ | $\mathbf{1 0 . 3}$ | 42.6 | $\mathbf{2 . 7}$ |
| Two-Poisson | 37.6 | 6.7 | 37.2 | 10.6 | 45.3 | 2.8 |
| Neural | 40.1 | 6.8 | 39.6 | 10.8 | 43.1 | 2.8 |
| XGBoost | 36.3 | 9.3 | 43.1 | 16.2 | $\mathbf{4 0 . 2}$ | 3.4 |
| Constant | 44.6 | 8.8 | 68.2 | 16.7 | 67.0 | 3.1 |

(MSE) as our loss. The Skellam model training process follows the regression training setup in Appendix F.

Baseline models: We compare our proposed modeling (Skellam regression) with the following four baselines: (i) two independent Poisson models (Section "4.3.1"), (ii) a feed forward neural network, (iii) XGBoost, (iv) constant prediction. They are referred to as "Two-Poisson", "Neural", "XGBoost", "Constant", respectively in Table 14. For the models except constant prediction, we apply L1 regularization and use the validation set to optimize the shrinking parameter. In particular, the "Two-Poisson" model follows the regression training setup in Appendix F.. For the neural network we use 5 hidden layers, 32 units per layer and a batch size of 32 for training. For XGBoost, we set the number of estimators to 10,000 . For the constant prediction, we use the average net total demand existing in the training set as our prediction for each out-of-sample record.

Table 14 presents the MSE on the test set for two peak hours periods (in the columns marked with "7-9:30", "16-18:30") as well as the non-peak hours (in the columns marked with "non-peak"). For each period, we present the MSE over all the records in the test set (in Table 14 columns marked with "All Records"). In the test set, there are some records with non-zero excess demand; that is, when calculating the ground truth $Z$ of those records, either $N_{\mu_{e}}$ or $N_{\lambda_{e}}$ is non-zero. To understand better any gains existing in predictions, we also specifically present the MSE of those records (in Table 14 this corresponds to the columns
marked with "Excess"). As aforementioned these instances are very important for the bike sharing system operator, since these are the situations where operations such as rebalancing are crucial. Note that the records with non-zero excess demand occupies $10 \%$ of the dataset for peak hours, and $2 \%$ for non-peak hours. For two peak-hour periods, as we can observe, the Skellam regression exhibits the lowest error among all the models examined. The benefits are even larger, in situations where the excess demand is non-zero. For non-peak hours, as we can see, Skellam exhibits only slight benefits over the two-Poisson model and the neural network. This could be attributed to the fact that during non-peak hours, there is an overall low demand for the bike sharing system, and hence, the two-Poisson and neural network models can capture this signal. Finally, XGBoost seems to perform slightly better than Skellam regression for records with non-zero excess demand. However, these records only occupy $2 \%$ of the dataset for non-peak hours (these could represent situations where there are special events - e.g., summer street fairs - that boost demand during non-peak hours).

Apart from its performance in terms of MSE, Skellam regression has two additional advantages over the alternative models considered. First, the Skellam regression as a generalized linear model is interpretable. This is particularly important from an operator's perspective, since it can lead to actionable insights. For example, in a model built for a station during non-peak hours, for the independent variable "temperature" we obtain two coefficients: $\mathbf{b}_{1, \text { temp }}=6.57$ for bike demand and $\mathbf{b}_{2, \text { temp }}=6.90$ for dock demand (Eq (28)) . These coefficients indicate that higher temperature is correlated with more people renting bikes for biking, i.e., higher bike demand. Since these riders need to return the bikes, the dock demand is also positively correlated with the temperature. Secondly, and most importantly, the Skellam regression model allows us to get a better estimation of the uncertainty of our prediction. In particular, we do not only get a single point estimate for the expected value of the net total demand, but rather its whole probability distribution. For example, let us assume that our predictions are $\hat{N}_{\mu}=12.67$ and $\hat{N}_{\lambda}=10.29$. This means that the net total demand is $\hat{Z}=2.38$. Recall, that $\hat{N}_{\mu}$ and $\hat{N}_{\lambda}$ are the two parameters of the Skellam distribution, and hence, we can plot the probability mass function for $Z$ as presented in Fig 40. This distribution allows us to answer questions, such as "what is the probability that there will be excess demand during a specific time period?". Questions are important for the


Figure 40: Skellam probability distribution with parameters $\hat{N}_{\mu}=12.67, \hat{N}_{\lambda}=10.29 . \hat{Z}=$ 2.38 .
system operators, providing them with a more holistic view of the system.

### 4.4.2 Total and observed demand in training

For the results we presented above, we use the total demand $N_{\mu}$ and $N_{\lambda}$ to calculate the dependent variable $Z=N_{\mu}-N_{\lambda}$. One of the motivations for our study is the fact that excess demand is not directly available in the trip/dock availability logs obtained from the bike system operator. Therefore, a lot of existing literature simply uses the observed demand for building predictive models. For these models, 0 trips from a station during a period is an indicator of 0 demand, even though as we have seen this may very well be an instance of actually high (excess) demand. However, what if even by simply using the observed demand to train our models, we can still get a good prediction for the net total demand. To examine this we build our model using only the observed demand when we train the model. We then evaluate the predictions on the test set and the results are presented in Table 15.

As we can see, when training our models using the total demand ("Observed+Excess" in Table 15), the predictions have obvious performance gain (as expected). These gains are of course higher when making predictions for periods with excess demand, as one might have expected as well.

Table 15: MSE of different time periods under Skellam model.

| Model | Excess <br> $(7-9: 30)$ | All records <br> $(7-9: 30)$ | Excess <br> $(16-18: 30)$ | All records <br> $(16-18: 30)$ | Excess <br> (non-peak) | All records <br> (non-peak) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Observed <br> + Excess | 36.2 | 6.4 | 36.4 | 10.3 | 42.6 | 2.7 |
| Observed | 47.5 | 10.0 | 52.2 | 11.9 | 45.8 | 2.9 |

### 4.5 Discussion and Conclusions

In this chapter, firstly, we identify that the proxy to estimate the capacity demand of the bike-sharing system is the observed demand, which is directly recorded in bike trip logs. Then we propose our approach/proxy to estimate "excess demand" in bike sharing systems (e.g., how many customers attempted to rent a bike from an empty station). This type of demand is not directly recorded in bike trip logs. Key to our approach/proxy for estimating excess demand is identifying temporal segments in the bike availability data, that include changes in the availability from zero to non-zero. Through simulations, we verify the ability of our approach to estimate the excess demand present in the system. Consequently we apply our approach on data obtained from Chicago's Divvy bike sharing system to estimate the excess demand present in Divvy system. To predict the net total demand (which includes the observed and excess demand), we learn a Skellam regression model through maximum likelihood estimation, which shows advantages over other alternative models, both in terms of predictive performance and interpretability. Moreover, our Skellam regression model, as a generalized linear model, allows us to get a better estimation of the uncertainty of our prediction, since we essentially obtain the whole probability distribution of our dependent variable.

### 5.0 Limitations and Future works

In this chapter, we will describe limitations of our works on several aspects. In each aspect, we will discuss corresponding future directions.

### 5.1 Proxy for excess demand

We estimate the excess demand based on the proxy we select. This means, our estimated excess demand is limited to the patterns under the selected proxy. Particularly, in urban business, our selected proxy is the complementarity, which may not well capture the patterns in time dimension. This may cause our estimated excess demand lose some timedimensional information. In urban transportation, our selected proxy is EDP, which only relies on the data from bike stations. It may lose some information on the customer's side. Such information can be important to improve our excess demand estimation.

A future direction is to add other proxies for excess demand. In urban business, we can add the proxy - data of customer waiting and spent time at a specific venue. This may help us capture the time-dimensional information for excess demand. For urban transportation, we may add the proxy - how customer operates the bike system's mobile app. For example, a customer of the bike sharing system may use the corresponding mobile application to explore the bike availability of stations near her location. This search itself is a signal of bike demand, and in the case where there are no available bikes nearby we can consider this to be part of the excess demand, which adds necessary information to improve our excess demand estimation.

### 5.2 Proxy of capacity demand

In urban business, our selected proxy of capacity demand is the simulation which relies on 2 factors: distance and rating. Our limitation is that in the simulation, we assume people prioritize the distance choice over the rating.

A future direction is to slightly change the proxy of capacity demand based on the tradeoff between distance and rating. For example, we may assume people prioritize the rating choice over the distance. We may also assume people only care about distance but not rating. Under different assumptions, we estimate the capacity demand and then excess demand. In this way, we can study the patterns of excess demand under slightly different proxies of capacity demand. Such pattern differences may help us further improve the excess demand estimation.

### 5.3 Data time range

For urban business, since the FourSquare movement data is available only from April 2017 to March 2019, our estimated excess demand is limited to the context of this time range.

A future direction is to study the excess demand in different year ranges. For example, if the movement data can be available during COVID-19 pandemic, we can estimate the excess demand during pandemic, and compare the excess demand patterns before and after pandemic. We may also see how the process of pandemic gradually changes the patterns of excess demand.

### 5.4 Types of bike systems

When estimating the excess demand in bike sharing system, we assume this is a docked system, i.e., bikes should be returned to designed stations. This limits our excess demand
estimation to the docked system.
A future direction is to extend our approach to a dockless system, where a customer can return a bike anywhere in a city. In such setting, before applying our approach, we may need to divide the whole city into lots of predefined areas, each of which imitates the "station" in the docked system. However, it is challenging to elaborate this dividing process and the granularity of the predefined areas, which should be carefully and further studied.

### 6.0 Conclusions

In this paper, we firstly find that complementarity can be a proxy for excess demand by examining the fast food restaurants near highway exits. We also find that the demand distribution is influenced by distances and venue ratings, which are important factors to investigate when we move on to explore demand patterns in more general urban areas.

Next, by choosing the complementarity as the proxy, we estimate the excess demand for the urban business. Particularly, we propose our approach, which is incorporates real-world and simulated data, to estimate the complementarity for urban business entities. For each urban business venue, we estimate every source of its complementarity. For urban areas, we reveal the complementarity patterns among different periods in a day, and find that the complementarity can be explained by the venue diversity, venue density, number of venues and inter-venue distance of urban areas. We fetch the embeddings of urban areas via a graph neural network and reveal the inter-area relationship in the latent space. Using these results, venue owners can improve their business strategy to satisfy more excess demand and increase their revenue.

For urban transportation, we estimate and predict the excess demand in bike sharing systems. The proxy of excess demand is a temporal segment in the bike availability data, that include changes in the availability from zero to non-zero. Assisted by this proxy, we propose our approach to estimate the excess demand based on queuing theory. We verify through simulations its ability to estimate the excess demand present in the system. Then we learn a Skellam regression model to predict the net total demand, which shows advantages over other alternative models, both in terms of predictive performance, as well as, interpretability. Using these results, the bike sharing operator can strategically rebalance bikes to satisfy more excess demand, which provides convenience to citizens and improves the city's transportation condition.

## Appendix A Could ArcGIS work for the complementarity topic?

For the topic of complementarity, there are two major tasks to accomplish: (1) simulate citizen movements, based on which the complementarity will be calculated; (2) analyze the pattern of complementarity. ArcGIS, as a well-known tool in GIS study, has the toolboxes for simulations and GIS information analysis. We are interested in whether these two tasks can be completed by ArgGIS.

ArcGIS does not have a straightforward function to calculate the complementarity. From the book [36], in Chapter 7 for example, ArcGIS seems to have this tool to visualize the interactions among venues. However, such interaction is not related to the concept of complementarity, which should be based on venue visitations. More specifically for that tool,

- It only discusses the distance patterns among venues in a specific urban area.
- The analysis by that tool has too many assumptions, such as multiple candidate locations to open restaurants, a distance threshold for an interaction to exist. However, the complementarity analysis does not have such assumptions.

In fact, any analytical tool in ArcGIS [40, 66] does not analyze visitations; in other words, they cannot be used to obtain the complementarity in our paper.

One may think we could directly ArcGIS's simulation tool to complete the simulation. Then we use the simulation results to calculate the complementarity via our own codes. However, ArcGIS's simulation tool does not meet our requirements. Firstly, it cannot use external venue data (e.g., our Foursquare dataset) as the simulation context. Also, it does not support customizing details of agents' motivations. For example, agents will select candidate venues within a "width". Agents also tend to visits highly rated venues. However, ArcGIS does not allow us to customize the width and rating-based probabilities.

Based on these attempts and findings, ArcGIS is not a suitable tool for the research topic on complementarity.

## Appendix B Simulation implementation based on the geohash

Recall that in the first stage of our simulation idea, for the agent's each start venue $v_{1}$ (each movement), we need to select a set of candidate end venues within the ring area $d \pm \Delta r$. This means, we need to brute all venues in the dataset to see if they are within ring area $d \pm \Delta r$. Assume there are a total of $N_{v}$ venues in the dataset. As we need to simulate $\left(N_{B \rightarrow B}+N_{N B \rightarrow B}\right)$ movements, the computational complexity is $N_{v}\left(N_{B \rightarrow B}+N_{N B \rightarrow B}\right)$, which is very high.

To reduce the computational complexity of simulations, we apply the concept of geohash and its related tools in our practical simulation approach. A geohash is a collection of venues which are geographically close. In this way, for an agent's each start venue $v_{1}$ in the simulated movement, we only need to brute force the distances from $v_{1}$ to a total of $N_{\text {geo }}$ geohashes and then identify geohashes which are located in our ring area $d \pm \Delta r$. In fact, the total number of geohashes $N_{\text {geo }}$ is smaller than the total number of venues $N_{v}$ (shown in Table 16), which is the key reason to reduce the computational complexity to $N_{g e o}\left(N_{B \rightarrow B}+\right.$ $\left.N_{N B \rightarrow B}\right)$. Additionally, the proximitypyhash $\mathrm{API}^{1}$ is applied in our simulation, which further accelerates the computational process related to the geohash.

[^7]Table 16: Number of $N_{v}$ and $N_{\text {geo }}$ for each city.

|  | New York City | Los Angeles | Chicago |
| :---: | :---: | :---: | :---: |
| $N_{v}$ | 10884 | 20372 | 8681 |
| $N_{\text {geo }}$ | 6212 | 6140 | 4795 |

## Appendix C Weight of independent variables to explain complementarity

Our objective is to find which candidate value of $w_{\text {ends }}$ outputs the best linear model for complementarity (i.e., dependent variable) based on formula Eq. (16). Our candidate values are $0.60,0.65, \ldots, 0.90,0.95$, where all candidate values being larger than 0.5 . The reason is that complementarity means citizens are motivated to go from the start area to the end area, which indicates the features of the end area is very attractive. Since $w_{\text {ends }}$ is the weight of features of the end area, setting $w_{\text {ends }}>0.5$ can let the weight of the end area always larger than the start area.

The steps of selecting $w_{\text {end }}$ are elaborated as follows:
I. Choose one candidate value of $w_{\text {ends }}$, such as 0.60 . Calculate all independent variables to generate a dataframe given the currently chosen candidate $w_{\text {end }}$.

1. Randomly split the whole dataframe into $80 \%$ training set and $20 \%$ validation set.
a. Use the training set to build a linear model based on Eq. (16).
b. Input the validation set to the built linear model to generate the predicted complementarity. Compare the predictions and ground truth of complementarity, which outputs an mean-square-error (MSE) value.
2. Repeat Step 1 and its nested steps 100 times, which generates 100 MSE values. Record the average of these MSE values.

II: Repeat Step I (by traversing all candidate $w_{\text {end }}$ values) and its nested steps. Then we obtain a specific average MSE value under each candidate $w_{\text {end }}$ value.

III: Select the $w_{\text {end }}$ value corresponding to the lowest average MSE value.

By executing the above steps, we finally select $w_{\text {end }}=0.65$.

## Appendix D Dimensionality selection in neural network

For the graph neural network, we carefully choose the dimension of the embedding, i.e., the number of elements in an embedding vector. We tried 32 and 128 as the embedding dimension, and finally decided to use 32 for the following reasons.

The first reason is that lower dimension can make the distance calculation between embeddings/vectors become more robust. Under a high dimension, the largest and smallest distances have so little difference $[8,4]$, which makes all distances become relatively meaningless.

The second reason is that under 32 dimensional embeddings, the model converges relatively better. The training loss of 32 and 128 dimensional embeddings are shown in Fig. 41, 42, respectively. As observed, the loss of Fig. 41 has less fluctuation, which indicates a better convergence of 32 dimensional embedding than that of 128 .


Figure 41: Loss of Chicago midday with embedding dimentionality 32.


Figure 42: Loss of Chicago midday with embedding dimentionality 128.

## Appendix E Special cases of excess demand in bike-sharing

While the excess demand can be estimated as described in the main text for the vast majority of the instances, rebalancing from the operator can break down the calculations and a slightly different approach is needed.

For example, let us consider the situation in Fig 43. As we can see in this case, the availability at $t_{0}$ changes from 0 to $k$ ( $k \leq 4$ as observed in the real data of Divvy bike sharing system), potentially due to the bike sharing operator relocating/rebalancing $k$ bikes to this station (of course, other reason are possible, such as, a group trip, but the treatment of the situation is the same regardless of the reason for causing it). Next the $k$ bikes are consecutively consumed at times $t_{1}, t_{2}, \ldots t_{k}$ respectively. This means that the demand rate is high, which leads to the supply of all the $k$ bikes being consumed quickly before any new supply of bikes arrives. The EDP in this case is the curve between $\left[t_{0}, t_{k}\right]$, which to reiterate it is different from the typical EDP discussed in the main text. As we discussed in Section "Excess demand estimation", in this case the excess demand rate $\mu_{e}$ equals to the departure rate $\mu$. The estimated departure rate $\hat{\mu}$ can be calculated by inverting the average of intervals between rentals; i.e., $\left[t_{0}, t_{1}\right],\left[t_{1}, t_{2}\right],\left[t_{2}, t_{3}\right], \ldots,\left[t_{k-1}, t_{k}\right]$. Then the average value of these intervals is $\frac{t_{k}-t_{0}}{k}$. Finally, the excess demand rate is estimated by inverting $\frac{t_{k}-t_{0}}{k}$, i.e., $\hat{\mu}_{e}=\frac{k}{t_{k}-t_{0}}$.

The scenario shown by the bike availability curve in Fig 44 is a generalized case of Fig 43. The difference is that starting at $t_{0}$, the bikes are consecutively rented (at $t_{1}, t_{2}$, $\ldots t_{e}$ respectively) up to the point when a supply arrives at $t_{g}$, where $e$ is the total number of consumed bikes before $t_{g}$. In Fig 44, the EDP is the curve during $\left[t_{0}, t_{e}\right]$, which is terminated by the supply arrival at $t_{g}$. The reason follows our explanation for Fig 3 in Section "Excess demand estimation". In particular, the supply arrival at $t_{g}$ indicates that the bikes are not consumed quickly anymore and the ensuing rental would be recorded at the rental (observed) logs. Therefore, we calculate the excess demand using the departure records during $\left[t_{0}, t_{e}\right]$, when bikes are consumed quickly. Following the calculation method aforementioned the


Figure 43: A segment of bike availability curve with a bulk of (potentially rebalanced bikes) arriving at $t_{0}$, all consumed by consecutive rentals.
excess demand in this case is $\frac{e}{t_{e}-t_{0}}$.


Figure 44: A segment of bike availability curve to describe the generalized case of excess demand with a bulk of bikes arriving at the dock at time $t_{0}$.

## Appendix F Regression training setup

For training the Skellam and the Two-Poisson regression models, we need the dependent variables to be integers, since the probability distribution for these models is discrete. However, from $\mathrm{Eq}(20)(22)(23)$, the values of our estimated excess demand volumes $N_{\mu_{e}}, N_{\lambda_{e}}$ can be non-integers, since they are obtained through the estimation of the excess demand rate. In order to be able to train the models we use sampling. In particular, the estimated excess demand volumes are the expected values of the Poisson processes for departures and arrivals. Therefore, we can sample two Poisson distributions with intensity $N_{\mu_{e}}, N_{\lambda_{e}}$ respectively, and obtain specific integer instances to update/replace $N_{\mu_{e}}$ and $N_{\lambda_{e}}$. This sampling process also incorporates some of the uncertainty around the excess demand volumes, captured by the whole probability distribution. Finally, we obtain integer instances for $N_{\mu}$ and $N_{\lambda}$ as dependent variables of the Two-Poisson model, $Z$ as dependent variable of the Skellam model.
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