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In this work we analyze the simultaneous emergence of diffusive energy transport and local thermalization in
a nonequilibrium one-dimensional quantum system, as a result of integrability breaking. Specifically, we discuss
the local properties of the steady state induced by thermal boundary driving in a X X Z spin chain with staggered
magnetic field. By means of efficient large-scale matrix product simulations of the equation of motion of the
system, we calculate its steady state in the long-time limit. We start by discussing the energy transport supported
by the system, finding it to be ballistic in the integrable limit and diffusive when the staggered field is finite.
Subsequently, we examine the reduced density operators of neighboring sites and find that for large systems they
are well approximated by local thermal states of the underlying Hamiltonian in the nonintegrable regime, even
for weak staggered fields. In the integrable limit, on the other hand, this behavior is lost, and the identification of
local temperatures is no longer possible. Our results agree with the intuitive connection between energy diffusion

and thermalization.
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I. INTRODUCTION

In recent years the interest on the physics of nonequilibrium
quantum systems has received a major impulse due to seminal
developments in quantum simulation schemes [1,2]. In partic-
ular, ultracold atomic gases have emerged as some of the most
attractive candidates to help unravel challenging questions
on the physics of many-body interacting quantum systems
[3-5]. Their high degree of controllability, isolation from the
environment, and the existence of schemes for single-atom
resolution [6,7], make them ideal to simulate the physics of a
vast variety of systems [1,4].

One of the most studied areas within the community
of ultracold atomic gases corresponds to the dynamics of
nonequilibrium interacting quantum systems [8—11]. Since
the identification of the nature of transport supported even by
testbed models of condensed matter systems is far from trivial,
it is expected that their simulation in a highly controllable
environment will help resolve several open questions. In
particular, the relation between particle and energy transport
through a quantum system and the integrability of its Hamil-
tonian, although intensively studied, is not fully understood.
It has been shown that in integrable systems, the existence
of nontrivial (local or quasilocal) conservation laws leads to
ballistic conduction, as long as such laws have a finite overlap
with the current operators [12—14]. For nonintegrable models,
in which nontrivial local conservation laws are absent, it is
expected that a diffusion equation with finite conductivity is
satisfied, i.e., that the transport is diffusive. Even though this
is in fact the result found for several models [15-25], ballistic
transport in some nonintegrable systems has been reported
[20,21,26] or could not be ruled out [15,17].

The simulation of interacting systems in ultracold atomic
gases could be determinant for establishing a definitive relation
between integrability and transport [10,11]. A significant
step towards this goal has been accomplished recently, due
to the development of cold-atom configurations inducing
particle transport through a mesoscopic channel connecting
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two reservoirs with population imbalance [27,28]. Moreover,
by establishing different temperatures at the two reservoirs,
thermoelectric effects have also been observed [29]. The
use of these nonequilibrium configurations thus offers the
possibility to study transport properties of quantum sys-
tems under widely differing conditions, with unprecedented
control.

A second problem whose research has been boosted by
these experimental achievements with ultracold atomic gases
is the relation between thermalization and integrability [30].
Specifically, it was suggested that for closed quantum systems
taken to a nonequilibrium configuration, their local reduced
density matrices do not relax to a thermal state if the
Hamiltonian is integrable [31] but tend towards a generalized
Gibbs state incorporating the corresponding conservation laws
[32]. On the other hand, several nonintegrable systems have
been found to relax to a Gibbs state. A large amount of evidence
indicates that this is achieved by means of a mechanism known
as eigenstate thermalization [33-37]. However, these pictures
are still under active debate [38—42]. Moreover, thermalization
of open driven systems is much less well known, although bulk
thermalization in systems with nonintegrable Hamiltonian was
found to be induced by thermal driving [43].

Considering the impact of integrability on the transport and
thermalization properties of quantum systems, the question
of whether these phenomena are directly related naturally
arises. Indeed, it would be expected that a system featuring
ballistic transport does not tent towards a thermal state, due to
the absence of scattering mechanisms which could equilibrate
different parts of the system. It is also tempting to associate
the relaxation towards a thermal state with diffusive transport,
where dissipative mechanisms due to inelastic scattering
take place. Even though this relation between transport and
thermalization appears intuitive, it has yet to be explored.
For example, just recently a connection between the relax-
ation towards a generalized Gibbs state and ballistic particle
transport has been determined in a closed quantum system
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[44]. To establish rigorously whether a general connection
between the two types of phenomena actually exists, the
coincidence of particular transport and thermalization regimes
has to be shown first. In the present work we investigate the
latter problem in a thermally-driven one-dimensional quantum
system, extending the concept of local thermal states [45-50]
to nonequilibirum configurations. As the main result of our
work, we show the coexistence of diffusive energy transport
and local thermalization in large nonintegrable systems. In the
integrable regime, where ballistic energy transport emerges,
local thermalization does not occur.

The paper is organized as follows. In Sec. II we describe
the model to be studied, corresponding to a spin chain
thermally driven at its boundaries so an energy current is
induced. In Sec. III we discuss the properties of the energy
transport resulting from a temperature imbalance across the
spin chain, illustrating the transition between ballistic and
diffusive regimes due to integrability breaking. Then we study
in Sec. IV the description of the thermally driven system by
means of local thermal states and its relation to integrability.
Our conclusions are presented in Sec. V.

II. MODEL OF BOUNDARY-DRIVEN SYSTEM

A. Spin chain model and boundary driving

We start by describing the model to be considered in
the present work, depicted in Fig. 1. The configuration
consists of two thermal reservoirs of different temperature
and/or chemical potential, located at the two edges of a
one-dimensional spin chain. Due to the imposed imbalance,
the chain is driven to a nonequilibrium steady state (NESS)
supporting energy and/or spin currents. This setup is strongly
motivated by the recent development of similar configurations
in cold atomic systems [27-29].

We describe the chain by the spin — % X X Z Hamiltonian,
which corresponds to an archetypical model to analyze
transport and thermalization properties of low-dimensional
quantum systems [12-24,35,36,40,51-55]. To investigate the
effect of integrability breaking, we apply a staggered magnetic
field in the z direction to the lattice [19,22,24]. Thus the
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FIG. 1. (Color online) Scheme of the nonequilibrium system
studied. At the left (L) and right (R) boundaries of a spin chain,
thermal reservoirs of temperatures ﬂaLr‘gR and chemical potentials
uf;’,gR induce local grand-canonical states on two neighboring spins.
This leads to energy currents J**Z [Eq. (5)] and/or spin currents
JS [Eq. (6)] through the chain. In the scheme, they flow from the
left (red) to the right (blue) reservoir, assuming 7.k > TR and/or
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JS
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Hamiltonian is given by

N-1

H=t Z ((7] o+ ojyo*jﬂ1 + Aafojﬁrl) +B Z(—l)joj
j=1 j=1

ey
Here h =1, o;?‘ (0 = x,y,7) are the Pauli matrices at site j,
N is the number of sites, t is the nearest-neighbor exchange
coupling, A is the anisotropy parameter, which corresponds to
the interaction strength between neighboring spin excitations,
and B is the amplitude of the staggered magnetic field.

To study the nonequilibrium properties of the spin chain
thermally driven at its boundaries, we follow the proposal
of Refs. [18,43,56], which allows for an efficient numerical
simulation [57,58]. Specifically, we assume that the state of
the system p satisfies a Lindblad master equation

dp
Tl = L(p) =

where the first term represents the coherent dynamics, and the
dissipators L;(p) correspond to the effect of the left (k = L)
and right (k = R) reservoirs. Each superoperator L;(p) is such
that it induces a grand-canonical state of temperature 7 and
chemical potential ©, namely

—i[H,p] + L(p) + Lr(p), (2)

po(T ) = Z7 e eimtuMye)/ T

7 — "[‘I-[e(*sj,ﬁ-l+MM/,/+1)/T]7 3)
when acting on two spins j, j + 1, with magnetization operator
M= o? + O’f+1, coupled by an X X Z local Hamiltonian,

1+AU

€j.j+1 = T( 0 /+1 +o j j+1)

(-1)/B
2

The reason for using these types of dissipators is that at
least two sites are necessary to induce finite-temperature
thermal states defined by the Hamiltonian couplings of interest
(i.e., nearest-neighbor XX Z interactions). Details of their
implementation are given in Appendix A.

To drive the system to a nonequilibrium configuration,
we apply these superoperators to its leftmost and rightmost
pairs of spins, with target temperatures T and T.X, and
chemical potentlals ,utarg and Mmrg for the left (L) and right
(R) boundaries.! The transport and thermalization properties
of different sets of parameters are studied in the corresponding
NESSs, obtained by simulating the long-time evolution of the
system using the mixed-state time evolving block decimation
algorithm [57,58]. This method allows us to reach system
sizes much larger than those considered in previous studies of
energy transport in interacting thermally-driven spin chains
[59-62]. Our implementation is based on the open-source
Tensor Network Theory (TNT) library [63]. We note that
our study is restricted to high temperatures (7 > 7,7A,B),

[(A 481007 — (1 +8;118)07,,] @

The target temperatures Tiare and chemical potentials (4, are those
that the reservoirs try to impose on the corresponding two boundary
spins. For driving with no temperature imbalance, the values of the
actual temperatures induced are, in most cases, approximately 27,
due to strong boundary effects [56].
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given that the calculations become considerably hard at low
temperatures due to strong boundary effects and correlations
[56].

B. Driving-induced NESSs and currents

By selecting different target temperatures and chemical
potentials, a large variety of effects can be studied. Namely,
if Tk, = Tivg and pl, = pf, =0, the steady state of the
system does not show any net energy or magnetization flow
and thermalizes if the underlying Hamiltonian is nonintegrable
[43]. If a temperature imbalance is established, a NESS with
an energy current is induced. The local energy current at site i
is given by the expectation value of the operator

XXZ _ A 2(Y 2z _x
J; =2t (Uiflo—i o;

X z,.y
+1 — 0i—10; Ui+1)

2( .z x Y
+At (Ui—lai 0;

y X _Z
+1 — 910 Ui+1)

2 X y .z z y __x
+ At (0000 — 0 1070, o)

as obtained from the continuity equation for the energy density
in the bulk of the XX Z spin chain [12]. If only a chemical
potential imbalance is considered, with pf, = —uf, and

Tufrg = Ttﬁg, spin transport at zero average magnetization and
finite [56,64] or infinite [51] temperatures can be simulated.
In this case, the local spin current is given by the expectation
value of the operator

1P =2t(of oy, — 0j'ofly). (6)

obtained from the continuity equation of the local magne-
tization operator [12,19]. Furthermore, if there is a thermal
or magnetization imbalance, and pu{;, # —/iiy, S0 a finite
magnetization is imposed to the system, magnetothermal
effects arise, namely Seebeck and Peltier effects [65-67]. This
situation is briefly discussed in Appendix B for the integrable
limit, where we show that the nature of the magnetothermal
response depends on the particular form in which it is induced.

Note that in the absence of bulk energy and magnetization
dissipation, the energy and spin currents are homogeneous
in the corresponding NESS [54]. We thus denote them as
JXXZ = (J¥*7) [2? and J¥ = (J7) /7, respectively.

III. DIRECT ENERGY TRANSPORT
AND INTEGRABILITY

We now consider the main question of our work, focusing
on the impact of integrability breaking on the local properties
of the NESS of thermally-driven systems. Thus during the rest
of the paper we consider chains only driven by a temperature
imbalance ( TtaLrg > T[frg), with zero target chemical potentials.
Also note that from here on, the numerical values of all the
energies will be quoted in ratios of 7, and for brevity the values
of B/t, T/, etc., will be referred to simply as B, T, etc., in
figures and the main text.

We start our investigation by examining the nature of
the direct energy transport through an X XZ spin chain. We
consider, first, the integrable case, with no staggered magnetic
field (B =0). In Fig. 2(a) we show for three interaction
strengths A that the energy current through the system is
independent of its size. In addition, we show in Fig. 2(b)
that the energy profiles are flat in the bulk. This indicates that
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FIG. 2. (Color online) Energy transport properties of integrable
XXZ spin chains. The results correspond to 75, = oo, T8, =20
and different interactions A. (a) Energy current as a function of N.
(b) Energy profiles for N = 80. Note the strong boundary effects of

the thermal driving.

the energy transport is ballistic for the different interaction
regimes of the X X Z model. This result thus provides strong
evidence to support the picture of ballistic energy transport in
integrable quantum systems, as discussed in previous works
by means of different techniques [12,15,17,21,23,65,68-70].
Note that studies of energy transport in integrable systems with
single-site thermal driving also suggested ballistic conduction,
for A =0[59] and A = 1 [71], but for much smaller systems
(of up to 12 sites).

Next we consider the nonintegrable case with finite stag-
gered magnetic field. First, we note that while the simulations
for the case B = 0 converged to the NESS quite fast, those of
finite values of B were found to be more demanding, with their
convergence time scaling in a form ~B~!. For this reason we
identified the amplitude B = 0.1 as approximately the lowest
one for which the NESS can be obtained with a reasonable
computational effort. Thus we considered field amplitudes
within the range 0.1 < B < 0.4 for our study.

The most important features of the high-temperature energy
transport of the nonintegrable system are shown in Fig. 3. We
restrict the results to a single interaction strength, A = 1.5;
a similar qualitative behavior was found for other A values.
Specifically, as depicted in Fig. 3(a), the energy profiles are no
longer flat but acquire a ramp form that becomes steeper as B
increases. Also, as shown in Fig. 3(b), the energy current is no
longer independent of the size of the system but decreases with
N. Thus the energy transport is no longer ballistic. Instead, as
indicated in Fig. 3(c), it satisfies a diffusion equation in the
bulk, namely

XXZ
J Kxxz

AE  (N—2n—2y"

AE = <8N—n—1,N—n> - (8n+1,n+2)

@)
with kyyz the energy conductivity, n the number of sites
discarded at each edge of the chain due to strong boundary
effects [18], AE the energy difference between the leftmost
and rightmost pairs of sites retained, and o ~ 1. In addition,
as shown in Fig. 3(d), the energy conductivity diverges with
the staggered magnetic field as kyxz ~ B~> when B — 0,
as expected from previous calculations [16,22]. So our results
indicate that when the integrability of the Hamiltonian is bro-
ken, the energy transport becomes diffusive. This conclusion is
consistent with recent calculations of current autocorrelation
functions in systems with staggered magnetic fields [21,22,24]
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FIG. 3. (Color online) Energy transport properties of the X X Z
model with staggered magnetic field. The simulations correspond to
A =15, T}, = oo, and T,5, = 20. (a) Examples of energy profiles
for two staggered magnetic fields. (b) Corresponding energy currents
as a function of N. The symbols represent the TNT results, and
the lines are guides to the eye. (c) Scaling of the ratio (JXX?)/AE
with the size of the system. The symbols are the numerical data, and
the lines represent the fits to Eq. (7). To perform the fit, we have
discarded n = 15 sites at each boundary of the chain for all values of
N considered. Larger values of n do not modify the results, since the
energy gradient is homogeneous in the region of the chain retained.
For B = 0.15, the fit gives kxxz = 145(5) and o = 0.98(1), and for
B = 0.30it gives kxxz = 40.6(5) and o = 0.97(1). (d) Conductivity
of the system as a function of B. The solid line corresponds to the fit
Kxxz = 4.0(1.3)371'9(1).

and with previous studies in which the integrability is broken
by means of other types of couplings.?

We have therefore demonstrated, by using a transport
scheme differing from those considered in previous work,
the existence of ballistic energy transport for an integrable
Hamiltonian. On the other hand, the energy transport becomes
diffusive when the integrability is broken, in this case by a
staggered magnetic field.

Now we examine the thermalization regimes in the same
nonequilibrium configurations. We show the absence and
emergence of thermalization on a local scale for sufficiently
large chains with integrable and nonintegrable Hamiltonians,
respectively, coinciding with ballistic and diffusive energy
transport regimes.

Diffusive energy transport has been reported in systems with
interchain couplings [15,16,23] and next-nearest-neighbor coupling
leading to frustration [15]. For dimerized systems, the nature of the
energy transport is less clear, since different studies have obtained
ballistic [21] and diffusive [15,17] regimes. Preliminary calculations
with our nonequilibrium setup indicate diffusive energy conduction
at high temperatures.
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IV. LOCAL THERMAL STATES AND INTEGRABILITY

An important problem regarding the nature of the NESS of
a driven quantum system corresponds to whether, and under
which conditions, it can be described by local equilibrium.
If so, local temperatures and chemical potentials can be
established, determining the simplest form in which a system
can deviate from global equilibrium [72,73]. In addition,
considering the relation between relaxation to Gibbs-like states
and nonlocal conservation laws in closed quantum systems
[32,33,44], it becomes natural to ask whether Hamiltonian
integrability is related to such a local equilibrium picture.

Here we study these questions by analyzing the concept
of local thermalization in high-temperature thermally-driven
systems. We find that the definition of local temperatures is
possible in these configurations, depending on the integrability
of the Hamiltonian. Namely, for large nonintegrable systems
local thermalization arises, while it does not for integrable
models.

A. Correlation functions

A first point to evaluate regarding the possible existence of
local thermal states in the NESS of the system is whether long-
range correlations emerge. In Ref. [72] it was shown that when
boundary driving induces spin transport at infinite temperature,
long-range correlations emerge at interaction strengths A 2>
0.91. At finite temperature long-range correlations were also
found for A = 1.5. It was proposed that these results could
demonstrate the absence of well-defined local temperatures
in nonequilibrium one-dimensional many-body systems. But
interestingly, as discussed in the following sections of our
work, this turns out not to be the case in nonintegrable systems
driven out of equilibrium by a thermal imbalance. Thus it is
illustrative to observe first the behavior of spatial correlations
across the system. In Fig. 4 we plot the bulk-averaged
correlation functions C(r) = (C(j,r));, with

CGin) = ojo,,) — {o3)los, ). ®)
10° T T T
1072 -
1
10—4_ B -
1075 -
1 1 1
1 3 15

T

FIG. 4. (Color online) Spin-spin correlations of the X X Z model
with staggered magnetic field, for A = 1.5, N = 100, T,k 00,

targ =

and 7,5, =?20. From top to bottom, the lines correspond to

B =0,0.15,0.20,0.30,0.35. The field amplitude B thus increases
as indicated by the arrow.
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as a function of the separation r between spins. The notation
(.); indicates spatial average of the correlations C(j,7) with
fixed r, excluding sites near the boundaries. The main
observation from Fig. 4 is that the correlations, which oscillate
due to the staggered field, strongly decay with B, up to two
orders of magnitude from B =0 to B = 0.4. In addition,
for B > 0 the correlations are of O(107°) — O(107%) for
r = 15, which indicates a much faster spatial decay than that
of long-range correlations in Ref. [72]. This suggests that as
the integrability-breaking parameter gets larger, a description
of the system by means of local properties becomes more
feasible.

B. Determination of local thermal states

To determine whether the thermally driven system can be
locally described by thermal states, we proceed as follows.
First, we calculate the reduced density operators of each pair
of neighboring sites (j, j + 1) in the bulk of the driven system,
which we denote as 5>(j, j + 1).* Then we find the local two-
site thermal state,

p2(j i+ =271,

X €Xp [—(?i,jﬂ +M<i0f+:“vj+10;+1)/Tj-j+1]’
Zj jr1=Trlexp [~ (e jr1+mjoi +1j4105,,)/ Tj ]}
9

with local temperature T; ;; and chemical potentials w;
and p i1, closest to p»(j,j + 1). This state is identified by
determining the free parameters T j+i, ij, and w;y; that
minimize the trace distance [74]

D(p2.p2) = 3Tt[v/(p2 — /2)?]. (10)

This calculation is performed self-consistently. First, for
each pair (j,j + 1) we fix the local chemical potentials to
a particular value [see Eq. (16)] and sweep over a range
of trial temperatures 7} ;4 (with temperature step 67), as
exemplified in Fig. 5 for the two central sites of the chain. The
temperatures that minimize the trace distance are selected and
then used to find new values of the local chemical potentials,
following a similar minimization from a sweep over trial
values. The process is repeated until convergence is obtained;
see Appendix C for more details of this procedure. Finally, we
compare expectation values of each p, with those of the closest
thermal state found. If their difference is much smaller than
the actual values of the expectation values (i.e., if the relative
difference is small), p, corresponds to a local thermal state.
A few points must be discussed before presenting our
results. First, note that this method represents an improvement
over procedures used in other works to find local temperatures
[43,62,75], which only relied on analyzing and comparing
a few expectation values to determine thermalization. To
understand why, consider two states p and o, and an ob-
servable G with spectral decomposition G = ) ;&N IE

3Reduced density operators are denoted by §,, identified by the ~
symbol. Thermal states are simply denoted as p,. The subindex n
refers to the number of sites of the density operators.
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FIG. 5. (Color online) Trace distance between the reduced den-
sity operator g, of the two central sites and two-site states (9) with
temperature T% N for various staggered fields B. The calculations
correspond to N = 100, Ti5,, — 00, T8 = 20,A = 1.5,6T = 1072,
and the final iteration of the self-consistent procedure.

pj =Tr(plj){jl) and g; = Tr(c|j)(j|) denote the probabili-
ties of obtaining outcome j in a measurement of G, then the
corresponding expectation values are

(G), =Tr(pG) =) gipjs (Gy =Tr(6G) =) g;q;.
J J

(1)

Their difference is
G), = (Gol = |D_8i(p; —ap)| < Ig*1 Y _Ip; —
J J

= 2|g"|D(pj.q)) < 218" |D(p.0),  (12)

where g* is the eigenvalue of G of maximal amplitude,
D(pj,q;) is the L; distance between the probability distri-
butions {p;} and {g,}, and where we have used that the trace
distance D(p,o0) upper-bounds D(p;,q;) [74]. Thus the trace
distance of two states upper-bounds the difference between
the corresponding expectation values of any observable (with
finite eigenvalues). Its calculation then constitutes a well-
motivated measure of distance to determine the closest thermal
state p2(j,j + 1) to each p,(j,j + 1). The sole value of the
trace distance between both states, however, is not enough
to determine whether p,(j,j + 1) is actually thermal, since it
does not give any indication of the relative difference between
expectation values of the two states. This is why after finding
the closest p2(j,j + 1), a comparison of its expectation values
to those of p,(j,j + 1) is still required.

Second, it is important to discuss why we use the state
of Eq. (9) to perform our study. An intuitive justification
can be drawn from considerations on global thermal states
at high temperature 7. For such cases, where the total density
operator is

1 1 1\?
=z —H/T)~ —|Iy—=H+0|( = ,
PN exp(—H/T) 2N|:N +H+ <T>]

13)
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with [, the identity operator of m sites, the reduced density
operator of sites j and j + 1 is very well approximated by

o 1 1 1\?
P2(j,J + 1) =Tr(on) j+1y =~ 7 |:12 — it + 0(;) :|

= Z 'exp(—¢&; j11/T), (14)

with Z the corresponding local partition function [48]. The
states of Eq. (14), however, do not account for the coupling of
the pair of sites (j,j + 1) to the rest of the chain, even under
some approximation. An initial improvement corresponds to
assuming a mean-field (MF) coupling between the pair and
the neighboring sites, namely

oi 10 ~ (o] )of + i (o), (15)
for « = x,y,z and similarly for pair (j + 1,j + 2). A reason-
ing similar to that of Egs. (13) and (14) then leads to a state of
the form in Eq. (9), with

it =TA0] ), (16)

z

when considering that only (o;) 7 0 when B > 0. Thus the
coupling of the two sites of interest to the rest of the chain
motivates the inclusion of site-dependent chemical potentials
on the local description of the NESS. To go beyond a mean-
field approximation, these are taken as fitting parameters.

Even though we do not have a global thermal state but a
system with temperature imbalance and energy transport, we
consider states of Eq. (9) for our local analysis. This was further
motivated by verifying numerically that the two-site reduced
density operators of the X X Z driven systems 0,(j,j + 1) have
the form

1 .
P = Z(12 —}—dja; + deFIUJ‘JJrl + Z cjf,jﬂa/‘?‘aﬂ]),

a=x,y,z

wj= rA(o]?_,),

a7)
with d; = (0’;) and c‘j’.‘,jJrl = (a]‘."aj‘.’ﬂ). Since only the terms
of Eq. (17) are generated by the exponential of Eq. (9),* using
it for the local description of a nonequilibrium setup stands as
a very appealing and natural choice. Finally, note that since
the operators describing the energy current correspond to three
neighboring sites [see Eq. (5)], they are not incorporated in our
two-site description. However, they should be included in an
analysis of the reduced density operators of more than two
sites. Establishing a well-motivated ansatz for the description
of such reduced density operators remains an open question.

C. Impact of integrability on local thermalization

Now we discuss whether the two-site reduced density
operators of thermally-driven systems of a fixed system size,
namely N = 100 spins, can be well approximated by the
two-site thermal states of Eq. (9). As described in Sec. IV B, we
start by identifying the local thermal state p,(j, j + 1) closest

“Its is readily verified from simple algebra that any nth
power of ¢; ;41 has the form &}, = Cilh + Coo} + Cso}, +
Za Ca,a(r]‘?‘aj‘-’; » with C, and C,, coefficients that depend on the
Hamiltonian parameters. Thus the exponential of the Hamiltonian

also has the same type of expansion.
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FIG. 6. (Color online) Temperature profiles across the system for
the parameters of Fig. 5. The (flat) profile of B = 0 is not shown since
it corresponds to temperatures ~95.

to the reduced density operator p,(j,j + 1) of each pair of
neighboring spins of the driven chain. The determination of
the local temperature is illustrated in Fig. 5 for the two central
sites and various staggered magnetic fields B. Notably, the
trace distance between the two types of states decreases and
gets sharper as the staggered field B increases. The resulting
local temperatures for each value of B are shown in Fig. 6. As
expected, they describe well-defined linear profiles. Note also
that the obtained temperatures at the boundaries significantly
differ from the target temperatures. This occurs due to the
strong boundary effects of the two-site driving [43,56]. In
particular, the temperature at the left boundary is finite, while
th%rg — 00. This results from the coupling of the two leftmost
spins to the rest of the chain, which has finite local temperatures
due to the finite value of T[ffrg. Additionally, observe that
as B increases the temperature profiles become steeper, an
expected result since the system goes deeper into the diffusive
regime. However, due to the different strength of boundary
effects at each boundary (being stronger at low temperatures
[56]), this steepening is asymmetric, resulting in the different
temperature profiles crossing away from the center of the spin
chain.

Then we compare the corresponding (0'o’", ;) expectation
values of the two types of states. In Fig. 7 we present the
comparison for a = z; the results for « = x,y have the same
features, so they are not shown. For B = 0, the maximum
difference of expectation values is A9%. It is significantly
diminished for B = 0.1 (*2%), and becomes very small for
B = 0.4 (0.7%). These relative differences are consistent with
the corresponding trace distance [see Eq. (12)]. Thus we
conclude that away from the integrable limit, the NESS of
the thermally-driven system of N = 100 spins is locally well
described by thermal states of the form in Eq. (9). Close to and
at integrability, this local description does not hold.

This conclusion is reinforced when looking at the mag-
netization profiles of the NESS. In Fig. 8(a) we show the
staggered magnetization of the chain for B = 0.4, along with
the profiles obtained when fitting the local reduced density
operators g, with different versions of Eq. (9). Local thermal
states with zero or mean-field chemical potentials reproduce
the oscillatory form of the profile. However, the staggered
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FIG. 7. (Color online) Comparison between expectation values
(of0f,,) directly obtained from the numerical simulations of driven
systems with temperature imbalance (dashed lines) and those of the
chosen two-site thermal states (solid lines). Each indicated value
of B refers to the closest solid and dashed line. For clarity, the
dashed lines correspond to B = 0 (dash-dot), B = 0.1 (long-dashed),
B = 0.2 (medium-dashed), and B = 0.4 (short-dashed). Also, the
results for the 10 leftmost and rightmost sites have not been plotted.
The calculations correspond to the parameters of Fig. 5.

x1073
6.6 T T T
Tossk ontRiERass
T
~ --- Fit with p; =0
— Fit with MF p;
— Fit with free
1 1 1
4'4() 50 100
_ J
x1072
4 T T T
b
Al
Hj
0
_9 ] ] ]
0 50 100
J

FIG. 8. (Color online) (a) Comparison between expectation val-
ues (ojz) directly obtained from the numerical simulations of driven
systems with temperature imbalance (o) and those of various two-site
thermal states in Eq. (9). The red dashed line refers to states with no
local chemical potential. The black solid line corresponds to states
with the mean-field chemical potentials in Eq. (16). The solid blue
(oscillating) line represents the results when using w; and ;4 as
fitting parameters. (b) Values of . ; minimizing the trace distance
between the two-site reduced and thermal states of sites (j,j + 1).
The calculations correspond to B = 0.4 and the other parameters of
Fig. 5.
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magnetization has an additional staggering amplitude on top
of it, which is not captured by any of these two limits.
This additional residual staggering is reproduced well when
taking p; and ;1 as free parameters, as seen in Fig. 8(a).
The corresponding values of w; obtained for each pair of
sites (j,j + 1) are shown in Fig. 8(b). In the bulk, these
chemical potentials form an oscillating profile around a
linearly increasing trend, resembling the increase of the
magnetization profile.

On the other hand, for Hamiltonians close to integrability
the magnetization values of the NESS are much lower and
cannot be reproduced even when w; and p;y; are free
parameters. For example, for B = 0.1, differences between the
(a]?) values of the NESS and the states in Eq. (9) minimizing
the corresponding trace distance are of up to 20% (not shown).

D. Local states close to and at integrability

We have noted in Sec. IVB that the two-site reduced
density operators g, of the thermally driven X X Z spin chains
have the form specified in Eq. (17). Since this result holds
independently of the value of the staggered magnetic field, it
is natural to ask whether close to and at the integrable limit,
the system can be described locally by states of the form of
Eq. (9) but with an effective local Hamiltonian,

.. =2 XX y_y A ~ZnZ
Ejjv1 = ‘L'J(O’j Ot —i—oj Tit + A]ojojH)

(-1)/B
+——[a+ §j00; —oi,(1+ Sj+1.n)], (18)

where #; and A; are free fit parameters corresponding to
effective site-dependent hopping rates and interaction
strengths, respectively (following the convention described
in Sec. III, the numerical values of ¥;/t are just denoted
by ;). We verified that this is in fact the case for several
staggered magnetic field, including B = 0. However, since
the parameters ¥; and A ; obtained by this fitting deviate from
the couplings of the parent Hamiltonian, there is no true local
thermalization, and no local temperatures can be assigned to
the system.

Specifically, we found for each two-site reduced density
operator in the bulk of the system a state in Eq. (9) with
effective local Hamiltonian of Eq. (18), so their trace distance
is of 0(107°). In Fig. 9 we show the effective site-dependent
couplings that minimize the corresponding trace distance for
systems of size N = 100, interaction A = 1.5 and various
staggered fields. Deep in the nonintegrable regime (B = 0.4),
#i~ 1 and A; ~ 1.5 in the bulk. As the staggered field
decreases, the effective parameters notably deviate from the
values of the Hamiltonian couplings. Finally, this deviation
becomes very large in the integrable limit. In particular,
%; ~ 0.93and AJ- ~ 1.77 for B = 0 (not shown). These results
indicate, in a complementary form to that of Sec. IV C, that
thermally-driven strongly nonintegrable systems are locally
described by thermal states of the underlying Hamiltonian,
while in the integrable limit such a description is not valid.

There are, however, three specific instances of integrability
that require special attention, given that they satisfy the
conditions described above to argue the existence of local
thermalization. These correspond to the isotropic (A = 1),
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FIG. 9. (Color online) Effective site-dependent Hamiltonian
couplings of local two-site states for different staggered magnetic
fields B and interaction A = 1.5. (a) Effective hopping ;. (b)
Effective coupling in the z direction A ;- The calculations correspond
to the parameters of Fig. 5. The results of B = 0 are not shown since
they are located in significantly different ranges of the y axis, i.e.,
#; 7 0.93 and A; ~ 1.77 in the bulk.

XX (A =0), and Ising (r =0, A — 00) coupling limits.
To explain what makes these cases special, and to show that
their local two-site description by thermal states of the parent
Hamiltonian is an artifact of their high symmetry, we take
the first case as an example. Here, since all the directions are
completely equivalent, the two-site reduced density operators
02(j,j + 1) must have the form

~ . . 1 o o
P(j,j+1) = 1 L +cj i Z ooy ), (19)
a=x,y,z

with ¢; ;41 a local coefficient, equal for the three directions
o. Due to the symmetry of the A =1 local Hamiltonian,
given by

hjjn =t(ojol, +0]0l, +0i0],), (20

it is easily shown that a two-site thermal state at temperature
T has the form®

e hijwi/T 1
Tre /Ty = 4_1[12 + C(Mhj j+1], 21

with the coefficient

o) = [ofot) =

p(j,j+ 1=

e*‘[/T _ e3r/T

3e-7/T + e3t/T : (22)

>The key point to derive this result is that all the powers of the A = 1
local Hamiltonian have the form A’ ;| = t"(a, + byh; j+1), with
a, =3b,_1and b, = (1 — (=3)")/4. Thusexp(—=h; j+1/T) x hj j11.
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So by selecting the temperature that satisfies T C(T) = ¢; j41,
each two-site reduced density operator of the driven system is
identified with a local thermal state with Hamiltonian 4; ;,,in
spite of the integrability. We have verified this result within our
numerical simulations, finding trace distances between states
02(j,j + 1) and the closest 5,(j, j + 1) of O(10~7) in the bulk.
Additionally, we have confirmed that ; = 1 and A; = 1 when
looking for the effective Hamiltonian couplings that minimize
the trace distance.

Similar arguments can be derived for the X X and Ising lim-

its. This is because (afaj’.‘H) (o7 j H_1) # 0and (o o; /+1)
0 for the X X chain and only (c'% ;0741) # Ofor the Ising model.
As a result, both the two-site reduced density operators of the
thermally-driven system and the two-site thermal states are
proportional to the corresponding local Hamiltonian. By an
appropriate selection of the local temperatures, the two types
of local states coincide.

There is, however, a key difference between the results for
these particular integrable limits and those of nonintegrable
Hamiltonians studied above, which justifies our conclusion
that real thermalization emerges in the latter but not in the
former. This is that our discussions for nonintegrable systems
do extend to larger reduced density matrices. For instance,
we have verified for A = 1 that when T, = T.X, only the
two-site reduced density operators correspond to thermal states
with local Hamiltonian (20). When more sites are taken, this
identification is no longer possible. Namely, the trace distance
between states g3(j,j + 1,/ + 2) in the bulk and the closest
thermal state p3(j,j + 1,j +2) is &4 x 107*; in addition,
for states of four sites, the corresponding trace distance is
~1 x 1073, Indeed, several expectation values of the p, states
with n > 2 are not well reproduced by thermal states p,, and
thus there is no thermalization. For nonintegrable systems this
is not the case. We have verified, for B=0.4 and A =1,
that the expectation values of the reduced density operators
of three and four sites are still well reproduced by thermal
states, with corresponding trace distances across the system
of O(107%). Thus the conclusion of local thermalization for
nonintegrable cases is robust to considering more than two
sites.

E. Scaling with system size

Finally, we discuss the effect of the system size on its
local description by means of thermal states. For various
sizes N, we obtained the effective parameters %; and A j
of the local Hamiltonian of Eq. (18) for the central pair of
spins and calculated their difference to the actual Hamiltonian
parameters. We consider first the integrable regime B = 0.
As shown in Fig. 10(a), the effective couplings diverge from
the couplings of the parent Hamiltonian as N increases. This
provides further evidence that in the integrable limit, the
system does not locally thermalize for any size, since as it
becomes larger, a local description by a thermal state of the
underlying Hamiltonian becomes increasingly worse.

The results differ entirely for the nonintegrable regime,
even for a weak staggered magnetic field. This is illustrated
for the two central spins and B = 0.15 in Fig. 10(b). Notably,
as the size of the system increases, # and A approach t and
A, respectively. For the sizes attainable with our numerical
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FIG. 10. (Color online) Scaling of the difference of effective and
real exchange coupling (O) and anisotropy (o) with the system
size, for the central sites and A = 1.5. (a) For integrable regime,
B = 0. The solid lines are guides to the eye. (b) For nonintegrable
regime with B = 0.15. The solid lines are the corresponding linear
fits: (A — A)/A = 1.16(8)N~' —6(13) x 10~%, and (r — ©)/7 =
0.49(4)N~! — 3(6) x 10~*. The calculations correspond to the pa-
rameters of Fig. 5.

simulations, this approach is very well approximated by N~!,
as indicated by the fits shown in Fig. 10(b). This is consistent
with having # = 7 and A = A in the thermodynamic limit,
since the errors of the size-independent term of the fits are
larger than their actual value, as indicated in the caption of
the figure. These scaling results show that systems close to
integrability will tend to a local thermal description given by
their underlying Hamiltonian for sufficiently large sizes.

For the regime of parameters considered, we have estab-
lished coincident transport and thermalization phenomena,
depending on the integrability of the model. Namely, ballistic
energy transport occurs in the integrable regime, where
the system displays a total absence of local thermalization,
while diffusive energy transport and local thermalization
emerge in the nonintegrable regime. For the system sizes
simulated, the former is clearly identified for weak staggered
magnetic fields while the latter is not. However, a scaling
analysis of the local properties of the NESS suggests that
even there, energy diffusion and local thermalization occur
simultaneously for very large systems. Whether the transition
between the two transport and local thermalization regimes
occurs arbitrarily close to integrability remains an open
question.

PHYSICAL REVIEW E 91, 042129 (2015)

V. CONCLUSIONS

In the present work we studied the NESS of high-
temperature thermally-driven one-dimensional spin-1/2 X X Z
chains, obtained by efficient matrix product simulations. We
focused on two distinct phenomena, namely energy diffusion
and local thermalization, which simultaneously arise from the
integrability breaking of the Hamiltonian.

Specifically, we first analyzed the energy transport sup-
ported by the system when different temperatures are imposed
at its boundaries by means of a two-site driving. The results
show that the integrable X X Z model features ballistic energy
transport. On the other hand, when the integrability of the
Hamiltonian is broken by means of a staggered magnetic
field, the energy transport becomes diffusive. Our results
thus provide new evidence to support this picture of energy
transport.

Subsequently, we studied the emergence of local thermal
states in the same thermally-driven systems. We observed
that deep in the nonintegrable regime the system is locally
described by thermal states of the underlying Hamiltonian.
Close to integrability this local description does not hold for
the system sizes attainable with our simulations. However,
a scaling analysis with N suggests the emergence of local
thermalization for very large sizes in such a regime. Finally, in
the integrable limit the system is not well described by local
thermal states of the underlying Hamiltonian (except for a few
symmetric limits). In fact, this description becomes worse as
the system size increases.

These results represent the first concrete connection be-
tween the integrability of a Hamiltonian and the emergence of
corresponding local thermal states in a global nonequilibrium
setup. More importantly, they suggest a close connection
between transport and thermalization properties. This has
been recently established for integrable closed systems [44].
Here we show, for open boundary-driven configurations, that
energy diffusion and local thermalization emerge in the same
(nonintegrable) regime for large chains, the latter being more
susceptible to the system size. Thus it is natural to expect
that an intimate relation between the two phenomena exists. A
rigorous proof of such a relation is still required.

We conclude by commenting on a connection between our
results and a recent numerical study of energy transport in
the XX Z model [21]. There, two semi-infinite spin chains,
initially in thermal states of different temperatures 7% and
TR, are coupled through a single site. As the system evolves
in time, the energy current at the interface between both chains
saturates rapidly in the integrable limit, while it does not (in
the accessible time scales) when the Hamiltonian contains
staggered magnetic fields. This led to the conjecture that the
relaxation of the energy current to a steady-state value would
only occur for nonzero Drude weights. Additionally, even
if the current at the interface reaches a steady-state value,
the energy profile does not, given that the system is closed.
Thus in the ballistic regime the current “is not determined by
local temperature gradients” but has the form f(T%) — f(T®)
for some function f. Our research is consistent with this
observation by indicating that in the ballistic regime it is
not actually possible to provide a sensible definition of
local temperatures. It would be interesting to study local
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thermalization in the setup of Ref. [21], or other driving
schemes, to check the generality of the qualitative results we
have found.
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APPENDIX A: TWO-SITE THERMAL DRIVING

To drive the system out of equilibrium by a temperature
imbalance, we use the so-called two-site bath operators
[18,43,56]. These operators are designed to induce a Gibbs
state of a given target temperature and chemical potential on
a pair of isolated spins with Hamiltonian & = €, , and total
magnetization operator M = o + 0;. So we wish to find a
superoperator L g(p) which satisfies the equation

Lg(pp) =0,

with a Gibbs state pp at temperature 7 and chemical potential
u being the only eigenvector of Lz with zero eigenvalue, all
the other eigenvalues being —1. This particular choice of the
driving leads to the fastest convergence to pg [18]. To build
the superoperator Lp, we start by diagonalizing the thermal
state of the target temperature,

(AL)

pp = Vidv, (A2)

with d = diag(dy,d,,d»,d3) a diagon_al matrix. Now we
build the “diagonal” superoperator Ldlag, whose only zero-
eigenvalue eigenstate is d, i.e.,

L3*(d) = 0. (A3)
If we express the matrix d in the form
|3 15
d=3 Z Cnymy0 @ 0 = Z c,Q", (A4)
n1.1y=0 n=0
with 0¥ = T (single-site identity), o! = 0%, 02 = 0%, and

0® =07, and with Q" = 1/4(0,"" ® 0,?) the basis elements
for two sites satisfying 4tr(Q"TQ") = §,,,,, it is easily shown
that

d=Co + C,Q' + C4Q* + C5Q°, (A5)

PHYSICAL REVIEW E 91, 042129 (2015)

with coefficients
Co=dy+d+dr+d3, Ci=dy—d|+d,—ds,
Ci=do+d —dy—ds, Cs=do—d;—dr+ds.

Then it is easily shown that Eq. (A3) holds for the chosen
basis, and the conditions specified above are satisfied if
the nonzero elements of the matrix representation of the
“diagonal” superoperator are

e

(£5%),0=Cj/Co. Jj=145.

(A6)

=1,

m,m

m=1,...,15
(A7)

We now use the “diagonal” superoperator to define the matrix
form of the superoperator £z inducing the thermal state pp.
First, we express pg in the 2" basis,

15
IOB = Z ann’
n=0

with p, the components on each basis element. So the matrix
representations of the superoperators satisfy

Z Cn (C(gag)m’ncn =0, Z pm(['B)m,n:On =0, (A9

m,n

(A8)

for m,n =0, ...,15. Using Egs. (A2), (A4), and (AS) it is
shown that

Cn =4 Z ontr (VI VIQM). (A10)

n

Replacing this result in the left equality of Eq. (A9), it is
obtained that

Zpi (Z(RT)im(ﬂifag)myan’j> p; =0, (A11)
i,j m,n

where we have defined the matrix elements

R ;= tr(VIQ'VQ)). (A12)

Comparing the second equality of Eq. (A9) and Eq. (A11), we
finally obtain

Lg = RILIER, (A13)

which relates the matrix forms of the “diagonal” and complete
superoperators.

APPENDIX B: MAGNETOTHERMAL EFFECTS

Here we briefly show the range of physics accessible with
the two-site driving scheme. In particular we examine the
emergence of magnetothermal effects, depicted in Fig. 11,
motivated by the recent implementation of a thermoelectric
heat engine in a boundary-driven configuration of ultracold
atoms [29]. We consider only the integrable limit of the
Hamiltonian (B = 0) and illustrate how the nature of these
effects may depend on the form in which they are induced.

We first describe how an energy current can be induced
through the system in the absence of a temperature imbalance,
i.e., when T,L, = TX ., which corresponds to the Peltier effect.
This response emerges when imposing a finite magnetization
on the spin chain, which breaks the symmetry between up
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FIG. 11. (Color online) Scheme of the magnetothermal effects
induced in boundary-driven systems with a finite average magneti-
zation. (a) Peltier effect, in which an energy current is induced by
a magnetic imbalance (s, > 1{;,,) With no temperature imbalance
(Tihe = Tk, = T). (b) Seebeck effect, in which a spin current is
induced by a temperature imbalance (7,5, > T,5,) With no magneti-
zation imbalance (uf,, = if,, = (). The arrows indicate spin and
energy currents. The solid lines represent magnetization and energy

profiles.

and down spins, in addition to a magnetization imbalance. For
example, if the chemical potentials of the two boundary reser-
voirs satisfy fif, # iy > 0, a positive and homogeneous
magnetization is induced in the bulk of the chain, favoring
the energy current carried by spins up. A net flow of energy
results, in addition to the spin current directly induced by the
magnetization imbalance. As shown in Figs. 12(a) and 12(b),
these currents are independent of the size of the system, in both
the weakly and the strongly interacting regimes. Additionally,
the magnetization and energy profiles are flat in the bulk, as
shown in Figs. 12(c) and 12(d), respectively. Thus the induced
spin transport is ballistic, as expected from the finite overlap
between the spin and (conserved) energy current operators
[12], as well as the (magnetothermal) energy transport.
Importantly, a Peltier response can be induced in alternative
ways. Namely, the symmetry between up and down spins
could be broken by applying a homogeneous magnetic field

x1073
7 T T T 0.57 T T T
A=05 (a) (c)
Lar 1%
A=15
1 l | l 0.48 ! ! !
30 65 100 50 100
) N i
x1073
7 T 1 0.43 T T T
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o
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= A=05
1 l l l
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FIG. 12. (Color online) Transport properties induced by a mag-
netization imbalance across an X X Z chain, with finite magnetization.
The results correspond to :“qLarg/thrg =0.5, uﬁrg/TR = 0.7, and

targ
Tuﬁ:gR = 100. The left panels show the spin (a) and energy currents (b)
as a function of N. The right panels correspond to the magnetization
(c) and energy profiles (d) for A = 1.5 and N = 100.
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along the system. This would induce a component of the heat
current given by the product of the magnetic field and the spin
current J S, being ballistic for weak interactions (|A| < 1) and
diffusive in the strongly interacting regime (|A| > 1) [54].
Thus the nature of the magnetothermal response of the system
depends on the particular form in which it is induced.

Using the two-site driving to impose a finite and homo-
geneous magnetization on the system, it is also possible to
induce a spin current by means of a temperature imbalance,
a phenomenon known as Seebeck effect. We have verified
that when 7L > TX, and ug, = ps, >0, so there is
temperature but no magnetization imbalance, the induced
transport of spin and energy is ballistic for the integrable
Hamiltonian for both weak and strong interactions. Since the
results have the same form than those shown in Fig. 12 for
the Peltier effect, i.e., flat magnetization and energy profiles in
the bulk and size-independent currents, they are not shown.

These results demonstrate that under the two-site driving
scheme used here, ballistic magnetothermal responses exist
in the integrable X XZ model for both weakly and strongly
interacting regimes [65,60].

APPENDIX C: OBTAINING LOCAL TEMPERATURES
AND CHEMICAL POTENTIALS

In Sec. IVB we briefly described how to determine local
temperatures and chemical potentials of the thermally-driven

-3
10 ) . ——
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! k=3
B
=
_ :
— ,li =0.019 py = 0.030
10-6 1 ] ]
—0.02  —0.01 0 0.01 0.02
MY

FIG. 13. (Color online) Trace distance between the two-site re-
duced density operator f(5,% + 1) and two-site thermal states p,
with trial temperatures T% A and chemical potentials u ¥ and
I The results correspond to a system with B = 0.4 and the
parameters of Fig. 5. (a) Sweep over temperature for three iterations
k = 1,2,3 of the self-consistent process. Iteration k = 1 corresponds
to the mean-field chemical potentials of Eq. (16). (b) Sweep over
chemical potential of site % + 1 for various fixed potentials of site
%, for iteration k = 1. No more iterations are depicted here, since

they give the same trace distances than those of k = 1.
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spin chain. Now we present more details of this self-consistent
calculation.

We start by comparing the two-site reduced density operator
02(j,j + 1) of each pair of neighboring sites with thermal
states p, of the form in Eq. (9), with the mean-field chemical
potentials of Eq. (16) and trial temperatures within a range
[Tiin, Tmax], separated by a step §7. Then we select the
temperatures 7; ;. that minimize the trace distance of
Eq. (10) for each pair. This step is exemplified for the central
sites of a particular spin chain in Fig. 13(a) (blue solid line);
in this case, the temperature selected is T%g 41 =T4.51
Subsequently, we compare states p>(j,j + 1) to thermal states
P> with the selected temperatures and trial chemical potentials
w; and ;4 within a range [Umin, Umax] (separated by a step
éu), again by means of the trace distance. This is illustrated
in Fig. 13(b) for the central sites of the chain, where for
different fixed values of my we show the corresponding trace

PHYSICAL REVIEW E 91, 042129 (2015)

distances for a sweep over my . We then select the values
(ny N +1) that minimize D(p,,0,); in the example they are
(0.019,0.002). This corresponds to the first iteration (k = 1) of
the process. Afterwards, with the obtained values of chemical
potentials, we select a new temperature for each pair of sites
by means of the same process and then we identify new
values of chemical potentials. This corresponds to the second
iteration (k = 2), for which a large decrease of the minimal
trace distances is observed with respect to the first iteration
[see black dashed line of Fig. 13(a)]. The procedure is repeated
until the values of temperatures and chemical potentials remain
unaltered when increasing the number of iterations, up to
the accuracy given by the steps 67 and du selected. In the
example of Fig. 13 this has been already achieved with the
third iteration (k = 3), for which the values of D(p,,0,) are
the same than those of the second iteration [see the symbols of
Fig. 13(a)].

[1] I. M. Georgescu, S. Ashhab, and F. Nori, Rev. Mod. Phys. 86,
153 (2014).

[2] T. H. Johnson, S. R. Clark, and D. Jaksch, Eur. Phys. J. Quant.
Technol. 1, 1 (2014).

[3] D. Jaksch and P. Zoller, Ann. Phys. 315, 52 (2005).

[4] L. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys. 80, 885
(2008).

[5] I. Bloch, J. Dalibard, and S. Nascimbene, Nat. Phys. 8, 267
(2012).

[6] W. S. Bakr, A. Peng, M. E. Tai, R. Ma, J. Simon, J. L
Gillen, S. Folling, L. Pollet, and M. Greiner, Science 329, 547
(2010).

[7]1 J. E. Sherson, C. Weitenberg, M. Endres, M. Cheneau, 1. Bloch,
and S. Kuhr, Nature 467, 68 (2010).

[8] U. Schneider, L. Hackermiiller, J. P. Ronzheimer, S. Will, S.
Braun, T. Best, I. Bloch, E. Demler, S. Mandt, D. Rasch et al.,
Nat. Phys. 8, 213 (2012).

[9] C. D’Errico, M. Moratti, E. Lucioni, L. Tanzi, B. Deissler, M.
Inguscio, G. Modugno, M. B. Plenio, and F. Caruso, New J.
Phys. 15, 045007 (2013).

[10] J. P. Ronzheimer, M. Schreiber, S. Braun, S. S. Hodgman,
S. Langer, 1. P. McCulloch, F. Heidrich-Meisner, 1. Bloch, and
U. Schneider, Phys. Rev. Lett. 110, 205301 (2013).

[11] L. Vidmar, S. Langer, I. P. McCulloch, U. Schneider, U.
Schollwock, and F. Heidrich-Meisner, Phys. Rev. B 88, 235117
(2013).

[12] X. Zotos, F. Naef, and P. Prelovsek, Phys. Rev. B 55, 11029
(1997).

[13] T. Prosen, Phys. Rev. Lett. 106, 217206 (2011).

[14] T. Prosen and E. Ilievski, Phys. Rev. Lett. 111, 057203 (2013).

[15] E. Heidrich-Meisner, A. Honecker, D. C. Cabra, and W. Brenig,
Phys. Rev. B 68, 134436 (2003).

[16] P.Jung,R. W. Helmes, and A. Rosch, Phys. Rev. Lett. 96, 067202
(2006).

[17] E. Heidrich-Meisner, A. Honecker, and W. Brenig, Eur. Phys. J.
Spec. Top. 151, 135 (2007).

[18] T. Prosen and M. Znidarié, J. Stat. Mech. (2009) P02035.

[19] G. Benenti, G. Casati, T. Prosen, D. Rossini, and M. Znidari&,
Phys. Rev. B 80, 035110 (2009).

[20] S. Langer, F. Heidrich-Meisner, J. Gemmer, 1. P. McCulloch,
and U. Schollwock, Phys. Rev. B 79, 214409 (2009).

[21] C. Karrasch, R. Ilan, and J. E. Moore, Phys. Rev. B 88, 195129
(2013).

[22] Y. Huang, C. Karrasch, and J. E. Moore, Phys. Rev. B 88, 115126
(2013).

[23] C. Karrasch, J. E. Moore, and F. Heidrich-Meisner, Phys. Rev.
B 89, 075139 (2014).

[24] R. Steinigeweg, J. Gemmer, and W. Brenig, Phys. Rev. B 91,
104404 (2015).

[25] C. Karrasch, D. M. Kennes, and F. Heidrich-Meisner, Phys. Rev.
B 91, 115130 (2015).

[26] D. Gobert, C. Kollath, U. Schollwock, and G. Schiitz, Phys. Rev.
E 71, 036102 (2005).

[27] J. P. Brantut, J. Meineke, D. Stadler, S. Krinner, and T. Esslinger,
Science 337, 1069 (2012).

[28] D. Stadler, S. Krinner, J. Meineke, J. P. Brantut, and T. Esslinger,
Nature 491, 736 (2012).

[29] J. P. Brantut, C. Grenier, J. Meineke, D. Stadler, S. Krinner, C.
Kollath, T. Esslinger, and A. Georges, Science 342, 713 (2013).

[30] A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalattore,
Rev. Mod. Phys. 83, 863 (2011).

[31] T. Kinoshita, T. Wenger, and D. S. Weiss, Nature 440, 900
(2006).

[32] M. Rigol, V. Dunjko, V. Yurovsky, and M. Olshanii, Phys. Rev.
Lett. 98, 050405 (2007).

[33] M. Rigol, V. Dunjko, and M. Olshanii, Nature 452, 854 (2008).

[34] M. Rigol, Phys. Rev. Lett. 103, 100403 (2009).

[35] R. Steinigeweg, A. Khodja, H. Niemeyer, C. Gogolin, and
J. Gemmer, Phys. Rev. Lett. 112, 130403 (2014).

[36] R. Steinigeweg, J. Herbrych, and P. Prelovsek, Phys. Rev. E 87,
012118 (2013).

[37] S. Sorg, L. Vidmar, L. Pollet, and F. Heidrich-Meisner, Phys.
Rev. A 90, 033606 (2014).

[38] C. Gogolin, M. P. Miiller, and J. Eisert, Phys. Rev. Lett. 106,
040401 (2011).

[39] M. Rigol and M. Srednicki, Phys. Rev. Lett. 108, 110601 (2012).

[40] J. Sirker, N. P. Konstantinidis, F. Andraschko, and N. Sedlmayr,
Phys. Rev. A 89, 042104 (2014).

042129-12


http://dx.doi.org/10.1103/RevModPhys.86.153
http://dx.doi.org/10.1103/RevModPhys.86.153
http://dx.doi.org/10.1103/RevModPhys.86.153
http://dx.doi.org/10.1103/RevModPhys.86.153
http://dx.doi.org/10.1140/epjqt10
http://dx.doi.org/10.1140/epjqt10
http://dx.doi.org/10.1140/epjqt10
http://dx.doi.org/10.1140/epjqt10
http://dx.doi.org/10.1016/j.aop.2004.09.010
http://dx.doi.org/10.1016/j.aop.2004.09.010
http://dx.doi.org/10.1016/j.aop.2004.09.010
http://dx.doi.org/10.1016/j.aop.2004.09.010
http://dx.doi.org/10.1103/RevModPhys.80.885
http://dx.doi.org/10.1103/RevModPhys.80.885
http://dx.doi.org/10.1103/RevModPhys.80.885
http://dx.doi.org/10.1103/RevModPhys.80.885
http://dx.doi.org/10.1038/nphys2259
http://dx.doi.org/10.1038/nphys2259
http://dx.doi.org/10.1038/nphys2259
http://dx.doi.org/10.1038/nphys2259
http://dx.doi.org/10.1126/science.1192368
http://dx.doi.org/10.1126/science.1192368
http://dx.doi.org/10.1126/science.1192368
http://dx.doi.org/10.1126/science.1192368
http://dx.doi.org/10.1038/nature09378
http://dx.doi.org/10.1038/nature09378
http://dx.doi.org/10.1038/nature09378
http://dx.doi.org/10.1038/nature09378
http://dx.doi.org/10.1038/nphys2205
http://dx.doi.org/10.1038/nphys2205
http://dx.doi.org/10.1038/nphys2205
http://dx.doi.org/10.1038/nphys2205
http://dx.doi.org/10.1088/1367-2630/15/4/045007
http://dx.doi.org/10.1088/1367-2630/15/4/045007
http://dx.doi.org/10.1088/1367-2630/15/4/045007
http://dx.doi.org/10.1088/1367-2630/15/4/045007
http://dx.doi.org/10.1103/PhysRevLett.110.205301
http://dx.doi.org/10.1103/PhysRevLett.110.205301
http://dx.doi.org/10.1103/PhysRevLett.110.205301
http://dx.doi.org/10.1103/PhysRevLett.110.205301
http://dx.doi.org/10.1103/PhysRevB.88.235117
http://dx.doi.org/10.1103/PhysRevB.88.235117
http://dx.doi.org/10.1103/PhysRevB.88.235117
http://dx.doi.org/10.1103/PhysRevB.88.235117
http://dx.doi.org/10.1103/PhysRevB.55.11029
http://dx.doi.org/10.1103/PhysRevB.55.11029
http://dx.doi.org/10.1103/PhysRevB.55.11029
http://dx.doi.org/10.1103/PhysRevB.55.11029
http://dx.doi.org/10.1103/PhysRevLett.106.217206
http://dx.doi.org/10.1103/PhysRevLett.106.217206
http://dx.doi.org/10.1103/PhysRevLett.106.217206
http://dx.doi.org/10.1103/PhysRevLett.106.217206
http://dx.doi.org/10.1103/PhysRevLett.111.057203
http://dx.doi.org/10.1103/PhysRevLett.111.057203
http://dx.doi.org/10.1103/PhysRevLett.111.057203
http://dx.doi.org/10.1103/PhysRevLett.111.057203
http://dx.doi.org/10.1103/PhysRevB.68.134436
http://dx.doi.org/10.1103/PhysRevB.68.134436
http://dx.doi.org/10.1103/PhysRevB.68.134436
http://dx.doi.org/10.1103/PhysRevB.68.134436
http://dx.doi.org/10.1103/PhysRevLett.96.067202
http://dx.doi.org/10.1103/PhysRevLett.96.067202
http://dx.doi.org/10.1103/PhysRevLett.96.067202
http://dx.doi.org/10.1103/PhysRevLett.96.067202
http://dx.doi.org/10.1140/epjst/e2007-00369-2
http://dx.doi.org/10.1140/epjst/e2007-00369-2
http://dx.doi.org/10.1140/epjst/e2007-00369-2
http://dx.doi.org/10.1140/epjst/e2007-00369-2
http://dx.doi.org/10.1088/1742-5468/2009/02/P02035
http://dx.doi.org/10.1088/1742-5468/2009/02/P02035
http://dx.doi.org/10.1088/1742-5468/2009/02/P02035
http://dx.doi.org/10.1103/PhysRevB.80.035110
http://dx.doi.org/10.1103/PhysRevB.80.035110
http://dx.doi.org/10.1103/PhysRevB.80.035110
http://dx.doi.org/10.1103/PhysRevB.80.035110
http://dx.doi.org/10.1103/PhysRevB.79.214409
http://dx.doi.org/10.1103/PhysRevB.79.214409
http://dx.doi.org/10.1103/PhysRevB.79.214409
http://dx.doi.org/10.1103/PhysRevB.79.214409
http://dx.doi.org/10.1103/PhysRevB.88.195129
http://dx.doi.org/10.1103/PhysRevB.88.195129
http://dx.doi.org/10.1103/PhysRevB.88.195129
http://dx.doi.org/10.1103/PhysRevB.88.195129
http://dx.doi.org/10.1103/PhysRevB.88.115126
http://dx.doi.org/10.1103/PhysRevB.88.115126
http://dx.doi.org/10.1103/PhysRevB.88.115126
http://dx.doi.org/10.1103/PhysRevB.88.115126
http://dx.doi.org/10.1103/PhysRevB.89.075139
http://dx.doi.org/10.1103/PhysRevB.89.075139
http://dx.doi.org/10.1103/PhysRevB.89.075139
http://dx.doi.org/10.1103/PhysRevB.89.075139
http://dx.doi.org/10.1103/PhysRevB.91.104404
http://dx.doi.org/10.1103/PhysRevB.91.104404
http://dx.doi.org/10.1103/PhysRevB.91.104404
http://dx.doi.org/10.1103/PhysRevB.91.104404
http://dx.doi.org/10.1103/PhysRevB.91.115130
http://dx.doi.org/10.1103/PhysRevB.91.115130
http://dx.doi.org/10.1103/PhysRevB.91.115130
http://dx.doi.org/10.1103/PhysRevB.91.115130
http://dx.doi.org/10.1103/PhysRevE.71.036102
http://dx.doi.org/10.1103/PhysRevE.71.036102
http://dx.doi.org/10.1103/PhysRevE.71.036102
http://dx.doi.org/10.1103/PhysRevE.71.036102
http://dx.doi.org/10.1126/science.1223175
http://dx.doi.org/10.1126/science.1223175
http://dx.doi.org/10.1126/science.1223175
http://dx.doi.org/10.1126/science.1223175
http://dx.doi.org/10.1038/nature11613
http://dx.doi.org/10.1038/nature11613
http://dx.doi.org/10.1038/nature11613
http://dx.doi.org/10.1038/nature11613
http://dx.doi.org/10.1126/science.1242308
http://dx.doi.org/10.1126/science.1242308
http://dx.doi.org/10.1126/science.1242308
http://dx.doi.org/10.1126/science.1242308
http://dx.doi.org/10.1103/RevModPhys.83.863
http://dx.doi.org/10.1103/RevModPhys.83.863
http://dx.doi.org/10.1103/RevModPhys.83.863
http://dx.doi.org/10.1103/RevModPhys.83.863
http://dx.doi.org/10.1038/nature04693
http://dx.doi.org/10.1038/nature04693
http://dx.doi.org/10.1038/nature04693
http://dx.doi.org/10.1038/nature04693
http://dx.doi.org/10.1103/PhysRevLett.98.050405
http://dx.doi.org/10.1103/PhysRevLett.98.050405
http://dx.doi.org/10.1103/PhysRevLett.98.050405
http://dx.doi.org/10.1103/PhysRevLett.98.050405
http://dx.doi.org/10.1038/nature06838
http://dx.doi.org/10.1038/nature06838
http://dx.doi.org/10.1038/nature06838
http://dx.doi.org/10.1038/nature06838
http://dx.doi.org/10.1103/PhysRevLett.103.100403
http://dx.doi.org/10.1103/PhysRevLett.103.100403
http://dx.doi.org/10.1103/PhysRevLett.103.100403
http://dx.doi.org/10.1103/PhysRevLett.103.100403
http://dx.doi.org/10.1103/PhysRevLett.112.130403
http://dx.doi.org/10.1103/PhysRevLett.112.130403
http://dx.doi.org/10.1103/PhysRevLett.112.130403
http://dx.doi.org/10.1103/PhysRevLett.112.130403
http://dx.doi.org/10.1103/PhysRevE.87.012118
http://dx.doi.org/10.1103/PhysRevE.87.012118
http://dx.doi.org/10.1103/PhysRevE.87.012118
http://dx.doi.org/10.1103/PhysRevE.87.012118
http://dx.doi.org/10.1103/PhysRevA.90.033606
http://dx.doi.org/10.1103/PhysRevA.90.033606
http://dx.doi.org/10.1103/PhysRevA.90.033606
http://dx.doi.org/10.1103/PhysRevA.90.033606
http://dx.doi.org/10.1103/PhysRevLett.106.040401
http://dx.doi.org/10.1103/PhysRevLett.106.040401
http://dx.doi.org/10.1103/PhysRevLett.106.040401
http://dx.doi.org/10.1103/PhysRevLett.106.040401
http://dx.doi.org/10.1103/PhysRevLett.108.110601
http://dx.doi.org/10.1103/PhysRevLett.108.110601
http://dx.doi.org/10.1103/PhysRevLett.108.110601
http://dx.doi.org/10.1103/PhysRevLett.108.110601
http://dx.doi.org/10.1103/PhysRevA.89.042104
http://dx.doi.org/10.1103/PhysRevA.89.042104
http://dx.doi.org/10.1103/PhysRevA.89.042104
http://dx.doi.org/10.1103/PhysRevA.89.042104

COEXISTENCE OF ENERGY DIFFUSION AND LOCAL ...

[41] B. Pozsgay, M. Mestyan, M. A. Werner, M. Kormos, G. Zarand,
and G. Takdcs, Phys. Rev. Lett. 113, 117203 (2014).

[42] B. Wouters, J. De Nardis, M. Brockmann, D. Fioretto, M. Rigol,
and J.-S. Caux, Phys. Rev. Lett. 113, 117202 (2014).

[43] M. Znidarié, T. Prosen, G. Benenti, G. Casati, and D. Rossini,
Phys. Rev. E 81, 051135 (2010).

[44] M. Mierzejewski, P. Prelovsek, and T. Prosen, Phys. Rev. Lett.
113, 020602 (2014).

[45] M. Hartmann, G. Mahler, and O. Hess, Phys. Rev. Lett. 93,
080402 (2004).

[46] M. Hartmann, G. Mahler, and O. Hess, Phys. Rev. E 70, 066148
(2004).

[47] M. Hartmann, Contemp. Phys. 47, 89 (2006).

[48] A. Garcia-Saez, A. Ferraro, and A. Acin, Phys. Rev. A 79,
052340 (2009).

[49] A. Ferraro, A. Garcia-Saez, and A. Acin, Europhys. Lett. 98,
10009 (2012).

[50] M. Kliesch, C. Gogolin, M. J. Kastoryano, A. Riera, and
J. Eisert, Phys. Rev. X 4, 031019 (2014).

[51] M. Znidari&, New J. Phys. 12, 043001 (2010).

[52] E. Canovi, D. Rossini, R. Fazio, G. E. Santoro, and A. Silva,
Phys. Rev. B 83, 094431 (2011).

[53] J. J. Mendoza-Arenas, T. Grujic, D. Jaksch, and S. R. Clark,
Phys. Rev. B 87, 235130 (2013).

[54] J. J. Mendoza-Arenas, S. Al-Assam, S. R. Clark, and D. Jaksch,
J. Stat. Mech. (2013) P07007.

[55] J. J. Mendoza-Arenas, M. T. Mitchison, S. R. Clark, J. Prior,
D. Jaksch, and M. B. Plenio, New J. Phys. 16, 053016 (2014).

[56] M. Znidari&, J. Stat. Mech. (2011) P12008.

[57] M. Zwolak and G. Vidal, Phys. Rev. Lett. 93, 207205 (2004).

[58] F. Verstraete, J. J. Garcia-Ripoll, and J. I. Cirac, Phys. Rev. Lett.
93, 207204 (2004).

PHYSICAL REVIEW E 91, 042129 (2015)

[59] C.Mejia-Monasterio and H. Wichterich, Eur. Phys. J. Spec. Top.
151, 113 (2007).

[60] H. Wichterich, M. J. Henrich, H.-P. Breuer, J. Gemmer, and
M. Michel, Phys. Rev. E 76, 031115 (2007).

[61] M. Michel, O. Hess, H. Wichterich, and J. Gemmer, Phys. Rev.
B 77, 104303 (2008).

[62] J. Wu and M. Berciu, Phys. Rev. B 83, 214416 (2011).

[63] S. Al-Assam, S. R. Clark, D. Jaksch, and T. D. Team, TNT Li-
brary Alpha Version (2012) [http://www.tensornetworktheory.
org].

[64] S. Jesenko and M. Znidarié, Phys. Rev. B 84, 174438 (2011).

[65] K. Louis and C. Gros, Phys. Rev. B 67, 224410 (2003).

[66] S. Ajisaka, F. Barra, C. Mejia-Monasterio, and T. Prosen, Phys.
Rev. B 86, 125111 (2012).

[67] J. Thingna and J.-S. Wang, Europhys. Lett. 104, 37006
(2013).

[68] A. Klimper and K. Sakai, J. Phys. A: Math. Gen. 35, 2173
(2002).

[69] E. Orignac, R. Chitra, and R. Citro, Phys. Rev. B 67, 134426
(2003).

[70] S. Langer, M. Heyl, 1. P. McCulloch, and F. Heidrich-Meisner,
Phys. Rev. B 84, 205115 (2011).

[71] D. Manzano, M. Tiersch, A. Asadian, and H. J. Briegel, Phys.
Rev. E 86, 061118 (2012).

[72] T. Prosen and M. Znidarig, Phys. Rev. Lett. 105, 060603
(2010).

[73] G. Benenti, G. Casati, T. Prosen, and K. Saito, arXiv:1311.4430.

[74] M. A. Nielsen and 1. L. Chuang, Quantum Computation and
Quantum Information (Cambridge University Press, Cambridge,
UK, 2000).

[75] C. Mejia-Monasterio, T. Prosen, and M. Casati, Europhys. Lett.
72, 520 (2005).

042129-13


http://dx.doi.org/10.1103/PhysRevLett.113.117203
http://dx.doi.org/10.1103/PhysRevLett.113.117203
http://dx.doi.org/10.1103/PhysRevLett.113.117203
http://dx.doi.org/10.1103/PhysRevLett.113.117203
http://dx.doi.org/10.1103/PhysRevLett.113.117202
http://dx.doi.org/10.1103/PhysRevLett.113.117202
http://dx.doi.org/10.1103/PhysRevLett.113.117202
http://dx.doi.org/10.1103/PhysRevLett.113.117202
http://dx.doi.org/10.1103/PhysRevE.81.051135
http://dx.doi.org/10.1103/PhysRevE.81.051135
http://dx.doi.org/10.1103/PhysRevE.81.051135
http://dx.doi.org/10.1103/PhysRevE.81.051135
http://dx.doi.org/10.1103/PhysRevLett.113.020602
http://dx.doi.org/10.1103/PhysRevLett.113.020602
http://dx.doi.org/10.1103/PhysRevLett.113.020602
http://dx.doi.org/10.1103/PhysRevLett.113.020602
http://dx.doi.org/10.1103/PhysRevLett.93.080402
http://dx.doi.org/10.1103/PhysRevLett.93.080402
http://dx.doi.org/10.1103/PhysRevLett.93.080402
http://dx.doi.org/10.1103/PhysRevLett.93.080402
http://dx.doi.org/10.1103/PhysRevE.70.066148
http://dx.doi.org/10.1103/PhysRevE.70.066148
http://dx.doi.org/10.1103/PhysRevE.70.066148
http://dx.doi.org/10.1103/PhysRevE.70.066148
http://dx.doi.org/10.1080/00107510600581136
http://dx.doi.org/10.1080/00107510600581136
http://dx.doi.org/10.1080/00107510600581136
http://dx.doi.org/10.1080/00107510600581136
http://dx.doi.org/10.1103/PhysRevA.79.052340
http://dx.doi.org/10.1103/PhysRevA.79.052340
http://dx.doi.org/10.1103/PhysRevA.79.052340
http://dx.doi.org/10.1103/PhysRevA.79.052340
http://dx.doi.org/10.1209/0295-5075/98/10009
http://dx.doi.org/10.1209/0295-5075/98/10009
http://dx.doi.org/10.1209/0295-5075/98/10009
http://dx.doi.org/10.1209/0295-5075/98/10009
http://dx.doi.org/10.1103/PhysRevX.4.031019
http://dx.doi.org/10.1103/PhysRevX.4.031019
http://dx.doi.org/10.1103/PhysRevX.4.031019
http://dx.doi.org/10.1103/PhysRevX.4.031019
http://dx.doi.org/10.1088/1367-2630/12/4/043001
http://dx.doi.org/10.1088/1367-2630/12/4/043001
http://dx.doi.org/10.1088/1367-2630/12/4/043001
http://dx.doi.org/10.1088/1367-2630/12/4/043001
http://dx.doi.org/10.1103/PhysRevB.83.094431
http://dx.doi.org/10.1103/PhysRevB.83.094431
http://dx.doi.org/10.1103/PhysRevB.83.094431
http://dx.doi.org/10.1103/PhysRevB.83.094431
http://dx.doi.org/10.1103/PhysRevB.87.235130
http://dx.doi.org/10.1103/PhysRevB.87.235130
http://dx.doi.org/10.1103/PhysRevB.87.235130
http://dx.doi.org/10.1103/PhysRevB.87.235130
http://dx.doi.org/10.1088/1742-5468/2013/07/P07007
http://dx.doi.org/10.1088/1742-5468/2013/07/P07007
http://dx.doi.org/10.1088/1742-5468/2013/07/P07007
http://dx.doi.org/10.1088/1367-2630/16/5/053016
http://dx.doi.org/10.1088/1367-2630/16/5/053016
http://dx.doi.org/10.1088/1367-2630/16/5/053016
http://dx.doi.org/10.1088/1367-2630/16/5/053016
http://dx.doi.org/10.1088/1742-5468/2011/12/P12008
http://dx.doi.org/10.1088/1742-5468/2011/12/P12008
http://dx.doi.org/10.1088/1742-5468/2011/12/P12008
http://dx.doi.org/10.1103/PhysRevLett.93.207205
http://dx.doi.org/10.1103/PhysRevLett.93.207205
http://dx.doi.org/10.1103/PhysRevLett.93.207205
http://dx.doi.org/10.1103/PhysRevLett.93.207205
http://dx.doi.org/10.1103/PhysRevLett.93.207204
http://dx.doi.org/10.1103/PhysRevLett.93.207204
http://dx.doi.org/10.1103/PhysRevLett.93.207204
http://dx.doi.org/10.1103/PhysRevLett.93.207204
http://dx.doi.org/10.1140/epjst/e2007-00367-4
http://dx.doi.org/10.1140/epjst/e2007-00367-4
http://dx.doi.org/10.1140/epjst/e2007-00367-4
http://dx.doi.org/10.1140/epjst/e2007-00367-4
http://dx.doi.org/10.1103/PhysRevE.76.031115
http://dx.doi.org/10.1103/PhysRevE.76.031115
http://dx.doi.org/10.1103/PhysRevE.76.031115
http://dx.doi.org/10.1103/PhysRevE.76.031115
http://dx.doi.org/10.1103/PhysRevB.77.104303
http://dx.doi.org/10.1103/PhysRevB.77.104303
http://dx.doi.org/10.1103/PhysRevB.77.104303
http://dx.doi.org/10.1103/PhysRevB.77.104303
http://dx.doi.org/10.1103/PhysRevB.83.214416
http://dx.doi.org/10.1103/PhysRevB.83.214416
http://dx.doi.org/10.1103/PhysRevB.83.214416
http://dx.doi.org/10.1103/PhysRevB.83.214416
http://www.tensornetworktheory.org
http://dx.doi.org/10.1103/PhysRevB.84.174438
http://dx.doi.org/10.1103/PhysRevB.84.174438
http://dx.doi.org/10.1103/PhysRevB.84.174438
http://dx.doi.org/10.1103/PhysRevB.84.174438
http://dx.doi.org/10.1103/PhysRevB.67.224410
http://dx.doi.org/10.1103/PhysRevB.67.224410
http://dx.doi.org/10.1103/PhysRevB.67.224410
http://dx.doi.org/10.1103/PhysRevB.67.224410
http://dx.doi.org/10.1103/PhysRevB.86.125111
http://dx.doi.org/10.1103/PhysRevB.86.125111
http://dx.doi.org/10.1103/PhysRevB.86.125111
http://dx.doi.org/10.1103/PhysRevB.86.125111
http://dx.doi.org/10.1209/0295-5075/104/37006
http://dx.doi.org/10.1209/0295-5075/104/37006
http://dx.doi.org/10.1209/0295-5075/104/37006
http://dx.doi.org/10.1209/0295-5075/104/37006
http://dx.doi.org/10.1088/0305-4470/35/9/307
http://dx.doi.org/10.1088/0305-4470/35/9/307
http://dx.doi.org/10.1088/0305-4470/35/9/307
http://dx.doi.org/10.1088/0305-4470/35/9/307
http://dx.doi.org/10.1103/PhysRevB.67.134426
http://dx.doi.org/10.1103/PhysRevB.67.134426
http://dx.doi.org/10.1103/PhysRevB.67.134426
http://dx.doi.org/10.1103/PhysRevB.67.134426
http://dx.doi.org/10.1103/PhysRevB.84.205115
http://dx.doi.org/10.1103/PhysRevB.84.205115
http://dx.doi.org/10.1103/PhysRevB.84.205115
http://dx.doi.org/10.1103/PhysRevB.84.205115
http://dx.doi.org/10.1103/PhysRevE.86.061118
http://dx.doi.org/10.1103/PhysRevE.86.061118
http://dx.doi.org/10.1103/PhysRevE.86.061118
http://dx.doi.org/10.1103/PhysRevE.86.061118
http://dx.doi.org/10.1103/PhysRevLett.105.060603
http://dx.doi.org/10.1103/PhysRevLett.105.060603
http://dx.doi.org/10.1103/PhysRevLett.105.060603
http://dx.doi.org/10.1103/PhysRevLett.105.060603
http://arxiv.org/abs/arXiv:1311.4430
http://dx.doi.org/10.1209/epl/i2005-10267-y
http://dx.doi.org/10.1209/epl/i2005-10267-y
http://dx.doi.org/10.1209/epl/i2005-10267-y
http://dx.doi.org/10.1209/epl/i2005-10267-y



