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Abstract 

Role of dopamine signaling in the lateral amygdala in mediating associative learning with 

relevance to substance use disorders 

 

Dana M. Smith, PhD 

 

University of Pittsburgh, 2023 

 

 

 

 

In classical conditioning, a form of associative learning, repeatedly pairing a neutral stimulus 

with a biologically significant unconditioned stimulus (US) results in an association between the 

two stimuli. The neutral stimulus becomes a conditioned stimulus (CS) and presentation of it alone 

elicits a conditioned response (CR) that mirrors the unconditioned response. Associative learning 

can promote maladaptive behaviors including drug abuse. Environmental cues paired with 

repeated drug use acquire strong incentive value such that exposure to them alone can trigger 

craving and relapse. 

Initially weak afferents carrying CS information and strong afferents carrying US information 

converge in the lateral amygdala (LA) and through plasticity mechanisms, there is enhancement 

at the excitatory synapses carrying CS information. Evidence suggests that the ventral tegmental 

area (VTA) dopamine projection to the LA participates in encoding reinforcing effects that act as 

a US in conditioned cue reward-seeking as dopamine released in the amygdala is important for 

emotional and behavioral functions. In the context of drugs of abuse, dopamine in the LA has been 

shown to be necessary for maintenance of drug-cue associations, regulation of drug-seeking 

behavior, and reinstatement of drug-seeking. 

In this dissertation, through a combination of fiber photometry, chemogenetics, and behavioral 

techniques, we found that dopamine activity in the LA is necessary for cue-mediated reward-
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seeking. During conditioning, as learning occurs, dopamine activity develops responses to reward-

predictive cues. Dopamine activity in the LA is associated with cue-related events as release is 

unchanged by reward or instrumental action. We also found that inhibiting dopaminergic input to 

the LA during cocaine self-administration slowed acquisition and weakened the ability of the 

previously cocaine-paired cue to elicit cocaine-seeking. Conversely, exciting the projection during 

self-administration boosted the salience of the cocaine-paired cue as indicated by enhanced 

responding during cue-induced reinstatement. Importantly, interfering with dopamine input to the 

LA has no impact on the ability of cocaine to elicit a place preference or induce reinstatement in 

response to a priming cocaine injection. Together, this work indicates that manipulation of 

projections underlying dopamine signaling in the LA may be useful for developing therapeutic 

interventions for substance use disorders (SUD). 
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1.0 INTRODUCTION 

The amygdala is a relatively small region comprised of interconnected nuclei including the 

basolateral complex of the amygdala (BLA) made up of the lateral (LA), basal (BA), and 

basomedial (BM) cell groups and the central nucleus (CeA) with lateral (CeL) and medial (CeM) 

subdivisions (Janak & Tye, 2015). Two key functions of the structure include assigning valence 

to both fearful and rewarding environmental stimuli and mediating cue-related learning processes.  

1.1 VALENCE ENCODING 

The amygdala and its subdivisions contribute to circuits that encode valence. Imaging 

studies have highlighted the importance of the amygdala in valence circuitry by identifying a 

“valence-general affective space” consisting of cells in the anterior insula, rostral and dorsal 

anterior cingulate cortex, ventral striatum, thalamus, occipitotemporal cortex, and amygdala 

(Barrett & Bliss-Moreau, 2009). Amygdala neurons concurrently encode multiple dimensions such 

as the sensory properties of conditioned cues, the behaviors they elicit, and their valence (Kyriazi, 

Headley, & Pare, 2018). Approximately 37% of neurons in the amygdala are selectively responsive 

to motivationally relevant stimuli (Fuster & Uyeda, 1971). In addition, some of these neurons 

modulate their firing rate following reversal of the expected outcome value, further suggesting that 

neurons in the amygdala can track valence (Nishijo, Ono, & Nishino, 1988). 

Specifically, in the BLA, about a fifth of the neurons track valence (Belova, Paton, 

Morrison, & Salzman, 2007; Namburi, Al-Hasani, Calhoon, Bruchas, & Tye, 2016; Nishijo et al., 
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1988; Schoenbaum, Chiba, & Gallagher, 1999). There is evidence for inhibitory relationships 

between the positive and negative encoding neurons such that presentation of a positive valence 

stimulus results in increased firing rate in positive encoding neurons and decreased firing rate in 

negative encoding neurons (Belova et al., 2007). Some research shows these positive and negative 

valence-encoding neurons are intermingled (Beyeler et al., 2018; Redondo et al., 2014). For 

example, in animals performing a trace-conditioning task, electrophysiological recordings showed 

that cues of each valence elicited higher levels of activity in separate but anatomically interspersed 

populations of neurons (Paton, Belova, Morrison, & Salzman, 2006). Additionally, activity-

dependent labeling of BLA neurons using nicotine or an opposite sex conspecific as a positive 

reinforcer or a footshock as a negative reinforcer showed non-overlapping populations in the rat 

BLA (Gore et al., 2015; Redondo et al., 2014). 

Recent advances have allowed for more precise identification of amygdala neuron 

populations based on their function, projection target, and genetic markers (Namburi et al. 2015; 

Felix-Ortiz and Tye, 2014; Felix-Ortiz et al. 2013; Senn et al., 2014; Stuber et al. 2011; Kim et al., 

2016). Interestingly, a genetic strategy to transcriptionally profile neurons in the BLA revealed 

that negative and positive encoding neurons were spatially segregated into the anterior and 

posterior portions of the BLA, respectively (Kim et al., 2016), implying that negative and positive 

neurons may only be intermingled at the transition between the two areas. Regardless of 

anatomical location, it is possible that specific amygdala neuronal subpopulations mediate valence 

(Berridge., 2019), but it has also been posited that BLA neurons that respond to positive valence 

stimuli may also respond to negative stimuli under different conditions. Thus, affective valence 

encoding in the amygdala may be the result of neuronal ensembles, neurons that have dynamic 

states, or a combination of both (Berridge, 2019; Kyriazi et al., 2018). 
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Amygdala neurons’ contributions to valence encoding are linked both to projection target 

and afferent input. For example, projections from the BLA to the nucleus accumbens (NAc) 

encode positive valence (Beyeler et al., 2016; Namburi et al., 2015), BLA projectors to the ventral 

hippocampus (vHPC) respond to valence-related cues (Beyeler et al., 2016), and projections from 

the BLA to portions of the CeA encode negative valence (Namburi et al., 2015; Tye, 2018). There 

are a number of projections to the BLA from regions including the basal forebrain, dorsal raphe 

nucleus (DRN), and ventral tegmental area (VTA) that play a role in valence processing (Correia 

& Goosens, 2016). The dense cholinergic input from the basal forebrain responds to both 

appetitive and aversive stimuli (Hangya, Ranade, Lorenc, & Kepecs, 2015). The DRN sends a 

projection to the BLA (Burghardt & Bauer, 2013; Vertes, 1991) and these serotonergic DRN 

neurons show phasic firing changes to punishment and reward predictive cues (Cohen, Amoroso, 

& Uchida, 2015). Likewise, VTA dopamine axons innervating the BLA were activated by both 

reward and punishment (Lutas et al., 2019). Another crucial pathway for valence processing is the 

connection between the BLA and the posterior dorsomedial striatum (pDMS) (Corbit, Leung, & 

Balleine, 2013). After lesioning the BLA and disconnecting it from the pDMS with muscimol, rats 

were unable to use recently acquired associations to direct new response-outcome associations 

(Corbit et al., 2013), implying that valence information from the BLA is essential for response-

outcome learning mediated by pDMS. Overall, positive and negative detecting cells in the 

amygdala participate in valence encoding circuits that are critical for reinforcement, decision-

making based on motivationally relevant outcomes, and cue-reward learning. 
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1.2 ASSOCIATIVE LEARNING PROCESSES 

The study of associative learning began over a hundred years ago with the seminal work 

of Thorndike and Pavlov. Thorndike narrowed in on the connections formed between stimuli and 

responses whenever the response was followed by reward (Pearce & Bouton, 2001). On the other 

hand, Pavlovian conditioning focuses on the pairing of two stimuli. More specifically, a neutral 

environmental stimulus is repeatedly paired with a biologically significant unconditioned stimulus 

(US) resulting in an association between the two stimuli. The once neutral stimulus becomes a 

conditioned stimulus (CS) such that presentation of the stimulus alone elicits a conditioned 

response (CR) that mirrors the unconditioned response (Pearce & Bouton, 2001). In the most 

recognized example, Pavlov’s dogs experienced pairing of a bell each time they were given food, 

which triggered salivation. Eventually, ringing the bell alone caused salivation in the dogs (Pavlov, 

1927). As the field has progressed, focus has shifted to the neural substrates underlying associative 

learning with a particular emphasis on the amygdala. 

1.2.1 FEAR CONDITIONING 

Early evidence for the amygdala’s involvement in associative learning came from fear 

conditioning studies. In fear conditioning, an auditory tone CS is repeatedly paired with an 

aversive footshock US. Electrophysiology experiments examining circuitry involved in fear 

conditioning revealed that the lateral amygdala (LA) mediates associative learning for auditory 

conditioned cues as it receives CS information from the auditory thalamus via thalamo-amygdala 

and thalamo-cortico-amygdala pathways (Kim et al., 2007; Kwon et al., 2014; LeDoux, Farb, & 

Ruggiero, 1990; Rogan, Staubli, & LeDoux, 1997; Rogan & LeDoux, 1995). At the same time, 



 5 

negative effects of the footshock that serve as the US reach the LA from somatosensory regions 

(Shi & Davis, 1999). Information is then transmitted to the central amygdala (CeA) which projects 

to downstream areas, including the bed nucleus of the stria terminalis, lateral hypothalamic area, 

and midbrain central gray, that control expression of fear responses such as the release of stress 

hormones, changes in blood pressure, and freezing (Medina et al., 2002; LeDoux et al. 1988). 

Importantly, damage to or functional inactivation of the LA prevents acquisition of conditioned 

fear, thus confirming its ability to integrate and relay sensory information integral to fear 

conditioning (Muller et al., 1997; LeDoux et al., 1990; Amorapanth, LeDoux, & Nader, 2000; 

Campeau et al., 1995; Maren, Aharonov, & Fanselow., 1996). 

On a mechanistic level, fear conditioning has been shown to induce long-term potentiation 

(LTP) both in the pathways transmitting auditory CS information and within the LA itself (Rogan 

& LeDoux, 1995; Rogan, Staubli, & LeDoux, 1997). LTP is an activity-dependent form of neural 

plasticity that contributes to associative memory formation of the conditioning experience 

(Malenka & Nicoll, 1993). Following fear conditioning, increases in cue-induced freezing are 

related to increased synaptic strength at these thalamo-amygdala and cortico-amygdala synapses 

(Kim et al., 2007; Hong et al., 2009). These alterations in synaptic transmission and neuronal 

activity in the LA are long-lasting (Maren, 2000; Rogan, Staubli, & LeDoux, 1997) and the 

enhanced synaptic strength of the CS inputs allows for subsequent CS presentations to activate the 

same LA neurons that are activated by the footshock. In turn, this activation initiates conditioned 

freezing responses (Schafe et al., 2001).  

Optogenetic techniques have been used to examine further the involvement of specific 

projections to and from the amygdala during fear conditioning. In one series of experiments, 

pairing an auditory CS with photoactivation of LA principal neurons expressing the excitatory 
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opsin channelrhodopsin 2 (ChR2) was sufficient as a substitute for the footshock US (Johansen et 

al., 2010). A similar study replaced the CS tone with photoactivation of ChR2-expressing terminals 

from the medial geniculate nucleus (MGN) of the auditory thalamus and the primary auditory 

cortex. Temporally pairing this optical CS with a footshock US resulted in both conditioned 

freezing and synaptic potentiation in the LA. Furthermore, in vivo optical long-term depression 

(LTD) conditioning extinguished the fear-evoked response (Nabavi et al., 2014). Focusing on BLA 

efferent projections, optical stimulation of the BLA to ventral hippocampus pathway following 

footshock training but not context training in a contextual fear conditioning paradigm enhanced 

retention, while optical inhibition of the pathway impaired retention. As BLA to ventral 

hippocampus projections participated in memory consolidation for footshock, but not context, it 

seems BLA projections modulate memory consolidation depending on the type of learning 

involved (Huff, Emmons, Narayanan, & LaLumiere, 2016). Collectively, the amygdala is an 

important node in circuits mediating learning and memory during fear conditioning. 

1.2.2 APPETITIVE CONDITIONING 

The amygdala has been implicated in many reward-related behaviors such as conditioned 

place preference (CPP) (Cador, Robbins, & Everitt, 1989; Hiroi & White, 1991; Everitt et al. 1991) 

and appetitive classical conditioning (Gaffan & Harrison, 1987; Gallagher, Graham, & Holland, 

1990; McDonald & White, 2013). In human imaging studies, amygdala activation is seen in 

response to reward-related cues (Childress et al., 1999; Garavan et al., 2000; Jasinska, Stein, 

Kaiser, Naumer, & Yalachkov, 2014). Likewise, during electrophysiological recordings, amygdala 

neurons fire in response to reward-predictive cues and show activation during reward-seeking 

(Schoenbaum, Chiba, & Gallagher, 1999; See, 2002). A similar pattern of amygdala activity is 
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seen following training. When animals are trained to associate sensory stimuli with positive 

reinforcement, the number of sensory-responsive amygdala neurons increases (Ono, Nishijo, & 

Uwano, 1995). Furthermore, during appetitive Pavlovian conditioning, BLA principal neurons are 

activated at the time of stimulus-outcome pairings (Crouse et al., 2020; Sias et al., 2021).  

Interestingly, these neurons show precision in their encoding. Rats that were trained to 

respond to sucrose paired with a reward-predictive cue had a higher proportion of phasically 

responsive neurons during reinstatement than rats that were trained with a randomly presented cue. 

Two separate populations of BLA neurons responded to cues in trials when the cue was used as an 

incentive stimulus or as a reinforcing stimulus, indicating that specific populations of BLA cue 

responsive neurons encode the motivating properties or reinforcing properties of a reward-related 

cue (Tye & Janak, 2007). This type of cue encoding points to the amygdala as part of a system in 

which cues acquire positive incentive value.  

A large body of work highlights that the amygdala is not responsible for all behaviors 

elicited by reward-predictive cues, but rather underlies the ability to respond to cues in the face of 

changing reward value (Balleine & Killcross, 2006; Hatfield, Han, Conley, Gallagher, & Holland, 

1996; Málková, Gaffan, & Murray, 1997; Murray, 2007). In second-order conditioning 

experiments, rats first received light-food pairings. The acquired reinforcing ability of the light CS 

was assessed by determining its ability to serve as a reinforcer in second-order conditioning of a 

tone when tone-light pairings were delivered without food reward. Acquisition of this second-

order conditioning was impaired in rats with BLA lesions, highlighting BLA involvement in CSs’ 

acquisition of incentive value (Hatfield et al., 1996). In monkeys, amygdala lesions had no effect 

on visual learning guided by a secondary reinforcer, but impaired reinforcer devaluation effects 

hinting that the amygdala is necessary for learning the association between stimuli and reward 
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value and not for maintaining value of reinforcers (Málková et al., 1997). In the BLA, NMDA 

glutamate receptors (Malvaez, Shieh, Murphy, Greenfield, & Wassum, 2019; Parkes & Balleine, 

2013) and mu opioid receptors (Wassum et al. 2009; Wassum et al., 2011) support this type of 

incentive learning.  

CSs can also acquire the ability to activate a motivational process through their association 

with reward. In this case, a CS can help to control the strength with which voluntary actions are 

performed (Bindra, 1974; Rescorla & Solomon, 1978). Initial studies of this process, known as 

Pavlovian to Instrumental Transfer (PIT), reported that stimuli paired with food were able to 

augment instrumental actions directed towards food (Estes & Skinner, 1941; Estes, 1948). In this 

paradigm, Pavlovian cues and instrumental actions are trained in separate phases. In the Pavlovian 

phase, one or more stimuli are paired with the delivery of reward such as food pellets or sucrose. 

During instrumental training, a contingency is established between lever pressing and one or more 

outcomes, typically food delivery. Then, in the test phase it is determined how CS presentation 

modulates instrumental responding. Generally, a CS paired with an appetitive outcome enhances 

responding (Cartoni, Balleine, & Baldassarre, 2016). Additionally, cues can enhance specific 

actions associated with the same outcome as the cue (specific transfer) or promote actions paired 

with different outcomes (general effects) (Corbit & Balleine, 2005; Corbit, Muir, & Balleine, 

2001).  

Lesion studies examining the neural underpinnings of these transfer effects reported that 

the nucleus accumbens (Corbit et al., 2001; De Borchgrave, Rawlins, Dickinson, & Balleine, 2002; 

Hall, Parkinson, Connor, Dickinson, & Everitt, 2001) and amygdala (Blundell, Hall, & Killcross, 

2001; Hall et al., 2001; Holland & Gallagher, 2003) are necessary for PIT. Thus, many studies 

were conducted to characterize the transfer process in the amygdala and its subdivisions. In the 
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same animal, using two cues that predicted the outcomes earned by the actions in training and a 

third cue that predicted an outcome that was not earned by those actions dissociated general 

motivational and specific excitatory effects of the reward-related cue (Corbit & Balleine, 2005). 

Presentation of the first two cues resulted in outcome-selective PIT, while the third cue more 

generally increased the performance of both actions. BLA lesions in these animals abolished 

outcome specific effects of the cue while sparing its general motivational effects, whereas CeA 

lesions eliminated the general motivational effects of the cues, but not the specific effects (Corbit 

& Balleine, 2005). Examining conditioned reward-approach responses has revealed that the BLA 

plays a more precise role in representing the affective value of the conditioned stimuli and this 

information is used to support the translation of conditioned associations into instrumental action 

(Burns, Robbins, & Everitt, 1993; Cador et al., 1989; Malvaez et al., 2015; Whitelaw, Markou, 

Robbins, & Everitt, 1996).  

1.2.3 CIRCUITS MEDIATING ASSOCIATIVE LEARNING 

The amygdala is well positioned to participate in appetitive conditioning as it can integrate 

afferent input from many brain areas such as the prefrontal cortex, sensory cortex, thalamus, and 

VTA (Kim & Cho, 2017; Ciccocioppo, Sanna, & Weiss, 2001; Do-Monte et al. 2015; Peter et al., 

2012; Cho, Rendall, & Gray, 2017). The role of the amygdala in associative learning and memory 

is a result of these diverse inputs that allow it to receive sensory information about the CS and 

interoceptive effects that serve as a US. The LA receives input and sends it to the basal and 

basomedial regions of the BLA and lateral portion of the CeA which then project to the medial 

portion of the CeA that acts as main output nucleus of the amygdala (Janak & Tye, 2015). 

Reciprocal projections between the orbitofrontal cortex (OFC) and the BLA are critical for 
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associative encoding as these connections underlie the ability to represent information about an 

expected outcome (Saddoris, Gallagher, & Schoenbaum, 2005). More specifically, the BLA to 

lateral OFC pathway allows for cues to predict available rewards, while the BLA to medial OFC 

pathway enables value predictions (Wassum, 2022). Additionally, reciprocal connections between 

the BLA and ventral striatal dopamine system assign value to neutral stimuli as well as update 

reinforcer representations as value changes (Colwill & Motzkin, 1994; Holland, 1990; Roberts, 

1996). Pavlovian approach and conditioned reinforcement are integrated within the ventral 

striatum through its interactions with the amygdala and mesolimbic dopamine system (Everitt et 

al., 1999), again highlighting the role of the amygdala in circuits that mediate associative learning. 

On a smaller scale, it is important to examine how amygdala neurons develop and maintain 

enhanced excitatory responses to a conditioned stimulus (CS) paired with a reinforcing 

unconditioned stimulus (US). In the LA, through plasticity mechanisms, there is enhancement at 

the excitatory synapses carrying CS information (Maren 2000; Rogan, Staubli, & LeDoux, 1997; 

McKernan & Shinnick-Gallagher, 1997). Others have also shown that acquisition of cue-directed 

reward-seeking requires neuronal plasticity in the LA (Tye, Stuber, De Ridder, Bonci, & Janak, 

2008). In these experiments, beam breaks at a nose-poke response port were reinforced with a cue 

and sucrose reward in about 50% of trials. For rats that acquired the task, half of the recorded 

neurons that did not respond to the cue before acquisition developed a phasic response to cue onset 

following acquisition. Cue encoding increased across sessions and this increase was predictive of 

behavior as greater proportions of neurons were recruited to encode the cue as performance 

improved. Furthermore, rats that learned the cue-reward association had larger AMPAR/NMDAR 

ratio at thalamo-amygdala synapses relative to non-learners, indicative of strengthened 

glutamatergic synapses. Thus, these findings demonstrated that during cue-reward learning, cue-
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responsive neurons were rapidly recruited and thalamo-amygdalar synapses were selectively 

strengthened (Tye et al., 2008). Identifying projections such as the thalamo-amygdala pathway 

that develop and maintain responses to cues greatly improves our knowledge of associative 

learning in the region. 

1.3 ROLE OF VENTRAL TEGMENTAL AREA (VTA) IN REWARD LEARNING  

The ventral tegmental area (VTA) is a heterogeneous midbrain structure containing 

dopamine, glutamate, and GABA neurons (Hnasko, Hjelmstad, Fields, & Edwards, 2012; Pupe & 

Wallén-Mackenzie, 2015; Trudeau et al., 2014). Research into VTA function has focused heavily 

on the role of dopamine neurons as 50-70% of VTA neurons express dopamine and these 

dopaminergic neurons have diverse roles in reward-related behaviors (Dobi, Margolis, Wang, 

Harvey, & Morales, 2010).  

1.3.1 VTA DOPAMINE AND LEARNING 

Early characterization of the VTA and its dopaminergic projections determined that the 

region is critical for performance and positive reinforcement of appetitive behaviors (Lyness, 

Friedle, & Moore, 1979; Roberts, Koob, Klonoff, & Fibiger, 1980; Wise, 2005). Dopamine 

neurons in the VTA respond to unexpected natural reward with a burst of action potentials 

(Ljungberg, Apicella, & Schultz, 1992; Schultz, Apicella, & Ljungberg, 1993). These reward 

responses take place in synchronous phasic bursts that influence learning and motivation (Joshua 

et al., 2009). Tonic dopamine release also contributes to learning, but it is thought to regulate the 
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intensity of the phasic dopamine response (Grace, 1991; Grace et al. 2007; Schultz, 2007; Lapish 

et al., 2007). 

Another well-studied function of this cell population is reward-prediction error (RPE) or 

the difference between the received and anticipated value of an outcome (Schultz, 1998).  If a 

reward is larger than predicted, dopamine neurons are strongly excited (positive prediction error). 

Conversely, if a reward is smaller than predicted, dopamine neurons are phasically inhibited 

(negative prediction error) (Schultz, Dayan, & Montague, 1997). This same principle holds true 

for dopamine responses to sensory cues that provide information about future rewards. Therefore, 

RPE serves as an important form of learning the value of actions and environmental states (Houk 

& Wise, 1995; Montague, Dayan, & Sejnowski, 1996; Schultz, Dayan, & Montague, 1997). 

Another property of the RPE-encoding dopamine neurons is the shift in their response from reward 

delivery to cue onset that occurs as learning progresses (Waelti, Dickinson, & Schultz, 2001; Bayer 

& Glimcher, 2005; Schultz, Apicella, & Ljungberg, 1993; Pan et al., 2005). 

 Several groups have employed optogenetics to drive phasic activation of dopamine 

neurons to examine the role of the population in learning. For example, mice developed a place 

preference for a chamber associated with phasic optical stimulation of VTA dopamine neurons 

(Tsai et al., 2009). Additionally, this type of phasic activation enhanced reinforcing actions in a 

food-seeking operant task, but had no effect when reward was absent (Adamantidis et al., 2011). 

Optogenetic tools can also be used to mimic RPE signaling in VTA dopamine neurons. 

Manipulation via this artificial signal was able to both drive new cue-reward associative learning 

and modify previously learned associations (Steinberg et al., 2013). Other recent work has 

investigated the contribution of VTA dopamine neurons to Pavlovian learning and the ways in 

which these neurons confer predictive and motivational properties to cues. Researchers used a cue 
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conditioning procedure where brief phasic optogenetic excitation of VTA dopamine neurons 

substituted for natural reward delivery. The optical stimulation was paired with a discrete sensory 

cue which in turn was able to evoke dopamine neuron activity and elicit cue-locked conditioned 

behavior (Saunders, Richard, Margolis, & Janak, 2018). VTA dopamine neurons, particularly 

those projecting to the nucleus accumbens core and dorsal striatum, function in Pavlovian 

conditioning by creating conditioned stimuli from previously neutral cues (Saunders et al., 2018). 

Taken together, these studies demonstrate that dopamine neuron activity can change in response 

to reward-related cues to modulate future reward-seeking behavior. 

1.3.2 VTA TO AMYGDALA CIRCUITRY 

The mesocorticolimbic system is thought to underlie reward and this system is comprised 

of dopaminergic cell bodies in the VTA that project to prefrontal cortex areas, nucleus accumbens, 

anterior cingulate cortex, bed nucleus of the stria terminalis and the amygdala (Pierce & 

Kumaresan, 2006; Wise, 2004). Historically, the VTA to nucleus accumbens (NAc) projection has 

drawn a lot of attention for its role in reward-related behaviors. However, dopaminergic input from 

the VTA to the amygdala is also critical for numerous emotional and behavioral functions 

(Brinley-Reed & McDonald, 1999). 

In ex vivo preparations, it has been shown that dopamine enhances BLA projection neuron 

excitability through dopamine D1 receptor activation effects on a slow inactivating potassium 

current (Kröner, Rosenkranz, Grace, & Barrionuevo, 2004). It is also thought that dopamine 

released in the BLA participates in postsynaptic modulation of interneuron excitability (Kröner, 

Rosenkranz, Grace, & Barrionuevo, 2004). These dopaminergic functions may modulate BLA 
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projection neuron firing to affect encoding of reward-related cues (Rosenkranz & Grace, 2001; 

Kröner, Rosenkranz, Grace, & Barrionuevo, 2004). 

VTA to BLA connections play an important role in valence encoding that promotes reward-

seeking. For example, two-photon imaging and photometry in behaving mice revealed that VTA 

dopamine axons innervating the basal portion of the amygdala were activated by both reward and 

punishment and that they acquired responses to cues predicting these outcomes (Lutas et al., 2019). 

Moreover, plasticity of BLA neurons is enhanced by dopamine released during emotionally 

valenced tasks (Muller, Mascagni, & McDonald, 2006; Bissière, Humeau, & Lüthi, 2003), thus 

suggesting that VTA inputs mediate valence encoding in the BLA and promote reward-related 

behaviors. It has been shown that stimulating dopamine neuron terminals in the BLA can enhance 

food intake during unconditioned feeding and that this stimulation also strengthens the 

motivational impact of previously learned reward-predictive cues (Mahler et al., 2019).  

Other data further suggest this projection participates in associative learning. In 

electrophysiological recordings from anesthetized rats, dopamine-dependent effects on BLA 

neuronal responses were identified after just a few conditioning trials (Grace & Rosenkranz, 2002; 

Rosenkranz & Grace, 2002). Immunohistochemical analysis of dopaminergic activity revealed that 

dopamine neurons innervating the CeA and BLA show selective responses to a CS associated with 

a sucrose US during early training, while the response diminished once the CS-US association was 

well learned (Phillips, Setzu, Vugler, & Hitchcott, 2003). Likewise, perturbations to dopamine 

function in the BLA impaired acquisition of conditioned instrumental responses that were 

contingent on close temporal proximity of the CS and US (Blundell et al., 2001; Blundell, Hall, & 

Killcross, 2003; Hitchcott & Phillips, 1998). Pharmacological experiments also hint at the role of 

dopamine in the amygdala in associative learning. For one, intra-amygdala infusions of a dopamine 
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agonist with selectivity for the D3 receptor subtype prior to Pavlovian training diminished the 

ability of the CS to support lever pressing. When these infusions occurred prior to a conditioned 

reinforcement test, there was a robust reduction in lever pressing (Hitchcott & Phillips, 1998). 

Collectively, these experiments implicate mesoamygdaloid dopamine in the acquisition of 

associative learning. 

1.4 DEVELOPMENT OF SUBSTANCE USE DISORDER 

Substance use disorders (SUD) are highly prevalent as they affect nearly 20 million 

Americans (National Survey of Drug Use and Health (NSDUH), 2019). This prevalence represents 

a huge economic burden and drug use costs nearly 700 billion dollars annually (NSDUH, 2019). 

SUD is characterized by cycles of drug use, withdrawal, abstinence, and resumption of drug taking. 

During periods of abstinence, there is an increase in craving that makes individuals vulnerable to 

relapse (Gawin & Kleber, 1988; Kassani, Niazi, Hassanzadeh, & Menati, 2015). As a result, SUDs 

are both difficult to overcome and a challenge to treat. In fact, only 11.8% of Americans diagnosed 

with SUD receive treatment (NSDUH, 2019). 

1.4.1 ENVIRONMENTAL CUES AND DRUGS OF ABUSE 

Environmental cues can become associated with the reinforcing properties of drugs of 

abuse, gaining positive valence that strongly drives drug-seeking behaviors. When animals are 

trained with a drug-associated cue, removal of that cue markedly decreases responding, implying 

that presentation of stimuli associated with drugs contribute to maintenance of drug-seeking and 
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drug-taking (Caggiula et al., 2002; Schenk & Partridge, 2001). Moreover, environmental cues 

associated with repeated drug use increase craving and the likelihood of relapse even in the absence 

of the drug (Di Ciano and Everitt, 2004; See, 2005; Fuchs et al., 2008). In humans, exposure to 

these environmental cues such as drug paraphernalia elicit drug craving (See, 2005). Even when 

treatment in the clinical setting is successful, drug-seeking behavior tends to be renewed when 

patients return to the drug-paired environment where they are re-exposed to drug-associated 

stimuli (Crombag et al., 1999; Thewissen, Snijders, Havermans, van den Hout, & Jansen, 2006).  

Animal models of drug-seeking behavior include the self-administration model in which 

animals learn to self-administer drugs of abuse by making an operant response (nose poke or lever 

press) that results in delivery of the drug (US) paired with a discrete cue (CS). Over the course of 

many trials, the drug-cue association is consolidated and stored in memory (Schafe & LeDoux, 

2000; Wilensky, Schafe, & LeDoux, 1999). After acquisition of self-administration, the operant 

response can be extinguished by allowing animals to make responses that no longer result in 

reinforcer or CS presentation. Finally, the extinguished behavioral response can be reinstated by 

re-exposure to the CS, reinforcing substance, or a stressful stimulus, which serve as valid 

translation models for human relapse (See, 2002; Shaham et al., 2003; Crombag et al., 2008; 

Bossert et al., 2013). 

1.4.2 ROLE OF THE AMYGDALA 

As expected, the amygdala is critical for the cue learning that drives drug-seeking behavior 

(Everitt et al., 2009). The CeA exerts influence over ascending arousal systems that lead to 

increased salience, attractiveness, and motivational properties of drug-associated cues (Everitt et 

al., 2009). As part of the extended amygdala (bed nucleus stria terminalis, transition zone in medial 
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nucleus accumbens, and CeA), the CeA is critical for integrating changes in reward associated 

with drug dependence (Koob, 2003). Additional work focusing on the BLA has shown that it 

mediates the learning processes that allow drug paired stimuli to acquire incentive value and 

control over drug-seeking behavior (Everitt et al., 1999). For example, inhibition of BLA function 

via lesions or reversible inactivation impairs the acquisition of self-administration on a second 

order schedule of reinforcement (Whitelaw et al., 1996). Similarly, these types of manipulations 

attenuate reinstatement following exposure to cocaine-paired cues (Grimm & See, 2000; Kruzich 

& See, 2001; Meil & See, 1997). These studies highlight that while the BLA is not responsible for 

the primary reinforcing effects of drug, it is essential for a cue to elicit the affective representation 

of the drug reinforcer (Whitelaw et al., 1996). Likewise, functional integrity of the BLA has been 

shown to be necessary for the reinstatement of cocaine-seeking behavior elicited by cocaine cues, 

but not by cocaine itself (Fuchs & See, 2002; Fuchs, Feltenstein, & See, 2006).  

During reinstatement tests, rats trained to associate stimuli with response contingent 

availability of cocaine show dopamine efflux in the NAc and amygdala (Katner, Magalong, & 

Weiss, 1999). Further investigation into the role of dopamine released in the amygdala found that 

infusion of dopamine but not glutamate receptor antagonists into the BLA prevent cue-induced 

reinstatement (See, Kruzich, & Grimm, 2001). Blockade of amygdala dopamine D1 receptors 

during acquisition of cocaine cue associations significantly reduced conditioned-cued cocaine-

seeking behavior, whereas dopamine D2 receptor blockade within the BLA at the time of 

acquisition had dose-dependent effects on cue-induced reinstatement such that a high dose of the 

antagonist attenuated reinstatement and a low dose potentiated reinstatement (Berglind et al., 

2006). These results demonstrate that dopaminergic activity in the BLA plays a key role in 

regulating cocaine cue learning.  
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As with non-drug reward, it is crucial to determine how neurons in the amygdala develop 

and maintain responses to drug-paired cues. Prior cue-reward learning experiments highlighted the 

contribution of thalamo-amygdala synapses and our lab has found similar findings in the context 

of drugs of abuse. Our lab has found that the strength of a drug cue association corresponds to the 

strength of synapses between the medial geniculate nucleus (MGN) of the thalamus and the LA 

(Rich et al., 2019). In these studies, rats were trained to self-administer cocaine or saline paired 

with an audiovisual cue daily for 14 days. Animals that self-administered cocaine displayed 

potentiation of excitatory postsynaptic currents at MGN-LA synapses relative to the saline self-

administration group (Rich et al., 2019). These findings suggest that MGN-LA synapses serve to 

encode and pair the drug predictive cue with the cocaine experience, giving the cue positive 

valence. Conversely, cue extinction, or repeated presentation of the cue without any cocaine, 

reversed the potentiation of synaptic strength at MGN-LA synapses and reduced cue-induced 

reinstatement (Rich et al., 2019). Furthermore, optogenetic induction of long-term depression 

(LTD) of MGN-LA synapses, which recapitulated the reversal of cocaine-induced potentiation 

induced by extinction, was sufficient to reduce subsequent cue-induced relapse-like behavior (Rich 

et al., 2019), thus implying that manipulation of these synapses can alter the salience attributed to 

environmental stimuli. 

1.4.3 TREATMENT INTERVENTIONS 

Understanding the strengthening and weakening of synapses involved in drug-associated 

memory has implications for reducing the risk of relapse. A major strategy for preventing relapse 

has been to interfere with drug-associated memories. Few pharmacological options have been 

successful at preventing relapse for an extended period of time (Bossert et al., 2013; Conklin & 
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Tiffany, 2002). Likewise, behavioral strategies for suppressing drug-associated memories have 

had limited success. Cue exposure treatment, which involves repeated unreinforced exposure to 

stimuli previously associated with drug use to extinguish conditioned responses, has been used in 

the clinical setting for almost all drugs of abuse with only modest benefits (Drummond & Glautier, 

1994; Ehrman et al., 1998; Raw & Russell, 1980). Some researchers have attempted to improve 

the efficacy of cue exposure treatment by combining it with cognitive behavior techniques such as 

cue replacement or coping strategies (Monti et al., 1993; Symes & Nicki, 1997). Despite these 

efforts, drug-seeking behavior tends to be renewed when the patient returns to the original drug-

paired environment (Crombag et al., 2008; Thewissen et al., 2006). Combining both behavioral 

therapy strategies and treatment medication shows the highest success rates for reducing the 

strength of drug-associated memories that contribute to relapse (Cleva et al., 2011; Dunbar & 

Taylor, 2017; Torregrossa & Taylor, 2013). Thus, continuing to examine the circuits and 

mechanisms underlying the formation and maintenance of drug-associated memories is an 

important research direction for discovering successful therapeutic interventions for SUD. 

1.5 PURPOSE OF STUDIES 

This dissertation summarizes two major lines of inquiry concerning how dopamine release 

in the amygdala contributes to learning and memory. In Chapter 2, we use fiber photometry in 

the LA during a Pavlovian to Instrumental Transfer (PIT) task to test the hypothesis that dopamine 

and calcium activity increase in response to reward and reward-predictive cues to mediate learning 

and memory. To this end, we assess LA dopamine and calcium dynamics during multiple 

timepoints of Pavlovian training, instrumental training, and the transfer phase. Furthermore, 



 20 

experiments in Chapter 3 aim to examine the development of maladaptive behaviors by assessing 

the hypothesis that the VTA dopamine to the LA projection supports cocaine cue associative 

learning. Through chemogenetic techniques, we test if manipulation of VTA dopamine input to 

the LA affects acquisition of cocaine self-administration and/or reinstatement. In total, these 

studies suggest that dopamine in the amygdala is a key component of associative learning and that 

aberrant dopamine signaling in the region may confer vulnerability to drug use. 
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2.0 DOPAMINE ACTIVITY IN THE LATERAL AMYGDALA DRIVES CUE-REWARD 

LEARNING 

2.1 INTRODUCTION 

Associative learning is a process that allows organisms to acquire information about how 

events are related to one another. This type of learning promotes behavior modification based on 

the relationship between stimuli. In classical conditioning, a simple form of associative learning, 

repeatedly pairing a neutral stimulus with a biologically significant unconditioned stimulus (US) 

results in an association between the two stimuli. The once neutral stimulus becomes a conditioned 

stimulus (CS) and future presentation of it alone elicits a conditioned response (CR) that mirrors 

the unconditioned response (Pearce & Bouton, 2001). In the most recognized example, Pavlov’s 

dogs were conditioned to salivate (CR) at the sound of a bell (CS) that was repeatedly paired with 

food delivery (US) (Pavlov, 1927).   

The lateral amygdala (LA) is a brain region that is critical for associative learning. It 

mediates associative learning for auditory conditioned cues by receiving CS information from the 

auditory thalamus (Kim et al., 2007; Kwon et al., 2014; LeDoux, Farb, & Ruggiero, 1990; Rich, 

Huang, & Torregrossa, 2019; Rogan, Staubli, & LeDoux, 1997; Rogan & LeDoux, 1995). At the 

same time, input encoding the US, whether it be rewarding like sucrose or aversive like footshock, 

reaches the LA. At the synaptic level, acquisition of cue-directed reward-seeking depends on 

neuronal plasticity in the LA at glutamatergic thalamo-amygdala synapses (Tye, Stuber, De 

Ridder, Bonci, & Janak, 2008). Despite knowledge of these relevant circuits, the activity of LA 

neurons during the cue-reward memory formation process is not well characterized. 
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Evidence suggests that dopamine activity in the LA may contribute to the formation of cue-

reward associations. Dopamine released in the basolateral amygdala (BLA), including the lateral 

portion (LA), is important for emotional and behavioral functions (Brinley-Reed & McDonald, 

1999). This role likely results from dopamine’s ability to enhance amygdala projection neuron 

excitability and to affect postsynaptic modulation of amygdala interneuron excitability (Kröner, 

Rosenkranz, Grace, & Barrionuevo, 2005). Additionally, ventral tegmental area (VTA) dopamine 

to BLA connections promote reward-seeking by responding to both reward and reward-predictive 

cues (Lutas et al., 2019) and stimulating dopamine neuron terminals in the BLA has been shown 

to strengthen the motivational impact of previously learned reward cues (Mahler et al., 2019). Yet, 

many questions about how LA dopamine activity and its timing contribute to associative learning 

remain. 

Here, we took advantage of fiber photometry to determine how dopamine and calcium 

activity in the LA reflect cue learning and if this activity changed across training. We used a 

Pavlovian to Instrumental transfer (PIT) behavioral paradigm to disentangle the dopamine and 

calcium responses that may underlie cue-reward learning and/or instrumental learning. Our results 

demonstrate a specificity in dopamine response to reward predictive cues during Pavlovian 

conditioning that is absent in response to reward or during instrumental training. In general, we 

probed these cue learning mechanisms in the LA to better our understanding of the development 

of stimulus-outcome associations, which have implications not only for natural reward learning 

but also for conditions such as substance use disorder or PTSD where associative learning becomes 

maladaptive. 
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2.2 METHODS 

2.2.1 Animals 

Adult male and female Sprague Dawley rats (Envigo) were paired housed in auto-

ventilated racks with automated watering in a temperature- and humidity-controlled room. They 

were kept on a 12 h light/dark cycle (lights on at 4:30) and given at least 5 days to acclimate to the 

facility before any procedures. Following optic fiber implantation, animals were single housed. 

Rats were food restricted 24 hours before habituation to the sipper bottle and were maintained at 

95% of their free-feeding weight. All procedures were conducted in accordance with the National 

Institutes of Health’s Guide for Care and Use of Laboratory Animals and were approved by the 

University of Pittsburgh’s Institutional Animal Care and Use Committee.  

2.2.2 Surgery 

2.2.2.1 Anesthesia 

Rats were fully anesthetized via intramuscular injections of ketamine (90-100 mg/kg, 

Henry Schein) and xylazine (5 mg/kg, Butler Schein). They were given subcutaneous injections 

of the analgesic Rimadyl (5 mg/kg, Henry Schein) and 5 ml of Lactated Ringer’s solution. Surgical 

sites were shaved and treated with betadine (povidone iodine, 5%, Henry Schein) and 70% ethanol 

on all incisions as previously described (Rich et al., 2019). 
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2.2.2.2 Viral Constructs and delivery 

For viral infusion surgery, rats were placed in a stereotaxic frame and injected with 0.2-0.3 

ml of lidocaine (Henry Schein) to the scalp as a local anesthetic. The scalp was opened with a 

sterile scalpel and holes were drilled in the skull at the appropriate coordinates. A 26-gauge 

stainless steel injection cannula connected to a Hamilton syringe and pump (Harvard Apparatus) 

was used to inject the LA (males in mm from bregma, anterior and posterior (AP): -3.0; medial 

and lateral (ML): 5.0; dorsal and ventral (DV): -7.9 mm; females in mm from bregma, AP: -2.8, 

ML: 4.8; DV: -7.8 mm) bilaterally (1µl/hemisphere) with a 1:1 ratio mix of 

AAV5.hSyn.dLight1.2 (Addgene) and AAV1.hSyn.NES-jRCaMP1b.WPRE.SV40 (Addgene). In 

a separate experiment using the same setup, a 1:1 ratio mix of a custom made 

AAV2retro.PRSx8.HA-hM4D.SV40 (Penn Vector Core) and AAV5.hSyn.dLight1.2 was 

bilaterally infused into the LA (males in mm from bregma, anterior and posterior (AP): -3.0; 

medial and lateral (ML): 5.0; dorsal and ventral (DV): -7.9 mm; females in mm from bregma, 

AP: -2.8, ML: 4.8; DV: -7.8 mm). Injections occurred at a 0.1µl/s flow rate and injection cannula 

were left in place for 5 min after completion before being slowly withdrawn. 

2.2.2.3 Intracranial fiber optic implantation  

Five weeks after the viral infusion surgery, rats were again placed in a stereotaxic frame 

and treated with a small injection of lidocaine to the scalp (0.2-0.3 ml, Henry Schein) as an 

anesthetic. After opening the scalp with a sterile scalpel, two holes were drilled at the proper 

coordinates. Two fiber optics (02.5 mm SS Ferrule, 0400 µm core, 0.39 NA, 10 mm length, 

ThorLabs) were implanted bilaterally, aimed to the lateral amygdala (males in mm from bregma, 

anterior and posterior (AP): -3.0; medial and lateral (ML): 5.0; dorsal and ventral (DV): -7.9 mm; 
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females in mm from bregma, AP: -2.8, ML: 4.8; DV: -7.8 mm). Optic fibers were secured to the 

skull with screws and OrthoJet dental cement (Lang Dental). Rats were given Rimadyl (5 mg/kg, 

Henry Schein) subcutaneously for 2 days after surgery. 

2.2.3 Behavioral Procedures 

2.2.3.1 Behavioral Apparatus 

Experiments were conducted in a single standard operant conditioning chamber 

(MedAssociates) using MedPC software (MedAssociates). The chamber was equipped with a bar 

floor, a house light, two cue lights above two levers, a tone generator, a white noise generator, and 

5 nose-poke apertures covered with a removable opaque plexiglass cover. The chamber had 2 

plexiglass walls with one containing the levers, magazine and cues lights and the opposite wall 

containing the nose-poke apertures. A panel containing a bottle and sipper tube (MedAssociates) 

was inserted on the chamber wall between the levers. The chamber was contained in a sound-

attenuating box with a fan for background noise and a camera (MedAssociates) was affixed to the 

door of the box. 

2.2.3.2 Habituation 

A sipper bottle filled with a 10% sucrose solution was placed in the animal’s home cage 

for 1 hr to acclimate them to both the sipper and the solution. The following day, rats were 

habituated to the sipper entering the operant chamber. The 20-min session began with house light 

illumination and the sipper entered the chamber on a random interval schedule. Each sipper entry 

had a 5s duration. Sessions were video recorded to confirm rats were using the sipper before 

continuing to training. 
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2.2.3.3 Pavlovian conditioning 

Rats underwent 20-min Pavlovian conditioning sessions for 12 days with the 10% sucrose 

solution reinforcer. Each session began with illumination of the house light. The session consisted 

of 5 2-min inter-trial intervals (ITI) and 5 2-min CS+ periods. For the 2-min ITI, no auditory cue 

played and no sipper entries occurred. During the 2-min CS+ period, an auditory cue played (tone 

or white noise) and the sipper (from bottle containing 10% sucrose solution) entered the chamber 

at a random interval for a 5s entry duration. Sessions were video recorded and scored. Time spent 

in the designated sipper area (rectangle drawn around the sipper entry hole) was measured for both 

the ITI and the CS+ intervals. The number of times the sipper entered the chamber was recorded 

as was the number of times the rat used the sipper. Performance criteria were set to determine if 

rats learned the task, but did not impact whether they continued in the experiment. Criteria 

included: using the sipper a minimum of 8 times during the session, using the sipper for 33% of 

its total entries, time spent near the sipper during the CS+ at least twice that of time spent near the 

sipper during the ITI, and spending 33% of time during CS+ near the sipper. Any rats that lost 

optic fibers during the Pavlovian training phase, continued in behavioral training but did not have 

any further recordings. One cohort of rats (n=4) underwent Pavlovian training before continuing 

into a different training protocol and as a result only Pavlovian conditioning data for these animals 

is reported here. 

2.2.3.4 Instrumental training 

Rats had 30-min instrumental training sessions that began with illumination of the house 

light and lever insertion. Training began on a fixed ratio 1 (FR1) schedule of reinforcement where 

a press on the active lever resulted in sipper entry for 5s while the levers retracted. Sessions were 
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video recorded and sipper use was scored. FR1 sessions continued for ~3 days or until rats met the 

criterion of 10 active presses and 8 sips. Rats progressed to a random ratio 5 (RR5) schedule of 

reinforcement where a random number of active presses between 1 and 5 resulted in sipper 

presentation and lever retraction. After at least 3 days of RR5, or until criterion was met, rats 

proceeded to a RR10 schedule for 5 days where a random number of active presses between 1 and 

10 resulted in sipper entry. Across all schedules of reinforcement, the number of times the sipper 

entered the chamber was counted as were inactive lever presses that had no programmed 

consequence. Any rats that did not meet instrumental acquisition criterion did not continue in the 

experiment. Any rats that lost fibers during the instrumental training phase continued through 

behavioral training, but did not have any further recording sessions. 

2.2.3.5 Pavlovian to Instrumental Transfer test 

After the final instrumental training session, rats were tested for Pavlovian to Instrumental 

transfer under extinction conditions. This 30-min test began with illumination of the houselight 

and insertion of the levers. The session began with 2 min of the auditory cue that was paired with 

sucrose during Pavlovian training (CS+). This period was followed by a 2-min inter-trial interval 

(ITI) before a novel auditory cue was played for 2 min (CS-). The CS+, ITI, CS- presentation 

pattern continued until each cue type had been presented 4 times. The number of active and 

inactive lever presses made during each cue or during the ITI were recorded to determine if CS+ 

presentation modulated instrumental performance, but there were no consequences for active or 

inactive presses. 
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2.2.3.6 Chemogenetic manipulation during behavior 

A separate cohort of rats was co-infused in the LA with a retrograde adeno-associated virus 

(rgAAV2) containing a sequence for the hM4Di (Gi-coupled) receptor under the synthetic 

dopamine beta hydroxylase PRSx8 promoter and the virus containing dLight1.2. These animals 

underwent habituation as described above, but had different training timelines for the rest of the 

experiment. These rats experienced 10 days of Pavlovian conditioning, 1 week of instrumental 

training at FR1, 3 days of RR5 instrumental training, and 3 days of RR10 training. Animals 

received i.p. injections of 1 mg/kg of Clozapine-N-oxide (CNO, graciously provided by NIDA 

Drug Supply Program, dissolved in 5% DMSO in 0.9% sterile saline) or DMSO vehicle on 

Pavlovian training days (Days 4, 6, 8, and 10) and Instrumental Training (RR5 days 1-2, RR10 

days 1-2). The order of CNO and vehicle were randomized and counterbalanced between subjects. 

All animals received systemic CNO on the Pavlovian to Instrumental Transfer test day. 

2.2.3.7 Behavior scoring 

Recording sessions were videotaped using a MedPC camera attached to the cabinet door 

of the box containing the operant chamber. Each time a rat used the sipper during the session for 

Pavlovian conditioning and instrumental training was manually coded using CowLog software. 

Sip timestamps coded during scoring were aligned to Plexon timestamps and used in subsequent 

analysis. 
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2.2.4 Fiber photometry 

2.2.4.1 Recording procedure 

During habituation to the operant chamber and sucrose sipper bottle, rats were also 

habituated to the optical tether, but no light was delivered. Fiber photometry was used to image 

bulk calcium (RCaMP sensor) and dopamine activity (dLight sensor) in LA neurons during 

Pavlovian training (Days 1, 4, 8, and 12 or Days 4, 6, 8, and 10 in the PRSx8 DREADD cohort), 

instrumental training (RR5 days 1 and 3, RR10 days 1 and 4 or RR5 days 1-2 and RR10 days 1-2 

in the PRSx8 DREADD cohort), and Pavlovian to Instrumental transfer (only the first group). 

dLight, RCaMP, and control fluorescence were simultaneously imaged using a commercial multi-

wavelength fiber photometry system (Plexon). Three light-emitting LEDs (465 nm: dLight 

fluorescence, 560 nm: Ca2+-dependent RCaMP fluorescence, and 410 nm: isosbestic control) 

were phase cycled and coupled via a patch cord (2 branches: 400m core and 440m cladding, 

0.37 NA, Doric) to the implanted optical fiber. The excitation light intensity was adjusted to 20-

30 μW at the tip of the patch cord. Laser light was passed through the patch cord for 30 min prior 

to recording sessions to minimize photobleaching of the cable during recordings. Fluorescence 

emission was passed through a bandpass filter and fluorescence data were collected at 30 frames 

per second using Plexon software. Behavioral events were aligned to fluorescence using TTL 

timestamp output from MedPC software. Photometry recordings were collected from both 

hemispheres. 

2.2.4.2 Data processing and analysis 

All fiber data were analyzed using Guided Photometry Analysis in Python (GuPPy), a free 

and open-source tool. The analysis pipeline is described previously (Sherathiya et al. 2021). 
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Briefly, Plexon data were extracted from stores containing data for each fiber in each signal 

channel and isosbestic control channel. A zero-phase moving average linear digital filter was 

applied backwards and forwards to the channels to reduce high frequency noise without time-

shifting. The window for the moving filter was set at 10 data points based on the sampling rate of 

the recorded data. The initial second was removed from each recording and any artifacts within 

the recording were removed via manual selection. GuPPy computed F/F for the entire recording 

trace by subtracting the fitted control channel from the signal channel and dividing by the fitted 

control. z-scores of each trace were computed as the deviation of the F/F signal from its mean so 

that data could be combined across fibers and subjects. PSTHs were computed for each event 

timestamp based on a defined window. For all timestamps, windows were set at 1s before the 

event, 1s during the event, and 1s second after the event. The average of trials in the PSTH vector 

was calculated after baseline correction and the area under the curve and the peak of the PSTH for 

each trace were calculated. dLight and RCamP signal were analyzed separately. For the Pavlovian 

conditioning phase, animals’ mean peak z-score for each event for each fiber were grouped by 

training day. For the instrumental training, animals’ mean peak z-score for each event on days 

under the same reinforcement schedule were averaged to create a single schedule score for each 

fiber. For PIT, rats’ mean peak z-score for each event for each fiber were grouped by stimulus 

type. 

2.2.5 Histology 

Rats were deeply anesthetized with sodium pentobarbital (Covetrus, 100 mg/kg i.p.) and 

then perfused through the aorta with 1X PBS for 5 min followed by 4% paraformaldehyde (Santa 

Cruz Biotechnology) in 1X PBS, pH 7.4 for 10 min. The brains were extracted, postfixed in 4% 
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paraformaldehyde for 24h before being transferred to a 30% sucrose solution. Brains were 

sectioned at 50 µm using a cryostat (Leica) with slices containing the lateral amygdala collected 

for histology. Slices were mounted on glass slices and coverslipped with Fluoroshield with DAPI 

mounting media (Sigma-Aldrich). Slides were imaged using an Olympus VS200 or Olympus 

VS120 slide-scanning microscope to verify virus expression and optic fiber placement. Rats 

lacking expression and those without proper positioned fibers were removed from the study. 

In animals infused with the PRSx8 promoter Gi-DREADD, sections containing the lateral 

amygdala and locus coeruleus were also taken to examine immunoreactivity of the HA tag 

associated with the virus. These sections were washed with PBS containing 0.1% triton X (PBST+) 

and then incubated in a PBST+ and 5% donkey serum (Millipore Sigma) blocking buffer for 2 hr 

at room temperature. Sections were then placed in anti-HA primary antibody (1:1000 Cell 

Signaling C29F4) for 48 hours at 4ºC. After incubation in primary antibody, sections were washed 

with PBST+ and moved to wells with second antibody in blocking buffer (1:500 Donkey anti-

rabbit IgG Alexa Fluor 594, ThermoFisher) for 2 hr at room temperature. Sections were washed 

in PBS, mounted, and coverslipped with Fluoroshield with DAPI mounting medium (Sigma 

Aldrich). Slides were then scanned using an Olympus VS120 scanning microscope. 

2.2.6 Statistical Analysis 

Behavioral data were collected using MedPC software and all statistical analyses were 

performed using GraphPadPrism and SPSS Statistics Software. In all analyses significance was 

set at p<0.05. For Pavlovian conditioning behavioral data, two-way rmANOVA with within-

subjects factors of auditory stimulus (CS+ vs ITI) and training day were performed. For 

photometry data collected during Pavlovian conditioning, two-way rmANOVA with within-
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subjects factors of event timing (pre-CS+ vs CS+ or pre-sip vs sip) and training day were 

performed. Two-way rmANOVA with within-subjects factors of lever (active vs inactive) and 

training day were used to analyze behavior during instrumental training. For instrumental training 

photometry data, two-way rmANOVA with two-way within-subjects factors of event timing (pre-

press vs press or pre-sip vs sip) and schedule (RR5 vs RR10) were performed. Finally for PIT data, 

two-way rmANOVA with within-subjects factors of auditory stimulus (CS+ vs CS- vs ITI) and 

lever (active vs inactive) were performed, while two-way rmANOVA with within-subjects factors 

of auditory stimulus (CS+ vs CS- vs ITI) and event timing (pre-CS+ vs CS+, pre-CS- vs CS-, pre-

press vs press) were performed for PIT photometry data. For data from the PRSx8 DREADD 

group, treatment (CNO vs veh) was introduced as an additional within-subjects factor. 

2.3 RESULTS 

2.3.1 Pavlovian conditioning 

2.3.1.1 Rats spent more time near sipper during CS+ presentation.  

During the Pavlovian training phase, animals experienced alternating 2-minute periods of 

CS+ (tone or white noise) presentation with a 2-minute inter-trial interval (ITI) (Figure 1C).  

During the CS+ periods, the sucrose bottle sipper entered the operant chamber at a random interval. 

For the entire conditioning session, the amount of time the rats’ spent near the sipper area was 

assessed and there was a main effect of CS+ presentation (F(1,12)=29.53, p=0.0002), a main effect 

of training day (F(11,132)=5.51, p<0.0001), and a CS+ presentation x training day interaction (F(11, 
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108)=4.83, p<0.0001). During the CS+ presentation, rats spent more time near the sipper than they 

did during the ITI period and this difference increased across training (Figure 1D). 

2.3.1.2 Dopamine and calcium activity reflect cue reward learning. 

During the Pavlovian training phase, fiber photometry recordings in the lateral amygdala 

(LA) were performed on days 1, 4, 8, and 12. These recordings measured bulk dopamine (dLight) 

and calcium (RCaMP) activity aligned to the CS+ presentation. Peak fluorescence was compared 

between the 1-second baseline period before CS+ presentation and the first second of the CS+ 

presentation on each recording day (5 CS+ presentations total per day). For dopamine activity in 

the LA, there was no main effect of training day (F(3, 66)=0.11, p=0.95), but a trend for an effect of 

CS+ presentation (F(1,22)=4.02, p=0.058), and training day x CS+ presentation interaction 

(F(3,10)=2.86, p=0.091). Planned comparisons to determine changes in cue response within each 

session demonstrated that there was an increase in dopamine activity to the CS+ compared to the 

pre-CS+ baseline on day 12 (p=0.041, Figure 1E, G). Examining the calcium response in the LA 

yielded no main effect of training day (F(2.88, 60.57)=1.59, p=0.20). There was a main effect of CS+ 

presentation (F(1,21=5.88, p=0.024) such that calcium activity was greater during the first second 

of the CS+ compared to the 1 second prior to its presentation (Figure 1F, H). 
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Figure 1. Dopamine and calcium activity reflect cue learning during Pavlovian conditioning. 

Rats (n=13; recording: n= 9 [18 fibers]) underwent a Pavlovian conditioning task during which the time they spent 

near the sipper during both the CS+ and ITI was measured (C-D). During days 1, 4, 8 and 12 fiber photometry 

recordings measuring fluorescence linked to dopamine (dLight) and calcium (RCaMP) activity in the LA were 

performed (E-H). Schematic of viral injection of dLight1.2 (green) and RCaMP (red) in the LA (A). Schematic of 

viral injection and expression in the LA with representative images. Black circles mark optic fiber placements (B). 

Pavlovian training session timeline (C). Rats spent more time near the sipper during the CS+ than during the ITI and 

this difference increased across training (D). Dopamine activity tended to increase in response to CS+ presentation 

compared to the 1 second before CS+ baseline, particularly on day 12 (E). Calcium activity during the first second of 

the CS+ was greater than activity during the 1 second pre-CS+ at all timepoints of Pavlovian conditioning (F). Mean 

traces of dLight signal centered around CS+ presentation (top to bottom: Day 1, Day 4, Day 8, Day 12; G). Mean 

traces of RCaMP signal centered around CS+ presentation (top to bottom: Day 1, Day 4, Day 8, Day 12; H). Day+ on 

panel B represents recording days. *p<0.05, ***p<0.001 
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2.3.1.3 Animals that learn the cue-reward association show dopamine and calcium activity 

increases to the cue presentation. 

As differences between the pre-CS+ baseline and the start of CS+ presentation emerged at 

later training timepoints, it is possible that these responses to the CS+ were related to acquisition 

of cue-reward associations. To examine if these effects were driven by learning, we set 

performance criteria to assess whether an animal learned the cue-reward association underlying 

the Pavlovian task (Figure 2A). To meet criteria, rats needed to use the sipper at least 8 times 

during the session. Additionally, they needed to use the sipper at least 33% of the time that it 

entered the operant chamber. To ensure that time spent near the sipper was driven by the auditory 

CS+ and not just a preference for that area of the chamber, rats had to spend twice as much time 

near the sipper during the CS+ period than they did during the ITI. Finally, when the CS+ was 

playing, they needed to spend at least 33% of that time near the sipper.  

Animals were split into non-learners (did not meet criteria) and learners (met criteria) for 

each training day (Figure 2B). The dopamine and calcium peak fluorescence activity in LA in 

response to the CS+ on these days was examined with fiber photometry. No rats met criterion on 

day 1 so this timepoint was not included in analysis. For the non-learners, there was no main effect 

of training day (F(2,22)=0.13, p=0.88) or CS+ presentation (F(1,22)=0.36, p=0.55) on dopamine 

activity. For learners, there was no main effect of training day (F(2,21)=0.20, p=0.82), but CS+ 

presentation impacted dopamine activity in the LA (F(1,21)=6.54, p=0.018). Multiple comparisons 

revealed that on day 8, dopamine activity was on average greater during the first second of the 

CS+ than during the 1 second prior to the CS+ (p=0.077), while on day 12 activity during the CS+ 

was significantly greater than during the pre-CS+ period (p=0.0038, Figure 2C, E-F). These 

findings indicate that only rats that learned the task and the underlying cue-reward association had 
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a change in the dopamine response to the CS+. When examining calcium activity in the LA of 

non-learners, there was a trend for an effect of training day (F(2,20)=3.40, p=0.053). This effect was 

driven by calcium activity tending to be higher on day 8 relative to day 12 (p=0.061). However, 

there was no main effect of CS+ presentation on calcium activity (F(1,20)=1.27, p=0.27), indicating 

that at no point during conditioning did non-learners display a change in calcium activity in 

response to the CS+ (Figure 2D, G-H). For learners, there was no main effect of training day 

(F(2,20)=0.12, p=0.89) or CS+ presentation (F(1,20)=1.77, p=0.19) on calcium activity, but there was 

a trend toward a training day x CS+ presentation interaction (F(2,20)=2.66, p=0.094). Post hoc 

comparisons showed that on day 8, calcium activity was greater during the first second of the CS+ 

than during the 1 second baseline prior to CS+ onset (p=0.034, Figure 2D). Collectively, these data 

suggest that the CS+ is more salient for learners than non-learners. 
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Figure 2. Acquisition of the cue-reward association is reflected in dopamine and calcium activity in response to 

CS+ presentation.Rats (n=13; recording: n=9 [18 fibers]) that underwent Pavlovian conditioning were split into non-

learners and learners based on performance criteria for each training day (day 4:  2 learners, 11 non-learners; day 8: 5 

learners, 8 non-learners; day 12: 10 learners; 3 non-learners; A-B). On all days, non-learners show no change in LA 

dopamine activity during the initial second of the CS+, while the difference between the pre-CS+ and CS+ emerged 

by days 8 and 12 for learners (C). Calcium activity in non-learners trended higher on day 8 relative to day 12, but 

there was no change in LA calcium activity in response to the CS+. For learners, on day 8, calcium activity in the LA 

during the first second of the CS+ was greater than activity in the 1 second period before CS+ onset (D). Mean traces 

of dLight signal centered around CS+ presentation for non-learners (top to bottom: Day 4, Day 8, Day 12; E). Mean 

traces of dLight signal centered around CS+ presentation for learners (top to bottom: Day 4, Day 8, Day 12; F). Mean 

traces of RCaMP signal centered around CS+ presentation for non-learners (top to bottom: Day 4, Day 8, Day 12; G). 

Mean traces of RCaMP signal centered CS+ presentation for learners (top to bottom: Day 4, Day 8, Day 12; H). Day+ 

on panel B represents recording days. *p<0.05 
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2.3.1.4 Dopamine responses to the CS+ develop on the day animals learn the cue-reward 

association. 

To assess further the connection between associative learning and development of activity 

in response to CS+ presentation, we compared the first day of approach, the recording day closest 

to the day rats reached performance criteria, and the final day of approach for rats that never met 

criteria (Figure 3A). Dopamine and calcium peak activity during the 1 second prior to the CS+ and 

during the first second of CS+ presentation were examined. There were no main effects of day 

(day 1 vs day learned vs last day, F(2,31)=0.083, p=0.92) or CS+ presentation (F(1,31)=0.46, p=0.50) 

on dopamine activity, but there was a trend for a day x CS+ presentation interaction (F(2,31)=2.64, 

p=0.087, Figure 3B, D). Planned comparisons at the different time points showed that on the day 

rats learned there was a significant increase in dopamine activity during the 1-second CS+ 

presentation compared to the 1-second baseline before the CS+ (p=0.035). As this response to the 

CS+ was absent during the first approach day and never developed for rats that never learned, it 

seems the activity reflects learning of the cue-reward association (Figure 3B). There were no main 

effects of day (day 1 vs day learned vs last day F(2,25)=2.33, p=0.12) or CS+ presentation 

(F(1,25)=1.85, p=0.19) on calcium activity in the LA (Figure 3C, E). The difference between the 

activity findings suggests that dopamine activity is specifically tied to cue-reward associative 

learning. 
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Figure 3. Increased dopamine activity to the CS+ emerged on the day rats learned the Pavlovian task. Rats 

(n=13; recording: n= 9 [18 fibers]) were trained on a Pavlovian conditioning task and both behavioral and photometry 

data were split into the first day of training, the day learned, and the final day of training in the case where rats never 

learned the task (A-C). There was an increase in dopamine activity in response to the CS+ only on the day rats learned 

the task (B). Calcium activity did not significantly change in response to the CS+ or in response to task learning (C). 

Mean traces of dLight signal centered around CS+ (top to bottom: Day 1, Day Learned, Never Learned; D). Mean 

traces of RCaMP signal time-locked to CS+ (top to bottom: Day 1, Day Learned, Never Learned; E). *p<0.05  
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2.3.1.5 Activity changes in response to CS+ onset and not CS+ offset. 

As our findings suggested that LA activity reflected salience of the CS+, we wanted to 

determine if there were changes in response to CS+ offset. We examined calcium and dopamine 

activity during the first second of the 2-minute CS+ presentation and the second the CS+ turned 

off. Analysis of dopamine activity yielded no main effect of training day (F(3,66)=0.44, p=0.72). 

There was a main effect of CS+ timing on dopamine activity (onset vs offset, F(1,22)=6.51, p=0.018) 

indicating that overall activity was greater in response to CS+ onset than CS+ offset and post hoc 

analysis revealed a trending difference between activity during onset and offset on day 12 

(p=0.095, Figure 4A). In the case of the calcium response, we again found no main effect of 

training day on activity (F(3,66)=1.78, p=0.16), but a main effect of CS+ timing (onset vs offset, 

F(1,22)=8.75, p=0.0073). In general, calcium activity was increased in response to CS+ onset 

compared to CS+ offset (Figure 4B). Post hoc analysis showed that there was a significant 

difference in CS+ onset calcium activity relative to CS+ offset calcium activity on day 8 

(p=0.0066, Figure 4B). These results suggest that CS+ onset, but not offset, is salient to rats, 

potentially even before they reach high levels of task performance. 
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Figure 4. Dopamine and calcium activity changes in response to CS+ onset but not offset. During Pavlovian 

conditioning, rats (n=13; recording: n= 9 [18 fibers]) experienced a 2-minute CS+ presentation paired with sipper 

delivery. Dopamine activity was greater in response to CS+ onset than to CS+ offset (A). Calcium activity during CS+ 

onset was greater than activity during CS+ offset, especially on day 8 (B). #p<0.1, *p<0.05, **p<0.01 
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2.3.1.6 Sipper use increases across training. 

During Pavlovian training, the CS+ presentation was paired with random interval sipper 

entry where rats could drink the 10% sucrose solution for 5 seconds (Figure 5A). We measured 

the number of times rats used the sipper each session across the 12 days of Pavlovian training. 

There was a main effect of training day on sipper use (F(11,99)=4.00, p<0.001) such that animals 

increased their sipper use across training (Figure 5B). It is important to note that sipping behavior 

was low on day 4 when animals were connected to the optical tether even though rats had both 

been habituated and connected previously on day 1. Rats’ behavior recovered by the following day 

and appeared unaffected by future connections. 

2.3.1.7 Dopamine and calcium activity do not change in response to sipper use during Pavlovian 

training. 

We measured dopamine and calcium peak fluorescence with fiber photometry to examine 

any dopamine and calcium activity changes in response to sipper use across Pavlovian training. 

Specifically, activity in the 1 second period before a sip was made was compared to the first second 

of the sip. There was not a main effect of either training day (F(3,51)=0.64, p=0.59) or sip (F(1, 

17)=0.54, p=0.47) on dopamine activity (Figure 5C, E). Likewise, there were no main effects of 

training day (F(3,45)=1.20, p=0.32) or sip (F(1,15)=0.28, p=0.60) on calcium activity (Figure 5D, F). 

These results indicate that activity in the LA remained stable from a pre-sip baseline to when rats 

took a sip from the sucrose sipper bottle. 
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Figure 5. Dopamine and calcium activity do not change in response to sipper use during Pavlovian 

conditioning.Rats (n=13; recording: n= 9 [18 fibers]) underwent 12 sessions of Pavlovian conditioning during which 

CS+ presentation was paired with sipper delivery that allowed them to drink a 10% sucrose solution (A). Rats 

increased their sipper use across training (B). Dopamine (dLight) and calcium activity (RCaMP) in the LA was 

assessed using fiber photometry (C-F). Dopamine activity did not change in response to rats taking a sip from the 

sipper and the activity before and during the sip remained similar across training days (C). Calcium activity as rats 

sipped from the sipper bottle was not different compared to the pre-sip baseline and this activity stayed similar across 

Pavlovian conditioning days (D) Mean traces of dLight signal centered around sip (top to bottom: Day 1, Day 4, Day 

8, Day 12; E). Mean traces of RCaMP signal centered around sip (top to bottom: Day 1, Day 4, Day 8, Day 12; F). 

Day+ on panel B represents recording days. 
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2.3.1.8 Dopamine and calcium activity do not change in response to sipper use even as the 

Pavlovian task is learned. 

As with CS+ time-locked data, we wanted to see if there was a difference in the dopamine 

or calcium response to a sip that developed with better performance of the Pavlovian task. Animals 

were classified as non-learners or learners based on the previously described criteria (Figure 6A-

B). There was no main effect of training day (F(2,15)=0.38, p=0.69) or sip (F(1,15)=0.33, p=0.58) on 

dopamine activity in non-learners (Figure 6C, E). Similarly, there was no main effect of training 

day (F(2,22)=0.39, p=0.68) or sip (F(1,22)=0.88, p=0.36) on dopamine activity in learners (Figure 6C, 

F), indicating that regardless of performance status, dopamine activity in the LA did not differ 

from a pre-sip baseline as the animals sipped. There was no main effect of training day 

(F(2,15)=0.19, p=0.83) on calcium activity in the LA of non-learners (Figure 6D, G). There was a 

main effect of sip (F(1,15)=4.85, p=0.043) on calcium activity where activity before the sip was 

higher than during the sip, which was related to a trend in the pre-sip to sip difference on day 4 

(Figure 6D, G). As previously noted, sip behavior on day 4 may have been affected by being 

connected to the optical tether so this difference should be cautiously interpreted. Training day 

(F(2, 19)=0.79, p=0.47) and sip (F(1,19)=0.0069, p=0.93) had no effect on LA calcium activity for 

learners, further highlighting that activity in the LA does not meaningfully change when rats sip 

(Figure 6D, H).  
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Figure 6. Dopamine and calcium activity do not change in response to sipper use even as performance 

improves.Rats (n=13; recording: n= 9 [18 fibers]) that underwent Pavlovian conditioning were split into non-learners 

and learners based on performance criteria (A-B). Both non-learners and learners show no change in dopamine activity 

from the pre-sip baseline to the sip at any point during conditioning (C). Non-learners displayed higher calcium 

activity during the pre-sip period relative to the sip period and this difference was reflected by the pre-sip activity 

tending to be greater than sip activity on day 4, a timepoint at which very few non-learners sipped. On all training 

days, learrners showed no difference between calcium activity in the 1 second before sip and the activity during the 

first second of the sip (D). Mean traces of dLight signal centered around sip for non-learners (top to bottom: Day 4, 

Day 8, Day 12; E). Mean traces of dLight signal centered around sip for learners (top to bottom: Day 4, Day 8, Day 

12; F). Mean traces of RCaMP signal centered around sip for non-learners (top to bottom: Day 4, Day 8, Day 12; G). 

Mean traces of RCaMP signal centered sip for learners (top to bottom Day 4, Day 8, Day 12; H). Day+ on panel B 

represents recording days. 
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2.3.1.9 Calcium and dopamine responses to the sucrose sip on the day animals acquire task 

performance do not differ from responses at other timepoints in Pavlovian conditioning. 

Lastly, we compared activity in response to a sip on the initial Pavlovian training day, the 

day animals reached performance criteria, and the final day of training in the event they never 

reached criteria (Figure 7A). There was no main effect of training day (day 1 vs day learned vs 

never learned) on dopamine activity (F(2,23)=0.96, p=0.39). There was not a main effect of sip 

timing on dopamine activity either (F(1,23)=0.0099, p=0.92), suggesting that no meaningful 

dopamine response to the sip was present on training day 1 nor did such a response develop as 

animals reached performance criteria (Figure 7B, D). For calcium activity in the LA, there was no 

main effect of training day (F(2,22)=0.67, p=0.52) or sip timing (F(1,22)=0.02, p=0.89), indicating 

that calcium activity did not reflect a response to the sip regardless if the Pavlovian task was 

learned or not (Figure 7C, E). 
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Figure 7. Dopamine and calcium responses to the sip on the day animals learned the Pavlovian task did not 

differ from responses on day 1 or responses for animals that never learned. 

Rats (n=13; recording: n= 9 [18 fibers]) were trained on a Pavlovian conditioning task and both behavioral and 

photometry data were split into the first day of training, the day learned, and the final day of training for rats never 

learned the task (A-C). There was no change in dopamine activity in response to the sip on any day. (B). Calcium 

activity did not significantly change in response to the sip or as the task was learned (C). Mean traces of dLight signal 

centered around sip (top to bottom: Day 1, Day Learned, Never Learned; D). Mean traces of RCaMP signal centered 

to the sip (top to bottom: Day 1, Day Learned, Never Learned; E).  
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2.3.2 Instrumental Training 

2.3.2.1 During instrumental training, rats discriminate between active and inactive levers. 

After Pavlovian conditioning, animals progressed into the instrumental training phase of 

the PIT paradigm. Instrumental training began on a fixed ratio 1 (FR1) schedule of reinforcement 

where a press on the active lever resulted in sipper entry for 5 seconds with the levers retracted. 

FR1 sessions continued for at least 3 days or until rats made at least 10 presses followed by at least 

8 sips. For FR1 training, there was a main lever effect (F(1, 19)=9.56, p=0.006), but no effect of 

instrumental training day (F(2.82, 30.47)=0.99, p=0.40) on pressing behavior. Across FR1 sessions, 

rats made more presses on the active lever than the inactive lever (Figure 8A). Rats continued to a 

random ratio 5 (RR5) schedule of reinforcement for 3 days during which there was a main effect 

of training day (F(2,24)=3.65, p=0.04) and a main lever effect (F(1,12)=9.96, p=0.0083). Overall, rats 

made more active presses than inactive presses and this was driven by significant differences 

between active presses and inactive presses on day 2 (p=0.01) and day 3 (p=0.0027) of training 

(Figure 8B). Lastly, rats had random ratio 10 (RR10) training for 5 days. During RR10, there was 

a trending effect of training day to impact pressing behavior (F(1.67, 11.27)=3.41, p=0.076). There 

was a main lever effect (F(1,12)=17.66, p=0.0012) and a trend for a lever x training day interaction 

(F(4,27)=2.57,  p=0.061, Figure 8C). Therefore, at all schedules rats were able to discriminate 

between the active sucrose-paired lever and the inactive lever. 

2.3.2.2 Dopamine and calcium activity show no change in response to active presses made 

during instrumental training. 

To determine dopamine and calcium dynamics in the LA during instrumental training, we 

used fiber photometry to examine peak fluorescence during a 1 second baseline before the active 
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lever press and during the first second of the active lever press. There was no difference in 

dopamine activity for either schedule (RR5 vs RR10, F(1,7)=1.38, p=0.28), indicating that increased 

training did not affect dopamine activity in the LA (Figure 8D, F). Additionally, there was not a 

main effect of press (F(1,7)=0.45, p=0.52) on dopamine activity (Figure 8D, F). As with dopamine, 

there was no main effect of schedule (RR5 vs RR10, F(1,7)=0.06, p=0.81) or press (F(1,7)=0.49, 

p=0.51) on calcium activity in the LA (Figure 8E, G). Thus, activity in the LA was not changed in 

response to active press on either reinforcement schedule.  

When visually examining the mean traces, it appeared that variability began to grow around 

the active press event onset (Figure 8F-G). As a result, we used Levene’s test for equality of 

variances to compare the variance during a 1-second period that occurred 5 seconds before the 

active lever press to the variance during 1-second of the active press. For the dopamine and calcium 

signal during RR5 training, variance was similar for the pre-press period 5 second before the press 

and during 1-second of the press (F=0.33, p=0.58; F=1.50, p=0.24, respectively). During RR10 

training, the variance in the dopamine signal was greater during the press period compared to the 

timepoint 5 seconds earlier (F=4.66, p=0.042). Similarly, during RR10 training days, the variance 

in the calcium signal was greater during the press than it was 5 seconds before the press (F=4.54, 

p=0.047). While there was no change in dopamine or calcium activity in response to active presses, 

the trend for greater variance surrounding the press indicates that there may be meaningful 

individual differences in LA activity corresponding to the active press.  



 54 

 

 

 

Figure 8. Rats learned to discriminate between levers, but show no change in activity in response to an active 

press.  

Rats underwent instrumental training on FR1 (n=11), RR5 (n=7; recording n=4 [8 fibers]), and RR10 (n=6; recording 

n=4 [8 fibers]) schedules (A-C). Dopamine and calcium activity in the LA were measured during RR5 and RR10 

sessions (D-G). Rats made significantly more active lever presses than inactive lever presses on FR1, RR5, and RR10 

schedules (A-C). Dopamine activity was not different before the press and during the active press for either schedule 

(D). Calcium activity did not change in response to the active press for the RR5 or RR10 schedule (E). Mean traces 

of dLight signal centered around the active press (D). Mean traces of RCaMP signal aligned to the active press. 
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2.3.2.3 Dopamine and calcium activity show no change in response to the first press or the last 

press in a series of presses 

During RR5 and RR10 schedules, not every press results in presentation of the sipper so 

we wanted to examine calcium and dopamine activity in response to presses that may be more 

salient. First, we assessed activity during the first press in a series of presses to determine if 

initiating pressing behavior triggers a dopamine or calcium response. There was no main effect of 

schedule (RR5 vs RR10, F(1,7)=0.0013, p=0.91) on dopamine activity prior to the first press or 

during the first press (Figure 9A, C). There was no main effect of the press (F(1,7)=0.18, p=0.68) 

such that dopamine activity before the first press and during the first press was similar for both 

instrumental schedules (Figure 9A, C). Likewise, there was no main effect of schedule (RR5 vs 

RR10, F(1,7=2.20, p=0.18) or press (F(1,7)=0.087, p=0.78) on calcium activity in the LA. Overall 

calcium activity was similar during both RR5 and RR10 instrumental training sessions and did not 

change from before the first press to during the first press (Figure 9B, D). 

We also examined activity elicited by the last press of a series of presses. We compared 

calcium and dopamine activity during the 1 second before the end of the final press, during the last 

second of the final press where retraction begins, and during the first second of lever retraction. It 

is possible that lever retraction serves as a cue associated with sucrose reward so we also wanted 

to determine if activity differed from press to retraction. There was not a main effect of either 

schedule (RR5 vs RR10, F(1,6)=0.37, p=0.57) or press (before end vs end vs retraction, F(2,12)=1.28, 

p=0.31) on dopamine activity (Figure 9E, G). There were no main effects of schedule (RR5 vs 

RR10, F(1,7)=0.12, p=0.74) or press (before end vs end vs retraction, F(2,14)=0.22, p=0.80) on 

calcium activity (Figure 9F, H). Collectively, these findings indicated that although the last press 
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in a series is linked to sucrose reward and the retraction cue, dopamine and calcium activity in the 

LA did not show a response to the final press or its retraction. 
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Figure 9. Dopamine and calcium activity show no change in response to the first active press or the last active 

press in a series of presses during instrumental training.Rats underwent instrumental training on both RR5 (n=7; 

recording: n=4 [8 fibers]) and RR10 schedules (n=6; recording: n=4 [8 fibers]). The first press in a series of presses is 

the initiation of seeking behavior and thus may be salient, so LA dopamine and calcium activity in response to the 

first press were examined (A-D). Dopamine activity was similar during both the 1-second pre-press timepoint and the 

first second of the first press (A). Calcium activity was similar before the first press and in response to the first press 

(B). Mean trace of dLight signal aligned to the first press (top: RR5, bottom: RR10; C). Mean trace of RCaMP signal 

aligned to the first press (top: RR5, bottom: RR10; D). The last press in a series during instrumental training was 

paired with sipper delivery and lever retraction, which could serve as reward-related stimuli for these animals. There 

was no change in dopamine activity from the period before the end of the press to the end of the press or to the first 

second of retraction (E). Calcium activity was similar before the end of the press, during the end of the press, and 

during initial retraction (F). Mean trace of dLight signal centered around the end of the last press (top; RR5, bottom: 

RR10; G). Mean trace of RCaMP signal centered around the end of the last press (top: RR5; bottom; RR10; H). 
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2.3.2.4 Dopamine and calcium activity are similar during both rewarded and unrewarded 

presses. 

Finally, we were interested in examining if activity would differ between rewarded and 

unrewarded presses since under both RR5 and RR10 schedules not every lever press is followed 

by sipper presentation (Figure 10A-B). For presses made under the RR5 schedule, dopamine 

activity was compared between presses not followed by a sip (unrewarded) and presses followed 

by a sip (rewarded) at 1 second before the press, during the initial second of the press, and 1 second 

after the press.  There was no effect of press (before press vs press vs after press) on dopamine 

activity (F(2,10)=0.96, p=0.41), indicating that there was no change in dopamine response to making 

a press. There was no effect of sip reward (F(1,5)=0.029, p=0.87) on dopamine activity. This result 

suggests that dopamine activity associated with rewarded presses is no different than that of 

unrewarded presses, even during the post-press period when rats would be initiating a sip (Figure 

10C, G-H). Analyzing calcium activity during RR5 presses yielded similar results as there was no 

main effect of sip reward (F(1,5)=0.98, p=0.37), implying that LA calcium activity does not differ 

between rewarded and unrewarded presses (Figure 10E, I-J). Additionally, there was no main 

effect of press on calcium activity (before press vs press vs after press, F(1.30, 6.51)=4.75, p=0.11) 

meaning that calcium activity did not differ during the pre-press, press, or post-press periods.  

Examining dopamine activity related to presses made under the RR10 schedule revealed 

no main effects of press (before press vs press vs after press, F(2,6)=0.27, p=0.77) or sip 

(F(1,3)=0.067, p=0.81, Figure 10D, G-H). Likewise, there was no main effects of press (before press 

vs press vs after press, F(2,6)=2.23, p=0.19) on calcium activity in the LA. There was a trend for an 

effect of sip (F(1,3)=5.82, p=0.095) on calcium activity during the RR10 phase. In general, activity 

during the rewarded presses was trending to be greater than activity during unrewarded presses. 
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However, this difference was present at the pre-press baseline suggesting the trending difference 

did not reflect a meaningful change in activity (Figure 10F, I-J). Overall, for both schedules of 

reinforcement, there was no change in activity during the press or in the post press period during 

which animals could be initiating a sip. Moreover, activity was similar for unrewarded and 

rewarded presses implying that the instrumental learning involved in pairing the press with reward 

is not reflected by LA dopamine and calcium activity. 
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Figure 10. Dopamine and calcium activity is similar for both rewarded and unrewarded presses.  

Rats underwent instrumental training under both RR5 (n=7; recording: n=4 [8 fibers]) and RR10 (n=6; recording: n=4 

[8 fibers]) schedules (A-B). Their press behavior was split into active presses followed by no sip (unrewarded) and 

those followed by a sip (rewarded). Dopamine activity was measured during the pre-press period, the active press, and 

the post-press period and there were no differences in activity between rewarded and unrewarded presses at any 

timepoint for either the RR5 or RR10 schedule (C-D). Calcium activity was measured for both rewarded and 

unrewarded presses under both schedules and no differences between each press type were found before the press, 

during the press, or after the press (E-F). Mean traces for dLight signal centered to the rewarded press (top: RR5, 

bottom: RR10; G) and unrewarded press (top: RR5, bottom: RR10; H). Mean traces for RCaMP signal aligned to 

rewarded presses (top: RR5, bottom: RR10; I) and unrewarded presses (top: RR5, bottom: RR10; J). 
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2.3.2.5 Activity did not change in response to making inactive lever presses. 

Behaviorally, animals discriminated between the active and inactive levers during 

instrumental training (Figure 8A-C). To determine if dopamine and calcium activity responded to 

inactive lever presses, activity at a 1-second pre-inactive press baseline was compared to activity 

during the first second of the inactive press. There was no main effect of schedule (RR5 vs RR10, 

F(1,22)=0.49, p=0.48) on dopamine activity in the LA. There was a trend for inactive press (1s 

baseline vs 1s press) to impact dopamine activity (F(1,22)=3.51, p=0.074), but multiple comparisons 

to examine the effect of inactive press within each schedule did not reach significance (Figure 

11C, E). As inactive presses are not rewarded, it is possible that this trend for decreased dopamine 

activity represents a reward prediction error. There were no effects of schedule (F(1,7)=1.87, 

p=0.21) or inactive press (F(1,7)=0.49, p=0.51) on calcium activity (Figure 11D, F). Collectively, 

inactive presses made under the RR5 or RR10 schedule during instrumental training did not 

strongly modulate LA activity. 
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Figure 11. Activity did not change in response to inactive presses made during either schedule.Rats underwent 

instrumental training on an RR5 (n=7; recording: n=4 [8 fibers]) and an RR10 instrumental schedule (n=6; recording: 

n=4 [8 fibers]). Rats made few inactive lever presses during training (A-B). There was no significant change in 

dopamine response in the LA from before the inactive to during the inactive press under either schedule (C). The 

calcium activity in the LA was similar before the inactive press and during the inactive press (D). Mean traces for 

dLight signal aligned to the inactive press (top: RR5, bottom: RR10; E). Mean traces for RCaMP signal aligned to the 

inactive press (top: RR5; bottom: RR10; F). 
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2.3.2.6 Dopamine and calcium activity show no response to sipper use during instrumental 

training. 

During instrumental training, presses on the active lever were paired with sips from the 

sucrose sipper bottle (Figure 12A-B). Using fiber photometry in the LA, we measured peak 

dopamine and calcium fluorescence to examine activity in a pre-sip baseline period 1 second 

before a sip and during the first second of the 5 second sip. There was no change in dopamine 

activity in response to the sip (F(1,7)=2.58 p=0.15) for either instrumental schedule (RR5 vs RR10, 

F(1,7)=1.99, p=0.15, Figure 12C, E). Additionally, there was no main effect of schedule (RR5 vs 

RR10, F(1,7)=3.30, p=0.11) or sip (F(1,7)=0.29, p=0.61) on LA calcium activity such that the pre-sip 

response and the sip response were similar under both schedules (Figure 12D, F).  

As was observed with active presses during instrumental training, variation seemed to 

increase around the time of the sip (Figure 12E-F). We used Levene’s test for equality of variances 

to evaluate variance 5 seconds prior to the sip and variance during the first second of the sip. For 

dopamine signal during RR5 training, the variance was not different for these two 1-second 

timepoints (F=0.003, p=0.96). During the RR10 schedule, the variance in dopamine signal during 

the sip was greater than the pre-sip baseline variance (F=6.19, p=0.029). Under both training 

schedules, calcium activity had more variance during the sip than before the sip (F=6.77, p=0.026; 

F=3.55, p=0.078; respectively). Taken together, these results indicate that although rats likely 

acquire the association between the operant response and sipper use, the sip itself does not strongly 

influence dopamine or calcium activity in the LA although there may be individual differences in 

the response (Figure 12). 
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Figure 12. Dopamine and calcium activity show no response to sipper use during instrumental training.Rats 

underwent RR5 (n=7; recording: n=4 [8 fibers]) and RR10 (n=6; recording: n=4 [8 fibers]) instrumental training 

during which they could sip a 10% sucrose solution from a sipper that enter the chamber following a random number 

of active presses (1-5 for RR5 schedule, 1-10 for RR10 schedule) (A-B). Dopamine activity did not significantly 

change in response to the sip for either instrumental schedule (C). Calcium activity showed no response to the sip 

under either instrumental schedule (D). Mean traces for dLight signal aligned to the sip (top: RR5, bottom: RR10; E). 

Mean traces for RCaMP signal aligned to the sip (top: RR5, bottom: RR10; F) 
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2.3.3 Pavlovian to Instrumental transfer 

2.3.3.1 Instrumental behavior did not show robust invigoration by auditory stimulus 

presentation. 

Pavlovian to Instrumental transfer can determine how a cue that has been associated with 

a rewarding stimulus can alter the motivational salience of operant responding. In this 30-minute 

transfer test under extinction conditions, rats were presented with the CS+ they experienced during 

Pavlovian training for 2 minutes, then they experienced a 2-minute ITI with no cues followed by 

2-minute presentation of a novel CS-, and finally a 2-minute ITI before the pattern repeated (Figure 

13A). During each stimulus type and ITI, the number of lever presses per minute was measured. 

There was a main effect of lever (F(1,3)=12.64, p=0.038) where the ratio of active presses was 

greater than that of inactive presses during the transfer test (Figure 13B). There was no main effect 

of stimulus type (CS+ vs CS- vs ITI, F(1.16,3.48)=3.005, p=0.17), likely because we were 

underpowered at this phase of testing to detect a statistical difference. Comparing the ratio of 

presses made during the CS+ to the ratio during CS- did not result in a significant difference 

(t(3)=1.43, p=0.25), although there was a moderate effect size (d=0.72). Likewise, the ratio of 

presses made during the CS+ tended to be greater than the ratio during the ITI (t(3)=2.74, p=0.071) 

as suggested by a large effect size (d=1.37, Figure 13B). 

2.3.3.2 Dopamine activity in the LA shows a greater response to CS+ presentation than CS- 

presentation. 

Although animals’ performance during PIT was not conclusively different between the 

type of CS presentations, we were interested in examining dopamine and calcium activity in the 

LA during the CS+, CS-, and ITI periods, particularly in response to the onset of each stimulus 
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type. There was no effect of stimulus onset (F(1,7)=0.012, p=0.92) or stimulus type (CS+  vs CS- 

vs ITI, F(1.39, 9.73)=3.08, p=0.10). However, planned multiple comparisons revealed that dopamine 

activity during the first second of stimulus presentation was significantly higher for the CS+ than 

the CS- (p=0.021, Figure 13C, E), suggesting that dopamine activity may be suppressed during 

presentation of the novel auditory cue. In the case of calcium activity, there were no main effects 

of stimulus onset (F(1,6)=2.27, p=0.18) or stimulus type (CS+ vs CS- vs ITI, F(1.12, 6.73)=0.03, 

p=0.89), though it appears that calcium activity may be related to detecting general effects of any 

stimulus turning on or off (e.g., first second of ITI) (Figure 13D, F). Therefore, it seems dopamine 

but not calcium activity may have a specific response to the stimulus paired with reward during 

Pavlovian conditioning. 
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Figure 13. Dopamine activity reflects salience of Pavlovian conditioned cues.Rats (n=4; recording: n=4 [8 fibers]) 

underwent a test of Pavlovian to Instrumental transfer to examine if a conditioned stimulus from Pavlovian training 

modulated instrumental responding (B). Dopamine and calcium activity in response to each auditory stimulus and the 

ITI were measured (C-F). Timeline of PIT session (A). Instrumental behavior during each stimulus and ITI (B). In 

general, LA dopamine activity was not impacted by stimulus onset or stimulus type, but the dopamine response was 

greater during the first second of the CS+ than the first second of the CS- (C). Calcium activity in the LA did not 

change as a result of the stimulus type or its onset (D). Mean traces of dLight signal centered around stimulus or ITI 

start (top to bottom: CS+, CS-, ITI; E). Mean traces of RCaMP signal aligned to stimulus or ITI onset (top to bottom: 

CS+, CS-, ITI; F). *p<0.05 
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2.3.3.3 Dopamine and calcium activity did not change in response to presses made during the 

CS+, CS-, or ITI. 

As rats made instrumental responses during the CS+, CS-, and ITI periods (Figure 14A, 

D), we wanted to determine if the dopamine and/or calcium response to an active press differed 

based on the stimulus type. There was no effect of stimulus type on press-related dopamine activity 

(CS+ vs CS- vs ITI, F(1.39, 9.72)=0.053, p=0.89) and there was no effect of active press (F(1,7)=0.02, 

p=0.89) such that dopamine activity did not change in response to making an active press during 

any stimulus (Figure 14B, G). Additionally, there were no effects of stimulus type (CS+ vs CS- vs 

ITI, F(1.96, 13.71)=1.13, p=0.35) or active press initiation (F(1,7)=0.10, p=0.76) on calcium activity, 

indicating that calcium activity did not change in response to active presses made during any 

stimulus period (CS+ vs CS- vs ITI, Figure 14C, H). Dopamine and calcium activity during 

inactive presses made during PIT were analyzed. There were no main effects of stimulus type 

(CS+ vs CS- vs ITI, F(1.36,4.09)=1.49, p=0.31) or inactive press (F(1,3)=0.71, p=0.46) on dopamine 

active (Figure 14E, I). Likewise, inactive press related calcium activity did not differ during any 

stimulus period (CS+ vs CS- vs ITI, F(1.19, 8.35)=0.65, Figure 14F, J). There was no main effect of 

inactive press (F(1,14)=0.0039, p=0.95) on calcium activity meaning that the calcium response in 

the 1 second before the inactive press was similar to the response during the 1-second press (Figure 

14F, J). 
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Figure 14. Dopamine and calcium activity does not change in responses to presses made during CS+, CS- or 

ITI. The number of active and inactive presses made by rats (n=4; recording: n=4 [8 fibers]) during PIT  were reorded 

(A,D). The dopamine and calcium activity 1-second before the press and during the first second of the press were 

measured. There was no change in LA dopamine or calcium activity in response to active presses under any stimulus 

presentation (CS+, CS-, or ITI; B-C). There was no change in dopamine or calcium activity in response to inactive 

presses made during the CS+, CS-, or ITI (E-F). Mean traces for dLight signal aligned to active press (top: CS+, 

middle: CS-, bottom: IT; G). Mean traces for RCaMP signal aligned to active press (top: CS+, middle: CS-, bottom: 

IT; H). Mean traces for dLight signal aligned to inactive press (top: CS+, middle: CS-, bottom: IT; I). Mean traces for 

RCaMP signal aligned to inactive press (top: CS+, middle: CS-, bottom: IT; J). 
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2.3.4 Assessing norepinephrine contribution to dLight signal 

2.3.4.1 Rats spend more time near the sipper, even when noradrenergic input to the LA is 

inhibited.  

In order to determine if the dLight signals measured in the experiments above were truly 

driven by dopamine signaling or if there were contributions to the signal from the substantial 

norepinephrine inputs to the LA, rats were infused with a retrograde virus expressing the hM4di 

(Gi-DREADD) receptor under the PRSx8 promoter to enable inhibition of noradrenergic input to 

LA via systemic treatment of 1 mg/kg CNO (Figure 15A-B). Rats underwent 10 days of Pavlovian 

conditioning during which they experienced alternating 2-minute periods of CS+ (tone or white 

noise) presentation with a 2-minute ITI. During the CS+ presentation, the sucrose bottle sipper 

entered the operant chamber at a random interval (Figure 15C). On conditioning days where rats 

had photometry recordings in the LA, they received either 1 mg/kg CNO or vehicle injections prior 

to the behavior session. There was a main effect of CS+ presentation (F(1,3)=23.23, p=0.017) such 

that rats spent more time near the sipper during the CS+ than during the ITI (Figure 15D). There 

was also a main effect of training day (F(9,27)=3.93, p=0.0027) where animals' time spent near the 

sipper increased across training both during the CS+ and ITI (Figure 15D). However, post hoc 

analysis revealed that the difference between time spent near the sipper during the CS+ relative to 

during the ITI was significant on day 8 (p=0.015) and day 9 (p=0.019).  

Animals were administered CNO or vehicle on the recording days of Pavlovian 

conditioning. To determine if administration of CNO, which inhibited noradrenergic input to the 

LA, affected behavior, we compared time near the sipper during the CS+ and ITI on these days. 

As the order of injections were counterbalanced, not all rats received the same injection type on 

the same day. Therefore, we collapsed across injection type for the early training timepoint (days 
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4 and 6) and the late training timepoint (days 8 and 10). For early training (days 4 and 6), there 

was no main effect of treatment (CNO vs veh, F(1,3)=5.00, p=0.11) on time spent near the  sipper, 

indicating that inhibition of the noradrenergic input did not alter behavior (Figure 15E). At this 

timepoint, there was no main effect of CS+ presentation (F(1,3)=3.28, p=0.17) on time spent near 

the sipper suggesting that the Pavlovian task was not yet learned. However, post hoc analysis 

showed that in the CNO treatment group, time spent near the sipper was greater during the CS+ 

than during the ITI (p=0.047, Figure 15E). During late training (days 8 and 10), there was no main 

effect of treatment (CNO vs veh, F(1, 3)=0.057, p=0.83), again indicating that inhibition did not 

affect the amount of time rats spent near the sipper (Figure 15F). There was a main effect of CS+ 

presentation (F(1,3)=14.87, p=0.031) on sipper time, meaning that animals were spending more time 

near the sipper during the CS+ presentation (Figure 15F). However, within each treatment group 

(CNO or veh), there was not a significant difference in sipper time during the CS+ or during the 

ITI. In general, approach behavior during Pavlovian conditioning is comparable whether the 

norepinephrine input is silenced or not. 

2.3.4.2 Dopamine activity in the LA did not change in response to the CS+, but signal was 

unaffected by silencing of norepinephrine input. 

Dopamine activity in the LA was examined with fiber photometry using the dopamine 

sensor dLight1.2. dLight1.2 is specific for dopamine release, but there is minimal sensitivity to 

norepinephrine (Patriarchi et al., 2018). As the LA receives noradrenergic innervation, it is 

possible the dLight signal has both dopaminergic and noradrenergic components. Therefore, rats 

were bilaterally infused in the LA with a retrograde inhibitory DREADD under the synthetic 

dopamine  hydroxylase promoter PRSx8 such that the receptor would be expressed in 

noradrenergic neurons projecting to the LA (Figure 15A). On recording days, rats received vehicle 
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and CNO (order counterbalanced) in order to compare the dopamine signal with and without this 

input. Early in conditioning (day 4/6), there was no main effect of treatment (CNO vs veh, 

F(1,5)=1.76, p=0.24) on dopamine activity, suggesting that silencing norepinephrine input did not 

alter the dopamine signal (Figure 15G, I). There was also no main effect of CS+ presentation 

(F(1,5)=0.12, p=0.74) on dopamine activity (Figure 15G, I). This result indicates that early in 

training, there is no specific dopamine response to the CS+. At a later conditioning timepoint (day 

8/10), there were still no main effects of treatment (CNO vs veh, F(1,5)=2.48, p=0.18) or CS+ 

(F(1,5)=0.11, p=0.76) on dopamine activity in the LA (Figure 15H, J). These findings imply that 

while the dopamine signal does not change when norepinephrine input is inhibited, this inhibition 

has an effect on cue learning. As a result of the within-subjects design, rats receive both vehicle 

and CNO across training meaning that under vehicle conditions rats have already experienced 

conditioning days where noradrenergic input was silenced. It is likely that this repeated inhibition 

impacts their ability to form cue-reward associations. When we used the performance criteria from 

the prior experiment (Figure 2A), only one rat was classified as a learner by day 8 of conditioning. 

This effect on cue learning may explain why animals do not develop dopamine responses to the 

CS+ presentation much like the non-learners as previously described.  
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Figure 15. Rats spend more time near the sipper during the CS+, but do not show dopamine changes in 

response to CS+ presentation.  

Rats (n=4; recording: n=4 [8 fibers]) underwent 10 sessions of Pavlovian conditioning during which both the time 

they spent near the sipper and LA dopamine activity were measured (C-D). On recording days, rats were administered 

CNO or vehicle in a counterbalanced order so behavior and dopamine activity were combined into CNO and vehicle 

groups on days 4/6 and day 8/10 (E-H). Schematic of viral injection of dLight1.2 and PRSx8 promoter Gi-DREADD 

in the LA (A). Schematic of viral injection and expression in the LA and expression in the LC with representative 

images. Black dots indicate optic fiber placement. (B). Timeline of conditioning session (C). Rats spent more time 

near the sipper during the CS+ than during the ITI (D). Early in training (days 4/6), CNO administration did not affect 

the amount of time spent near the sipper during CS+ or ITI. Following CNO treatment, rats spent more time near the 

sipper during the CS+ (E). Late in training (days 8/10), CNO treatment did not impact the amount of time spent near 

the sipper and following both vehicle and CNO rats spent more time near the sipper during the CS+ than during the 

ITI (F). On all recording days, there was no effect of CNO or  CS+ presentation on dopamine activity (G-H). Mean 

traces of dLight signal aligned to CS+ on day 4/6 (top: veh, bottom: CNO; I). Mean traces of dLight signal aligned to 

CS+ on day 8/10 (top: veh, bottom: CNO; J). Day+ in panel B represents recording days. *p<0.05. 
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2.3.4.3 Sipper use stays low and stable across Pavlovian conditioning. 

In Pavlovian training, the 2-minute CS+ presentations were paired with random interval 

sipper entry providing rats the opportunity to drink a 10% sucrose solution. The number of times 

the rats used the sipper each session was measured across the 10 training sessions. There was no 

main effect of training day (F(9,27)=0.551, p=0.82) on sipper use. Overall, rats’ sipper use was 

minimal and stayed stable across conditioning days (Figure 16A).   

Animals were treated with systemic CNO or vehicle injections on recording days during 

training. We combined treatment type for the early timepoint (days 4 and 6) and the late timepoint 

(day 8 and 10). There was not a main effect of training (early vs late (F(1,3)=0.28, p=0.64) on sipper 

use (Figure 16B). There was no main effect of treatment (CNO vs veh, F(1,3)=4.58, p=0.12) on 

sipper use during training (Figure 16B), although it is important to note that not all animals made 

sips after CNO treatment. In general, inhibiting norepinephrine input to the LA did not alter how 

much the animals used the sipper.  

2.3.4.4 Dopamine activity does not change in response to sipper use during Pavlovian training, 

but signal may be changed by altering norepinephrine input.  

On recording days, animals were treated with CNO or vehicle and the dopamine response 

to sipper use on these days was assessed with fiber photometry. Initially in training (days 4 and 6), 

there was no main effect of sip (F(1,3)=0.072, p=0.81), indicating that dopamine activity was the 

same during the pre-sip baseline and during the first second of the sip (Figure 16C, E). However, 

there was a trend for treatment to affect dopamine activity (CNO vs veh, F(1,3)=5.58, p=0.099). 

This result suggested that norepinephrine had some contribution to the overall signal (Figure 16C, 

E). At the later training timepoint (days 8 and 10), there was no main effect of treatment (CNO vs 

veh, F(1,5)=2.13, p=0.20) on dopamine activity, implying that norepinephrine did not contribute to 
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the measured signal (Figure 16D, F). Additionally, there was no effect of sip initiation (F(1,5)=2.25, 

p=0.19) such that dopamine in the LA did not show a response to the sucrose sip (Figure 16D, F). 

Taken together, while sipper use does not influence dopamine activity, there appears to be a 

possible norepinephrine component of the dLight signal. 
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Figure 16. Rats have low and stable sipper use across Pavlovian training that does not impact dopamine activity. 

Rats (n=4; recording: n=4 [8 fibers]) used the sipper as the CS+ played during Pavlovian training. Sipper use was 

relatively infrequent and did not increase with training (A). Sipper use during both early training (day 4/6) and late 

training (day 8/10) was similar following vehicle and CNO treatment (B). Dopamine activity in the LA did not change 

from the 1-second sip baseline to the 1-second start of the sip following vehicle or CNO treatment early in conditioning 

but the signal appeared dampened by inhibition (C). Late in conditioning, dopamine activity did not change following 

vehicle or CNO treatment and activity did not show a response to the initiation of a sip at the sucrose sipper bottle 

(D). Mean traces of dLight signal aligned to sip on day 4/6 (top: veh, bottom: CNO; E). Mean traces of dLight signal 

aligned to sip on day 8/10 (top: veh, bottom: CNO; F). 
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2.3.4.5 During instrumental training, rats learn to discriminate between the active and inactive 

levers. 

During instrumental training, rats were trained first on a fixed ratio 1 (FR1) schedule of 

reinforcement for a week followed by a 3 days of a random ratio 5 (RR5) schedule and finally 3 

days of an RR10 schedule. Under FR1, there was no main effect of training day (F(2.30, 6.91)=1.61, 

p=0.27) on presses made, but there was a main lever effect (F(1,3)=26.24, p=0.014) such that rats 

made more active presses than inactive presses (Figure 17A). Post hoc analysis found that on day 

6, the number of active presses made was significantly greater than inactive presses (p=0.030). For 

presses made during the RR5 training, there were no main effects of training day (F(2,6)=1.85, 

p=0.24) or lever (F(1,3)=2.17, p=0.24) on behavior, but post hoc paired comparisons revealed that 

on days 1-3, rats made more active presses than inactive presses (p=0.001, p=0.002, p=0.0005, 

Figure 17B). For presses made during RR10, there were no main effects of training day 

(F(2,6)=0.73, p=0.52) or lever (F(1,3)=1.71, p=0.28) on pressing behavior, but post hoc analysis 

revealed that on days 1-3, rats made more active presses than inactive presses (p=0.0007, 

p=0.0003, p=0.0005, Figure 17C). 

On instrumental recording days, animals were treated with CNO and vehicle to determine 

the contribution of norepinephrine to the dLight signal. There was no effect of treatment on 

pressing behavior (CNO vs veh, F(1,3)=0.009, p=0.93) during RR5 training (Figure 17D). There 

was a trending effect of lever (F(1,3)=6.86, p=0.079) where rats tended to make more active lever 

presses than inactive lever presses for the combined timepoint (Figure 17D). During the combined 

RR10 training day, there was no effect of treatment (CNO vs veh, F(1,3)=0.05, p=0.84) or lever 

(F(1,3)=5.15, p=0.10) on behavior such that animals made a similar number of lever presses even 

when norepinephrine activity was silenced (Figure 17E). 
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2.3.4.6 Dopamine activity did not change in response to presses made during instrumental 

training, but inhibition of norepinephrine input altered the recorded signal. 

To determine dopamine dynamics in the LA during instrumental training, we examined 

activity during a 1-second baseline before an active press was made and during the first second of 

the active lever press. We assessed these timepoints when animals were administered CNO or 

vehicle both for the RR5 and RR10 schedule. For activity during RR5 training, there was no effect 

of press on dopamine activity (F(1,3)=1.39, p=0.32) meaning rats showed no change in dopamine 

activity from pre-press to the active press. There was an effect of treatment (CNO vs vehicle, 

F(1,3)=10.89, p=0.046) on dopamine activity indicating that during inhibition of noradrenergic 

input, the signal was diminished (Figure 17F, J). Analysis of the inactive presses made under the 

RR5 schedule yielded no main effect of treatment (CNO vs vehicle, F(1,3)=4.69, p=0.12). There 

was a main effect of press (F(1,3)=20.48, p=0.020) and a treatment x press interaction (F(1,3)=51.66, 

p=0.006) such that when animals were treated with CNO, there was a reduction in dopamine 

activity during the press relative to before the press (Figure 17H, L). As animals underwent RR10 

training, there was no effect of treatment (CNO vs vehicle, F(1,3)=3.59, p=0.15) or active press 

(F(1,3)<0.0001, p=0.99) on dopamine activity (Figure 17G, K). Additionally, there were no effects 

of treatment (CNO vs vehicle, F(1,3)=0.21, p=0.68) or inactive press on dopamine activity measured 

during RR10 training (F(1,3)=0.24, p=0.66, Figure 17I, M) Despite the activity reduction seen with 

inactive presses made following CNO treatment, the overall results pattern for pressing behavior 

indicates that dopamine activity does not robustly change in response to presses. Moreover, 

noradrenergic silencing impacted the recorded signal only during active presses made during RR5 

training implying that norepinephrine may have contributed to the signal early in instrumental 

training. 
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Figure 17. Animals discriminate between levers and pressing did not elicit a change in dopamine response. Rats 

(n=4; recording RR5: n=4 [8 fibers]; recording RR10: n=2 [4 fibers]) underwent instrumental training on FR1, RR5, 

and RR10 schedules of reinforcement where they earned access to the sucrose sipper. Animals learned to discriminate 

between the active sucrose-paired lever and inactive lever under FR1 (A), RR5 (B), and RR10 (C) schedules. 

Administration of CNO to silence norepinephrine input did not change pressing behavior relative to vehicle on either 

schedule (D-E). Dopamine activity did not change from a pre-press baseline as rats made an active press during both 

RR5 and RR10 training (F-G). During RR5 but not RR10, CNO administration meant to eliminate norepinephrine’s 

role diminished the dLight signal compared to the signal recorded under vehicle conditions (F-G). Examining 

dopamine signal during the 1 second before an inactive press and during the first second of the press revealed a 

reduction in activity for inactive presses made during RR5 that disappeared with RR10 training (H-I). Mean traces of 

dLight signal aligned to the active press on RR5 days (top: veh, bottom: CNO; J). Mean traces of dLight signal centered 

to active presses made under RR10 (top: veh, bottom: CNO; K), Mean traces of dLight signal aligned to RR5 inactive 

presses (top: veh, bottom: CNO; L). Mean traces of dLight signal aligned to inactive presses made during RR10 

training (top: veh, bottom: CNO). *p<0.05 
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2.3.4.7 Sipper use does not change across instrumental training. 

Over the course of instrumental training, sipper use did not change across training day 

(F(2,6)=0.92, p=0.45) or reinforcement schedule (RR5 vs RR10, F(1,3)=0.51, p=0.53). Much like 

sipper use during Pavlovian training, the number of sips remained relatively low and stable across 

instrumental training (Figure 18A). On instrumental days during which animals were administered 

CNO or vehicle, there was no effect of treatment (CNO vs veh, F(1,3)=0.60, p=0.49) or schedule 

(RR5 vs RR10, F(1,3)=0.038, p=0.86) on sipper use during instrumental training (Figure 18B). 

Collectively, these data indicate that sipper use behavior remained stable across reinforcement 

schedule and when norepinephrine input was affected. 

2.3.4.8 Dopamine activity does not change in response to sipper use following both vehicle and 

CNO treatment. 

Rats were treated with CNO or vehicle on instrumental training days and the dopamine 

response to the sipper use associated with the lever presses under RR5 and RR10 training was 

measured.  During RR5 training, there was no main effect of treatment (CNO vs veh, F(1,3)=2.32, 

p=0.23) or sip (F(1,3)=0.81, p=0.43) on dopamine activity (Figure 18C, E). For the RR10 schedule, 

neither treatment (CNO vs veh, F(1,3)=0.16, p=0.71) nor sip (F(1,3)=1.74, p=0.28) affected dopamine 

activity (Figure 18D, F). Therefore, dopamine activity does not display a response from the pre-

sip period to the sip and this response is not further modulated by silencing norepinephrine 

projections to the LA.  
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Figure 18. Steady sipper use across instrumental trainining is not associated with changes in dopamine 

activity.Rats (n=4; recording RR5: n=4 [8 fibers]; recording RR10: n=2 [4 fibers]) used the sipper following active 

presses made during instrumental training. Sipper use was low and steady across both training schedules (A). Rats 

made a similar number of sips after vehicle and CNO treatment during RR5 and RR10 training (B). During RR5 

training, dopamine activity did not change as animals made a sip. The dopamine signal was not significantly different 

from the vehicle control as animals received CNO to inhibit norepinephrine release in the LA (C). At recording 

timepoints during RR10 training, there was no change in LA dopamine activity corresponding to a sip and activity did 

not differ based on vehicle or CNO treatment (D). Mean traces of dLight signal time-locked to a sip made under the 

RR5 schedule (top: veh, bottom: CNO; E). Mean traces of dLight signal centered around sip behavior during RR10 

training (top: veh, bottom: CNO; F). 
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2.3.4.9 Inhibiting norepinephrine input to the LA may impair performance during the Pavlovian 

to Instrumental transfer test.  

Following the Pavlovian conditioning phase and the instrumental phase, animals 

underwent a Pavlovian to Instrumental Transfer test where the original CS+ was played for 2 

minutes followed by an ITI and then a novel CS- played for 2 minutes (Figure 19A). These 

presentations cycled through for the 30-minute session as rats could make unreinforced 

instrumental presses. Prior to the start of the PIT test, all rats were administered CNO to determine 

if inhibition of norepinephrine input to the LA would affect instrumental behavior. There was no 

main effect of stimulus presentation on pressing behavior (CS+ vs CS- vs ITI, F(1.18, 3.55)=1.61, 

p=0.29, Figure 19B). There was no lever effect (active vs inactive, F(1,3)=0.86, p=0.42, Figure 

19B). Notably, there was a lot of variability in the active lever responses made during the PIT test 

as one animal made many more presses than the others. With a relatively small number of animals, 

it is difficult to determine if performance during the PIT test was impacted by norepinephrine 

inhibition. It is also possible that inhibition during training phases blunted both Pavlovian and 

instrumental learning which would affect subsequent expression of PIT.  
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Figure 19. Inhibition of norepinephrine input to LA may weaken PIT. 

 Rats (n=4) underwent a Pavlovian to Instrumental Transfer test where they received CS+ and CS- presentations 

separated by an intertrial interval (ITI) to determine if the conditioned stimuli from Pavlovian training affected 

instrumental behavior. All rats received 1 mg/kg systemic CNO prior to the PIT test to minimize the role of 

norepinephrine in the LA. PIT session timeline (A). The number of active presses was similar during both stimulus 

presentations and the ITI (B). 
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2.4 DISCUSSION 

Here, we determined how activity in the LA reflects the cue-reward associative learning 

process. Using a Pavlovian to Instrumental Transfer paradigm along with fiber photometry in the 

LA, we found that dopamine and calcium activity show responses to reward-predictive cues and 

that dopamine activity specifically reflects learning that occurs during Pavlovian conditioning. We 

also showed that activity in the LA does not change in response to sipper use at any timepoint in 

training, suggesting that calcium and dopamine dynamics in the region are not linked to primary 

reinforcement, but rather to the stimuli associated with reinforcement. Our results from 

instrumental training indicated that performing an instrumental action does not alter dopamine or 

calcium within the LA. Overall, results show that dopamine activity in the LA is precisely related 

to stimulus-outcome learning and memory formation.  

Previous studies have shown that the LA is activated by reward-predictive stimuli (Ono, 

Nishijo, & Uwano, 1995; Schoenbaum, Setlow, Saddoris, & Gallagher, 2003; See, 2002). Our 

results are consistent with this observation as we found that dopamine and calcium activity in the 

LA increased in response to the beginning of the CS+ presentation. This dopamine activity 

represents both the time course and concentration of endogenous dopamine release (Patriarchi et 

al., 2018), while the calcium signal likely reflects calcium responses and spiking activity.  

However, calcium activity should be carefully interpreted as recent work detailing the photometry 

signal in the striatum suggested it may reflect non-somatic changes in calcium rather than somatic 

spiking-related changes (Legaria et al., 2022). It is not yet clear if these findings generalize to the 

LA or hold true for all calcium sensor variants, but we can conclude that the elevations seen in 

calcium activity following CS+ presentation represent activation in response to reward-related 

cues. 
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During the Pavlovian conditioning phase, rats spent more time near the sucrose sipper during 

the auditory CS+ presentation indicating that they acquired the association between the cue and 

sucrose reward. Importantly, neural responses to reward predictive cues may correspond to 

acquisition of cue-reward associations. For example, animals trained to respond for sucrose paired 

with a reward predictive cue show more phasically responsive amygdala neurons during 

reinstatement than animals trained with a randomly presented cue (Tye & Janak, 2007).  

Changes in activity in the LA emerged as training progressed, which prompted us to probe the 

relationship between learning and neural responses by classifying rats’ performance during each 

conditioning session. Rats that spent little time near the sucrose bottle sipper and infrequently used 

the sipper were grouped together as “non-learners”. Conversely, animals that spent most of their 

time during the CS+ presentation near the sipper area and consistently drank from the sipper were 

grouped as “learners”. Increases in dopamine and calcium activity from a pre-CS+ baseline to the 

CS+ were only found in the learner group, highlighting that the development of neural responses 

to the CS+ may require learning the association between the cue and sucrose sip. 

Another way in which we assessed the connection between associative learning and LA 

activity was to compare responses to the CS+ on the initial day of training when no animals had 

acquired the cue-reward association, on the day animals reached performance criteria, and on the 

final day of training for the rats that never met performance criteria. Interestingly, only dopamine 

activity increased at CS+ presentation on the day that the task was learned. Although the elevated 

calcium response to the CS+ was strongest later in Pavlovian training, it appeared present, though 

not significantly, for early conditioning even in response to the stimulus on the first day of training. 

Moreover, the fact that the calcium response to the CS+ diminished by the end of training and was 

not evident on the day learned suggests that extensive experience with the CS+ reduces calcium 
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activity. Collectively, results from Pavlovian conditioning suggest that calcium activity in the LA 

has a general response to the novelty of the onset of CS+ presentation, whereas dopamine activity 

serves as a specific learning signal.  

In other contexts, dopamine in the amygdala has been shown to contribute to associative 

learning and cue-dependent behaviors. Rats trained to associate stimuli with availability of cocaine 

show increased dopamine efflux in the amygdala in response to the drug-paired cue relative to the 

response elicited by a non-reward cue (Katner, Magalong, & Weiss, 1999). Additionally, 

dopamine receptor antagonism within the basolateral amygdala during acquisition of drug-cue 

associations attenuates later conditioned cue drug-seeking behavior (Berglind, Case, Parker, 

Fuchs, & See, 2006; See, Kruzich, & Grimm, 2001). Therefore, both previous evidence and our 

current results indicate that dopamine activity in the amygdala is a key component underlying 

associative learning.  

Studies examining reward responses in the amygdala point to the idea that the amygdala is not 

necessary for primary reinforcement, but rather mediates responding to cues in the face of 

changing reward value (Balleine & Killcross, 2006; Hatfield, Han, Conley, Gallagher, & Holland, 

1996; Málková, Gaffan, & Murray, 1997; Murray, 2007). For this PIT paradigm, sips from the 

sucrose sipper bottle were the primary reinforcer paired with an auditory cue. We found no change 

in dopamine or calcium activity in response to sips made across both Pavlovian conditioning and 

instrumental training, thus supporting the idea that the LA is more responsive to reward-related 

cues than to reward itself.  

Likewise, operant responses made during instrumental training failed to elicit changes to 

dopamine and calcium signaling in the LA. Prior studies have found that the amygdala plays a 

modest role in instrumental behavior. For one, basolateral amygdala (BLA) lesions do not impair 
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acquisition of instrumental conditioning or performance. These lesion studies found that an intact 

BLA is crucial for encoding post-training changes in the incentive value of the instrumental 

outcome, implying that during instrumental learning the BLA establishes the reward-related 

properties of the outcome (Balleine, Killcross, & Dickinson, 2003). While excitatory 

neurotransmission in the BLA has been shown to be involved in instrumental learning, it may be 

that the BLA supports instrumental performance by underlying the Pavlovian associations between 

contextual stimuli and the reinforcer that influence acquisition of instrumental actions (Baldwin, 

Holahan, Sadeghian, & Kelley, 2000). Other evidence has shown the dopamine receptor activation 

in the amygdala is required for initial instrumental learning but not performance (Andrzejewski, 

Spencer, & Kelley, 2005). As we assessed LA calcium and dopamine dynamics after animals 

completed early training on a FR1 schedule, it is not surprising that we do not find LA neural 

responses as the animals make a press during the later RR5 and RR10 training schedules. Other 

regions that participate in instrumental learning including the striatum (Faure, Haberland, Condé, 

& El Massioui, 2005; Hernandez, Sadeghian, & Kelley, 2002; Reynolds, Hyland, & Wickens, 

2001), medial prefrontal cortex (Matsumoto, Suzuki, & Tanaka, 2003), and orbitofrontal cortex 

(Schoenbaum & Roesch, 2005; Schoenbaum, Setlow, Saddoris, & Gallagher, 2003; Thorpe, Rolls, 

& Maddison, 1983) may be more likely to show robust calcium or dopamine activity changes in 

response to instrumental actions. 

Pavlovian to Instrumental transfer determines how conditioned stimuli influence instrumental 

responding. Here, we found that the auditory CS+ from the Pavlovian phase did not significantly 

modulate the animals’ instrumental behavior, although it appeared that more presses were made 

during the CS+ relative to the CS-. Despite the lack of significant behavioral differences, dopamine 

release during the first second of the CS+ presentation was significantly greater than release during 
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the first second of the CS-. This finding suggests that dopamine activity may reflect the incentive 

value of the cue. Many researchers have found that the amygdala plays an important role in 

representing the affective and incentive value of cues and in turn the representation supports the 

translation of conditioned associations to instrumental action (Burns, Robbins, & Everitt, 1993; 

Cador, Robbins, & Everitt, 1989; Malvaez et al., 2015; Whitelaw, Markou, Robbins, & Everitt, 

1996). Increased dopamine activity during the CS+ likely contributes to encoding of the incentive 

value of the cue even when it does not influence behavior.  

In all experiments, the dopamine signal in the LA was recorded with fiber photometry using 

the dopamine sensor dLight1.2. This sensor is specific for dopamine release, but there is also 

limited sensitivity to norepinephrine (Patriarchi et al., 2018). As the LA receives dense 

noradrenergic innervation from the locus coeruleus (Asan, 1998; Van Bockstaele, Bajic, Proudfit, 

& Valentino, 2001), there is a potential for the dLight signal to have both dopaminergic and 

noradrenergic components. We delivered a retrograde virus expressing the inhibitory DREADD 

receptor under the synthetic dopamine  hydroxylase promoter PRSx8 to allow for inhibition of 

norepinephrine input to the LA when CNO was administered. During all training phases, rats 

received both vehicle and CNO treatment to evaluate the dopamine signal as noradrenergic input 

was and was not silenced. This inhibition seemingly impacted conditioning behavior as these 

animals did not reach the performance levels of animals from the first cohort during the Pavlovian 

phase. Moreover, their pressing behavior and sipper use during instrumental training was lower 

than animals that never experienced inhibition of noradrenergic projections. There was likely an 

effect of inhibition on learning and there also appeared to be a general dampening of dLight signal 

resulting from this inhibition. This effect was not task specific and was not consistent across all 

measures, although it tended to be present at early timepoints for both Pavlovian and instrumental 
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training. Therefore, some of the signal we observed from the dLight sensor may reflect 

norepinephrine in addition to dopamine release. 

The inhibition timepoints we used may be a limitation associated with determining the 

contribution of norepinephrine to the dLight signal with our PIT paradigm. Based on the behavioral 

data during conditioning, inhibition affected the rats’ ability to acquire the cue-reward association 

as only one rat reached criteria to be considered a “learner”. Additionally, no animals learned the 

task prior to the inhibition that occurred on day 4/6 so it is challenging to disentangle inhibition 

effects on signal from learning effects at that timepoint. We did not take any earlier recordings to 

examine the baseline dopamine signal and while a baseline recording could help identify 

underlying norepinephrine contributions, it would not capture a timepoint at which there would be 

a learning-related response to CS+ presentation. Waiting to impact norepinephrine signaling until 

after animals learned the task also poses an issue in that the dLight response to the CS+ may 

diminish after the cue-reward association is well learned. It may be beneficial to use an excitatory 

DREADD to increase noradrenergic signaling and compare any excitation-related changes to 

behavior and signal to those seen under inhibition. Future experiments designed with this caveat 

in mind may better address how norepinephrine input to the LA influences learning and whether 

norepinephrine release is a learning signal captured by the dLight sensor. 

Another important consideration is the individual differences present in both associative 

learning and LA activity. Rats did not learn identically during Pavlovian conditioning as evidenced 

by some reaching performance criteria early in training while others never adequately performed 

the task. Differences were also seen during instrumental training when some animals took longer 

to learn the operant task before progressing to a more demanding schedule. Anecdotally, during 

the instrumental phase, rats used unique lever pressing strategies that ranged from pressing with 
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one paw to biting at the lever from underneath. At times, particularly in response to event-related 

stimuli, variability in the dopamine or calcium signal was substantial. While our studies are not 

designed to thoroughly examine individual differences, understanding how they may contribute to 

variability provides valuable insight into our findings and presents an opportunity for future 

investigation 

Overall, these results indicate activity in the LA drives associative learning and memory. 

Calcium activity appears to serve as a general cue-related signal that diminishes with experience, 

whereas dopamine (and possibly norepinephrine) release underlies associative learning of reward-

predictive cues. Fitting with the amygdala’s known role in assigning and updating incentive value 

rather than underlying primary reinforcement, only conditioned stimuli elicited changes in 

dopamine and calcium activity. Identifying these responses to conditioned stimuli not only 

improves our understanding of stimulus-outcome learning and memory, but also has implications 

for when associative learning promotes maladaptive behavior modification.  
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3.0 VTA DOPAMINE TO LATERAL AMYGDALA PROJECTION SUPPORTS 

COCAINE CUE ASSOCIATIVE LEARNING 

3.1 INTRODUCTION 

Learning and memory mechanisms are critically involved in drug craving and relapse 

(Torregrossa & Taylor, 2013). As environmental cues become paired with repeated drug use, these 

cues acquire strong incentive and motivational value such that exposure to them alone can trigger 

craving and relapse. The amygdala is a key region underlying cue-related learning processes that 

assign valence to environmental stimuli including drug-paired cues (Kyriazi, Headley, & Pare, 

2018). Many studies concerning cue associative learning in the amygdala have focused on threat 

processing and fear conditioning. In this work, an auditory tone conditioned stimulus (CS) is paired 

with an aversive footshock unconditioned stimulus (US), leading to threat appropriate responses, 

such as freezing, occurring in response to the CS alone. Electrophysiology experiments revealed 

that the lateral amygdala (LA) mediates this type of associative learning via integration of sensory 

inputs from auditory thalamus and cortex (Kim et al., 2007; Kwon et al., 2014; LeDoux, Farb, & 

Ruggiero, 1990; Rich, Huang, & Torregrossa, 2019; Rogan, Staubli, & LeDoux, 1997; Rogan & 

LeDoux, 1995) with the negative effects of the footshock via projections from somatosensory 

regions (Shi & Davis, 1999).  

More recent work has examined how neurons in the LA develop and maintain neural 

responses to a CS that has been paired with positive reinforcing stimuli. The traditional model for 

this process is that an initially weak afferent pathway carrying sensory information about the CS 

and strong afferents carrying US information converge in the LA. Through plasticity mechanisms, 
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there is enhancement at the excitatory synapses carrying CS information (Maren, 2000; McKernan 

& Shinnick-Gallagher, 1997; Rogan, Staubli, & LeDoux, 1997). In the context of drugs of abuse, 

it has been shown that drug-cue associations develop through enhancement of CS inputs from 

auditory thalamus onto principal neurons in the LA (Rich et al., 2019). Yet, the regions that provide 

inputs to the LA to encode the reinforcing effects of cocaine that serve as a US are not well 

characterized. 

Many lines of evidence lend support to the hypothesis that the ventral tegmental area 

(VTA) projection to the LA participates in encoding the reinforcing effects of drugs that act as a 

US in conditioned cue drug-seeking. Dopamine in the LA has been shown to be necessary for the 

maintenance of drug-cue associations, the regulation of drug-seeking behavior, and the 

conditioned reinstatement of drug-seeking (Berglind, Case, Parker, Fuchs, & See, 2006; Kruzich 

& See, 2001; Liu et al., 2010; Mashhoon, Tsikitas, & Kantak, 2009). Much of the dopamine 

released in the LA originates in the VTA (Brinley-Reed & McDonald, 1999). These VTA to LA 

projections have been shown to contribute to aversive and appetitive stimulus-outcome learning 

(Lutas et al., 2019; Tang, Kochubey, Kintscher, & Schneggenburger, 2020). Here, we used various 

chemogenetic approaches to manipulate the VTA to LA projections during cocaine cue associative 

learning and subsequent reinstatement to determine their role in cocaine cue associative learning. 

We then used tracing techniques in combination with RNAscope in the VTA to examine the 

neuronal populations that may underlie our behavioral findings. Our results extend the current 

knowledge of dopamine’s role in the LA to show an important contribution of these VTA 

dopaminergic projections in associative learning and point to a pathway for further investigation 

into the development of substance use disorder. 
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3.2 METHODS 

3.2.1 Animals 

Adult male and female Sprague Dawley rats (Envigo) were paired housed in auto-

ventilated racks with automated watering in a temperature- and humidity-controlled room and 

maintained on a 12 h light/dark cycle (lights on at 4:30 am). Rats were given 5 days to acclimate 

to the facility before any surgical procedures. Following catheter implantation, animals were single 

housed. Rats were food restricted 24 hours before the start of training and were maintained at 95% 

of their free-feeding weight. In experiments using TH-Cre rats, males and females were bred in 

house from Tyrosine Hydroxylase TH-Cre knockin (HsdSage:SD-THem1(IRES-CRE)Sage) dams and 

wild-type males or the offspring of these breeding pairs. Genotypes were determined by 

Transnetyx® genotyping and only heterozygous TH-Cre animals were used. All procedures were 

conducted in accordance with the National Institutes of Health’s Guide for Care and Use of 

Laboratory Animals and were approved by the University of Pittsburgh’s Institutional Animal 

Care and Use Committee. 

3.2.2 Drugs 

Cocaine hydrochloride (graciously provided by NIDA) was dissolved at 2 mg/mL 

(intravenous cocaine self-administration) or 5 mg/mL (intraperitoneal injections) in 0.9% sterile 

saline (ThermoFisher) and filter-sterilized. Clozapine-N-oxide (CNO, Tocris Bioscience or 

graciously provided by NIDA Drug Supply Program) was dissolved in 5% DMSO in 0.9% sterile 

saline (1 or 3 mg/ml) and injected intraperitoneally 30 min before behavioral tests. For intracranial 
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injection, CNO was dissolved in 0.5% DMSO in artificial CSF (ACSF, Fisher Scientific; 1 mM/0.3 

ul; total dose, ~100 ng/hemisphere) and microinjected 5 min before the start of behavior. 

3.2.3 Viral or toxin constructs and delivery 

Rats were placed in a stereotaxic frame and given a small injection (0.2-0.3 ml) of lidocaine 

(Henry Schein) to the scalp as a local anesthetic. For chemogenetic manipulations in TH-Cre rats, 

a 26-gauge stainless steel injection cannula connected to a Hamilton syringe was used to inject the 

LA (males in mm from bregma, anterior and posterior (AP): -3.0; medial and lateral (ML): 5.0; 

dorsal and ventral (DV): -7.9 mm; females in mm from bregma, AP: -2.8, ML: 4.8; DV: -7.8 

mm) bilaterally (1l/hemisphere) through a pump (Harvard Apparatus) with retrograde adeno-

associated virus (rgAAV) containing a double-floxed, inverted open reading frame (DIO) 

sequence for the mCherry-tagged hM4D(Gi-coupled) or mCherry control (hSyn-DIO-hM4D(Gi)-

mCherry, hSyn-DIO-mCherry, Addgene). In a separate experiment using the same setup, a custom 

made AAV2retro.PRSx8.HA-hM4D.SV40 (Penn Vector Core) was bilaterally infused into the LA 

(males in mm from bregma, anterior and posterior (AP): -3.0; medial and lateral (ML): 5.0; dorsal 

and ventral (DV): -7.9 mm; females in mm from bregma, AP: -2.8, ML: 4.8; DV: -7.8 mm). In 

all other chemogenetic manipulation experiments, the same injection setup was used to inject the 

VTA (males and females: in mm from bregma AP: -5.5, ML:  0.9; DV: -8.20) bilaterally with 

1l/hemisphere adeno-associated virus 2 (AAV2) containing the mCherry-tagged hM4Di (Gi-

coupled) or hM3Dq (Gq-coupled) DREADDs or EGFP control (CaMKIIα -hM4D(Gi)-mCherry, 

CaMKIIα-hM3D(Gq)-mCherry, CaMKIIα-EGFP, Addgene). For experiments involving 

retrograde tracing, injection cannula connected to the Hamilton syringe were used to bilaterally 
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inject the LA (males in mm from bregma, anterior and posterior (AP): -3.0; medial and lateral 

(ML): 5.0; dorsal and ventral (DV): -7.9 mm; females in mm from bregma, AP: -2.8, ML: 4.8; 

DV: -7.8 mm) with 1l/hemisphere with cholera toxin subunit B (recombinant) Alexa Fluor-555 

Conjugate (Thermofisher). All injections were at a 0.1 ml/min flow rate and injection cannula were 

left in place for 5 min after completion before being slowly withdrawn. More than 5 weeks was 

allowed between virus injection and training. 

3.2.4 Surgery 

3.2.4.1 Anesthesia 

Rats were fully anesthetized via intramuscular injections of ketamine (90-100 mg/kg, 

Henry Schein) and xylazine (5 mg/kg, Butler Schein) and then were given subcutaneous injections 

of the analgesic Rimadyl (5 mg/kg, Henry Schein) and 5 ml of Lactated Ringer’s solution. Surgical 

sites were shaved and treated with betadine (povidone iodine, 5%, Henry Schein) and 70% ethanol 

on all incisions as previously described (Rich et al., 2019). 

3.2.4.2 Catheter implantation 

All rats were implanted with a chronic indwelling intravenous catheter into the right jugular 

vein and fed subcutaneously to exit the midscapular region where a bent cannula (PlasticsOne) 

exited through a round incision, as previously described (Torregrossa & Kalivas, 2008). Catheters 

were capped to prevent blockage. 
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3.2.4.3 Intracranial cannulation 

Following jugular vein catheterization, rats used in experiments involving intra-LA 

microinfusions were placed in a stereotaxic frame. A small injection of lidocaine (0.2-0.3 ml, 

Henry Schein) was used as a local anesthetic. Two 22-gauge guide cannula (cut 11 mm below an 

8 mm pedestal, PlasticsOne) were implanted bilaterally, aimed 2 mm dorsal to the lateral amygdala 

(males in mm from bregma, anterior and posterior (AP): -3.0; medial and lateral (ML): 5.0; dorsal 

and ventral (DV): -7.9 mm; females in mm from bregma, AP: -2.8, ML: 4.8; DV: -7.8 mm). 

Cannula were secured to the skull with screws and OrthoJet dental cement (Lang Dental). Once 

cured, dummy cannula (C313DC, PlasticsOne) the length of the guide cannula were inserted to 

prevent obstruction. 

3.2.4.4 Post-operative care 

For two days following surgery, rats were given Rimadyl (5 mg/kg, Henry Schein) 

subcutaneously. Catheter patency was maintained by daily infusion of 0.1 ml of a .09% sterile 

saline solution containing Gentamicin (3 mg/ml, Henry Schein) and heparin (30 USP/ml; Henry 

Schein). 

3.2.5 Behavioral Procedures 

3.2.5.1 Behavioral Apparatuses 

Experiments were conducted in 24 standard operant conditioning chambers 

(MedAssociates) using MedPC software (MedAssociates). Each animal underwent all training and 

testing in the same chamber. Each chamber was equipped with bar floors, a house light, two cue 

lights above two levers, a tone generator, a head-entry magazine, a sucrose pellet dispenser, and a 
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syringe pump connected to a swiveled leash. All chambers had 2 plexiglass walls with one 

containing the levers, magazine and cues lights and the opposite wall containing nose-poke 

apertures. Half of the chambers were equipped with 2 nose poke apertures, while the others were 

equipped with 5 nose-poke apertures with a removable opaque plexiglass cover. Chambers were 

contained in sound-attenuating boxes with fans for background noise. Conditioned place 

preference experiments were conducted in a custom made 60 cm X 30 cm X 30 cm apparatus. The 

apparatus consisted of 2 25 cm X 30 cm X 30 cm chambers connected by a 10 cm X 30 cm X 30 

cm pathway containing 15 cm X 15 cm entryways. During conditioning and testing, chambers 

differed from one another in odor (vanilla or almond), floor texture (Plexiglass or rough plastic 

covering), and wall pattern (vertical stripes or horizontal stripes). During conditioning, a 30 cm X 

30 cm X 2 cm divider was inserted over the entryway to restrict the animal to a single chamber. 

3.2.5.2 Self-Administration 

Food Training: In the case where rats were restricted to 5 days of cocaine-self 

administration, they were initially trained to self-administer sucrose pellets in a single 6 hr session 

on a fixed ratio (FR1) schedule of reinforcement. The session started with illumination of the 

houselight and the insertion of the active and inactive levers (counterbalanced between animals). 

A press on the active lever resulted in the dispense of a sucrose pellet. Inactive lever presses were 

recording, but had no programmed consequence. 

 

Cocaine or saline self-administration: For all experiments, rats were trained to self-

administer cocaine (2 mg/mL) in 1 hr daily sessions on FR1 schedule with a 10s timeout.  For the 

tracing experiment, half of the animals were trained to self-administer saline (0.9%) instead of 

cocaine. Each self-administration session began with house light illumination and lever insertion. 
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A press on the active lever (counterbalanced between animals) produced an infusion paired with a 

10s  audiovisual cue consisting of a tone and the illumination of a cue light above the active lever. 

Pump durations were adjusted daily according to body weight to deliver 1 mg/kg/infusion. Inactive 

lever presses were recorded, but had no programmed consequence. Sessions terminated after 1 hr 

or delivery of 30 infusions to prevent overdose. In experiments with systemic CNO delivery, 

animals received intraperitoneal CNO (1 or 3 mg/kg) or vehicle injection 30 min prior to the start 

of the session, while in experiments with local microinfusions, the sessions began 5 min after 

microinfusion of CNO or ACSF into the LA. 

3.2.5.3 Instrumental Lever Extinction 

After self-administration, rats underwent instrumental lever extinction for 7-14 days. 

During these daily 1-hour sessions, responses on the active and inactive levers were recorded but 

had no programmed consequences. There were no cue presentations or cocaine infusions during 

the extinction phase. Extinction continued until rats made an average of <25 lever presses on the 

last two days of extinction and any animals that did not reach criterion after 14 days were excluded. 

3.2.5.4 Cue-induced Reinstatement 

Cue-induced reinstatement was assessed during a 1-hr session during which a lever press 

on the active lever resulted in a 10s presentation of the cocaine associated cue on an FR1 schedule. 

Lever presses on the inactive lever were recording but had no programmed consequences.  When 

rats had repeated cue reinstatement tests, the sessions were separated by ~2 days of instrumental 

re-extinction. In these sessions, rats received intraperitoneal injections of 1 mg/kg CNO, 3 mg/kg 

CNO, or vehicle with the order counterbalanced between animals. Any animals that did not reach 

criterion after 5 days of re-extinction were excluded. 
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3.2.5.5 Cocaine primed reinstatement 

Cocaine prime reinstatement was examined during a 1-hr session immediately prior to 

which animals received a 10 mg/kg cocaine intraperitoneal injection. During the session, rats had 

access to both active and inactive levers. Presses were recorded, but neither active nor inactive 

presses had any programmed consequences.  Rats that underwent 3 sessions of cocaine prime 

reinstatement separated by ~2 days of re-extinction received intraperitoneal injections of vehicle, 

1 mg/kg CNO, or 3 mg/kg CNO with the order counterbalanced between rats. Any animals that 

did not reach criterion after 5 days of re-extinction were excluded. 

3.2.5.6 Conditioned Place Preference 

Rats were tested with the conditioned place preference (CPP) paradigm in a custom CPP 

chamber as described above. At baseline, rats were placed in the center neutral area of the chamber 

and were allowed to freely move between both chambers for 15 minutes. Time spent in each of 

the chambers was scored and analyzed. An animal was considered to be in a compartment if all 

four paws were located in the compartment, while two paws out of the compartment was 

considered an exit. Following baseline, rats had 6 days of conditioning. On alternate days, rats 

were intraperitoneally (i.p.) injected with cocaine and restricted to a randomly assigned (paired) 

compartment for 20 min or injected with saline and restricted to the unpaired compartment for 20 

min. Males received a 20 mg/kg injection of cocaine (Russo et al., 2003) and females received a 5 

mg/kg injection of cocaine, as these doses have been shown to produce equivalent levels of CPP 

between the sexes (Russo et al., 2003). Any i.p. injection of 1 mg/kg CNO or vehicle occurred 30 

minutes prior to the start of the conditioning session, while local LA microinfusions of CNO 

occurred 5 minutes before the start of the conditioning session. The test session was conducted 24 

h after the final conditioning session. On test day, the door separating the two chambers was 
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removed and each animal was placed in the center neutral area to begin the 15-minute session. 

Time spent in each of the chambers was scored and analyzed. 

3.2.6 Staining, fluorescence, and imaging 

Rats were perfused by first deeply anesthetizing them with sodium pentobarbital 

(Coventrus, 100 mg/kg i.p.) and then perfusing through the aorta 1X PBS for 5 min followed by 

4% paraformaldehyde (Santa Cruz Biotechnology) in 1X PBS, pH 7.4 for 10 min. The brains were 

extracted, postfixed in 4% paraformaldehyde for 24h before being transferred to a 30% sucrose 

solution. Brains were sectioned at 50 m using a cryostat (Leica). Slices containing the LA or 

VTA were collected for histology or immunohistochemistry. In the case of histology, slices were 

mounted on glass slides and coverslipped with Fluoroshield with DAPI mounting media (Sigma-

Aldrich). Slides were imaged using an Olympus VS120 slide-scanning microscope to verify virus 

expression and/or cannula placement. Rats lacking expression of AAV in LA or VTA and those 

with improperly positioned cannula were removed from the study. 

3.2.6.1 Immunohistochemistry 

c-Fos immunoreactivity was used as an indicator of activity to determine the efficacy of 

CNO in DREADD expressing animals. These animals were sacrificed via transcardial perfusion 

90 minutes following a final cocaine self-administration session. To verify the effects of CNO in 

TH-Cre rats, animals were sacrificed 90 minutes following a 10 mg/kg cocaine i.p. injection that 

was preceded by an i.p. injection of CNO. To confirm CNO effects following a local 

microinfusion, rats received a CNO or vehicle microinfusion prior to a final cue reinstatement 

session and were euthanized via cardiac perfusion 90 minutes after the session. Brains were 
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harvested and sectioned at 50 µm using a cryostat (Leica). Sections were washed with PBS with 

0.1% triton (PBST+) and then left in a PBST+ and 5% donkey serum (Millipore Sigma) blocking 

buffer for 2 hours at room temperature. Sections were then incubated in anti c-Fos primary 

antibody (1:2000, Abcam ABE457) for 48 hours at 4°C. After primary incubation, sections were 

again washed with PBST+ and then placed in wells with secondary antibody in blocking buffer 

(1:500, Donkey anti-rabbit IgG Alexa Fluor 488, Invitrogen Antibodies) for two hours at room 

temperature. Sections were then washed in PBS, mounted, and coverslipped with Fluoroshield 

with DAPI mounting medium (Sigma Aldrich). Slides were scanned using an Olympus VS120 

scanning microscope with the DAPI, RFP, and GFP channels. c-Fos+ cells were counted with Fiji 

(ImageJ) software. Three sections per region per animal were counted and averaged to give a cell 

count per animal. 

3.2.6.2 RNAscope 

Animals were euthanized by decapitation 30 minutes from the middle of the final self-

administration session. Brains were harvested and flash frozen using isopentane (Fisher Scientific). 

Brains were sectioned at 12 m using a cryostat (Leica) and directly mounted onto glass slides. 

Slices were stored in airtight slide boxes at -80°C. The RNAscope Multiplex Fluorescent V2 Assay 

(ACD Bio now BioTechne) was performed according to the manual instructions. Briefly, the 

sections were fixed in chilled buffered formalin (Fisher Scientific) then dehydrated in series of 5-

minute ethanol washes of increasing concentration from 50% to 100%. After a hydrophobic barrier 

was drawn around the sections, they were treated with RNAscope Hydrogen Peroxide, RNAscope 

Protease IV, and a probe mix consisting of RNAScope Probe RN-Fos, RNAscope Probe RN-Th-

C2, and RNAscope Probe RN-Slc17a6-C3. A series of amplifications in the HybEZ Oven were 

performed to develop signals for each probe channel. These fluorescent detection channels were 
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paired with fluorophores from Akoya Biosciences. Finally, slides were counterstained with DAPI 

and mounted with ProLong Gold Antifade Mountant (ThermoFisher Scientific). Slides were 

scanned using an Olympus VS200 scanning microscope with the DAPI, Cy3, Cy5, Cy7, and FITC 

channels. Section images were cropped using OlyVia software and RNAscope puncta present on 

cells were counted with QuPath software. Three sections per region per animal were counted and 

averaged to give a cell count per animal. 

3.2.7 Statistical Analysis 

Behavioral data were collected using MedPC software and whenever possible 

experimenters were blinded to the rats’ treatment conditions. Statistical analyses were performed 

using GraphPad Prism and SPSS Statistics Software. For all analyses, significance was set at 

p<0.05. 

3.3 RESULTS 

3.3.1 Chemogenetic inhibition of VTA dopamine input to LA slows acquisition of cocaine self-

administration. 

To determine the contribution of VTA dopamine input to LA to cocaine cue associative 

learning, we chemogenetically inhibited the projection as animals learned cocaine self-

administration. Prior to self-administration, TH-Cre rats received bilateral injections into the LA 

of a Cre-dependent retrograde AAV expressing hM4Di (Gi-DREADD) or a Cre-dependent 
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retrograde virus expressing mCherry (control) (Figure 20A-B). Rats were then trained to self-

administer cocaine (1mg/kg/infusion) for 14 days while receiving injections (i.p) of either 1 mg/kg 

CNO or DMSO vehicle before each session (Figure 20C). Males and females were used for all 

experiments, but there was no effect of sex on infusions (F(1,12)=0.47, p=0.51), active presses (F(1, 

12)=0.22, p=0.65), or inactive presses (F(1,12)=0.004, p=0.95) so data were collapsed across sex for 

subsequent analysis. During self-administration training, there were main effects of both treatment 

(F(2, 15)=8.39, p=0.004) and training day (F(13,195)=10.73, p<0.001) and a treatment x training day 

interaction (F(26, 195)=2.89, p<0.001) on the number of infusions earned. CNO administration in Gi-

DREADD rats decreased the number of infusions earned across training relative to Gi-DREADD 

rats treated with vehicle (p=0.004) and mCherry controls treated with either vehicle or CNO 

(combined control group) (p=0.025, Figure 20D). Analysis of the interaction indicated that Gi-

DREADD rats that received CNO earned fewer infusions than the control group on days 6-9 and 

11-14, whereas they earned fewer infusions than the Gi-DREADD vehicle group on days 2, 4, 6-

7, and 9-12 (Figure 20D). Analysis of active lever presses revealed a main effect of treatment (F(2, 

15)=6.36, p=0.01), training day (F(13,195)=5.46, p<0.001), and treatment  x training day interaction 

(F(26, 195)=1.94, p=0.006). Post hoc analysis showed Gi-DREADD rats that received CNO made 

fewer active lever presses compared to those that received vehicle (p=0.010, Figure 20E) and were 

trending to make fewer active presses compared to controls (p=0.071, Figure 20E). On a day-by-

day basis, Gi-DREADD rats given CNO made fewer presses than control rats on days 7-9 and 11-

12, while they made fewer presses than the Gi-DREADD rats given vehicle on days 2, 4, 6-7, and 

9. No main effect of treatment on inactive lever presses emerged (F(2,15)=0.88, p=0.44), but training 

day did affect inactive presses (F(13,195)=2.42, p=0.05) as all groups decreased inactive lever 

pressing across training (Figure 20F). 
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Figure 20. Inhibition of VTA dopamine input to LA slows acquisition of cocaine self-administration.  

Rats (n=18, Control=4, Gi-DREADD + veh=9, Gi-DREADD + CNO=5) were trained to self-administer cocaine on 

FR1 schedule of reinforcement and received i.p. injections of either 1 mg/kg CNO or vehicle prior to each session (F-

G). Schematic of virus surgery (A). Schematic showing injection of virus in LA and spread throughout the VTA. 

Representative images of LA and VTA expression (B). Experimental timeline (C). Gi-DREADD + CNO rats earned 

fewer cocaine infusions than Gi-DREADD + veh and mCherry control rats (D). Gi-DREADD + CNO rats made fewer 

active presses than Gi-DREADD + veh rats and trended to make fewer active presses than control rats (E). During 

self-administration, there was a main effect of training day such that all animals decreased inactive pressing across 

training, but did not differ in the number of inactive presses made (F). Graphs show group means ± SEM. #p<0.1, 

*p<0.05 
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3.3.2 Prior chemogenetic inhibition of VTA dopamine input to LA affects early but not late 

instrumental extinction. 

Self-administration was followed by instrumental extinction in order to extinguish lever 

pressing behavior before evaluating the effects of inhibition on the ability of the cocaine-paired 

cue or cocaine to reinstate drug-seeking behavior (Figure 21A). There was a main effect of 

treatment on active presses made during extinction (F(2,15)=4.77, p=0.025) and a main effect of 

extinction day on presses (F(6,90)=12.61, p<0.001, Figure 21B). These effects were driven by rats 

in the mCherry control group that made significantly more active presses than Gi-DREADD rats 

that received CNO (p=0.028) and made more presses than Gi-DREADD rats that were given 

vehicle (p=0.074). Multiple comparisons showed that the control group made more active presses 

than the inhibition group on extinction days 1 and 4. However, all groups equally extinguished 

their pressing behavior by the final extinction day (Figure 21B). 

3.3.3 Chemogenetic inhibition alters reinstatement of cocaine-seeking behavior. 

Reinstatement can serve as an indicator of relapse-like behavior and cue-induced 

reinstatement probes the ability of the conditioned stimulus (CS) to elicit drug-seeking. Rats 

experienced cue-induced reinstatement sessions after injection (i.p.) of vehicle, 1 mg/kg CNO, and 

3 mg/kg CNO. Both male and female rats underwent cue-induced reinstatement, but there was no 

effect of sex on presses made during cue reinstatement (F(1,13)=1.32, p=0.27) so all data were 

collapsed across sex for further analysis. Analysis of active lever pressing yielded a main effect of 

treatment during training (F(2,15)=7.44, p=0.006), but no effect of in-session treatment 

(F(1,15)=0.009, p=0.93). Across all sessions, previous administration of CNO in Gi-DREADD rats 
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attenuated active lever pressing during reinstatement compared to Gi-DREADD rats that received 

vehicle during training (p=0.034) and control rats (p=0.010). After vehicle injection, Gi-DREADD 

rats that received CNO during self-administration made fewer active lever presses than controls 

(p=0.010, Figure 21C). Following 1 mg/kg CNO treatment, Gi-DREADD rats that had CNO 

during training made fewer active lever presses relative to both Gi-DREADD rats that received 

vehicle during training (p=0.038, Figure 21C) and controls (p=0.019, Figure 21C). After an 

injection of 3 mg/kg CNO, Gi-DREADD rats that received CNO during training made fewer active 

presses compared to the Gi-DREADD rats that received vehicle during training (p=0.0045). These 

results paired with the lack of effect of in-session CNO, suggest that inhibition during self-

administration and not during the session drives a reduction in relapse-like behavior elicited by 

cue re-exposure (Figure 21C). 

Cocaine primed reinstatement examines the ability of the cocaine US to elicit drug-seeking 

independently of the CS. As with cue-induced reinstatement, there was no effect of sex on active 

presses made during cocaine primed reinstatement (F(1,11)=0.29, p=0.60) so data were combined. 

There was a trend for treatment during self-administration to impact active presses made during 

reinstatement (F(2,13)=3.13, p=0.078), but no effect of in-session treatment (F(2,13)=0.022 p=0.98). 

There was a treatment during training x in-session treatment interaction (F(2,13)=3.92, p=0.039) on 

active lever presses where after vehicle, Gi-DREADD rats that were given vehicle during self-

administration made more active presses than Gi-DREADD rats that received CNO during training 

(p=0.042, Figure 21D). Although, there was no main of effect of in-session treatment, the Gi-

DREADD group that received vehicle during self-administration did not maintain this heightened 

level of pressing. For these Gi-DREADD rats that received vehicle during training, 1 mg/kg CNO 

during reinstatement blunted active lever responding relative to the in-session vehicle (p=0.051, 
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Figure 21D), implying that inhibition of VTA dopamine input during cocaine primed reinstatement 

may decrease seeking behavior in Gi-DREADD animals that did not experience inhibition during 

training. 
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Figure 21. Chemogenetic inhibition alters reinstatement of cocaine-seeking. Rats (n=18, Control=4, Gi + veh=9, Gi 

+ CNO=5) underwent instrumental extinction followed by 3 cue-induced reinstatement sessions in which they were 

administered injections of vehicle, 1 mg/kg CNO, or 3 mg/kg CNO (order counterbalanced). Cue-induced reinstatement 

was followed by cocaine primed reinstatement during which they received either vehicle, 1 mg/kg CNO, or 3 mg/kg 

CNO (order counterbalanced) (C-D). Experimental timeline (A). Treatment during self-administration affected the 

number of active lever presses made during instrumental extinction. Control rats made more active presses than Gi-

DREADD rats that received CNO and trended to make more active presses than the Gi-DREADD rats that received 

vehicle. There was a main effect of extinction day on pressing indicating that all animals decreased their pressing across 

training and reached a low level of pressing by the final day (B). There was a main effect of treatment during self-

administration on active lever presses made during cue-induced reinstatement where Gi + CNO rats made fewer presses. 

Control rats made more active presses than Gi + CNO rats following vehicle and 1 mg/kg CNO.  Gi + veh rats made 

more active presses than Gi + CNO rats following both CNO doses. Within each group, in-session CNO treatment did 

not change reinstatement behavior (C).  For cocaine-primed reinstatement, there was a treatment during training x in 

session treatment interaction where following vehicle, Gi + CNO rats made fewer active presses than Gi + veh rats. 

Despite no main effect of in-session treatment, Gi + veh rats trended to make fewer presses following 1 mg/kg CNO 

relative to when they received vehicle (D). Graphs show group means  SEM. Circle symbols indicate active presses 

and triangle symbols indicate inactive presses. #p<0.1, *p<0.05, ***p<0.0001 
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3.3.4 Chemogenetic inhibition does not affect rewarding effects of cocaine. 

The previous results indicate that inhibition during training alters cocaine cue associative 

learning to weaken acquisition of self-administration and dampen reinstatement of drug-seeking, 

particularly in response to the formerly drug-paired cue. However, these experiments do not rule 

out that these effects on acquisition and reinstatement may result from inhibition impacting the 

rewarding effects of cocaine. To examine any effects of inhibition of dopamine inputs to the LA 

on the rewarding properties of cocaine, we used a similar chemogenetic approach as above to 

determine effects on acquisition of a conditioned place preference (CPP, Figure 22A). Analysis of 

time spent in the conditioning chamber revealed no main effect of CNO treatment during 

conditioning on time spent in each chamber (F(2,26)=0.65, p=0.53). After conditioning, control rats, 

Gi-DREADD rats that received vehicle, and Gi-DREADD rats that received CNO spent more time 

in the cocaine paired chamber than the saline paired chamber (F(1,26)=14.03, p=0.009, Figure 22B), 

suggesting that inhibiting VTA dopamine input to the LA does not interfere with the rewarding 

properties of cocaine or ability to learn a contextual association with cocaine. 
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Figure 22. Inhibition does not affect rewarding effects of cocaine. Rats (n=16, Control = 8, Gi + veh =3, Gi + CNO 

=5) underwent Conditioned Place Preference (CPP) during which they received systemic vehicle or 1 mg/kg CNO 

during conditioning (A-B). Experimental timeline (A). Following conditioning, control rats, Gi + veh rats, and Gi + 

CNO rats spent more time in the cocaine paired chamber compared to the saline paired chamber. Experiencing 

inhibition of the VTA dopamine input to the LA did not affect time spent in the chambers (B). Graph shows group 

means  SEM. *p<0.05  
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3.3.5 Administration of systemic CNO in Gi-DREADD expressing TH-Cre rats impacts c-Fos 

immunoreactivity following a cocaine prime.  

Binding of CNO to the Gi-DREADD receptor triggers hyperpolarization of the cell, 

inhibition of neurotransmitter release, and neuronal silencing (Roth, 2016). As a confirmation that 

systemic CNO administration reduced overall neuronal activity in the LA of Gi-DREADD 

expressing animals, we examined c-Fos immunoreactivity following a 1 mg/kg CNO injection 

followed by a 10 mg/kg cocaine prime. The number of c-Fos+ cells in the LA was lower in the Gi-

DREADD group that received CNO compared to those expressing the control virus that received 

CNO (t(6)=2.47, p=0.049), indicating that CNO in Gi-DREADD rats reduced the number of active 

cells following cocaine exposure (Figure 23A). 
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Figure 23. CNO administration in Gi-DREADD rats impacts c-Fos immunoreactivity.Rats (n=8, Control + 

CNO=4, Gi + CNO=4) expressing the control virus and rats expressing the Gi-DREADD virus were given i.p. 

injections of 1 mg/kg CNO before a 10 mg/kg cocaine prime injection. c-Fos immunoreactivity in the LA was 

examined and the number of c-Fos+ cells in LA was lower in Gi-DREADD animals relative to controls. Graphs shows 

group means  SEM. *p<0.05.  
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3.3.6 Cocaine self-administration and cue-induced reinstatement are not affected by inhibition of 

noradrenergic input to the LA.  

Tyrosine hydroxylase (TH) is the rate-limiting enzyme in the synthesis of cathecholamines 

including dopamine and norepinephrine (Molinoff & Axelrod, 1971). While the goal of our Cre-

dependent viral approach in TH-Cre rats is to target dopaminergic VTA neurons that project to the 

LA, our strategy does not rule out the contribution of other TH+ cell populations such as 

noradrenergic input to the LA from the locus coeruleus (Asan, 1998; Robertson, Plummer, & 

Jensen, 2016). To determine if this population contributed to the inhibition effects on cocaine self-

administration and cue-induced reinstatement, we infused a retrograde virus expressing the hM4Di 

inhibitory DREADD under the synthetic dopamine beta hydroxylase PRSx8 promoter into the LA 

of male and female rats (Figure 24A-B). These rats received CNO injections (i.p.) 30 minutes prior 

to the start of the session for 10 days of cocaine self-administration (Figure 24C). We compared 

the effect of CNO in the PRSx8 promoter Gi-DREADD rats to the inhibition and control groups 

from the previous Gi-DREADD experiments in TH-Cre rats. There was a main effect of treatment 

group (F(2,17)=6.20, p=0.0095), a main effect of training day (F(2.42, 41.17)=8.76, p=0.0003), and 

treatment group x training day interaction (F(18,153)=2.85, p=0.0003) on the number of infusions 

earned (Figure 24D). Similarly, there was a main effect of treatment group (F(2,17)=3.66, p=0.048), 

a main effect training day (F(3.06, 52.03)=4.23, p=0.0091), and a treatment group x training day 

interaction (F(18, 153)=2.09, p=0.0087) on active lever presses (Figure 24E). Finally, there were no 

main effects of treatment group (F(2,17)=0.45, p=0.64) or training day (F(1.60, 27.20)=3.08, p=0.072) 

on inactive lever presses made during self-administration, though inactive pressing behavior 

trended to decrease across training (Figure 24F). Despite having noradrenergic input silenced, 

these animals performed similarly to the TH-Cre vehicle-treated control group across self-
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administration training and earned more infusions (p=0.008) and made more active presses 

(p=0.10) than the TH-Cre inhibition animals.  

The PRSx8 promoter Gi-DREADD rats also underwent 2 counterbalanced cue-induced 

reinstatement sessions with vehicle and 1 mg/kg CNO (Figure 24C). There was no effect of in-

session treatment (F(1,17)=8.43e-33, p>0.99) for any group, but there was a main effect of treatment 

group during training (F(2,17)=8.07, p=0.0034) on the number of active presses made during 

reinstatement (Figure 24G). Following both vehicle and CNO treatment, PRSx8 DREADD 

animals made significant more presses than the TH-Cre animals that had received CNO during 

training (p=0.031, p=0.002, respectively). There was no main effect of treatment group during 

training (F(2,17)=0.88, p=0.43) or in-session treatment (F(1,17)=0.13, p=0.72) on inactive presses. 

Again, the behavior of the PRSx8 group was similar to that of vehicle-treated TH-Cre control 

animals even though their norepinephrine input to the LA was altered during training and during 

the reinstatement session. (Figure 24G). 
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Figure 24. Inhibition of norepinephrine input to the LA does not affect cocaine self-administration or cue-

induced reinstatement. Rats (n=10) were bilaterally infused in the LA with a retrograde AAV expressing the h4MDi 

inhibitory DREADD receptor under the PRSx8 promoter to infect noradrenergic cells projecting to the region. 

Schematic of virus surgery (A). Schematic showing injection of virus in the LA and expression in both the LA and 

the LC. Representative images of LA and LC expression (B). Experimental timeline (C). PRSx8 promoter Gi-

DREADD animals were treated with daily i.p. injections of 1 mg/kg CNO to inhibit norepinephrine input during 

cocaine self-administration. Their behavior was compared to TH-Cre rats expressing the Gi-DREADD treated with 

either vehicle (n=5) or CNO (n=5) from the previous experiment. PRSx8 DREADD rats that were administered CNO 

earned significantly more cocaine infusions than TH-Cre DREADD animals that were administered CNO (D). PRSx8 

DREADD + CNO rats tended to make more active lever presses that the TH-Cre DREADD + CNO rats (E). There 

were no group differences in the number of inactive lever presses made during cocaine self-administration (F). 

Following self-administration, rats underwent two counterbalanced cue-induced reinstatement sessions where they 

received vehicle or 1 mg/kg CNO prior to the session. Following both vehicle and CNO in-session treatment, PRSx8 

DREADD + CNO animals made more active presses than the TH-Cre rats that also received CNO treatment during 

self-administration (G) Graphs show group means  SEM. #p<0.1, *p<0.05, ***p<0.0001 
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3.3.7 Chemogenetic inhibition of pathway from VTA to LA slows acquisition of cocaine self-

administration 

Our delivery of the Cre-dependent retrograde AAV virus containing hM4Di receptors 

results in expression in TH+ VTA cells that project to the LA, but this chemogenetic protein may 

also be taken up by other TH+ populations innervating the amygdala located in the substantia 

nigra, periaqueductal gray, or dorsal raphe (Poulin et al., 2018). Therefore, to probe further the 

VTA to LA input, we employed a DREADD strategy in which the virus was infused into the VTA 

and CNO was delivered to terminals in the LA by local microinfusion through cannula prior to the 

start of the cocaine self-administration session (Figure 25A-B). In this experiment, viruses 

expressing hM4Di (inhibitory) receptors, hM3Dq (excitatory) receptors, or an EGFP control were 

infused bilaterally into the VTA and infusion cannula were implanted over the LA (Figure 25A-

B). CNO or ACSF vehicle was infused via the cannula to examine the effects of inhibition and 

excitation of the VTA to LA projection on acquisition of cocaine self-administration (Figure 25C). 

48 hours before cocaine self-administration, animals began with an initial 6-hour food training 

session to learn the appropriate instrumental response to earn reinforcers before continuing into 

the next training phase. There were no group differences in the number of sucrose pellet reinforcers 

earned (F(3,77)=0.29, p=0.83. Figure 25D), active presses (F(3,77)=0.32, p=0.81, Figure 25E), or 

inactive presses (F(3,77)=1.13, p=0.34, Figure 25E). 

To avoid any excessive tissue damage caused by repeated microinfusions, the self-

administration training was limited to 5 days. Male and female rats were tested, but there was no 

effect on sex on number of infusions earned (F(1,60)=0.70, p=0.41), active lever presses made 

(F(1,60)=0.54, p=0.47), or inactive lever presses made (F(1,60)=0.006, p=0.94) so both sexes were 

combined for subsequent analysis. We also determined if there were group differences within our 
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controls. Post hoc analysis showed that animals expressing the control virus that received vehicle 

microinfusions did not differ from control-expressing animals that received CNO microinfusions 

in terms of infusions, active presses, or inactive presses so those animals were combined into one 

larger control group. Rats expressing the Gi-DREADD virus that received vehicle microinfusions 

had similar numbers of infusions, active press, and inactive presses as the rats expressing the Gq-

DREADD virus that were given vehicle and those animals were combined into one larger 

DREADD control group to simplify data presentation. During the 5 days, there was a main effect 

of treatment (F(3,68)=4.79, p=0.004) and a main effect of training day (F(4,272)=20.99, p<0.001) on 

the number of cocaine infusions earned. Gi-DREADD rats that received CNO microinfusions 

earned significantly fewer infusions than the Gq-DREADD rats that received CNO (p=0.003). Gi-

DREADD rats given CNO also showed a trend to earn fewer infusions than the control group 

(p=0.063) and the DREADD group (p=0.10, Figure 25F). Analysis of active presses revealed main 

effects of treatment (F(3, 68)=4.31, p=0.008) and training day (F(4,272)=9.09, p<0.001). Post hoc tests 

of treatment found that the Gi-DREADD rats that received CNO made fewer presses than the Gq-

DREADD rats that received CNO (p=0.008) and the controls (p=0.046). Gi-DREADD rats that 

received CNO were also trending to make fewer active presses than rats in the DREADD group 

(p=0.08, Figure 25G). There was no effect of treatment (F(3,68)=1.33, p=0.27) or training day 

(F(4,272)=0.56, p=0.639) on inactive lever pressing behavior (Figure 25H). 
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Figure 25. Inhibition of VTA to LA projection slows acquisition of cocaine self-administration.  

Rats (n=72, Control=19, DREADD=27, Gi + CNO = 15, Gq + CNO = 11) were trained to self-administer cocaine on 

FR1 schedule of reinforcement and received LA microinfusions of either CNO or ACSF vehicle 5 min prior to each 

session (E-G). Schematic of viral surgery (A). Schematic showing injection of virus in VTA and representative image 

of VTA expression. Schematic showing expression throughout LA and cannula placements. Black circles show 

acceptable placement and black “X” indicate unsuccessful fiber placement. (B). Experimental timeline (C). Rats were 

were trained to self-administer sucrose pellets during a 6-hour food training session before any microinfusions 

occurred. There were no significant group differences in reinforcers (D), active presses (E), or inactive presses (E). 

Gi-DREADD + CNO rats earned fewer cocaine infusions than Gq-DREADD + CNO rats and trended to earn fewer 

infusion than DREADD and control rats (E). Gi-DREADD + CNO rats made fewer active presses relative to Gq + 

CNO and control rats. There was also a trend for rats in the Gi + CNO inhibition group to make fewer active presses 

than those in DREADD group (F). Experimental groups did not differ in the number of inactive presses made across 

training (G). Graphs shows group means  SEM. *p<0.05, **p<0.01, #p<0.1  

 

 

 

 

 

 

 

 

 



 123 

3.3.8 Prior chemogenetic inhibition does not affect instrumental extinction. 

After cocaine self-administration, animals underwent instrumental extinction to extinguish 

their active lever pressing behavior before continuing into reinstatement testing. There was no 

effect of treatment (F(3,68)=1.13, p=0.34) on the number of active presses made. There was a main 

effect of extinction day (F(6,408)=27.75, p<0.0001) as lever pressing decreased across days of 

extinction (Figure 26A). 
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Figure 26. Prior inhibition of VTA to LA projection does not affect instrumental extinction. 

Rats (n=72, Control=19, DREADD=27, Gi + CNO = 15, Gq + CNO = 11) underwent instrumental extinction 

following cocaine self-administration. Treatment during cocaine self-administration did not affect pressing behavior 

during extinction. There was a main effect of extinction day as all rats decreased their lever pressing across extinction 

days. Graphs shows group means  SEM.  
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3.3.9 Prior chemogenetic excitation of the VTA to LA pathway strengthens cue-induced 

reinstatement, but chemogenetic manipulation does not affect cocaine primed 

reinstatement. 

To determine if manipulation of the VTA to LA pathway during self-administration 

affected relapse-like behavior, animals were tested on both cue-induced and cocaine-primed 

reinstatement (Figure 27A). Males and females were tested, but there was no effect of sex on active 

presses (F(1,71)=0.018, p=0.89) or inactive presses (F(1,71)=3.14, p=0.08) made during cue-induced 

reinstatement. The control animals that received vehicle and the control animals that received CNO 

during training were combined into one group as post hoc analysis revealed no significant 

difference between the groups. Both Gi-DREADD and Gq-DREADD groups that received vehicle 

during training were collapsed into a one group as post hoc analysis showed no significant 

differences in their behavior. During cue-induced reinstatement, analysis of active lever presses 

yielded a main effect of treatment during training (F(3,68)=1.46, p=0.016, Figure 27B). Gq-

DREADD animals that received CNO during training made significantly more active lever presses 

than animals in the DREADD group (p=0.017), and Gi-DREADD animals that received CNO 

during training (p=0.042, Figure 27B). A two-way ANOVA with the between subject factor of 

treatment during training and within subject factor of lever revealed a main effect of lever 

(F(3,204)=69.85, p<0.0001) where the active lever presses made during reinstatement were greater 

than the number of inactive lever presses and the number of active presses made on the final day 

of instrumental extinction (Figure 27B).  

Next, we wanted to examine if chemogenetic manipulation during training impacted 

cocaine-primed reinstatement. Again, males and females were used, but there was no effect of sex 

on the number of active presses (F(1,71)=2.52, p=0.12). Post hoc analysis showed no group 
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difference between control animals that received vehicle or those that received CNO so they were 

pooled into one control group. Post hoc comparisons also revealed no group difference between 

Gi-DREADD animals that received vehicle and Gq-DREADD animals that received vehicle so 

the animals were combined into one DREADD-virus control group. There was no main effect of 

treatment during training on active presses during cocaine-primed reinstatement (F(3,68)=0.87, 

p=0.46) (Figure 27C). There was a main effect of lever (F(2,204)=14.12, p<0.0001) such that in 

general, during reinstatement, animals made more active presses than inactive presses and made 

more active presses relative to the final day of re-extinction (Figure 27C). However, planned 

comparisons showed that Gi-DREADD and Gq-DREADD animals that received CNO during 

training did not make significantly more active presses during reinstatement than they did on the 

final re-extinction day (p>0.99, p=0.69, respectively), indicating that responding to the cocaine 

prime was low (Figure 27C). 

 

 

 

 

 

 

 

 

 

 

 



 127 

 

 

Figure 27. Prior excitation of VTA to LA pathway strengthens cue-induced reinstatement, but manipulation 

does not affect cocaine-primed reinstatement.  

Rats (n=72, Control=19, DREADD=27, Gi + CNO = 15, Gq + CNO = 11) underwent cue-induced and cocaine primed 

reinstatement (B-C). Experimental timeline (A). Gq-DREADD rats that received CNO during self-administration 

made more active presses than DREADD group rats and Gi-DREADD + CNO rats. During cue-induced reinstatement, 

rats made more active presses than inactive presses and pressed more in response to the formerly drug-paired cue than 

they did on the final day of extinction (B). There was no effect of treatment during self-administration on reinstatement 

to a cocaine prime. Rats made active presses than inactive presses during cocaine primed reinstatement and the degree 

of active lever pressing was greater in response to the drug prime than on the last day of re-extinction (C). Graphs 

shows group means  SEM. *p<0.05 
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3.3.10 Chemogenetic manipulation of the VTA to LA projection does not impact the rewarding 

effects of cocaine. 

The results from self-administration and reinstatement tests suggest chemogenetic 

manipulation of the VTA to LA projection affects cue learning, but as we did not find strong 

reinstatement to a cocaine prime, we wanted to ensure that the chemogenetic manipulation was 

not altering the rewarding effects of cocaine. To determine the effects of the projection 

manipulation on the rewarding properties of cocaine, we assayed rats using conditioned place 

preference (CPP, Figure 28A). There was no effect of treatment during conditioning on time spent 

in each chamber (F(2,38)=0.38, p=0.69, Figure 28B). Following conditioning, DREADD controls, 

Gi-DREADD rats that received CNO, and Gq-DREADD rats that received CNO spent more time 

in the cocaine paired chamber than the saline paired chamber (F(1,38)=20.88, p<0.001, Figure 28B). 

Preference score was calculated as the time spent in the cocaine paired chamber divided by the 

time spent in both chambers. Again, there was no main effect of treatment during conditioning on 

preference score (F(2,38)=0.75, p=0.48), but there was a main effect of conditioning such that 

preference score was greater following conditioning for all animals tested (F(1,40)=11.16, p=0.0002, 

Figure 28C). 
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Figure 28. Manipulation of VTA to LA projection does not affect the rewarding effects of cocaine.  

Rats (n=24, DREADD=11, Gi + CNO= 4, Gq + CNO=6) underwent Conditioned Place Preference (CPP) during 

which they received LA microinfusions of CNO or ACSF vehicle (A-C). Experimental timeline (A). After 

conditioning, DREADD rats, Gi + CNO rats, and Gq + CNO rats spent more time in the cocaine paired chamber than 

the saline paired chamber. Inhibition or excitation of the VTA to LA projection during conditioning did not affect 

time spent in either chamber (B). Preference score for the cocaine paired chamber were higher following conditioning 

for all experimental groups (C). Graphs show group means  SEM. **p<0.01, ***p<0.001 
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3.3.11 Administration of CNO in LA of Gi-DREADD rats decreases c-Fos immunoreactivity 

after cue-induced reinstatement.  

To confirm that CNO affected neuronal activity in the LA of DREADD expressing rats, 

we examined c-Fos immunoreactivity following a cue-induced reinstatement session since c-Fos 

expression serves as an indicator of activity. CNO or ACSF microinfusions were administered into 

the LA of Gi-DREADD expressing, Gq-DREADD expressing and control rats prior to the session. 

Analysis of c-Fos+ cells yielded a main effect of treatment (F(2,13)=5.78, p=0.016). Gi-DREADD 

rats that received a CNO microinfusion had fewer c-Fos+ cells than DREADD controls (p=0.039) 

and Gq-DREADD animals that received CNO (p=0.022), indicating that CNO administration 

reduced the number of active LA cells following cue-induced reinstatement (Figure 29A). 

Behaviorally, there was no significant effect of treatment (F(2,20)=0.77, p=0.48), but a trend for Gi-

DREADD rats given CNO to make fewer active lever presses than Gq-DREADD rats given CNO 

(p=0.09, Figure 29B). 
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Figure 29. Administration of CNO in LA of Gi-DREADD rats diminishes c-Fos immunoreactivity after cue-

induced reinstatement. 

Rats (n=16, Control=7, Gi + CNO=5, Gq + CNO=4) underwent a cue-induced reinstatement session after LA 

microinfusion of CNO or ACSF. c-Fos immunoreactivity was then examined as an indicator of cell activity during 

the session (A-B). Gi-DREADD rats that received CNO microinfusions had fewer c-Fos+ cells compared to DREADD 

controls and Gq-DREADD rats that received CNO (A). Gq-DREADD expressing rats that received CNO were 

trending to make more active presses during cue-induced reinstatement than Gi-DREADD expressing rats that were 

treated wth CNO (B). Graphs show group means  SEM. #p<0.1, *p<0.05 
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3.3.12 RNA expression patterns in the VTA differ following cocaine versus saline self-

administration. 

As we identified a role for the VTA to LA pathway in cocaine cue associative learning, we 

wanted to probe which cell types were projecting the LA and which were active following self-

administration of cocaine or saline. Prior to behavior training, rats were infused with the retrograde 

tracer Ctb in the LA in order to label cells projecting to the region (Figure 30A). After self-

administration, using RNAscope, we probed for Fos, TH, and VGlut2 RNA in the VTA (Figure 

30A-B). Within the Ctb-expressing Fos+ population, we examined the proportion of cells that also 

expressed TH, VGlut2, or both. Although cocaine-trained rats had increased acquisition relative 

to saline-trained rats (Figure 30C-D), there was not a main effect of drug on RNA expression 

(F(1,15)=0.03, p=0.87, Figure 30E), but the pattern of expression differed between saline-trained 

and cocaine-trained rats. Following saline self-administration, the proportion of Ctb-expressing 

Fos+ cells that were VGlut2+ was significantly higher than the proportion of cells that were both 

VGlut2+ and TH+ (p=0.03). Conversely, after cocaine self-administration, the TH+, VGlut2+, and 

double-labelled proportions were the same (Figure 30E). This expression pattern may highlight a 

function of VGlut2+ dopaminergic cells in the VTA for cocaine reward-responsiveness.  
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Figure 30. RNA expression pattern in the VTA following saline and cocaine self-administration.  

Rats (n=8) were trained to self-administer saline (n=4) or cocaine (n=4) for 14 days following Ctb retrograde tracer 

infusion into the LA.Experimental timeline (A).Representative images of labeled probes in the VTA (B). Cocaine-

trained rats had increased acquisition of self-administration compared to saline-trained rats (C-D). Within the ctb-

expressing Fos+ population, saline-trained and cocaine-trained rats did not differ in RNA expression. The pattern of 

expression was different between saline-trained and cocaine-trained rats. After saline self-administration, the 

proportion of Ctb-expressing Fos+ cells that were VGlut2+ was significantly higher than the proportion of cells that 

were both VGlut2+ and TH+ (E). Graphs show group means ± SEM. *p<0.05, **p<0.01, ***p<0.001 
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3.4 DISCUSSION 

Here, we thoroughly examined the effects of chemogenetic manipulation of the VTA 

dopamine projection to the LA during cocaine self-administration on acquisition and 

reinstatement. We showed that acquisition of cocaine self-administration is disrupted when 

animals have dopaminergic input from the VTA to LA inhibited. Our results indicated that when 

this projection is silenced during self-administration, animals later show a reduction in their 

reinstatement of cocaine-seeking elicited by the previously cocaine-paired cue. Conversely, 

excitation of the projection boosts subsequent cue-induced reinstatement.  On the other hand, 

inhibiting this projection had no effect on the ability of cocaine to elicit a cocaine place preference 

or to induce reinstatement in response to a cocaine priming injection. Thus, these results suggest 

that the VTA dopamine projection to the LA plays a crucial role in cocaine cue associative 

learning/reinforcement of instrumental responding that is critical for acquisition of cocaine self-

administration, but does not alter the acute rewarding effects of cocaine or spatial reward learning.  

Previous research has demonstrated that cues facilitate acquisition of self-administration 

and that these cues do not change drug-reinforcing effects, but rather modulate drug-seeking 

behavior (Caggiula et al., 2002; Deroche-Gamonet, Piat, Le Moal, & Piazza, 2002; Schenk & 

Partridge, 2001). Our findings are consistent with these prior studies as our experiments showed 

that rats undergoing inhibition of the VTA to LA pathway still self-administered cocaine, but at 

much lower levels than controls. Given that the LA is critical for cocaine-cue associative learning, 

it appears that interfering with dopaminergic input to this region interfered with the ability of 

animals to associate the lever press response with the discrete cue and effects of cocaine, which 

weakened the ability to acquire cocaine self-administration.  
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Assessing cue-induced reinstatement helped determine how inhibition during self-

administration affects the expression of cue learning. Cue-induced reinstatement is a commonly 

used model of relapse-like behavior that probes the strength of cue associations formed during 

self-administration (See, 2002; See, 2005; Shaham, Shalev, Lu, De Wit, & Stewart, 2003). 

Lesioning the basolateral amygdala, which contains the LA, has no effect on responding during 

cocaine self-administration, but does abolish cue-induced reinstatement (Meil & See, 1997; See, 

2002), indicating that the region has a specific role in mediating cue-dependent behaviors. There 

was a similar specificity for rats that experienced excitation of the VTA to LA projection during 

the 5 days of training. These animals did not have increased responding during self-administration, 

but had the highest levels of cue-induced reinstatement, implying that excitation strengthened 

drug-cue associative learning.  

In the first experiment, where rats received inhibition of dopamine projections to the LA 

for 14 days of self-administration training, we also found a reduction in cue-induced reinstatement, 

further highlighting the role of the projection in cue-dependent behavior. However, the low levels 

of self-administration in this group may have limited the amount of cue-induced reinstatement that 

could subsequently be observed. Indeed, when these same animals had additional cue-induced 

reinstatement sessions during which they received 1 or 3 mg/kg CNO, there was not a further 

reduction in reinstatement. Interestingly, in the DREADD expressing control group that acquired 

cocaine self-administration normally, acute inhibition of the dopamine projections to the LA did 

not disrupt cue-induced reinstatement. This was surprising given that others have found that the 

ability of cocaine-associated stimuli to elicit seeking behavior involves activation of dopamine 

transmission in the nucleus accumbens and amygdala (Weiss et al., 2000), and that dopamine 

receptor antagonism in the BLA can inhibit cued reinstatement (See, Kruzich, & Grimm, 2001).  
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Nevertheless, our results suggest that the dopamine projection to the LA is not needed for cue-

motivated behavior once the behavior is already learned.  

Comparing cocaine primed reinstatement with cue-induced reinstatement can disentangle 

the effects of cocaine itself from the cue’s ability to trigger drug-seeking. In general, manipulation 

of the VTA dopamine projection to the LA during self-administration did not affect later cocaine 

primed reinstatement. One potential caveat was that there was a low level of responding during 

the reinstatement session. The amount of cocaine intake during self-administration and the 

magnitude of subsequent cocaine-induced reinstatement are directly related (Baker, Tran-Nguyen, 

Fuchs, & Neisewander, 2001; Deroche-Gamonet et al., 2002).  Rats that have more access to 

cocaine whether it be via longer self-administration sessions or higher doses of cocaine are more 

susceptible to cocaine primed reinstatement (Knackstedt & Kalivas, 2007; Mantsch, Yuferov, 

Mathieu-Kia, Ho, & Kreek, 2004). This pattern may explain why in both our experiments 

reinstatement to the cocaine prime was not robust.  

Despite low responding, we did observe a significant difference between TH-Cre animals 

expressing the Gi-DREADD that received vehicle during training and those that received CNO for 

the reinstatement session following vehicle treatment. This reflected the difference seen during 

self-administration where the Gi-DREADD animals treated with vehicle earned more infusions 

than the Gi-DREADD animals treated with CNO. Moreover, within the group of TH-Cre animals 

expressing the Gi-DREADD that received vehicle during training, 1 mg/kg CNO in-session 

treatment tended to blunt responding to a cocaine prime. Others have shown that chemogenetic 

inhibition of all VTA dopamine neurons attenuates cocaine primed reinstatement (Mahler et al., 

2019). Thus, in the absence of inhibition-related plasticity changes during training, acutely altering 

the VTA to LA projection may contribute to weakening cocaine primed reinstatement. 
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As manipulating the VTA dopamine to LA projection during self-administration impacted 

acquisition and cue-induced reinstatement, but not cocaine primed reinstatement, it seems to be a 

pathway heavily involved in cocaine cue associative learning. Additionally, neither inhibition nor 

excitation of the VTA to LA projection during conditioned place preference (CPP) affected the 

animals’ contextual learning or ability to develop a preference for the cocaine paired chamber. 

Amygdala lesions block cocaine-induced CPP (Brown & Fibiger, 1993), but silencing just the 

VTA dopamine projection to the LA left CPP intact, further highlighting its role in associative 

learning rather than contextual learning or reinforcement. 

To examine the neuronal populations that underlie our behavioral results, we combined 

retrograde tracing with RNAscope labeling after rats had self-administered saline or cocaine. Our 

chemogenetic manipulations mainly targeted dopaminergic VTA neurons projecting to the LA, 

but did not exclude glutamatergic neurons and neurons that co-express dopamine and glutamate. 

Although cocaine-trained rats had increased acquisition relative to saline-trained rats, they did not 

differ in RNA expression within LA-projecting VTA cells that were active following self-

administration. However, the pattern of expression differed between saline-trained and cocaine-

trained rats. After saline self-administration, the proportion of cells that were VGlut2+ was higher 

than the proportion of cells that were both VGlut2+ and TH+, whereas TH+, VGlut2+, and co-

expressing proportions were similar after cocaine self-administration. This finding suggest that 

dopamine and glutamate co-transmission may differ between the self-administration groups. Most 

of the published studies concerning dopamine and glutamate co-transmission have focused on 

projections from the VTA to nucleus accumbens (NAc) (Buck, Torregrossa, Logan, & Freyberg, 

2021; Eskenazi et al., 2021). Disruption of glutamate release from these VTA dopamine neurons 

projecting to the NAc increases reward seeking and responsiveness (Alsiö et al., 2011; Wang et 
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al., 2017), but the contribution of dopamine-glutamate co-releasing fibers from the VTA to the LA 

remains unclear. Our expression pattern may hint at a role in reward processing that enhanced self-

administration for cocaine compared to saline. 

A potential limitation of this work is that we do not have a chemogenetic manipulation 

group that self-administers saline or undergoes cue-free self-administration. A saline self-

administration group would help determine if the chemogenetic manipulation effects are drug-

specific. Groups trained to self-administer cocaine without cues would provide insight into 

whether the deficit in acquisition was specific to associative learning related to the cue versus the 

lever pressing action. Although these additional experimental conditions could strengthen our 

conclusions, replicating our results using two different projection targeting strategies lends support 

to our findings. Additionally, the dissociable effects of chemogenetic manipulation on cue-

dependent behaviors versus spatial reward-related learning provides strong evidence that the VTA 

dopamine to LA projection is not contributing to the rewarding effects of cocaine. 

Examining the dopaminergic VTA to LA projection has implications for the ways in which 

therapeutic interventions may be targeted in the future. For one, cues paired with repeated drug 

use drive craving and relapse and here we demonstrated that weakening this input during 

acquisition of self-administration attenuated relapse-like behavior elicited by cues. Additionally, 

these experiments provide support for VTA dopamine as an input to the LA that encodes the 

reinforcing effects of cocaine that serve as a US in conditioned cue drug-seeking. Dealing with 

multiple drug-paired cues and contexts is a frequent obstacle for substance use disorder treatments 

such as cue exposure therapy, but preclinical work targeting reactivation of US memory to 

extinguish more than one CS highlights the promise of disrupting US encoding (Dunbar & Taylor, 
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2017). Our findings present a potential US-relevant pathway in the development of substance use 

disorder that warrants further investigation. 
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4.0 GENERAL DISCUSSION 

The studies presented in this dissertation focus on pathways and mechanisms involved in 

associative learning. We investigated how activity in the lateral amygdala (LA), particularly 

related to calcium and dopamine release, was involved in the formation of an appetitive stimulus-

outcome associative memory during Pavlovian conditioning.  We also examined how conditioned 

stimuli could influence instrumental responses and whether this effect would be reflected by 

underlying calcium and/or dopamine activity patterns in the LA. Finally, with a focus on 

dopaminergic projections to the LA, we investigated whether the VTA projection to the LA 

supports the cocaine-cue associative learning required for acquisition of cocaine self-

administration and subsequent reinstatement. Our main conclusion is that dopamine signaling in 

the LA encodes stimuli paired with both natural and drug reward. In this discussion, we will 

describe how our findings fit with current theories about associative learning in the amygdala. We 

will also detail how our results provide insight into learning and memory pathways involved in the 

development of substance use disorders (SUD) to inform potential therapeutic interventions. 

4.1 UNDERSTANDING LA ACTIVITY IN RESPONSE TO REWARD-PREDICTIVE 

CUES 

The results of this dissertation suggest that activity in the LA reflects the cue-reward 

associative learning process. Prior electrophysiological studies where recordings in the amygdala 

were conducted during cocaine self-administration revealed distinct neuron populations with firing 
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rates that increased before a response, increased during reinforcement, or decreased during 

reinforcement (Carelli, Williams, & Hollander, 2003). Only neurons that increased their firing 

rates during reinforcement showed activation to a cocaine-paired cue (Carelli et al., 2003), 

suggesting that changes to activity in the LA rely on the learned association between cue and drug 

reward. Moreover, rats trained to respond to sucrose paired with a reward-predictive cue had a 

greater proportion of phasically responsive BLA neurons during reinstatement than rats that were 

trained with a randomly presented cue (Tye & Janak, 2007). This result again indicates that 

amygdala neural activity reflects the acquisition of cue-reward associations. However, the timing 

and neurotransmitter dynamics of this activity have not been extensively studied.   

In Chapter 2, using fiber photometry, we demonstrated that dopamine and calcium activity 

respond to reward-related cues during Pavlovian conditioning. As conditioning progressed, rats 

spent more time near the sucrose sipper during auditory CS+ presentations, which suggested that 

they acquired the cue-reward association. Over the course of training, dopamine activity changes 

developed in conjunction with cue-reward associative learning. Determining the degree to which 

animals successfully acquired the Pavlovian task further highlighted the link between dopamine 

activity and cue learning. Only in the group of animals whose behavior was indicative of learning 

the cue-reward association did we find activity changes in response to CS+ presentation. Focusing 

on the day that animals learned the value of the reward-predictive cue revealed that the dopamine 

response to the CS+ was not present on the first day of conditioning or for animals that never 

learned the Pavlovian task, but instead arose on the day animals learned the cue-reward association.  

Calcium activity did not reflect learning in the same manner as dopamine activity. Calcium 

activity in response to the cue appeared present, though not significantly, on the first day of 

conditioning before animals would have learned the stimulus-outcome association. The calcium 
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response to the CS+ diminished by the end of training and was not evident on the day learned.  

Taken together, results from Pavlovian conditioning in Chapter 2 suggest that calcium activity in 

the LA has a general response to the novelty of the onset of CS+ presentation, whereas dopamine 

activity serves as a specific learning signal.  

It is not surprising that dopamine activity in the amygdala develops responses to reward-

predictive cues as dopamine transmission in the basolateral portion of the amygdala is thought to 

be a crucial signal for initiating behavioral responses for reward. Rats trained to associate stimuli 

with availability of cocaine show greater dopamine efflux in the amygdala in response to the drug-

paired cue than to a non-reward cue (Katner, Magalong, & Weiss, 1999; Weiss et al., 2000). 

Inhibition of dopamine signaling decreases discrete cue-primed reinstatement, while inhibition of 

glutamate signaling has no effect (See, Kruzich, and Grimm 2001), further indicating that 

dopamine activity in the amygdala contributes to encoding of reward-predictive cues. 

After Pavlovian conditioning, rats underwent instrumental training followed by Pavlovian 

to Instrumental transfer (PIT), which assays the effects of cues on behavior. Generally during PIT, 

a Pavlovian CS+ paired with an appetitive outcome enhances instrumental responding (Cartoni, 

Balleine, & Baldassarre, 2016). In our case, the CS+ appeared to invigorate instrumental 

responding, though this was not statistically significant given the low number of animals. We also 

did not observe dopamine responses to the CS+ onset. On the other hand, calcium signaling during 

the PIT test acted as a change detector as the calcium response appeared to increase to the CS+ 

and CS- onset as well as to the start of the ITI when the preceding auditory cue ended. There was 

an overall suppression of dopamine activity during the CS- relative to the CS+, especially during 

the initial second of presentation. This decrease may reflect differences in salience between a 

previously sucrose-paired cue and a novel cue. This interpretation fits with a large body of work 
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showing that the amygdala encodes cue salience. Amygdala neurons are capable of encoding 

multiple task dimensions such as the sensory properties of conditioned cues, the behaviors they 

elicit, and their valence (Kyriazi, Headley, & Pare, 2018). By encoding the incentive value of cues, 

the amygdala supports the translation of conditioned associations to instrumental responses 

(Burns, Robbins, & Everitt, 1993; Cador, Robbins, & Everitt, 1989; Malvaez et al., 2015; 

Whitelaw, Markou, Robbins, & Everitt, 1996). Although we did not find robust transfer effects in 

behavior or activity, the dopamine and calcium activity patterns may hint at neural processes that 

contribute to translating conditioned associations into instrumental responses. 

4.2 ROLE OF VTA DOPAMINE TO LA PATHWAY IN DRUG-CUE ASSOCIATIVE 

LEARNING 

In Chapter 3, a major finding was that the VTA dopamine to LA projection is critical for 

assigning value to cocaine-paired cues during associative learning. Cues have been shown to 

modulate drug-seeking behavior and facilitate acquisition of self-administration (Caggiula et al., 

2002; Deroche-Gamonet, Piat, Le Moal, & Piazza, 2002; Schenk & Partridge, 2001) as they 

acquire motivational value through association with the self-administered drug (Di Ciano & 

Everitt, 2003). In fact, if the drug-associated cue is not presented contingent on responding, drug-

seeking is dramatically reduced (Arroyo, Markou, Robbins, & Everitt, 1998; de Wit & Stewart, 

1981). Yet, projections involved in encoding the effects of drug that are paired with the cue have 

not been well characterized. The LA is critical for many cue-dependent processes including 

cocaine cue associative learning (Everitt, Morris, O’Brien, & Robbins, 1991; Everitt & Robbins, 

2000; Kantak, Black, Valencia, Green-Jordan, & Eichenbaum, 2002; Whitelaw et al., 1996) and 



 144 

dopamine signaling in the region contributes to this type of associative learning (Blundell, Hall, & 

Killcross, 2001, 2003; Hitchcott & Phillips, 1998). Moreover, evidence points to involvement of 

the VTA dopamine to LA projection in US encoding. Experiments conducted in Chapter 3 found 

that when the VTA dopamine to LA projection was inhibited during cocaine self-administration, 

rats did not acquire self-administration as well as controls did. These findings suggest that 

inhibiting dopaminergic input to the LA interferes with the ability to associate the lever response 

with the cue and the effects of cocaine. 

Cue-induced reinstatement is a commonly used model of relapse-like behavior that 

determines the strength of cue associations formed during self-administration (See 2002; See 2005; 

Shaham et al. 2003). As the basolateral amygdala (BLA), which contains the LA, plays an 

important role in mediating cue-induced reinstatement (Meil & See, 1997; See, 2002), we expected 

that altering the VTA dopamine projection to the LA during self-administration would impact the 

ability of the previously cocaine-paired cue to elicit cocaine-seeking behavior. Inhibition of the 

VTA dopamine to LA projection during cocaine self-administration led to a reduction in 

reinstatement of seeking elicited by the cue, while excitation of the projection during self-

administration increased cue-induced reinstatement. Excitation during self-administration did not 

lead to elevated responding during self-administration, but the fact that these animals had the 

highest levels of cue-induced reinstatement suggests that excitation strengthens drug-cue 

associative learning.  

When inhibitory DREADD expressing rats had multiple cue-induced reinstatement 

sessions during which they received 1 or 3 mg/kg CNO, there was not a further reduction in 

reinstatement with CNO administration. Interestingly, acute inhibition of the dopamine projections 

to the LA did not disrupt cue-induced reinstatement in DREADD expressing rats that acquired 
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cocaine self-administration normally. This was surprising given that others have found that the 

ability of cocaine-associated stimuli to elicit seeking behavior involves activation of dopamine 

transmission in the nucleus accumbens and amygdala (Weiss et al., 2000). Other evidence shows 

that dopamine in the BLA potentiates the effects of cocaine-paired cues during reinstatement since 

dopamine receptor antagonism in the BLA can inhibit cued reinstatement (See, Kruzich, & Grimm, 

2001) and intra-BLA infusions of a nonspecific indirect dopamine agonist can increase responding 

during reinstatement (Ledford, Fuchs, & See, 2003). Nevertheless, our results encompass the 

effects of manipulations both during training and during reinstatement to indicate that the 

dopamine projection to the LA is not needed for cue-motivated behavior once the behavior is 

already learned, at least when using DREADD-based manipulations. 

Broader circuits participate in cue-induced reinstatement so it is important to consider 

amygdala involvement as a node in these circuits. Both animal and human literature reveal a 

critical role of interactions between the amygdala and cortical regions in cue-primed reinstatement 

behavior (Kalivas & McFarland, 2003). The BLA provides input to the nucleus accumbens (NAc) 

to facilitate cue-induced cocaine seeking both directly and indirectly via prelimbic projections 

(Stefanik & Kalivas, 2013). Additionally, input from the lateral orbitofrontal cortex (lOFC) to the 

BLA promotes cue-induced cocaine seeking behavior (Arguello et al., 2017). Affecting the 

associative learning during acquisition by blocking VTA dopamine input to the LA may impact 

the subsequent interactions between the LA and other brain regions involved in cue-induced 

reinstatement. 

With a focus on LA circuitry, in both Chapters 2 and 3, we wanted to make sure that the 

effects we found related to reward-predictive cue encoding were driven mainly by VTA dopamine 

input to the LA. In Chapter 2, we infused rats with a retrograde virus expressing the hM4di (Gi-
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DREADD) receptor under the PRSx8 promoter to enable inhibition of noradrenergic input to LA 

via systemic treatment of CNO. This inhibition seemingly altered conditioned behavior as animals’ 

approach performance and sipper use was indicative of having not learned the task. Furthermore, 

their lever pressing and sipper use during the instrumental phase was lower than animals that had 

never experienced inhibition of noradrenergic projections to the LA. There also seemed to be a 

general dampening of the dLight signal resulting from this inhibition, suggesting some of the 

observed signal was due to norepinephrine release, but the effect was not task specific or consistent 

across all measures. These experiments were underpowered and future experiments may better 

address how norepinephrine input to the LA influences learning and whether norepinephrine 

release is a meaningful learning signal captured by the dLight sensor. Interestingly, in Chapter 3, 

employing the same PRSx8 promoter Gi-DREADD strategy revealed that inhibiting noradrenergic 

input to the LA had no effect on animals’ ability to acquire cocaine self-administration. 

Additionally, the previously cocaine paired cue was able to elicit cocaine-seeking normally even 

as these animals experienced inhibition during self-administration training. Compared to the 

training in the PIT paradigm, cocaine self-administration involves a compound stimulus 

(audiovisual cue) and more robust reinforcer (cocaine vs sucrose). While there may be a potential 

effect of inhibiting norepinephrine signaling in the LA on Pavlovian conditioning for sucrose 

reward, dopamine signaling on its own appears to drive cocaine cue associative learning. 

A key implication of the studies in Chapter 3 is that the VTA dopamine projections to the 

LA play a precise role in cue-dependent processes. Chemogenetic manipulation of the VTA 

dopamine to LA pathway had no effect on the ability of cocaine to induce reinstatement or elicit a 

cocaine place preference. Prior studies have found similar results showing that inactivation of the 

BLA does not inhibit cocaine-primed reinstatement (Grimm & See, 2000; McFarland & Kalivas, 
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2001). On the other hand, a prior study has found that amygdala lesions block cocaine-induced 

CPP (Brown & Fibiger, 1993), suggesting that silencing only the VTA dopamine projection to the 

LA is not sufficient to prevent CPP acquisition, and highlighted its role in cue-mediated associative 

learning rather than contextual learning or reinforcement. 

4.3 IMPLICATIONS FOR SUBSTANCE USE DISORDER TREATMENT 

Substance use disorder (SUD) affects nearly 20 million Americans and is a major societal 

and economic burden (National Survey of Drug Use and Health (NSDUH), 2019). SUDs are 

characterized by cycles of drug use, withdrawal, abstinence, and resumption of drug-taking.  The 

focus of Chapter 3 of this dissertation is on a model of cocaine use, which is related to a SUD 

category known as stimulant use disorder. In recent years, fatal overdoses when using stimulants 

have increased with more than half of these deaths related to illicit stimulant use involving fentanyl 

or other opioids (Hedegaard, Miniño, Spencer, & Warner, 2021; Hedegaard, Miniño, & Warner, 

2021). To date, there are no medications specifically approved for stimulant use disorder and more 

generally, there are few pharmacological treatment options that have been successful at preventing 

relapse for extended periods of time (Bossert, Marchant, Calu, & Shaham, 2013; Conklin & 

Tiffany, 2002).  

Drug-associated environmental stimuli are a major obstacle to the treatment of SUD as 

they elicit craving, support compulsive drug-seeking, and induce relapse (Childress et al., 1999; 

Robinson & Berridge, 1993; Stewart, de Wit, & Eikelboom, 1984). During abstinence, increases 

in craving driven by these stimuli can make individuals vulnerable to relapse (Gawin & Kleber, 

1988; Kassani, Niazi, Hassanzadeh, & Menati, 2015). In the clinical context, drug-seeking 
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behavior is often renewed when the patient returns to the original drug-paired environment where 

they are re-exposed to cues and contexts associated with their drug use (Crombag, Bossert, Koya, 

& Shaham, 2008; Thewissen, Snijders, Havermans, van den Hout, & Jansen, 2006).  

Behavioral strategies aimed at suppressing drug-associated memories have had limited 

success. Cue exposure treatment involves repeated unreinforced exposure to stimuli previously 

associated with drug use to extinguish drug-associated memories. This treatment has only shown 

modest benefits (Drummond & Glautier, 1994; Ehrman et al., 1998; Raw & Russell, 1980) and 

efforts to improve the efficacy of cue exposure treatment have involved combining the therapy 

with cognitive behavior techniques such as cue replacement or coping strategies (Monti et al., 

1993; Symes & Nicki, 1997). Combining both behavioral therapy strategies and treatment 

medication shows the highest success rates for reducing the strength of drug-associated memories 

that contribute to relapse (Dunbar & Taylor, 2017; Torregrossa & Taylor, 2013; Cleva et al. 2011), 

but further understanding of the mechanisms underlying the formation and maintenance of drug-

associated memories may improve development of therapeutic interventions.  

Human imaging studies using techniques like positron emission tomography (PET) and 

functional magnetic resonance imaging (fMRI) show that the amygdala is activated in response to 

drug-associated cues and during reports of drug craving (Bonson et al., 2002; Breiter et al., 1997; 

Childress et al., 1999) These studies also emphasize the amygdala as a potential target for 

treatment. Chapters 2 and 3 in this dissertation highlight the role of dopamine signaling in the 

LA in associative learning and point to VTA dopamine as an important input to the LA that 

participates in encoding the association between environmental cues and the reinforcing effects of 

cocaine.  Human drug use is composed of many drug-paired cues and contexts that are an obstacle 

for current SUD treatment, but preclinical work targeting reactivation of cocaine (US) memory to 
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extinguish more than one CS highlights the promise of disrupting US encoding (Dunbar & Taylor, 

2017).  

Monfils and colleagues developed a memory retrieval extinction procedure where daily CS 

retrieval sessions followed by extinction attenuated CS-US memories (Monfils, Cowansage, 

Klann, & LeDoux, 2009). This procedure was adapted for rat models of drug relapse and for 

abstinent heroin users (Xue et al., 2012) and a more recent iteration of the procedure focused on 

US retrieval to inhibit drug-seeking and relapse in rodent models (Luo et al., 2015). In these 

studies, injecting rats non-contingently with the previously self-administered drug (cocaine) in 

their home cage 1-hour prior to daily extinction sessions showed decreased cocaine primed 

reinstatement, spontaneous recovery, and renewal of cocaine-seeking. In contrast to CS-based 

memory retrieval extinction, targeting US memories was able to diminish renewal and 

reinstatement of cocaine-seeking even in the presence of cocaine cues that were not present during 

extinction. Moreover, the US procedure was able to decrease cocaine-seeking after 28 days of 

abstinence when the CS manipulation showed no effect (Luo et al., 2015). Therefore, US-based 

interventions may be more effective and the work in this dissertation presents a relevant US 

pathway that could serve as a starting point. 

Although pharmacotherapy and extinction procedures are potential avenues for interfering 

with drug-cue associative memories involved in SUD development, our chemogenetic 

experiments in Chapter 3 suggest that DREADDs or related approaches may also serve a purpose 

for SUD treatment. This approach would require extensive preclinical evaluation and development 

before use in the clinic, but initial primate studies show efficacy and safety of DREADDs for 

modulating circuits and behavior (Eldridge et al., 2015; Grayson et al., 2016; Nagai et al., 2016; 

Raper & Galvan, 2022; Upright et al., 2018). Using chemogenetics in nonhuman primates is not 
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without challenges as it can be difficult to target specific cell subtypes, to achieve consistent levels 

of expression, and to overcome immune responses (Raper & Galvan, 2022). Despite the 

challenges, given the similarities of nonhuman primates to humans, continued development and 

application of chemogenetics is essential to eventually translate the approaches to treat human 

neuropsychiatric conditions including SUD. 

4.4 SUMMARY AND CONCLUSIONS 

In summary, this dissertation describes dopamine signaling in the LA as it relates to 

associative learning for both natural and drug reward. Collectively, we have shown dopamine 

activity in the LA is critical for encoding reward-predictive cues. For one, learned associations of 

an auditory cue with sucrose reward during Pavlovian conditioning led to increased dopamine 

release in the LA as the cue was presented, particularly as the association was learned. 

Additionally, inhibiting VTA dopamine input to the LA dampened acquisition of cocaine self-

administration and blunted later reinstatement of seeking by a previous cocaine-paired cue. On the 

other hand, exciting VTA dopamine input to the LA during cocaine self-administration increased 

cue salience as indicated by greater responding to the cocaine-paired cue during reinstatement. 

Importantly, dopamine activity in the LA appears tuned to cue-related events as dopamine release 

is unchanged by primary reward or instrumental action and interfering with dopamine input to the 

LA leaves cocaine primed reinstatement and cocaine place preference intact. Taken together, these 

data indicate that manipulation of projections underlying dopamine input to LA that support CS-

US encoding may be a useful starting point for developing therapeutic interventions to treat SUD. 



 151 

Bibliography 

Adamantidis, A. R., Tsai, H. C., Boutrel, B., Zhang, F., Stuber, G. D., Budygin, E. A., … de Lecea, 

L. (2011). Optogenetic interrogation of dopaminergic modulation of the multiple phases of 

reward-seeking behavior. Journal of Neuroscience. 

https://doi.org/10.1523/JNEUROSCI.2246-11.2011 

Alsiö, J., Nordenankar, K., Arvidsson, E., Birgner, C., Mahmoudi, S., Halbout, B., … Wallén-

Mackenzie, Å. (2011). Enhanced sucrose and cocaine self-administration and cue-induced 

drug seeking after loss of VGLUT2 in midbrain dopamine neurons in mice. Journal of 

Neuroscience. https://doi.org/10.1523/JNEUROSCI.2397-11.2011 

Amorapanth, P., LeDoux, J. E., & Nader, K. (2000). Different lateral amygdala outputs mediate 

reactions and actions elicited by a fear-arousing stimulus. Nature Neuroscience. 

https://doi.org/10.1038/71145 

Andrzejewski, M. E., Spencer, R. C., & Kelley, A. E. (2005). Instrumental learning, but not 

performance, requires dopamine D1-receptor activation in the amygdala. Neuroscience, 

135(2), 335–345. https://doi.org/10.1016/j.neuroscience.2005.06.038 

Arguello, A. A., Richardson, B. D., Hall, J. L., Wang, R., Hodges, M. A., Mitchell, M. P., … 

Fuchs, R. A. (2017). Role of a Lateral Orbital Frontal Cortex-Basolateral Amygdala Circuit 

in Cue-Induced Cocaine-Seeking Behavior. Neuropsychopharmacology. 

https://doi.org/10.1038/npp.2016.157 

Arroyo, M., Markou, A., Robbins, T. W., & Everitt, B. J. (1998). Acquisition, maintenance and 

reinstatement of intravenous cocaine self- administration under a second-order schedule of 

reinforcement in rats: Effects of conditioned cues and continuous access to cocaine. 

Psychopharmacology. https://doi.org/10.1007/s002130050774 

Asan, E. (1998). The catecholaminergic innervation of the rat amygdala. Advances in Anatomy, 

Embryology, and Cell Biology. 

Baker, D. A., Tran-Nguyen, L. T. L., Fuchs, R. A., & Neisewander, J. L. (2001). Influence of 

individual differences and chronic fluoxetine treatment on cocaine-seeking behavior in 

rats. Psychopharmacology. https://doi.org/10.1007/s002130000676 

Baldwin, A. E., Holahan, M. R., Sadeghian, K., & Kelley, A. E. (2000). N-methyl-D-aspartate 

receptor-dependent plasticity within a distributed corticostriatal network mediates 

appetitive instrumental learning. Behavioral Neuroscience. https://doi.org/10.1037/0735-

7044.114.1.84 



 152 

Balleine, B. W., Killcross, A. S., & Dickinson, A. (2003). The effect of lesions of the basolateral 

amygdala on instrumental conditioning. Journal of Neuroscience. 

https://doi.org/10.1523/jneurosci.23-02-00666.2003 

Balleine, B. W., & Killcross, S. (2006). Parallel incentive processing: an integrated view of 

amygdala function. Trends in Neurosciences. https://doi.org/10.1016/j.tins.2006.03.002 

Barrett, L. F., & Bliss-Moreau, E. (2009). She’s Emotional. He’s Having a Bad Day: Attributional 

Explanations for Emotion Stereotypes. Emotion. https://doi.org/10.1037/a0016821 

Bayer, H. M., & Glimcher, P. W. (2005). Midbrain dopamine neurons encode a quantitative reward 

prediction error signal. Neuron. https://doi.org/10.1016/j.neuron.2005.05.020 

Belova, M. A., Paton, J. J., Morrison, S. E., & Salzman, C. D. (2007). Expectation Modulates 

Neural Responses to Pleasant and Aversive Stimuli in Primate Amygdala. Neuron, 55(6), 

970–984. https://doi.org/10.1016/j.neuron.2007.08.004 

Berglind, W. J., Case, J. M., Parker, M. P., Fuchs, R. A., & See, R. E. (2006). Dopamine D1 or D2 

receptor antagonism within the basolateral amygdala differentially alters the acquisition of 

cocaine-cue associations necessary for cue-induced reinstatement of cocaine-seeking. 

Neuroscience, 137(2), 699–706. https://doi.org/10.1016/j.neuroscience.2005.08.064 

Berridge, K. C. (2019). Affective valence in the brain: modules or modes? Nature Reviews 

Neuroscience. https://doi.org/10.1038/s41583-019-0122-8 

Beyeler, A., Chang, C. J., Silvestre, M., Lévêque, C., Namburi, P., Wildes, C. P., & Tye, K. M. 

(2018). Organization of Valence-Encoding and Projection-Defined Neurons in the 

Basolateral Amygdala. Cell Reports, 22(4), 905–918. 

https://doi.org/10.1016/j.celrep.2017.12.097 

Beyeler, A., Namburi, P., Glober, G. F., Simonnet, C., Calhoon, G. G., Conyers, G. F., … Tye, K. 

M. (2016). Divergent Routing of Positive and Negative Information from the Amygdala 

during Memory Retrieval. Neuron, 90(2), 348–361. 

https://doi.org/10.1016/j.neuron.2016.03.004 

Bindra, D. (1974). A motivational view of learning, performance, and behavior modification. 

Psychological Review. https://doi.org/10.1037/h0036330 

Bissière, S., Humeau, Y., & Lüthi, A. (2003). Dopamine gates LTP induction in lateral amygdala 

by suppressing feedforward inhibition. Nature Neuroscience, 6(6), 587–592. 

https://doi.org/10.1038/nn1058 

Blundell, P., Hall, G., & Killcross, S. (2001). Lesions of the basolateral amygdala disrupt selective 

aspects of reinforcer representation in rats. Journal of Neuroscience. 

https://doi.org/10.1523/jneurosci.21-22-09018.2001 



 153 

Blundell, P., Hall, G., & Killcross, S. (2003). Preserved sensitivity to outcome value after lesions 

of the basolateral amygdala. Journal of Neuroscience. https://doi.org/10.1523/jneurosci.23-

20-07702.2003 

Bonson, K. R., Grant, S. J., Contoreggi, C. S., Links, J. M., Metcalfe, J., Weyl, H. L., … London, 

E. D. (2002). Neural Systems and Cue-Induced Cocaine Craving. 

Neuropsychopharmacology. https://doi.org/10.1016/S0893-133X(01)00371-2 

Bossert, J. M., Marchant, N. J., Calu, D. J., & Shaham, Y. (2013). The reinstatement model of drug 

relapse: Recent neurobiological findings, emerging research topics, and translational 

research. Psychopharmacology. https://doi.org/10.1007/s00213-013-3120-y 

Breiter, H. C., Gollub, R. L., Weisskoff, R. M., Kennedy, D. N., Makris, N., Berke, J. D., … 

Hyman, S. E. (1997). Acute effects of cocaine on human brain activity and emotion. 

Neuron. https://doi.org/10.1016/S0896-6273(00)80374-8 

Brinley-Reed, M., & McDonald, A. J. (1999). Evidence that dopaminergic axons provide a dense 

innervation of specific neuronal subpopulations in the rat basolateral amygdala. Brain 

Research, 850(1–2), 127–135. https://doi.org/10.1016/S0006-8993(99)02112-5 

Brown, E. E., & Fibiger, H. C. (1993). Differential effects of excitotoxic lesions of the amygdala 

on cocaine-induced conditioned locomotion and conditioned place preference. 

Psychopharmacology. https://doi.org/10.1007/BF02244344 

Buck, S. A., Torregrossa, M. M., Logan, R. W., & Freyberg, Z. (2021). Roles of dopamine and 

glutamate co-release in the nucleus accumbens in mediating the actions of drugs of abuse. 

FEBS Journal. https://doi.org/10.1111/febs.15496 

Burghardt, N. S., & Bauer, E. P. (2013). Acute and chronic effects of selective serotonin reuptake 

inhibitor treatment on fear conditioning: Implications for underlying fear circuits. 

Neuroscience. https://doi.org/10.1016/j.neuroscience.2013.05.050 

Burns, L. H., Robbins, T. W., & Everitt, B. J. (1993). Differential effects of excitotoxic lesions of 

the basolateral amygdala, ventral subiculum and medial prefrontal cortex on responding 

with conditioned reinforcement and locomotor activity potentiated by intra-accumbens 

infusions of d-amphetamine. Behavioural Brain Research. https://doi.org/10.1016/0166-

4328(93)90113-5 

Cador, M., Robbins, T. W., & Everitt, B. J. (1989). Involvement of the amygdala in stimulus-

reward associations: Interaction with the ventral striatum. Neuroscience. 

https://doi.org/10.1016/0306-4522(89)90354-0 

Caggiula, A. R., Donny, E. C., Chaudhri, N., Perkins, K. A., Evans-Martin, F. F., & Sved, A. F. 

(2002). Importance of nonpharmacological factors in nicotine self-administration. 

Physiology and Behavior. https://doi.org/10.1016/S0031-9384(02)00918-6 

Campeau, S., Davis, M., Goozée, Z. Y., Theobald, D. E., & Everitt, B. J. (1995). Involvement of 

the central nucleus and basolateral complex of the amygdala in fear conditioning measured 



 154 

with fear-potentiated startle in rats trained concurrently with auditory and visual 

conditioned stimuli. The Journal of Neuroscience : The Official Journal of the Society for 

Neuroscience, 15(3 Pt 2), 2301–2311. https://doi.org/10.1523/jneurosci.4001-13.2014 

Carelli, R. M., Williams, J. G., & Hollander, J. A. (2003). Basolateral amygdala neurons encode 

cocaine self-administration and cocaine-associated cues. Journal of Neuroscience. 

https://doi.org/10.1523/jneurosci.23-23-08204.2003 

Cartoni, E., Balleine, B., & Baldassarre, G. (2016). Appetitive Pavlovian-instrumental Transfer: 

A review. Neuroscience and Biobehavioral Reviews. 

https://doi.org/10.1016/j.neubiorev.2016.09.020 

Childress, A. R., Mozley, P. D., McElgin, W., Fitzgerald, J., Reivich, M., & O’Brien, C. P. (1999). 

Limbic activation during cue-induced cocaine craving. American Journal of Psychiatry. 

https://doi.org/10.1176/ajp.156.1.11 

Cho, J. H., Rendall, S. D., & Gray, J. M. (2017). Brain-wide maps of Fos expression during fear 

learning and recall. Learning and Memory. https://doi.org/10.1101/lm.044446.116 

Ciccocioppo, R., Sanna, P. P., & Weiss, F. (2001). Cocaine-predictive stimulus induces drug-

seeking behavior and neural activation in limbic brain regions after multiple months of 

abstinence: Reversal by D1 antagonists. Proceedings of the National Academy of Sciences 

of the United States of America. https://doi.org/10.1073/pnas.98.4.1976 

Cleva, R. M., Hicks, M. P., Gass, J. T., Wischerath, K. C., Plasters, E. T., Widholm, J. J., & Olive, 

M. F. (2011). MGluR5 Positive Allosteric Modulation Enhances Extinction Learning 

Following Cocaine Self-Administration. Behavioral Neuroscience. 

https://doi.org/10.1037/a0022339 

Cohen, J. Y., Amoroso, M. W., & Uchida, N. (2015). Serotonergic neurons signal reward and 

punishment on multiple timescales. ELife. https://doi.org/10.7554/eLife.06346 

Colwill, R. M., & Motzkin, D. K. (1994). Encoding of the unconditioned stimulus in Pavlovian 

conditioning. Animal Learning & Behavior. https://doi.org/10.3758/BF03209158 

Conklin, C. A., & Tiffany, S. T. (2002). Applying extinction research and theory to cue-exposure 

addiction treatments. Addiction, 97(2), 155–167. https://doi.org/10.1046/j.1360-

0443.2002.00014.x 

Corbit, L. H., & Balleine, B. W. (2005). Double dissociation of basolateral and central amygdala 

lesions on the general and outcome-specific forms of pavlovian-instrumental transfer. 

Journal of Neuroscience. https://doi.org/10.1523/JNEUROSCI.4507-04.2005 

Corbit, L. H., Leung, B. K., & Balleine, B. W. (2013). The role of the amygdala-striatal pathway 

in the acquisition and performance of goal-directed instrumental actions. Journal of 

Neuroscience. https://doi.org/10.1523/JNEUROSCI.3271-13.2013 



 155 

Corbit, L. H., Muir, J. L., & Balleine, B. W. (2001). The role of the nucleus accumbens in 

instrumental conditioning: Evidence of a functional dissociation between accumbens core 

and shell. Journal of Neuroscience. https://doi.org/10.1523/jneurosci.21-09-03251.2001 

Correia, S. S., & Goosens, K. A. (2016). Input-specific contributions to valence processing in the 

amygdala. Learning and Memory, 23(10), 534–543. 

https://doi.org/10.1101/lm.037887.114 

Crombag, H. S., Bossert, J. M., Koya, E., & Shaham, Y. (2008). Context-induced relapse to drug 

seeking: A review. In Philosophical Transactions of the Royal Society B: Biological 

Sciences. https://doi.org/10.1098/rstb.2008.0090 

Crombag, H. S., Ph, D., Grimm, J. W., Ph, D., Shaham, Y., & Ph, D. (1999). Effect of Dopamine 

Receptor Antagonists on Renewal of Cocaine Seeking by Reexposure to Drug-associated 

Contextual Cues, (Catania 1992). 

Crouse, R. B., Kim, K., Batchelor, H. M., Girardi, E. M., Kamaletdinova, R., Chan, J., … Picciotto, 

M. R. (2020). Acetylcholine is released in the basolateral amygdala in response to 

predictors of reward and enhances the learning of cue-reward contingency. ELife. 

https://doi.org/10.7554/ELIFE.57335 

De Borchgrave, R., Rawlins, J., Dickinson, A., & Balleine, B. (2002). Effects of cytotoxic nucleus 

accumbens lesions on instrumental conditioning in rats. Experimental Brain Research. 

https://doi.org/10.1007/s00221-002-1031-y 

de Wit, H., & Stewart, J. (1981). Reinstatement of cocaine-reinforced responding in the rat. 

Psychopharmacology. https://doi.org/10.1007/BF00432175 

Deroche-Gamonet, V., Piat, F., Le Moal, M., & Piazza, P. V. (2002). Influence of cue-conditioning 

on acquisition, maintenance and relapse of cocaine intravenous self-administration. 

European Journal of Neuroscience. https://doi.org/10.1046/j.1460-9568.2002.01974.x 

Di Ciano, P., & Everitt, B. J. (2003). Differential control over drug-seeking behavior by drug-

associated conditioned reinforcers and discriminative stimuli predictive of drug 

availability. Behavioral Neuroscience. https://doi.org/10.1037/0735-7044.117.5.952 

Di Ciano, P., & Everitt, B. J. (2004). Contribution of the ventral tegmental area to cocaine-seeking 

maintained by a drug-paired conditioned stimulus in rats. European Journal of 

Neuroscience. https://doi.org/10.1111/j.1460-9568.2004.03232.x 

Do-Monte, F. H., Manzano-Nieves, G., Quiñones-Laracuente, K., Ramos-Medina, L., & Quirk, 

G. J. (2015). Revisiting the role of infralimbic cortex in fear extinction with optogenetics. 

Journal of Neuroscience. https://doi.org/10.1523/JNEUROSCI.3137-14.2015 

Dobi, A., Margolis, E. B., Wang, H. L., Harvey, B. K., & Morales, M. (2010). Glutamatergic and 

nonglutamatergic neurons of the ventral tegmental area establish local synaptic contacts 

with dopaminergic and nondopaminergic neurons. Journal of Neuroscience. 

https://doi.org/10.1523/JNEUROSCI.3884-09.2010 



 156 

Drummond, D. C., & Glautier, S. (1994). A Controlled Trial of Cue Exposure Treatment in 

Alcohol Dependence. Journal of Consulting and Clinical Psychology. 

https://doi.org/10.1037/0022-006X.62.4.809 

Dunbar, A. B., & Taylor, J. R. (2017a). Garcinol Blocks the Reconsolidation of Multiple Cocaine-

Paired Cues after a Single Cocaine-Reactivation Session. Neuropsychopharmacology, 

42(9), 1884–1892. https://doi.org/10.1038/npp.2017.27 

Dunbar, A. B., & Taylor, J. R. (2017b). Reconsolidation and psychopathology: Moving towards 

reconsolidation-based treatments. Neurobiology of Learning and Memory. 

https://doi.org/10.1016/j.nlm.2016.11.005 

Ehrman, R. N., Robbins, S. J., Childress, A. R., Goehl, L., Hole V, A., & O’Brien, C. P. (1998). 

Laboratory exposure to cocaine cues does not increase cocaine use by outpatient subjects. 

Journal of Substance Abuse Treatment. https://doi.org/10.1016/S0740-5472(97)00290-0 

Eldridge, M. A. G., Lerchner, W., Saunders, R. C., Kaneko, H., Krausz, K. W., Gonzalez, F. J., … 

Richmond, B. J. (2015). Chemogenetic disconnection of monkey orbitofrontal and rhinal 

cortex reversibly disrupts reward value. Nature Neuroscience. 

https://doi.org/10.1038/nn.4192 

Esber, G. R., & Holland, P. C. (2014). The basolateral amygdala is necessary for negative 

prediction errors to enhance cue salience, but not to produce conditioned inhibition. 

European Journal of Neuroscience. https://doi.org/10.1111/ejn.12695 

Eskenazi, D., Malave, L., Mingote, S., Yetnikoff, L., Ztaou, S., Velicu, V., … Chuhma, N. (2021). 

Dopamine Neurons That Cotransmit Glutamate, From Synapses to Circuits to Behavior. 

Frontiers in Neural Circuits. https://doi.org/10.3389/fncir.2021.665386 

Estes, W. K., & Skinner, B. F. (1941). Some quantitative properties of anxiety. Journal of 

Experimental Psychology. https://doi.org/10.1037/h0062283 

Estes, W. K. (1948). Discriminative conditioning. II. Effects of a Pavlovian conditioned stimulus 

upon a subsequently established operant response. Journal of Experimental Psychology. 

https://doi.org/10.1037/h0057525 

Everitt, B. J., Morris, K. A., O’Brien, A., & Robbins, T. W. (1991). The basolateral amygdala-

ventral striatal system and conditioned place preference: Further evidence of limbic-striatal 

interactions underlying reward-related processes. Neuroscience. 

https://doi.org/10.1016/0306-4522(91)90145-E 

Everitt, B. J., & Robbins, T. W. (2000). Second-order schedules of drug reinforcement in rats and 

monkeys: Measurement of reinforcing efficacy and drug-seeking behaviour. 

Psychopharmacology. https://doi.org/10.1007/s002130000566 

Everitt, B. J., Cardinal, R. N., Hall, J., Parkinson, J. a., & Robbins, T. W. (2009). Differential 

involvement of amygdala subsystems in appetitive conditioning and drug addiction. The 

Amygdala: A Functional Analysis. 



 157 

Everitt, B. J., Parkinson, J. A., Olmstead, M. C., Arroyo, M., Robledo, P., & Robbins, T. W. 

(1999). Associative processes in addiction and reward. The role of amygdala-ventral 

striatal subsystems. In Annals of the New York Academy of Sciences. 

https://doi.org/10.1111/j.1749-6632.1999.tb09280.x 

Faure, A., Haberland, U., Condé, F., & El Massioui, N. (2005). Lesion to the nigrostriatal 

dopamine system disrupts stimulus-response habit formation. Journal of Neuroscience. 

https://doi.org/10.1523/JNEUROSCI.3894-04.2005 

Felix-Ortiz, A. C., Beyeler, A., Seo, C., Leppla, C. A., Wildes, C. P., & Tye, K. M. (2013). BLA 

to vHPC inputs modulate anxiety-related behaviors. Neuron. 

https://doi.org/10.1016/j.neuron.2013.06.016 

Felix-Ortiz, A. C., & Tye, K. M. (2014). Amygdala inputs to the ventral hippocampus 

bidirectionally modulate social behavior. Journal of Neuroscience. 

https://doi.org/10.1523/JNEUROSCI.4257-13.2014 

Fuchs, R. A., Lasseter, H. C., Ramirez, D. R., & Xie, X. (2008). Relapse to drug seeking following 

prolonged abstinence: the role of environmental stimuli. Drug Discovery Today: Disease 

Models. https://doi.org/10.1016/j.ddmod.2009.03.001 

Fuchs, R. A., Feltenstein, M. W., & See, R. E. (2006). The role of the basolateral amygdala in 

stimulus-reward memory and extinction memory consolidation and in subsequent 

conditioned cued reinstatement of cocaine seeking. European Journal of Neuroscience. 

https://doi.org/10.1111/j.1460-9568.2006.04806.x 

Fuchs, R. A., & See, R. E. (2002). Basolateral amygdala inactivation abolishes conditioned 

stimulus- and heroin-induced reinstatement of extinguished heroin-seeking behavior in 

rats. Psychopharmacology. https://doi.org/10.1007/s00213-001-0997-7 

Fuster, J. M., & Uyeda, A. A. (1971). Reactivity of limbic neurons of the monkey to appetitive 

and aversive signals. Electroencephalography and Clinical Neurophysiology. 

https://doi.org/10.1016/0013-4694(71)90111-8 

Gaffan, D., & Harrison, S. (1987). Amygdalectomy and disconnection in visual learning for 

auditory secondary reinforcement by monkeys. Journal of Neuroscience. 

Gallagher, M., Graham, P. W., & Holland, P. C. (1990). The amygdala central nucleus and 

appetitive pavlovian conditioning: Lesions impair one class of conditioned behavior. 

Journal of Neuroscience. https://doi.org/10.1523/jneurosci.10-06-01906.1990 

Garavan, H., Pankiewicz, J., Bloom, A., Cho, J. K., Sperry, L., Ross, T. J., … Stein, E. A. (2000). 

Cue-induced cocaine craving: Neuroanatomical specificity for drug users and drug stimuli. 

American Journal of Psychiatry. https://doi.org/10.1176/appi.ajp.157.11.1789 

Gawin, F. H., & Kleber, H. D. (1988). Evolving conceptualizations of cocaine dependence. Yale 

Journal of Biology and Medicine. 



 158 

Gore, F., Schwartz, E. C., Brangers, B. C., Aladi, S., Stujenske, J. M., Likhtik, E., … Axel, R. 

(2015). Neural Representations of Unconditioned Stimuli in Basolateral Amygdala 

Mediate Innate and Learned Responses. Cell, 162(1), 134–145. 

https://doi.org/10.1016/j.cell.2015.06.027 

Grace, A. A. (1991). Phasic versus tonic dopamine release and the modulation of dopamine system 

responsivity: A hypothesis for the etiology of schizophrenia. Neuroscience. 

https://doi.org/10.1016/0306-4522(91)90196-U 

Grace, A. A., Floresco, S. B., Goto, Y., & Lodge, D. J. (2007). Regulation of firing of 

dopaminergic neurons and control of goal-directed behaviors. Trends in Neurosciences. 

https://doi.org/10.1016/j.tins.2007.03.003 

Grace, A. A., & Rosenkranz, J. A. (2002). Regulation of conditioned responses of basolateral 

amygdala neurons. Physiology and Behavior. https://doi.org/10.1016/S0031-

9384(02)00909-5 

Grayson, D. S., Bliss-Moreau, E., Machado, C. J., Bennett, J., Shen, K., Grant, K. A., … Amaral, 

D. G. (2016). The Rhesus Monkey Connectome Predicts Disrupted Functional Networks 

Resulting from Pharmacogenetic Inactivation of the Amygdala. Neuron. 

https://doi.org/10.1016/j.neuron.2016.06.005 

Grimm, J. W., & See, R. E. (2000). Dissociation of primary and secondary reward-relevant limbic 

nuclei in an animal model of relapse. Neuropsychopharmacology, 22(5), 473–479. 

https://doi.org/10.1016/S0893-133X(99)00157-8 

Hall, J., Parkinson, J. A., Connor, T. M., Dickinson, A., & Everitt, B. J. (2001). Involvement of 

the central nucleus of the amygdala and nucleus accumbens core in mediating pavlovian 

influences on instrumental behaviour. European Journal of Neuroscience. 

https://doi.org/10.1046/j.0953-816X.2001.01577.x 

Hangya, B., Ranade, S. P., Lorenc, M., & Kepecs, A. (2015). Central Cholinergic Neurons Are 

Rapidly Recruited by Reinforcement Feedback. Cell. 

https://doi.org/10.1016/j.cell.2015.07.057 

Hatfield, T., Han, J. S., Conley, M., Gallagher, M., & Holland, P. (1996). Neurotoxic lesions of 

basolateral, but not central, amygdala interfere with pavlovian second-order conditioning 

and reinforcer devaluation effects. Journal of Neuroscience. 

https://doi.org/10.1523/jneurosci.16-16-05256.1996 

Hedegaard, H., Miniño, A. M., Spencer, M. R., & Warner, M. (2021). Drug Overdose Deaths in 

the United States, 1999-2020. NCHS Data Brief. 

Hedegaard, H., Miniño, A. M., & Warner, M. (2021). Co-involvement of Opioids in Drug 

Overdose Deaths Involving Cocaine and Psychostimulants. NCHS Data Brief. 



 159 

Hernandez, P. J., Sadeghian, K., & Kelley, A. E. (2002). Early consolidation of instrumental 

learning requires protein synthesis in the nucleus accumbens. Nature Neuroscience, 5(12), 

1327–1331. https://doi.org/10.1038/nn973 

Hiroi, N., & White, N. M. (1991). The lateral nucleus of the amygdala mediates expression of the 

amphetamine-produced conditioned place preference. Journal of Neuroscience. 

https://doi.org/10.1523/jneurosci.11-07-02107.1991 

Hitchcott, P. K., & Phillips, G. D. (1998). Effects of intra-amygdala R(+) 7-OH-DPAT on intra-

accumbens d- amphetamine-associated learning I. Pavlovian conditioning. 

Psychopharmacology. https://doi.org/10.1007/s002130050771 

Hnasko, T. S., Hjelmstad, G. O., Fields, H. L., & Edwards, R. H. (2012). Ventral tegmental area 

glutamate neurons: Electrophysiological properties and projections. Journal of 

Neuroscience. https://doi.org/10.1523/JNEUROSCI.3128-12.2012 

Holland, P. C. (1990). Event representation in Pavlovian conditioning: Image and action. 

Cognition. https://doi.org/10.1016/0010-0277(90)90020-K 

Holland, P. C., & Gallagher, M. (2003). Double dissociation of the effects of lesions of basolateral 

and central amygdala on conditioned stimulus-potentiated feeding and Pavlovian-

instrumental transfer. European Journal of Neuroscience. https://doi.org/10.1046/j.1460-

9568.2003.02585.x 

Houk, J. C., & Wise, S. P. (1995). Feature article: Distributed modular architectures linking basal 

ganglia, cerebellum, and cerebral cortex: Their role in planning and controlling action. 

Cerebral Cortex. https://doi.org/10.1093/cercor/5.2.95 

Huff, M. L., Emmons, E. B., Narayanan, N. S., & LaLumiere, R. T. (2016). Basolateral amygdala 

projections to ventral hippocampus modulate the consolidation of footshock, but not 

contextual, learning in rats. Learning and Memory. https://doi.org/10.1101/lm.039909.115 

Janak, P. H., & Tye, K. M. (2015). From circuits to behaviour in the amygdala. Nature, 517(7534), 

284–292. https://doi.org/10.1038/nature14188 

Jasinska, A. J., Stein, E. A., Kaiser, J., Naumer, M. J., & Yalachkov, Y. (2014). Factors modulating 

neural reactivity to drug cues in addiction: A survey of human neuroimaging studies. 

Neuroscience and Biobehavioral Reviews. 

https://doi.org/10.1016/j.neubiorev.2013.10.013 

Johansen, J. P., Hamanaka, H., Monfils, M. H., Behnia, R., Deisseroth, K., Blair, H. T., & LeDoux, 

J. E. (2010). Optical activation of lateral amygdala pyramidal cells instructs associative 

fear learning. Proceedings of the National Academy of Sciences of the United States of 

America. https://doi.org/10.1073/pnas.1002418107 

Joshua, M., Adler, A., Prut, Y., Vaadia, E., Wickens, J. R., & Bergman, H. (2009). Synchronization 

of Midbrain Dopaminergic Neurons Is Enhanced by Rewarding Events. Neuron. 

https://doi.org/10.1016/j.neuron.2009.04.026 



 160 

Kalivas, P. W., & McFarland, K. (2003). Brain circuitry and the reinstatement of cocaine-seeking 

behavior. Psychopharmacology. https://doi.org/10.1007/s00213-003-1393-2 

Kantak, K. M., Black, Y., Valencia, E., Green-Jordan, K., & Eichenbaum, H. B. (2002). 

Dissociable effects of lidocaine inactivation of the rostral and caudal basolateral amygdala 

on the maintenance and reinstatement of cocaine-seeking behavior in rats. The Journal of 

Neuroscience : The Official Journal of the Society for Neuroscience, 22(3), 1126–1136. 

https://doi.org/22/3/1126 [pii] 

Kassani, A., Niazi, M., Hassanzadeh, J., & Menati, R. (2015). Survival analysis of drug abuse 

relapse in addiction treatment centers. International Journal of High Risk Behaviors and 

Addiction. https://doi.org/10.5812/ijhrba.23402 

Katner, S. N., Magalong, J. G., & Weiss, F. (1999). Reinstatement of alcohol-seeking behavior by 

drug-associated discriminative stimuli after prolonged extinction in the rat. 

Neuropsychopharmacology. https://doi.org/10.1016/S0893-133X(98)00084-0 

Kim, W. Bin, & Cho, J. H. (2017). Encoding of Discriminative Fear Memory by Input-Specific 

LTP in the Amygdala. Neuron. https://doi.org/10.1016/j.neuron.2017.08.004 

Kim, J., Lee, S., Park, K., Hong, I., Song, B., Son, G., … Choi, S. (2007). Amygdala depotentiation 

and fear extinction. Proceedings of the National Academy of Sciences of the United States 

of America. https://doi.org/10.1073/pnas.0710548105 

Kim, J., Pignatelli, M., Xu, S., Itohara, S., & Tonegawa, S. (2016). Antagonistic negative and 

positive neurons of the basolateral amygdala. Nature Neuroscience. 

https://doi.org/10.1038/nn.4414 

Knackstedt, L. A., & Kalivas, P. W. (2007). Extended access to cocaine self-administration 

enhances drug-primed reinstatement but not behavioral sensitization. Journal of 

Pharmacology and Experimental Therapeutics. https://doi.org/10.1124/jpet.107.122861 

Koob, G. F. (2003). Neuroadaptive mechanisms of addiction: Studies on the extended amygdala. 

European Neuropsychopharmacology. https://doi.org/10.1016/j.euroneuro.2003.08.005 

Kröner, S., Rosenkranz, J.A., Grace, A.A., Barrionuevo, G. (2004). Dopamine Modulates 

Excitability of Basolateral Amygdala Neurons In Vitro. Journal of Neurophysiology. 

https://doi.org/10.1152/jn.00843.2004 

Kruzich, P. J., & See, R. E. (2001). Differential contributions of the basolateral and central 

amygdala in the acquisition and expression of conditioned relapse to cocaine-seeking 

behavior. The Journal of Neuroscience : The Official Journal of the Society for 

Neuroscience. https://doi.org/10.1523/jneurosci.21-14-j0002.2001 

Kwon, J. T., Nakajima, R., Kim, H. S., Jeong, Y., Augustine, G. J., & Han, J. H. (2014). 

Optogenetic activation of presynaptic inputs in lateral amygdala forms associative fear 

memory. Learning and Memory. https://doi.org/10.1101/lm.035816.114 



 161 

Kyriazi, P., Headley, D. B., & Pare, D. (2018). Multi-dimensional Coding by Basolateral 

Amygdala Neurons. Neuron, 1–14. https://doi.org/10.1016/j.neuron.2018.07.036 

Lapish, C. C., Kroener, S., Durstewitz, D., Lavin, A., & Seamans, J. K. (2007). The ability of the 

mesocortical dopamine system to operate in distinct temporal modes. 

Psychopharmacology. https://doi.org/10.1007/s00213-006-0527-8 

Ledford, C. C., Fuchs, R. A., & See, R. E. (2003). Potentiated reinstatement of cocaine-seeking 

behavior following D-amphetamine infusion into the basolateral amygdala. 

Neuropsychopharmacology. https://doi.org/10.1038/sj.npp.1300249 

LeDoux, J. E., Iwata, J., Cicchetti, P., & Reis, D. J. (1988). Different projections of the central 

amygdaloid nucleus mediate autonomic and behavioral correlates of conditioned fear. 

Journal of Neuroscience. https://doi.org/10.1523/jneurosci.08-07-02517.1988 

LeDoux, J E, Cicchetti, P., Xagoraris, A., & Romanski, L. M. (1990). The lateral amygdaloid 

nucleus: sensory interface of the amygdala in fear conditioning. J.Neurosci., 10(4), 1062–

1069. https://doi.org/2329367 

LeDoux, J. E., Farb, C., & Ruggiero, D. A. (1990). Topographic organization of neurons in the 

acoustic thalamus that project to the amygdala. Journal of Neuroscience. 

https://doi.org/10.1523/jneurosci.10-04-01043.1990 

Legaria, A. A., Matikainen-Ankney, B. A., Yang, B., Ahanonu, B., Licholai, J. A., Parker, J. G., 

& Kravitz, A. V. (2022). Fiber photometry in striatum reflects primarily nonsomatic 

changes in calcium. Nature Neuroscience, 25(9), 1124–1128. 

https://doi.org/10.1038/s41593-022-01152-z 

Liu, X., Jernigen, C., Gharib, M., Booth, S., Caggiula, A. R., & Sved, A. F. (2010). Effects of 

dopamine antagonists on drug cue-induced reinstatement of nicotine-seeking behavior in 

rats. Behavioural Pharmacology, 21(2), 153–160. 

https://doi.org/10.1097/FBP.0b013e328337be95 

Ljungberg, T., Apicella, P., & Schultz, W. (1992). Responses of monkey dopamine neurons during 

learning of behavioral reactions. Journal of Neurophysiology. 

https://doi.org/10.1152/jn.1992.67.1.145 

Luo, Y. X., Xue, Y. X., Liu, J. F., Shi, H. S., Jian, M., Han, Y., … Lu, L. (2015). A novel UCS 

memory retrieval-extinction procedure to inhibit relapse to drug seeking. Nature 

Communications. https://doi.org/10.1038/ncomms8675 

Lyness, W. H., Friedle, N. M., & Moore, K. E. (1979). Destruction of dopaminergic nerve 

terminals in nucleus accumbens: Effect on d-amphetamine self-administration. 

Pharmacology, Biochemistry and Behavior, 11(5), 553–556. https://doi.org/10.1016/0091-

3057(79)90040-6 



 162 

Lutas, A., Kucukdereli, H., Alturkistani, O., Carty, C., Sugden, A. U., Fernando, K., … 

Andermann, M. L. (2019). State-specific gating of salient cues by midbrain dopaminergic 

input to basal amygdala. Nature Neuroscience. https://doi.org/10.1038/s41593-019-0506-

0 

Mahler, S. V., Brodnik, Z. D., Cox, B. M., Buchta, W. C., Bentzley, B. S., Quintanilla, J., … 

Aston-Jones, G. (2019). Chemogenetic manipulations of ventral tegmental area dopamine 

neurons reveal multifaceted roles in cocaine abuse. Journal of Neuroscience. 

https://doi.org/10.1523/JNEUROSCI.0537-18.2018 

Malenka, R. C., & Nicoll, R. A. (1993). NMDA-receptor-dependent synaptic plasticity: multiple 

forms and mechanisms. Trends in Neurosciences. https://doi.org/10.1016/0166-

2236(93)90197-T 

Málková, L., Gaffan, D., & Murray, E. A. (1997). Excitotoxic lesions of the amygdala fail to 

produce impairment in visual learning for auditory secondary reinforcement but interfere 

with reinforcer devaluation effects in rhesus monkeys. Journal of Neuroscience. 

https://doi.org/10.1523/jneurosci.17-15-06011.1997 

Malvaez, M., Greenfield, V. Y., Wang, A. S., Yorita, A. M., Feng, L., Linker, K. E., … Wassum, 

K. M. (2015). Basolateral amygdala rapid glutamate release encodes an outcome-specific 

representation vital for reward-predictive cues to selectively invigorate reward-seeking 

actions. Scientific Reports. https://doi.org/10.1038/srep12511 

Malvaez, M., Shieh, C., Murphy, M. D., Greenfield, V. Y., & Wassum, K. M. (2019). Distinct 

cortical–amygdala projections drive reward value encoding and retrieval. Nature 

Neuroscience. https://doi.org/10.1038/s41593-019-0374-7 

Mantsch, J. R., Yuferov, V., Mathieu-Kia, A. M., Ho, A., & Kreek, M. J. (2004). Effects of 

extended access to high versus low cocaine doses on self-administration, cocaine-induced 

reinstatement and brain mRNA levels in rats. Psychopharmacology. 

https://doi.org/10.1007/s00213-004-1778-x 

Maren, S. (2000). Auditory fear conditioning increases CS-elicited spike firing in lateral amygdala 

neurons even after extensive overtraining. European Journal of Neuroscience. 

https://doi.org/10.1046/j.1460-9568.2000.00281.x 

Maren, S., Aharonov, G., & Fanselow, M. S. (1996). Retrograde abolition of conditional fear after 

excitotoxic lesions in the basolateral amygdala of rats: Absence of a temporal gradient. 

Behavioral Neuroscience. https://doi.org/10.1037/0735-7044.110.4.718 

Mashhoon, Y., Tsikitas, L. A., & Kantak, K. M. (2009). Dissociable effects of cocaine-seeking 

behavior following D1receptor activation and blockade within the caudal and rostral 

basolateral amygdala in rats. European Journal of Neuroscience, 29(8), 1641–1653. 

https://doi.org/10.1111/j.1460-9568.2009.06705.x 

Matsumoto, K., Suzuki, W., & Tanaka, K. (2003). Neuronal correlates of goal-based motor 

selection in the prefrontal cortex. Science. https://doi.org/10.1126/science.1084204 



 163 

Mcdonald, R. J., & White, N. M. (2013). A triple dissociation of memory systems: Hippocampus, 

amygdala, and dorsal striatum. Behavioral Neuroscience. 

https://doi.org/10.1037/a0034883 

McFarland, K., & Kalivas, P. W. (2001). The circuitry mediating cocaine-induced reinstatement 

of drug-seeking behavior. Journal of Neuroscience. https://doi.org/10.1523/jneurosci.21-

21-08655.2001 

McKernan, M. G., & Shinnick-Gallagher, P. (1997). Fear conditioning induces a lasting 

potentiation of synaptic currents in vitro. Nature. https://doi.org/10.1038/37605 

Medina, J. F., Repa, J. C., Mauk, M. D., & LeDoux, J. E. (2002). Parallels between cerebellum- 

and amygdala-dependent conditioning. Nature Reviews Neuroscience. 

https://doi.org/10.1038/nrn728 

Meil, W. M., & See, R. E. (1997). Lesions of the basolateral amygdala abolish the ability of drug 

associated cues to reinstate responding during withdrawal from self- administered cocaine. 

Behavioural Brain Research, 87(2), 139–148. https://doi.org/10.1016/S0166-

4328(96)02270-X 

Molinoff, P. B., & Axelrod, J. (1971). Biochemistry of catecholamines. Annual Review of 

Biochemistry. https://doi.org/10.1146/annurev.bi.40.070171.002341 

Monfils, M. H., Cowansage, K. K., Klann, E., & Ledoux, J. E. (2009). Extinction-Reconsolidation 

boundaries: Key to persistent attenuation of fear memories. Science. 

https://doi.org/10.1126/science.1167975 

Montague, P. R., Dayan, P., & Sejnowski, T. J. (1996). A framework for mesencephalic dopamine 

systems based on predictive Hebbian learning. Journal of Neuroscience. 

https://doi.org/10.1523/jneurosci.16-05-01936.1996 

Monti, P. M., Rohsenow, D. J., Rubonis, A. V., Niaura, R. S., Sirota, A. D., Colby, S. M., … 

Abrams, D. B. (1993). Cue Exposure With Coping Skills Treatment for Male Alcoholics: 

A Preliminary Investigation. Journal of Consulting and Clinical Psychology. 

https://doi.org/10.1037/0022-006X.61.6.1011 

Muller, J., Corodimas, K. P., Fridel, Z., & LeDoux, J. E. (1997). Functional inactivation of the 

lateral and basal nuclei of the amygdala by muscimol infusion prevents fear conditioning 

to an explicit conditioned stimulus and to contextual stimuli. Behavioral Neuroscience. 

https://doi.org/10.1037/0735-7044.111.4.683 

Muller, J. F., Mascagni, F., & McDonald, A. J. (2006). Pyramidal cells of the rat basolateral 

amygdala: Synaptology and innervation by parvalbumin-immunoreactive interneurons. 

Journal of Comparative Neurology. https://doi.org/10.1002/cne.20832 

Murray, E. A. (2007). The amygdala, reward and emotion. Trends in Cognitive Sciences, 11(11), 

489–497. https://doi.org/10.1016/j.tics.2007.08.013 



 164 

Nabavi, S., Fox, R., Proulx, C. D., Lin, J. Y., Tsien, R. Y., & Malinow, R. (2014). Engineering a 

memory with LTD and LTP. Nature. https://doi.org/10.1038/nature13294 

Nagai, Y., Kikuchi, E., Lerchner, W., Inoue, K. I., Ji, B., Eldridge, M. A. G., … Minamimoto, T. 

(2016). PET imaging-guided chemogenetic silencing reveals a critical role of primate 

rostromedial caudate in reward evaluation. Nature Communications. 

https://doi.org/10.1038/ncomms13605 

Namburi, P., Al-Hasani, R., Calhoon, G. G., Bruchas, M. R., & Tye, K. M. (2016). Architectural 

Representation of Valence in the Limbic System. Neuropsychopharmacology, 41(7), 

1697–1715. https://doi.org/10.1038/npp.2015.358 

Namburi, P., Beyeler, A., Yorozu, S., Calhoon, G. G., Halbert, S. A., Wichmann, R., … Tye, K. 

M. (2015). A circuit mechanism for differentiating positive and negative associations. 

Nature, 520(7549), 675–678. https://doi.org/10.1038/nature14366 

Nishijo, H., Ono, T., & Nishino, H. (1988). Topographic distribution of modality-specific 

amygdalar neurons in alert monkey. Journal of Neuroscience. 

https://doi.org/10.1523/jneurosci.08-10-03556.1988 

Olds, J., & Milner, P. (1954). POSITIVE REINFORCEMENT PRODUCED BY ELECTRICAL 

STIMULATION OF SEPTAL AREA AND OTHER REGIONS OF RAT BRAIN. Journal 

of Comparative and Physiological Psychology. https://doi.org/10.1037/h0058775 

Ono, T., Nishijo, H., & Uwano, T. (1995). Amygdala role in conditioned associative learning. 

Progress in Neurobiology. https://doi.org/10.1016/0301-0082(95)00008-J 

Pan, W. X., Schmidt, R., Wickens, J. R., & Hyland, B. I. (2005). Dopamine cells respond to 

predicted events during classical conditioning: Evidence for eligibility traces in the reward-

learning network. Journal of Neuroscience. https://doi.org/10.1523/JNEUROSCI.1478-

05.2005 

Parkes, S. L., & Balleine, B. W. (2013). Incentive memory: Evidence the basolateral amygdala 

encodes and the insular cortex retrieves outcome values to guide choice between goal-

directed actions. Journal of Neuroscience. https://doi.org/10.1523/JNEUROSCI.5071-

12.2013 

Paton, J. J., Belova, M. A., Morrison, S. E., & Salzman, C. D. (2006). The primate amygdala 

represents the positive and negative value of visual stimuli during learning. Nature. 

https://doi.org/10.1038/nature04490 

Patriarchi, T., Cho, J. R., Merten, K., Howe, M. W., Marley, A., Xiong, W. H., … Tian, L. (2018). 

Ultrafast neuronal imaging of dopamine dynamics with designed genetically encoded 

sensors. Science. https://doi.org/10.1126/science.aat4422 

Pavlov, I. P. (1927). Conditioned Reflexes. An Investigation of the Physiological Activity of the 

Cerebral Cortex. Journal of the American Institute of Criminal Law and Criminology. 

https://doi.org/10.2307/1134737 



 165 

Pearce, J. M., & Bouton, M. E. (2001). Theories of associative learning in animals. Annual Review 

of Psychology. https://doi.org/10.1146/annurev.psych.52.1.111 

Peter, M., Scheuch, H., Burkard, T. R., Tinter, J., Wernle, T., & Rumpel, S. (2012). Induction of 

immediate early genes in the mouse auditory cortex after auditory cued fear conditioning 

to complex sounds. Genes, Brain and Behavior. https://doi.org/10.1111/j.1601-

183X.2011.00761.x 

Phillips, G. D., Setzu, E., Vugler, A., & Hitchcott, P. K. (2003). Immunohistochemical assessment 

of mesotelencephalic dopamine activity during the acquisition and expression of Pavlovian 

versus instrumental behaviours. Neuroscience. https://doi.org/10.1016/S0306-

4522(02)00799-6 

Pierce, R. C., & Kumaresan, V. (2006). The mesolimbic dopamine system: The final common 

pathway for the reinforcing effect of drugs of abuse? Neuroscience and Biobehavioral 

Reviews. https://doi.org/10.1016/j.neubiorev.2005.04.016 

Poulin, J. F., Caronia, G., Hofer, C., Cui, Q., Helm, B., Ramakrishnan, C., … Awatramani, R. 

(2018). Mapping projections of molecularly defined dopamine neuron subtypes using 

intersectional genetic approaches. Nature Neuroscience. https://doi.org/10.1038/s41593-

018-0203-4 

Pupe, S., & Wallén-Mackenzie, Å. (2015). Cre-driven optogenetics in the heterogeneous genetic 

panorama of the VTA. Trends in Neurosciences. https://doi.org/10.1016/j.tins.2015.04.005 

Raper, J., & Galvan, A. (2022). Applications of chemogenetics in non-human primates. Current 

Opinion in Pharmacology. https://doi.org/10.1016/j.coph.2022.102204 

Raw, M., & Russell, M. A. H. (1980). Rapid smoking, cue exposure and support in the 

modification of smoking. Behaviour Research and Therapy. https://doi.org/10.1016/0005-

7967(80)90001-7 

Redondo, R. L., Kim, J., Arons, A. L., Ramirez, S., Liu, X., & Tonegawa, S. (2014). Bidirectional 

switch of the valence associated with a hippocampal contextual memory engram. Nature, 

513(7518), 426–430. https://doi.org/10.1038/nature13725 

Rescorla, A., & Solomon, R. (1978). Two-process learning theory: relationships between 

Pavlovian conditioning and instrumental training. Psychol. Rev. 

Reynolds, J. N. J., Hyland, B. I., & Wickens, J. R. (2001). A cellular mechanism of reward-related 

learning. Nature. https://doi.org/10.1038/35092560 

Rich, M. T., Huang, Y. H., & Torregrossa, M. M. (2019). Plasticity at Thalamo-amygdala 

Synapses Regulates Cocaine-Cue Memory Formation and Extinction. Cell Reports. 

https://doi.org/10.1016/j.celrep.2018.12.105 

Roberts, D. C. S., Koob, G. F., Klonoff, P., & Fibiger, H. C. (1980). Extinction and recovery of 

cocaine self-administration following 6-hydroxydopamine lesions of the nucleus accumbens. 



 166 

Pharmacology, Biochemistry and Behavior, 12(5), 781–787. https://doi.org/10.1016/0091-

3057(80)90166-5 

Roberts, A. (1996). Executive and cognitive functions of the prefrontal cortex. Philosophical 

Transactions of the Royal Society of London. Series B: Biological Sciences. 

Robertson, S. D., Plummer, N. W., & Jensen, P. (2016). Uncovering diversity in the development 

of central noradrenergic neurons and their efferents. Brain Research. 

https://doi.org/10.1016/j.brainres.2015.11.023 

Robinson, T. E., & Berridge, K. C. (1993). The neural basis of drug craving: An incentive-

sensitization theory of addiction. Brain Research Reviews. https://doi.org/10.1016/0165-

0173(93)90013-P 

Rogan, M. T., Staubli, U. V., & LeDoux, J. E. (1997). Fear conditioning induces associative long-

term potentiation in the amygdala. Nature. https://doi.org/10.1038/37601 

Rogan, M. T., & LeDoux, J. E. (1995). LTP is accompanied by commensurate enhancement of 

auditory-evoked responses in a fear conditioning circuit. Neuron. 

https://doi.org/10.1016/0896-6273(95)90070-5 

Rosenkranz, J. A., & Grace, A. A. (2002). Dopamine-mediated modulation of odour-evoked 

amygdala potentials during pavlovian conditioning. Nature. 

https://doi.org/10.1038/417282a 

Rosenkranz, J. A., & Grace, A. A. (2001). Dopamine Attenuates Prefrontal Cortical Suppression 

of Sensory Inputs to the Basolateral Amygdala of Rats, 21(11), 4090–4103. 

Roth, B. L. (2016). DREADDs for Neuroscientists. Neuron. 

https://doi.org/10.1016/j.neuron.2016.01.040 

Russo, S. J., Jenab, S., Fabian, S. J., Festa, E. D., Kemen, L. M., & Quinones-Jenab, V. (2003). 

Sex differences in the conditioned rewarding effects of cocaine. Brain Research. 

https://doi.org/10.1016/S0006-8993(03)02346-1 

Saddoris, M. P., Gallagher, M., & Schoenbaum, G. (2005). Rapid associative encoding in 

basolateral amygdala depends on connections with orbitofrontal cortex. Neuron. 

https://doi.org/10.1016/j.neuron.2005.02.018 

Saunders, B. T., Richard, J. M., Margolis, E. B., & Janak, P. H. (2018). Dopamine neurons create 

Pavlovian conditioned stimuli with circuit-defined motivational properties. Nature 

Neuroscience, 21(8), 1072–1083. https://doi.org/10.1038/s41593-018-0191-4 

Schafe, G E, & LeDoux, J. E. (2000). Memory consolidation of auditory pavlovian fear 

conditioning requires protein synthesis and protein kinase A in the amygdala. J Neurosci, 

20(18), RC96. https://doi.org/20004501 [pii] 



 167 

Schafe, Glenn E., Nader, K., Blair, H. T., & LeDoux, J. E. (2001). Memory consolidation of 

Pavlovian fear conditioning: A cellular and molecular perspective. Trends in 

Neurosciences. https://doi.org/10.1016/S0166-2236(00)01969-X 

Schenk, S., & Partridge, B. (2001). Influence of a conditioned light stimulus on cocaine self-

administration in rats. Psychopharmacology. https://doi.org/10.1007/s002130000608 

Schoenbaum, G., Chiba, A. A., & Gallagher, M. (1999). Neural encoding in orbitofrontal cortex 

and basolateral amygdala during olfactory discrimination learning. Journal of 

Neuroscience. https://doi.org/10.1523/jneurosci.19-05-01876.1999 

Schoenbaum, G., & Roesch, M. (2005). Orbitofrontal cortex, associative learning, and 

expectancies. Neuron. https://doi.org/10.1016/j.neuron.2005.07.018 

Schoenbaum, G., Setlow, B., Saddoris, M. P., & Gallagher, M. (2003). Encoding predicted 

outcome and acquired value in orbitofrontal cortex during cue sampling depends upon 

input from basolateral amygdala. Neuron, 39(5), 855–867. https://doi.org/10.1016/S0896-

6273(03)00474-4 

Schultz, W., Apicella, P., & Ljungberg, T. (1993). Responses of monkey dopamine neurons to 

reward and conditioned stimuli during successive steps of learning a delayed response task. 

Journal of Neuroscience. https://doi.org/10.1523/jneurosci.13-03-00900.1993 

Schultz, W., Dayan, P., & Montague, P. R. (1997). A neural substrate of prediction and reward. 

Science. https://doi.org/10.1126/science.275.5306.1593 

Schultz, W. (1998). Predictive reward signal of dopamine neurons. Journal of Neurophysiology. 

https://doi.org/10.1152/jn.1998.80.1.1 

Schultz, W. (2007). Multiple Dopamine Functions at Different Time Courses. Annual Review of 

Neuroscience, 30, 259–288. https://doi.org/10.1146/annurev.neuro.28.061604.135722 

See, R. E., Kruzich, P. J., & Grimm, J. W. (2001). Dopamine, but not glutamate, receptor blockade 

in the basolateral amygdala attenuates conditioned reward in a rat model of relapse to 

cocaine-seeking behavior. Psychopharmacology. https://doi.org/10.1007/s002130000636 

See, R. E. (2002). Neural substrates of conditioned-cued relapse to drug-seeking behavior. 

Pharmacology Biochemistry and Behavior, 71(3), 517–529. 

https://doi.org/10.1016/S0091-3057(01)00682-7 

See, R. E. (2005). Neural substrates of cocaine-cue associations that trigger relapse, 526, 140–146. 

https://doi.org/10.1016/j.ejphar.2005.09.034 

Senn, V., Wolff, S. B. E., Herry, C., Grenier, F., Ehrlich, I., Gründemann, J., … Lüthi, A. (2014). 

Long-range connectivity defines behavioral specificity of amygdala neurons. Neuron. 

https://doi.org/10.1016/j.neuron.2013.11.006 



 168 

Shaham, Y., Shalev, U., Lu, L., De Wit, H., & Stewart, J. (2003). The reinstatement model of drug 

relapse: History, methodology and major findings. Psychopharmacology. 

https://doi.org/10.1007/s00213-002-1224-x 

Sherathiya, V. N., Schaid, M. D., Seiler, J. L., Lopez, G. C., & Lerner, T. N. (2021). GuPPy, a 

Python toolbox for the analysis of fiber photometry data. Scientific Reports, 11(1), 1–9. 

https://doi.org/10.1038/s41598-021-03626-9 

Shi, C., & Davis, M. (1999). Pain pathways involved in fear conditioning measured with fear- 

potentiated startle: Lesion studies. Journal of Neuroscience. 

https://doi.org/10.1523/jneurosci.19-01-00420.1999 

Sias, A. C., Morse, A. K., Wang, S., Greenfield, V. Y., Goodpaster, C. M., Wrenn, T. M., … 

Wassum, K. M. (2021). A bidirectional corticoamygdala circuit for the encoding and 

retrieval of detailed reward memories. ELife. https://doi.org/10.7554/eLife.68617 

Stefanik, M. T., & Kalivas, P. W. (2013). Optogenetic dissection of basolateral amygdala 

projections during cue-induced reinstatement of cocaine seeking. Frontiers in Behavioral 

Neuroscience. https://doi.org/10.3389/fnbeh.2013.00213 

Steinberg, E. E., Keiflin, R., Boivin, J. R., Witten, I. B., Deisseroth, K., & Janak, P. H. (2013). A 

causal link between prediction errors, dopamine neurons and learning. Nature 

Neuroscience. https://doi.org/10.1038/nn.3413 

Stewart, J., de Wit, H., & Eikelboom, R. (1984). Role of unconditioned and conditioned drug 

effects in the self-administration of opiates and stimulants. Psychological Review. 

https://doi.org/10.1037/0033-295X.91.2.251 

Stuber, G. D., Sparta, D. R., Stamatakis, A. M., Van Leeuwen, W. A., Hardjoprajitno, J. E., Cho, 

S., … Bonci, A. (2011). Excitatory transmission from the amygdala to nucleus accumbens 

facilitates reward seeking. Nature. https://doi.org/10.1038/nature10194 

Substance Abuse and Mental Health Services Administration. (2021). Key substance use and 

mental health indicators ini the United States: Results from the 2020 National Survey on 

Drug Use and Health (HHS Publication No. PEP21-07-01-003, NSDUH Series H-56. 

Rockville, MD: Center for Behavioral Health Statistics and Quality, Substance Abuse 

Mental Health Services Adminstration. http://www.samhsa.gov/data/ 

Symes, B. A., & Nicki, R. M. (1997). A Preliminary Consideration of Cue-Exposure, Response-

Prevention Treatment for Pathological Gambling Behaviour: Two Case Studies. Journal of 

Gambling Studies. https://doi.org/10.1023/A:1024951301959 

Tang, W., Kochubey, O., Kintscher, M., & Schneggenburger, R. (2020). A VTA to basal amygdala 

dopamine projection contributes to signal salient somatosensory events during fear 

learning. Journal of Neuroscience. https://doi.org/10.1523/JNEUROSCI.1796-19.2020 



 169 

Thewissen, R., Snijders, S. J. B. D., Havermans, R. C., van den Hout, M., & Jansen, A. (2006). 

Renewal of cue-elicited urge to smoke: Implications for cue exposure treatment. Behaviour 

Research and Therapy, 44(10), 1441–1449. https://doi.org/10.1016/j.brat.2005.10.010 

Thorpe, S. J., Rolls, E. T., & Maddison, S. (1983). The orbitofrontal cortex: Neuronal activity in 

the behaving monkey. Experimental Brain Research. https://doi.org/10.1007/BF00235545 

Torregrossa, M. M., & Kalivas, P. W. (2008). Microdialysis and the Neurochemistry of Addiction. 

Pharmacology Biochemistry and Behavior, 90(2), 261–272. 

https://doi.org/10.1016/j.pbb.2007.09.001.Microdialysis 

Torregrossa, M. M., & Taylor, J. R. (2013). Learning to forget: Manipulating extinction and 

reconsolidation processes to treat addiction. Psychopharmacology, 226(4), 659–672. 

https://doi.org/10.1007/s00213-012-2750-9 

Trudeau, L. E., Hnasko, T. S., Wallén-Mackenzie, Å., Morales, M., Rayport, S., & Sulzer, D. 

(2014). The multilingual nature of dopamine neurons. In Progress in Brain Research. 

https://doi.org/10.1016/B978-0-444-63425-2.00006-4 

Tsai, H. C., Zhang, F., Adamantidis, A., Stuber, G. D., Bond, A., De Lecea, L., & Deisseroth, K. 

(2009). Phasic firing in dopaminergic neurons is sufficient for behavioral conditioning. 

Science. https://doi.org/10.1126/science.1168878 

Tye, K. M. (2018). Neural Circuit Motifs in Valence Processing. Neuron, 100(2), 436–452. 

https://doi.org/10.1016/j.neuron.2018.10.001 

Tye, K. M., & Janak, P. H. (2007). Amygdala neurons differentially encode motivation and 

reinforcement. Journal of Neuroscience. https://doi.org/10.1523/JNEUROSCI.5281-

06.2007 

Tye, K. M., Stuber, G. D., De Ridder, B., Bonci, A., & Janak, P. H. (200). Rapid strengthening of 

thalamo-amygdala synapses mediates cue-reward learning. Nature, 453(7199), 1253–

1257. https://doi.org/10.1038/nature06963 

Upright, N. A., Brookshire, S. W., Schnebelen, W., Damatac, C. G., Hof, P. R., Browning, P. G. 

F., … Baxter, M. G. (2018). Behavioral effect of chemogenetic inhibition is directly related 

to receptor transduction levels in Rhesus monkeys. Journal of Neuroscience. 

https://doi.org/10.1523/JNEUROSCI.1422-18.2018 

Van Bockstaele, E. J., Bajic, D., Proudfit, H., & Valentino, R. J. (2001). Topographic architecture 

of stress-related pathways targeting the noradrenergic locus coeruleus. Physiology and 

Behavior. https://doi.org/10.1016/S0031-9384(01)00448-6 

Vertes, R. P. (1991). A PHA‐L analysis of ascending projections of the dorsal raphe nucleus in the 

rat. Journal of Comparative Neurology. https://doi.org/10.1002/cne.903130409 

Waelti, P., Dickinson, A., & Schultz, W. (2001). Dopamine responses comply with basic 

assumptions of formal learning theory. Nature. https://doi.org/10.1038/35083500 



 170 

Wang, D. V., Viereckel, T., Zell, V., Konradsson-Geuken, Å., Broker, C. J., Talishinsky, A., … 

Ikemoto, S. (2017). Disrupting Glutamate Co-transmission Does Not Affect Acquisition 

of Conditioned Behavior Reinforced by Dopamine Neuron Activation. Cell Reports. 

https://doi.org/10.1016/j.celrep.2017.02.062 

Wassum, K. M., Cely, I. C., Maidment, N. T., & Balleine, B. W. (2009). Disruption of endogenous 

opioid activity during instrumental learning enhances habit acquisition. Neuroscience. 

https://doi.org/10.1016/j.neuroscience.2009.06.071 

Wassum, K. M. (2022). Amygdala-cortical collaboration in reward learning and decision making. 

ELife, 11, 1–29. https://doi.org/10.7554/eLife.80926 

Wassum, K. M., Ostlund, S. B., Balleine, B. W., & Maidment, N. T. (2011). Differential 

dependence of Pavlovian incentive motivation and instrumental incentive learning 

processes on dopamine signaling. Learning and Memory. 

https://doi.org/10.1101/lm.2229311 

Weiss, F., Maldonado-Vlaar, C. S., Parsons, L. H., Kerr, T. M., Smith, D. L., & Ben-Shahar, O. 

(2000). Control of cocaine-seeking behavior by drug-associated stimuli in rats: effects on 

recovery of extinguished operant-responding and extracellular dopamine levels in 

amygdala and nucleus accumbens. Proceedings of the National Academy of Sciences of 

the United States of America, 97(8), 4321–4326. 

Whitelaw, R. B., Markou, A., Robbins, T. W., & Everitt, B. J. (1996). Excitotoxic lesions of the 

basolateral amygdala impair the acquisition of cocaine-seeking behaviour under a second-

order schedule of reinforcememt. Psychopharmacology. 

https://doi.org/10.1007/BF02246129 

Wilensky, A. E., Schafe, G. E., & LeDoux, J. E. (1999). Functional inactivation of the amygdala 

before but not after auditory fear conditioning prevents memory formation. J Neurosci, 

19(24), RC48. https://doi.org/10.1021/jp103814s 

Wise, R. A. (2004). Dopamine, learning and motivation. Nature Reviews Neuroscience. 

https://doi.org/10.1038/nrn1406 

Wise, R. A. (2005). Forebrain substrates of reward and motivation. J Comp Neurol, 493(1), 115–

121. https://doi.org/10.1038/nature08365 

Xue, Y. X., Luo, Y. X., Wu, P., Shi, H. S., Xue, L. F., Chen, C., … Lu, L. (2012). A memory 

retrieval-extinction procedure to prevent drug craving and relapse. Science. 

https://doi.org/10.1126/science.1215070 


	Smith_Dissertation ETD_2023
	Title Page
	Committee Membership Page
	Abstract
	Table of Contents
	List of Figures
	List of Common Abbreviations
	1.0 INTRODUCTION
	1.1 VALENCE ENCODING
	1.2 ASSOCIATIVE LEARNING PROCESSES
	1.2.1 FEAR CONDITIONING
	1.2.2 APPETITIVE CONDITIONING
	1.2.3 CIRCUITS MEDIATING ASSOCIATIVE LEARNING

	1.3 ROLE OF VENTRAL TEGMENTAL AREA (VTA) IN REWARD LEARNING
	1.3.1 VTA DOPAMINE AND LEARNING
	1.3.2 VTA TO AMYGDALA CIRCUITRY

	1.4 DEVELOPMENT OF SUBSTANCE USE DISORDER
	1.4.1 ENVIRONMENTAL CUES AND DRUGS OF ABUSE
	1.4.2 ROLE OF THE AMYGDALA
	1.4.3 TREATMENT INTERVENTIONS

	1.5 PURPOSE OF STUDIES

	2.0 DOPAMINE ACTIVITY IN THE LATERAL AMYGDALA DRIVES CUE-REWARD LEARNING
	2.1 INTRODUCTION
	2.2 METHODS
	2.2.1 Animals
	2.2.2 Surgery
	2.2.2.1 Anesthesia
	2.2.2.2 Viral Constructs and delivery
	2.2.2.3 Intracranial fiber optic implantation

	2.2.3 Behavioral Procedures
	2.2.3.1 Behavioral Apparatus
	2.2.3.2 Habituation
	2.2.3.3 Pavlovian conditioning
	2.2.3.4 Instrumental training
	2.2.3.5 Pavlovian to Instrumental Transfer test
	2.2.3.6 Chemogenetic manipulation during behavior
	2.2.3.7 Behavior scoring

	2.2.4 Fiber photometry
	2.2.4.1 Recording procedure
	2.2.4.2 Data processing and analysis

	2.2.5 Histology
	2.2.6 Statistical Analysis

	2.3 RESULTS
	2.3.1 Pavlovian conditioning
	2.3.1.1 Rats spent more time near sipper during CS+ presentation.
	2.3.1.2 Dopamine and calcium activity reflect cue reward learning.




	Smith Dissertation Draft (final version)
	Smith_Dissertation ETD_2023
	2.0 DOPAMINE ACTIVITY IN THE LATERAL AMYGDALA DRIVES CUE-REWARD LEARNING
	2.3 RESULTS
	2.3.1 Pavlovian conditioning
	2.3.1.2 Dopamine and calcium activity reflect cue reward learning.
	Figure 1. Dopamine and calcium activity reflect cue learning during Pavlovian conditioning.
	Rats (n=13; recording: n= 9 [18 fibers]) underwent a Pavlovian conditioning task during which the time they spent near the sipper during both the CS+ and ITI was measured (C-D). During days 1, 4, 8 and 12 fiber photometry recordings measuring fluoresc...

	2.3.1.3 Animals that learn the cue-reward association show dopamine and calcium activity increases to the cue presentation.
	Figure 2. Acquisition of the cue-reward association is reflected in dopamine and calcium activity in response to CS+ presentation.
	Rats (n=13; recording: n=9 [18 fibers]) that underwent Pavlovian conditioning were split into non-learners and learners based on performance criteria for each training day (day 4:  2 learners, 11 non-learners; day 8: 5 learners, 8 non-learners; day 12...

	2.3.1.4 Dopamine responses to the CS+ develop on the day animals learn the cue-reward association.
	Figure 3. Increased dopamine activity to the CS+ emerged on the day rats learned the Pavlovian task.
	Rats (n=13; recording: n= 9 [18 fibers]) were trained on a Pavlovian conditioning task and both behavioral and photometry data were split into the first day of training, the day learned, and the final day of training in the case where rats never learn...

	2.3.1.5 Activity changes in response to CS+ onset and not CS+ offset.
	Figure 4. Dopamine and calcium activity changes in response to CS+ onset but not offset.
	During Pavlovian conditioning, rats (n=13; recording: n= 9 [18 fibers]) experienced a 2-minute CS+ presentation paired with sipper delivery. Dopamine activity was greater in response to CS+ onset than to CS+ offset (A). Calcium activity during CS+ ons...

	2.3.1.6 Sipper use increases across training.
	2.3.1.7 Dopamine and calcium activity do not change in response to sipper use during Pavlovian training.
	Figure 5. Dopamine and calcium activity do not change in response to sipper use during Pavlovian conditioning.
	Rats (n=13; recording: n= 9 [18 fibers]) underwent 12 sessions of Pavlovian conditioning during which CS+ presentation was paired with sipper delivery that allowed them to drink a 10% sucrose solution (A). Rats increased their sipper use across traini...

	2.3.1.8 Dopamine and calcium activity do not change in response to sipper use even as the Pavlovian task is learned.
	Figure 6. Dopamine and calcium activity do not change in response to sipper use even as performance improves.
	Rats (n=13; recording: n= 9 [18 fibers]) that underwent Pavlovian conditioning were split into non-learners and learners based on performance criteria (A-B). Both non-learners and learners show no change in dopamine activity from the pre-sip baseline ...

	2.3.1.9 Calcium and dopamine responses to the sucrose sip on the day animals acquire task performance do not differ from responses at other timepoints in Pavlovian conditioning.
	Figure 7. Dopamine and calcium responses to the sip on the day animals learned the Pavlovian task did not differ from responses on day 1 or responses for animals that never learned.
	Rats (n=13; recording: n= 9 [18 fibers]) were trained on a Pavlovian conditioning task and both behavioral and photometry data were split into the first day of training, the day learned, and the final day of training for rats never learned the task (A...


	2.3.2 Instrumental Training
	2.3.2.1 During instrumental training, rats discriminate between active and inactive levers.
	2.3.2.2 Dopamine and calcium activity show no change in response to active presses made during instrumental training.
	Figure 8. Rats learned to discriminate between levers, but show no change in activity in response to an active press.
	Rats underwent instrumental training on FR1 (n=11), RR5 (n=7; recording n=4 [8 fibers]), and RR10 (n=6; recording n=4 [8 fibers]) schedules (A-C). Dopamine and calcium activity in the LA were measured during RR5 and RR10 sessions (D-G). Rats made sign...

	2.3.2.3 Dopamine and calcium activity show no change in response to the first press or the last press in a series of presses
	Figure 9. Dopamine and calcium activity show no change in response to the first active press or the last active press in a series of presses during instrumental training.
	Rats underwent instrumental training on both RR5 (n=7; recording: n=4 [8 fibers]) and RR10 schedules (n=6; recording: n=4 [8 fibers]). The first press in a series of presses is the initiation of seeking behavior and thus may be salient, so LA dopamine...

	2.3.2.4 Dopamine and calcium activity are similar during both rewarded and unrewarded presses.
	Figure 10. Dopamine and calcium activity is similar for both rewarded and unrewarded presses.
	Rats underwent instrumental training under both RR5 (n=7; recording: n=4 [8 fibers]) and RR10 (n=6; recording: n=4 [8 fibers]) schedules (A-B). Their press behavior was split into active presses followed by no sip (unrewarded) and those followed by a ...

	2.3.2.5 Activity did not change in response to making inactive lever presses.
	Figure 11. Activity did not change in response to inactive presses made during either schedule.
	Rats underwent instrumental training on an RR5 (n=7; recording: n=4 [8 fibers]) and an RR10 instrumental schedule (n=6; recording: n=4 [8 fibers]). Rats made few inactive lever presses during training (A-B). There was no significant change in dopamine...

	2.3.2.6 Dopamine and calcium activity show no response to sipper use during instrumental training.
	Figure 12. Dopamine and calcium activity show no response to sipper use during instrumental training.
	Rats underwent RR5 (n=7; recording: n=4 [8 fibers]) and RR10 (n=6; recording: n=4 [8 fibers]) instrumental training during which they could sip a 10% sucrose solution from a sipper that enter the chamber following a random number of active presses (1-...


	2.3.3 Pavlovian to Instrumental transfer
	2.3.3.1 Instrumental behavior did not show robust invigoration by auditory stimulus presentation.
	2.3.3.2 Dopamine activity in the LA shows a greater response to CS+ presentation than CS- presentation.
	Figure 13. Dopamine activity reflects salience of Pavlovian conditioned cues.
	Rats (n=4; recording: n=4 [8 fibers]) underwent a test of Pavlovian to Instrumental transfer to examine if a conditioned stimulus from Pavlovian training modulated instrumental responding (B). Dopamine and calcium activity in response to each auditory...

	2.3.3.3 Dopamine and calcium activity did not change in response to presses made during the CS+, CS-, or ITI.
	Figure 14. Dopamine and calcium activity does not change in responses to presses made during CS+, CS- or ITI.
	The number of active and inactive presses made by rats (n=4; recording: n=4 [8 fibers]) during PIT  were reorded (A,D). The dopamine and calcium activity 1-second before the press and during the first second of the press were measured. There was no ch...


	2.3.4 Assessing norepinephrine contribution to dLight signal
	2.3.4.1 Rats spend more time near the sipper, even when noradrenergic input to the LA is inhibited.
	2.3.4.2 Dopamine activity in the LA did not change in response to the CS+, but signal was unaffected by silencing of norepinephrine input.
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	Rats (n=4; recording RR5: n=4 [8 fibers]; recording RR10: n=2 [4 fibers]) used the sipper following active presses made during instrumental training. Sipper use was low and steady across both training schedules (A). Rats made a similar number of sips ...

	2.3.4.9 Inhibiting norepinephrine input to the LA may impair performance during the Pavlovian to Instrumental transfer test.
	Figure 19. Inhibition of norepinephrine input to LA may weaken PIT.
	Rats (n=4) underwent a Pavlovian to Instrumental Transfer test where they received CS+ and CS- presentations separated by an intertrial interval (ITI) to determine if the conditioned stimuli from Pavlovian training affected instrumental behavior. All...
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	3.3.5 Administration of systemic CNO in Gi-DREADD expressing TH-Cre rats impacts c-Fos immunoreactivity following a cocaine prime.
	Figure 23. CNO administration in Gi-DREADD rats impacts c-Fos immunoreactivity.
	Rats (n=8, Control + CNO=4, Gi + CNO=4) expressing the control virus and rats expressing the Gi-DREADD virus were given i.p. injections of 1 mg/kg CNO before a 10 mg/kg cocaine prime injection. c-Fos immunoreactivity in the LA was examined and the num...

	3.3.6 Cocaine self-administration and cue-induced reinstatement are not affected by inhibition of noradrenergic input to the LA.


	Figure 21. Chemogenetic inhibition alters reinstatement of cocaine-seeking.
	Rats (n=18, Control=4, Gi + veh=9, Gi + CNO=5) underwent instrumental extinction followed by 3 cue-induced reinstatement sessions in which they were administered injections of vehicle, 1 mg/kg CNO, or 3 mg/kg CNO (order counterbalanced). Cue-induced r...
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	Figure 25. Inhibition of VTA to LA projection slows acquisition of cocaine self-administration.
	Rats (n=72, Control=19, DREADD=27, Gi + CNO = 15, Gq + CNO = 11) were trained to self-administer cocaine on FR1 schedule of reinforcement and received LA microinfusions of either CNO or ACSF vehicle 5 min prior to each session (E-G). Schematic of vira...

	3.3.8 Prior chemogenetic inhibition does not affect instrumental extinction.
	Figure 26. Prior inhibition of VTA to LA projection does not affect instrumental extinction.
	Rats (n=72, Control=19, DREADD=27, Gi + CNO = 15, Gq + CNO = 11) underwent instrumental extinction following cocaine self-administration. Treatment during cocaine self-administration did not affect pressing behavior during extinction. There was a main...

	3.3.9 Prior chemogenetic excitation of the VTA to LA pathway strengthens cue-induced reinstatement, but chemogenetic manipulation does not affect cocaine primed reinstatement.
	Figure 27. Prior excitation of VTA to LA pathway strengthens cue-induced reinstatement, but manipulation does not affect cocaine-primed reinstatement.
	Rats (n=72, Control=19, DREADD=27, Gi + CNO = 15, Gq + CNO = 11) underwent cue-induced and cocaine primed reinstatement (B-C). Experimental timeline (A). Gq-DREADD rats that received CNO during self-administration made more active presses than DREADD ...
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	Rats (n=24, DREADD=11, Gi + CNO= 4, Gq + CNO=6) underwent Conditioned Place Preference (CPP) during which they received LA microinfusions of CNO or ACSF vehicle (A-C). Experimental timeline (A). After conditioning, DREADD rats, Gi + CNO rats, and Gq +...
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	Figure 29. Administration of CNO in LA of Gi-DREADD rats diminishes c-Fos immunoreactivity after cue-induced reinstatement.
	Rats (n=16, Control=7, Gi + CNO=5, Gq + CNO=4) underwent a cue-induced reinstatement session after LA microinfusion of CNO or ACSF. c-Fos immunoreactivity was then examined as an indicator of cell activity during the session (A-B). Gi-DREADD rats that...

	3.3.12 RNA expression patterns in the VTA differ following cocaine versus saline self-administration.
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