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Abstract 

Particle-Based Porous Material Development for Capillary Condensation Applications 

 

Shichao Jiao, PhD 

 

University of Pittsburgh, 2023 

 

 

 

 

The 21st-century challenge of securing an abundant fresh water supply has led to a growing 

trend of harnessing atmospheric water1. Water scavenging approaches have primarily leveraged 

daily heating/cooling cycles2–4, using techniques such as mimicking desert beetles5 to capture 

early-morning fog using synthetic netting6 or biomimetic materials7, and exploiting solar energy 

more8 to enhance water release from metal-organic framework (MOF) based sorbent materials8,9. 

We describe a facile way to control capillary condensation via confined geometric structures, using 

this behavior to create novel composite materials for water scavenging. By employing a particle 

self-assembly technique, we fabricate porous materials with well-defined, controllable pore sizes. 

Controlling the scale and number of confined spaces allows direct control of capillary 

condensation behavior. We predict capillary condensation induced by exposing these materials to 

a humid environment, with water uptake isotherms qualitatively agreeing with predictions across 

all samples.  

Our novel water scavenging composite is created by forming a hierarchically ordered 

porous material from a suitable hydrogel and embedding closely packed particles within its 

surfaces. This configuration amplifies native material performance and realizes synergy between 

the capture and storage of scavenged water. The composite can capture moisture at a significantly 

lower relative humidity than native materials alone. Although challenges like insufficient 

mechanical strength and the need for scalable methods remain, compared to MOFs, which 
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represent the current state of the art, our material outperforms them by a factor of 1.25~2.5 in terms 

of water harvesting capability. This approach has potential for a cheap, low-energy clean water 

source and could be adapted for various condensible vapor reclamation applications. 

Finally, we computationally examine the phenomenon of "lubrication collapse" that 

underpins the particle self-assembly approach. By studying a range of forcing patterns and 

strengths for confined particle-laden flows, we identify cases where the one-particle Stokes 

number allows particles to cross fluid streamlines and collide, while the two-particle Stokes 

number ensures viscous interactions significantly reduce relative particle velocities. Manipulating 

flow parameters in this manner helps devise criteria for generating flows that lead to local 

enrichment or complete dispersion of included particles.  
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1.0 Introduction 

As the size of the system decreases to the nanoscale, the surface effect becomes very 

important. It is well known that a confined fluid's phase behavior differs from that in bulk10,11. In 

nanoscale confinement, phase behavior is influenced by liquid-wall/pore interactions. Capillary 

condensation is the process of multilayer adsorption of the vapor molecules into liquid phase on 

the surfaces of confined structures, which has been realized for decades12. The importance of 

capillary condensation is getting increasing attention with the non-negligible physical effect such 

as hysteresis13, capillary adhesion14, lubrication, and friction15–17.  

The capillary condensation of water, among all different liquids, attracts the most attention. 

Even though the capillary condensation of water is commonly seen in nature and has a significant 

impact on our daily lives, many unknowns are still yet to be investigated. The trapping of 

molecules in confinement and the formation and growth of primary water clusters in the 

nanostructure has not been fully understood under different environments. The key to 

understanding capillary condensation and employing the knowledge in a wide range of 

applications needs both theoretical and experimental studies. One of the emerging applications 

utilizing capillary condensation of water is atmospheric water capture. Ensuring a sufficient supply 

of fresh water is one of the most significant challenges of the 21st century18. For decades 

researchers from across the globe have examined a variety of techniques for generating clean 

water19 from desalination20 to disinfection/ decontamination21,22. More recently, a growing trend 

aims to harness the abundant supply of freshwater that is available within the atmosphere1. While 

a variety of different materials have been developed for atmospheric water capture, the core idea 
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behind this is the same: a confined space needs to be created to allow capillary condensation. 

Despite the great efforts in developing those different materials, which showed great promise and 

good performance of water retention, the applications of those materials are greatly limited by the 

difficulty of recovery of the water due to high energy consumption and the low adaptability of the 

materials in a harsh environment and poor stabilities23.  

The main object of the presented work is to explore a novel idea of creating a composite 

material in a simple but effective way of realizing the scavenging of water from the atmosphere. 

Here, we use self-organization of closely-packed particle crystalline structure to create controllable 

proximities between particles for the capillary condensation to occur. Furthermore, hydrophilic 

hydrogel is used as a reservoir for the captured water, allowing an easy release of water. The 

principle of capillary condensation is validated via water uptake isotherms among different particle 

sizes. Moreover, a thermodynamic analysis is performed to describe the observed results from the 

composite. Furthermore, an exploration of a better way of realization of particle self-assembly in 

suspension is conducted using a computational method.  

The dissertation is organized as follows. Chapter 2.0 reviews the relevant background 

materials, including the basic information about porous materials, capillary condensation, and 

different self-assembly techniques, as well as a discussion of the simulation methodology. Chapter 

3.0 validates the nature of capillary condensation by creating various porous materials using the 

particle self-assembly technique. Chapter 4.0 presents the preparation of the novel composite for 

atmospheric water scavenging. The experimental results and the characterizations of the composite 

are presented. The theoretical prediction is developed based on the Flory-Huggins absorption 

theory and kelvin equation that ties the absorption to the capillary condensation in confinement. 
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Chapter 5.0 explores the experimental conditions for the scaled-up particle self-assembly via the 

simulation method. Finally, Chapter 6.0 discusses our conclusions and the outlook of this work.  
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2.0 Background 

The study of porous materials, especially the adsorption in porous materials, has been going 

on for a century24. Nevertheless, many problems remain unsolved, and new problems arise as new 

materials are developed, and environmental conditions change. Water shortage25 has become a 

constant issue humans have been facing for decades. There has been a significant amount of work 

done for clean water generation19,26,27. Meanwhile, a significant amount of fresh water, over three 

quadrillion gallons, is stored in the atmosphere28. Thus, there has been an increasing effort on one's 

ability to capture (or scavenge) water directly from the atmosphere5,6,8,9,29–34. This chapter will 

cover the basics of atmospheric molecule adsorption – capillary condensation, common porous 

materials, and the simulation method we used in the thesis. 

2.1 Capillary Condensation 

In nanoporous media with pore diameters less than 100 nm, the molecular size and the 

mean free path cannot be ignored10,35,36. Due to the confinement, intermolecular forces are more 

significant, and phase behavior is no longer just a function of fluid-fluid interactions but also a 

fluid-wall interaction37. 

Capillary condensation, which is the process of multilayer adsorption of the vapor 

molecules into liquid phase on the surfaces of the confined structures, has been realized for 

decades12. It routinely occurs in granular and porous materials, can strongly alter properties such 
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as hysteresis13, capillary adhesion14, lubrication, friction, and corrosion17,38–40, and is essential in 

many industrial processes with granular or porous media like pharmaceuticals and 

semiconductors41.  

Capillary condensation of water, among all different liquids, attracts the most attention 

since water adsorption is essential for many applications requiring capture and, sometimes, the 

release of water29. For example, microporous oxides such as zeolites are commonly used as electric 

dehumidifiers42, atmospheric water capture devices have been developed by different groups 

hoping to provide extra fresh water in certain areas43, and water capture and release devices were 

investigated in the design of adsorption-driven heat exchangers44–48. 

Even though the capillary condensation of water is commonly seen in nature and has a 

significant impact on our daily lives, many unknowns are still yet to be investigated. The trapping 

of molecules in confinement and the formation and growth of primary water clusters in the 

nanostructure has not been fully understood. Here we will first introduce the basic Kelvin equation 

and advanced models derived from the Kelvin equation. Then we will discuss the current studies 

focused on the sub-10-nm scale. And last, we will discuss the current effort on atmospheric water 

capture. 

2.1.1 The Kelvin Equation 

Before the capillary condensation occurs, the capillary pressure is the only form of 

interfacial pressure and exists as the pressure difference between the adsorbed layers and the vapor 

phase38,49,50, which is defined by the Young-Laplace equation, 
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𝑃𝑐𝑎𝑝 =

2𝛾

𝑟𝑃
𝑐𝑜𝑠𝜃 Eq(2.1) 

Where 𝛾 is the surface tension, 𝑟𝑃 is the radius of the pore, and 𝜃 is the contact angle of the 

meniscus with the pore wall. When the equilibrium shifts, adsorbed films converge upon each 

other, and the center of the pore will be filled with the liquid phase, which is separated from the 

vapor phase by a meniscus50. And new equilibrium has been reached between the bulk vapor and 

the liquid phase in the pore. This phenomenon, capillary condensation, was quantitatively 

described by Bocquet et al. using the Kelvin equation13, 

 

𝛾𝑙𝑣
𝑟
= 𝜌𝑙𝑘𝐵𝑇ln (

𝑃𝑣

𝑃𝑆𝑎𝑡
) Eq(2.2) 

Where 𝑃𝑣 is the vapor pressure, 𝑃𝑆𝑎𝑡 is the saturated vapor pressure when the surface is 

flat, 𝛾𝑙𝑣 is the liquid/vapor surface tension, 𝑘𝐵 is the Boltzmann constant, T is the temperature, 𝜌𝑙 

is the density of the liquid phase, and r is the radius of the meniscus. 

The Kelvin equation has been used extensively in the past few decades for both 

experiments and simulations to describe capillary condensation51,52. It is often used to predict the 

occurrence of capillary condensation in different situations38,53,54. More recently, some groups 

have attempted to extend the Kelvin equation to describe extreme situations such as sub-10-nm 

pores more accurately. These efforts typically include the effect of the meniscus on the surface 

tension55 and adjustments of pore radius according to the shape or the thickness of the adsorbed 

phase56,57.  
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2.1.2 Advanced Models 

In order to account for all the assumptions the Kelvin equation made, various versions of 

advanced models were developed. In this section, we are going to introduce major advanced 

models briefly. 

2.1.2.1 Density Functional Theory 

Density functional theory (DFT) relies on minimizing the grand potential energy, which 

accounts for all the thermodynamic energies throughout the system, to achieve the most steady 

state, which can be used for the investigation of hysteresis10,41,50,58. DFT also accounts for pore 

geometries and fluid-pore interactions. Simulations using the DFT method have gained popularity 

for accurately estimating pore size distribution41,50. However, the DFT method has shown some 

inaccuracies attributed to the oversimplifications of the pore wall surface roughness and the 

improper treatments of pore-fluid potentials59.  

2.1.2.2 Molecular Simulation 

Similar to the DFT method, molecular simulation offers a microscopic evaluation of 

capillary condensation41. It was carried out primarily due to the lack of experimental data for 

adsorbents of different wettability and pore geometry. Grand canonical Monte Carlo simulation 

(GCMC) and Molecular Dynamic (MD) are the most commonly used molecular simulation 

methods60–64. Because molecular simulation accounts for interactions of every single molecule and 

atom, it can describe more complicated molecular structures and provide a more invasive 

investigation of the underlying mechanisms of capillary condensation. However, limited by 
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computational power, an extensive amount of simulation time is required to perform a realistic 

result. Otherwise, the oversimplifications of functions and algorithms will lead to inaccurate 

results62,65. 

2.1.3 Capillary Condensation in Sub-10-Nm Scale 

Even though the Kelvin equation is still the most commonly used model for simple 

estimations and numerical calculations50,66–78, there were some uncertainties in capillary 

condensation predictions in the sub-10-nm pores75–77. Nevertheless, with the advancement of both 

computational and experimental methods, more and more studies indicated the validity of the 

Kelvin equation in sub-10-nm pores69–72. For example, Zhong et al.71conducted experiments using 

a nanofluidic device confirming the validity of the Kelvin equation in 8-nm channels, Factorovich 

et al.79 studied the evaporation pressure of water droplets with a diameter of as small as 1.2 nm 

using GCMD method and claimed the accuracy of the prediction from the Kelvin equation, 

Seongsoo Kim80 using AFM method showed that Kelvin equation is valid down to approximately 

0.5 nm. 

2.1.4 Atmospheric Water Capture 

One of the significant applications of capillary condensation is atmospheric water capture. 

In the face of rapidly increasing consumption, accelerated environmental degradation, and more 

significant impacts from climate change, we need new ways to face the challenge of increasing 

demand for freshwater.18 While desalination has attracted much attention in recent decades, its 
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location-based limitations necessitate distribution infrastructure, which imposes a significant 

upfront capital cost27,81,82. Meanwhile, over three quadrillion gallons of fresh water are in the 

atmosphere28. There have been some methods in the literature for recovering water from the 

atmosphere, including atmospheric water generators and various absorbent materials such as 

hydrogels, oxides, zeolites, MOFs, and other materials6,8,9,29–33. To date, such water scavenging 

approaches have primarily leveraged daily heating/cooling cycles to overcome the energetic cost 

of condensation2–4. Some mimic the behavior of the desert beetle5 to capture early-morning fog 

using, for example, synthetic netting6 or other biomimetic materials7. These approaches capitalize 

on the temperature decrease at specific times of the day, which causes the relative humidity to rise 

to 100%. Consequently, water molecules in the air condense and are collected by the modified 

surfaces. However, these methods and materials necessitate saturated water vapor in the 

atmosphere, significantly constraining their practicality. In contrast, other researchers have 

focused on exploring water harvesting from unsaturated atmospheres8,9. For instance, another 

technique exploits solar energy more8 directly in order to enhance the release of water captured 

within a metal-organic framework (MOF) based sorbent material8,9. However, the advances in the 

applications of those devices are hindered by their high energy consumption for water recovery 

5,34. 
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2.2 Ordered Porous Material 

The study of capillary condensation advances with the development of knowledge and 

techniques of porous materials. The study of capillary condensation has changed dramatically with 

the discovery of highly ordered materials such as MCM-4183 and SBA-1584 in the 1990s. This 

section will introduce typical ordered porous materials such as zeolites, MOFs, and particle-based 

porous materials. 

2.2.1 Zeolites 

The traditional zeolites are microporous, crystalline aluminosilicate materials commonly 

used as adsorbents and catalysts85. The general formula of zeolites is. 

𝐴𝑥
𝑛(𝑆𝑖𝑂2)(𝐴𝑙𝑂2)𝑥 ∙ 𝑦𝐻2𝑂 

Where 𝐴𝑥
𝑛  is either a metal ion or H+. The basic units of zeolites are 𝐴𝑙𝑂4  and 𝑆𝑖𝑂4 

tetrahedra. And most of the zeolites are formed by linking the corner oxygen atoms of the unit 

tetrahedra. As of 2018, there are more than 200 different zeolites86. Nevertheless, despite many 

studies attempting to address this issue, their micropores impose limitations on mass transport87. 

In recent years, several highly ordered mesoporous materials, such as MCM-4183 and SBA-

1584 have been discovered. These materials sustain the characteristics of zeolites, such as acidity, 

crystallinity, porosity, and stability87 , and have a characteristic hexagonal arrangement of uniform 

mesopores, as shown in Figure 2.1. 
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Figure 2.1 Synthesis pathway of MCM-41 (after dissertation Markus Reichinger, Ruhr-Universität Bochum, 2007) 

 



 12 

 

 

 

2.2.2 MOFs 

Metal-organic framework (MOF) is a more recently discovered ordered porous material, 

crystalline material with metal ions or clusters and organic ligands containing potential voids88. It 

is constructed from inorganic clusters linked by organic molecules to form crystalline framework 

structures89. It has gained tremendous popularity due to its great tunability of chemical and 

structural properties90. The excellent porosity and stability exhibited by some of the MOFs make 

them great candidates for gas adsorption and storage91. Consequently, MOF is also one of the 

proposed materials as sorbents for atmospheric water capturing92. The metal ions of MOFs are 

connected to the organic structures, which have strong affinity for polar molecules such as water 

molecules. Water molecules are strongly attracted to the cavity inside the unit, which creates great 

difficulty for the desorption process.  

2.2.3 Particle Self-Assembly/Particle-Based Structures 

In 1959, Prof. Feynman proposed the idea of manipulating chemical structures one atom 

at a time93. While the manipulation at the atomic level is still in the early stage, the control of 

colloidal particles with a similar idea but a few orders of magnitude larger has become a very 

popular topic. Among all the techniques of forming ordered porous materials, colloidal crystal 

templating is one of the most promising techniques that are still under development94,95. Colloidal 

particles, typically monodispersed and spherical, are considered as building blocks to form, via 
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self-assembly, crystals96. These crystals are either directly used as porous materials by themselves, 

with additional treatment to overcome the brittleness of the close-packed lattice, or can be used as 

templates to form porous materials via their interstices97–99. In general, colloidal particles brought 

great interest in a variety of areas, including photonic/ plasmonic devices, nano-electronics, 

energy-storage, drug/gene delivery, hierarchically structured catalysts etc.100 

To serve the purpose of colloidal particle assembly, scientists have been studying the size, 

shape, surface properties, and interactions of different colloidal particles96,101,102. This bottom-up 

approach provides great convenience of creating nano to macro structures as well as brings some 

unique properties. However, the self-assembly of particles is not easy since, according to 

thermodynamics, our nature tends to be more disordered. For colloidal particles to self-assemble, 

they first need to be the right shape which is mostly spherical. Secondly, the proper force needs to 

be in place for self-assembly to happen. For nano, micro, meso, and macro particles, which are all 

widely dealt with in engineering applications, the driving forces of self-assembly vary with the 

radius of particles. For particles small enough, the driving force of self-assembly could be 

interactions between atoms and molecules, such as Van der Waals or electrostatic force. 

Particularly in fluid media, which is often the case, the Brownian motion of fluid molecules is 

often the driving force leading to self-assembly97,103. For larger particles such as meso and 

especially macro particles, some mechanical forces due to the contact between particles are also 

playing important roles, such as friction104. In this case, the natural thermal effects are no longer 

able to overcome the kinetic barriers, which produce the need for external agitation force to 

maintain the mobility and structural adjustability of the colloidal system in order to induce large 
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particle self-assembly, just like what Brownian motion does to the small colloidal particle 

system105,106 

2.2.4 Adsorptive Characterization 

The theory developed by Brunauer, Emmet, and Teller (BET)107 is the most commonly 

used adsorptive method to characterize the specific surface area of a material. It has been the 

primary tool to assess the surface properties of a porous material since its first publication. One 

has to note that despite the popularity of the BET method, it comes with some underlying 

assumptions108. Firstly, the material is assumed to have a homogeneous surface. Secondly, from 

the second layer and above, molecules can be adsorbed before the complete filling of the previous 

layers. Thirdly, there is no lateral interaction between the molecules in the same layer. And the 

BET formula can be described as, 

 

q =  𝑞𝑚

(

 
 𝐶 (

𝑝
𝑝0
)

(1 −
𝑝
𝑝0
+ 𝐶 (

𝑝
𝑝0
)) (1 −

𝑝
𝑝0
)
)

 
 

 Eq(2.3) 

Where q is the adsorbed amount, 𝑞𝑚 is the BET monolayer capacity, 𝑝0 is the saturated 

vapor pressure, 
𝑝

𝑝0
 is the relative pressure, and C is the dimensionless BET parameter, which is 

approximated by109: 

 
C ≈ exp (

𝐸1 − 𝐸2
𝑅𝑇

) Eq(2.4) 

Where 𝐸1and 𝐸2 is the molar adsorption energy for the first layer and second and above 

layers. 
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On the other hand, the pore size distribution is calculated using a method developed by 

Barrett, Joyner, and Halenda (BJH)56. The BJH method characterizes pore size distribution 

independent of the external area using the Kelvin model of pore filling. Thus, the BET and BJH 

methods are often coupled in porous material characterizations, where the BET method provides 

the surface area information, and the BJH method provides additional information on pore size, 

volume, and distribution. 

2.3 Simulation Method 

A theoretical approach can provide a straightforward solution to a simple case. However, 

a computational method provides a much more accurate and effective solution when it comes to 

complex cases. Computational fluid dynamics (CFD) is a set of numerical methods used to predict 

the motion of fluids. With the improvement of computing power and the development of the 

simulation method, CFD has become one of the primary methods for the simulation of complex 

fluid dynamics110. Lattice Boltzmann Method (LBM) is the CFD method used in this dissertation. 

Similarly, the Discrete Element Method (DEM) is a simulation technique that computes 

the mechanical interactions between a pair of particles111. In the last part of this work, we use LBM 

coupled with DEM as a computational approach to evaluate the particle-particle interactions in a 

fluidic environment. In this section, we introduce the basics of LBM and DEM. 
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2.3.1 Lattice Boltzmann Method 

The Lattice Boltzmann Method (LBM) was developed from the Lattice Gas Cell Automata 

models (LGCA)112, which uses a lattice in which every cell stores a Boolean particle or flag. Each 

lattice contains a direction vector 𝑒𝑖 indicating the moving direction. The LGCA method consists 

of two steps: streaming and collision. In the streaming step, each molecule is copied along the 

direction vector to the next lattice; the collision step happens when two molecules move into a 

single cell from the opposite direction, they collide and get redirected by a Boolean operation. 

LBM overcomes the disadvantages of the LGCA method, such as the large noise-signal ratio, by 

replacing the Boolean flag with the distribution function 𝑓𝑖 , which describes the proportion of 

material at that node with momentum in the direction i. The distribution function is the primary 

variable of the LBM, which is critical for determining the velocity and density of the fluid domain. 

The LBM equation is given by: 

 𝑓𝑖(𝒙 + 𝒄𝒊∆t, t + ∆t) − 𝑓𝑖(𝒙 + 𝑡) = Ω𝑖(𝑓(𝒙, 𝑡)) Eq(2.5) 

Where 𝑓𝑖 is the distribution function, ∆t is the explicit time step, and 𝒄𝒊 is the lattice speed. 

Ω𝑖 is the collision operator, which determines the rate of change of the distribution function after 

the collision step. 

2.3.2 Discrete Element Method 

The particle interactions are captured using the Discrete Element Method (DEM). This 

method integrates Newton's translational and rotational equations to determine the motion of the 
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particles. The particle forces can include frictional, gravitational, and adhesive forces, among 

others. 

 
𝑚𝑖

𝑑2

𝑑𝑡2
𝒓𝑖 = 𝒇𝑖𝑖 +𝑚𝑖𝒈 Eq(2.6) 

 

 
𝑰𝑖
𝑑

𝑑𝑡
𝒘𝑖 = 𝒕𝑖 Eq(2.7) 

 

Where 𝑚𝑖 is the mass of the particle, 𝒓𝑖 is the position, 𝒈 is the gravity vector, 𝑰𝑖 is the 

momen of inertia of the particle, 𝒘𝑖 is the angular velocity, and 𝒇𝑖𝑖 is the total forces including the 

normal and tangential forces between particles as well as the coupling forces for momentum 

transport between particles and the fluid. 

 In this work, DEM is used to capture the particle-particle interaction and is coupled to 

LBM in order to take into consideration the momentum transport between the fluid and particles. 
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3.0 A Facile Way of Controlling Capillary Condensation: Particle-Based Crystal 

To demonstrate a facile method to control capillary condensation via the design of confined 

geometric structures, we use a particle self-assembly technique to fabricate porous materials with 

well-defined pore sizes. Four groups of silica particles were synthesized using the modified Stober 

method, and these groups of particles were then arranged in closely-packed structures. Quantitative 

predictions of capillary condensation were made based on the Kelvin equation and an 

approximation of the geometric structures of our closely-packed samples. The water uptake 

isotherms qualitatively agree with predictions across all samples, despite the fact that the geometry 

of some of the confined spaces corresponds to distances smaller than 10 nm. This fabrication 

method shows great potential for the creation of devices that allow facile control of capillary 

condensation in relevant applications such as vapor capture and humidity control. 

3.1 Introduction 

It is well known that a confined fluid's phase behavior differs from that of the bulk10,41. In 

particular, under nanoscale confinement, the observed phase behavior is influenced by liquid-

wall/pore interactions. Capillary condensation is a resulting phenomenon that significantly impacts 

many fields relevant to water8,113, air114, and energy115–118. While a continuum-level understanding 

has been well-established, the initiation of nucleation and the propagation of capillary 

condensation in nanostructured materials is not fully understood. In recent years, both theoretical 
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and experimental studies have been aimed at establishing a better understanding of capillary 

condensation, especially down to the sub-10-nm scale17,80,90. 

The foundation of continuum-level theoretical studies of phase behavior under 

confinement is the century-old Kelvin equation50 derived from the Young-Laplace equation38. The 

Kelvin equation has been used extensively since its development to describe capillary 

condensation61,71,80,119–121, primarily at scales where the continuum approximation is well accepted. 

On the other hand, there has been some recent debate regarding the validity of the Kelvin equation 

down to the sub-10-nm level75–77. Thus, in the past two decades, researchers have examined 

alternative ways to describe this phenomenon, including the development of models that consider 

the thermodynamic energies throughout all phases using such techniques as density functional 

theory10,11,50,62, grand canonical Monte Carlo simulation63,64 , and Molecular Dynamics49,122.  

At the same time, experimental studies have aimed to validate these theories and models 

as well as to provide new insight into existing theories. Needless to say, directly investigating the 

nucleation site at the single molecular level is challenging. Thus, the majority of the prior 

experimental studies involve interpreting the absorptive data from standard porous media, 

including hydrophilic solids such as silica gels, zeolites, and some classes of metal-organic 

frameworks17,90. More recently, technological advances have enabled researchers to probe 

capillary condensation at the sub-10-nm level via a number of techniques. For example, 

measurement of a "critical" tip-surface distance can be made using atomic force microscopy 

(AFM) to identify when capillary condensation/nucleation occurs. In order to accomplish this 

measurement, the sharp AFM tip is slowly made to approach a surface. When a sudden drop of 

the tip’s amplitude is realized, it is inferred that the spontaneous formation of a water meniscus 

has occurred, and the "critical" distance is realized (and interpreted to represent the distance 
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necessary to induce nucleation at a particular relative humidity). By varying the relative humidity 

in the environment of this apparatus, one can obtain a series of experimental values of the critical 

distance corresponding to different relative humidities80. While this technique is quite powerful, it 

is difficult to experimentally maintain both ultra-low (i.e., 2%) and ultra-precise humidities for the 

time required to perform the AFM experiments. This may explain why, for very low humidities, 

the measured critical distance is found to be significantly different from the theoretical values that 

are predicted by the Kelvin equation. In contrast, several competing experimental efforts have 

appeared to support the validity of the Kelvin equation at the sub-10 nm scale69–72. For example, 

one group used a nanofluidic device71 to help understand capillary condensation at the nanoscale. 

They directly measured condensation initiation and dynamics within 8 nm deep silicon 

nanochannels. Their results suggest that the initiation of capillary condensation in the sub-10-nm 

scale agrees closely with the Kelvin equation. Similarly, a group recently studied condensation 

using atomic-scale capillaries created by two-dimensional crystals, forming capillary geometries 

as small as four angstroms. The observations in that work suggested that the Kelvin equation can 

quantitatively describe capillary condensation at scales even smaller than a nanometer121.  

As a complement to these detailed experimental studies, this paper demonstrates a facile 

method to manipulate capillary condensation over a range of humidities by placing particles onto 

surfaces in order to create confined geometric structures. Specifically, highly controllable and 

ordered porous structures are created using a simple particle self-assembling technique. Using 

these surfaces, we are able to demonstrate the ability to control the capillary condensation behavior 

by changing the size distribution of the particles that are deposited on the surfaces. Theoretical 

predictions based on the Kelvin equation show agreement with adsorption experiments that not 

only demonstrate that this methodology is effective at condensation control, but these results also 



 21 

 

lend support to the applicability of the Kelvin equation at scales below that of 10-nm. We believe 

that further exploration of this method could lead to exciting applications relevant to capillary 

condensation, such as vapor capture, humidity control, and more. 

3.2 Experimental Section 

In this section, we describe the materials and method to synthesize silica particles and the 

preparation of the multilayer structure. The characterization methods and equipment settings will 

also be introduced. 

3.2.1 Materials and Characterization. 

Tetraethyl orthosilicate (TEOS), ethanol (C2H5OH), and ammonium hydroxide solution 

(NH4OH) were obtained from Sigma-Aldrich. The silicon wafers used were obtained from 

University Wafer Inc.  

Where applicable, the particle size distribution was characterized by Zetasizer Nano S. This 

was accomplished as follows. The particle suspension was diluted prior to the measurement. 1 ml 

of the suspension solution was added to the disposable cuvette, which was then inserted into the 

instrument. At least three independent runs were taken for each sample, and the count rate and 

correlation factor were checked to ensure the quality of the measurements.  

The structure of the particle layers on the silicon wafer was characterized using the 

scanning electron microscope (SEM) Zeiss Sigma 500 VP Analytical FE-SEM. The operation 
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voltage varied from 1 kV to 10 kV depending on the particle size and the layer thickness. The 

morphological structure of the sample was also characterized by an atomic force microscope 

(AFM) using a Bruker Nano Multimode. 

3.2.2 Preparation of Silica Particles and the Multilayer Structure. 

Silica particles with different size distributions were synthesized using the modified Stober 

method under room temperature conditions123 The appropriate amount of ethanol, deionized water, 

and ammonia solution was mixed in a 20 ml transparent glass vial. Then a certain quantity of 

tetraethyl orthosilicate (TEOS) solution was added according to the desired ratio (appropriate to 

the target particle size) in the mixed solution. The vial was vigorously shaken for 30 seconds, and 

then the reaction was allowed to proceed at ambient temperature for 12 hours. The solution can be 

used as-is or diluted for further analysis and experiments. 

Particles of 4 different sizes are successfully synthesized using the modified Stober method 

(see Figure 3.1 for the relevant size distributions). All the particles prepared are stable, and the size 

distribution is narrow. Furthermore, the polydispersity is similar across all the experiments. 

Several factors contribute to polydispersity. Specifically, under certain conditions the initial 

generation of new primary particles exceeds the consumption of reagent used for the growth of 

existing particles. Also, the growth and aggregation of particles initiated at different stages can 

also lead to polydispersity124  
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Figure 3.1 Particle size distributions of synthesized particles obtained using the Zetasizer: (a)10 nm, (b) 19 

nm, (c) 82 nm and 86 nm, (d) 216 nm and 289 nm 
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After synthesis, the particle suspension was prepared for the evaporation self-assembly 

process by dilution with ethanol at a ratio of 1:4. The diluted suspension was then deposited onto 

the pre-cut clean silicon wafer surface. Depending on the experimental conditions, a heating plate 

or vacuum chamber may be used to speed up the evaporation process. 

In the results quoted here, the self-assembled particle bed is created through the 

evaporation of solvent (i.e., ethanol in this case) that results in capillary forces arising between 

particles as the shrinking liquid volume forms inter-particle liquid bridges125. Figure 3.2 shows an 

AFM image of 35 nm particles deposited on a silicon wafer as described. The image shows that 

the spherical particles are agglomerated together, forming a multilayer structure. Figure 3.3 shows 

an SEM image of the 200 nm particle sample’s deposition results. It can be seen that even for the 

largest particles used in our experiments, a closely-packed structure is achieved via the fast 

evaporation method. Moreover, Figure 3.3.b shows that the particles tend to aggregate with others 

of similar sizes and particles with smaller sizes tend to accumulate near the edge of the particle 

flocks. One can also notice defects in the multilayer structures due to the bubble formation inherent 

in the fast evaporation process. Since the defects are much larger in relative terms to the particles, 

the resulting pore spaces do not contribute significantly to the availability of condensation sites; 

thus, we note that the anticipated impact of these defects on the results quoted elsewhere in this 

paper is minimal. 
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Figure 3.2 The atomic force microscopy image of a closely-packed multilayer of 35 nm particles deposited on 

a glass slide 

Figure 3.3 The scanning electron microscopy images of the 200 nm particles at the center (left) and the edge 

(right) 
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3.2.3 Adsorption Experiment 

The multilayer particle beds are then tested under a series of different relative humidities 

(RH). Relative humidity control was realized by bubbling dry air through a temperature-controlled 

water bath which is held at varying temperatures to achieve different saturation humidities. After 

bubbling through the water bath, the humidified air is fed directly to a glove box. For the water-

uptake measurements, particle samples are first dried under a vacuum inside an opened airtight 

bag for 24 hours. During this time, the humidity chamber is also in operation to ensure that it 

reaches the desired relative humidity prior to testing. After this period, the (still opened) airtight 

bags containing particle samples are transferred into the RH-controlled chamber and allowed to 

accumulate condensate. After waiting a sufficient time for the sample weight to stabilize (typically 

an additional 24 hours), the bags are sealed, and measurements of mass gain are made using a 

Mettler Toledo MS105DU balance. 

3.3 Results and Discussion 

In an effort to characterize the pore spaces between self-assembled particle layers, we have 

evaluated three different close-packed structures: Body-centered cubic (BCC), face-centered cubic 

(FCC), and hexagonal close-packed (HCP). Based on the approximation that the particles have a 

narrow size distribution, we assume them to be monodispersed within each cubic unit. 

Additionally, we assume that each single cubic unit cell within these packed structures can be used 

to inform the local values of the pore size distribution, as shown in Figure 3.4.. Ultimately, these 
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assumptions allow us to calculate a representative inter-particle pore size distribution from the 

measured particle size distributions of the samples such that we may infer theoretical water uptake 

values. It is important to note that the pore size distributions do not have a sharp cut-off because 

we explicitly account for the polydispersity of each particle and utilize the aforementioned 

assumptions to translate this polydispersity into pore size variation across the whole sample. One 

can see that the pore size distribution shifts slightly with different packing structures, but that the 

particle size sets the order of magnitude of each slate of pore distributions. For simplicity of 

calculation, the critical pore sizes were estimated based on the maximum curvature radius between 

the adjoining particles in each unit-cell structure and approximating each inter-particle pore as a 

perfect sphere with the requisite radius of curvature of the pore (See the complete calculation of 

the maximum curvature in Appendix B). While one notes that, in reality, the edges of the pore 

contain very sharp geometries, (eventually leading to a contact point between particles), the 

approach taken here allow simply theoretical predictions that represent a reasonable (but 

systemically larger value for) the critical humidity for the onset of capillary condensation within 

the particle systems. Moreover, the magnitude of this system approximation error increases as the 

particle size (and concomitantly the pore size) increases. 
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Figure 3.4 The estimated pore size distribution for different particle sizes: (a) 10 nm, (b) 19 nm, (c) 82 nm, (d) 

289 nm. 
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As discussed in the previous chapter, the theoretical predictions of capillary condensation 

in our closely-packed structures are calculated based on the Kelvin equation (Eq(4.3)) and 

informed by measurements (and modeling) of the structure of our samples. The Kelvin equation 

is derived from the Laplace equation, which expresses the pressure difference across the curved 

surfaces of a liquid. According to the thermodynamic relations, the Kelvin equation leads to a 

relationship between the relative pressure (relative humidity in the water vapor case) and the 

principal radius of the curved surface. 

Based on the Kelvin equation, the saturation vapor pressure will be depressed in the vicinity 

of the concave surfaces. Thus, for these geometries the relative humidity required for water vapor 

to condense is lower than that observed near a flat surface. That is, there will be a critical relative 

humidity value – which is lower than the 100% – that corresponds directly to the radius of the 

pores, and when the relative humidity is equal to or greater than this critical value the pore be filled 

with condensed water. Since, in reality, the inter-particle pore is not spherical, but instead has tight 

spacing at the edges of the pores, the requisite relative humidity for condensation will be lower 

than predicted in these areas (and the process of filling will initiate in these areas of smallest 

curvature); however, given that the bulk of the pore volume can be well-characterized by our 

approximations, the relative humidity that is associated with each specific pore size is indicative 

of the point at which the bulk of the water uptake is observed. 

Using this approach, and based on the calculated pore size distribution of each sample 

(obtained from combining the unit cell analysis with the particle size distribution), we are able to 

predict the capillary condensation process from 0% relative humidity to 100% relative humidity 

for each of our experimental samples. The black and gray lines in Figure 3.5 show the theoretical 

water uptake predictions calculated based on the FCC, BCC packing, and HCP packing scenarios 
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(the solid line represents the FCC structure, the dashed line represents the BCC structure, and the 

dotted line represents the HCP structure). For comparison, the ability of the particle samples to 

induce capillary condensation is measured under different relative humidity using the previously-

described humidity-controlled glove box. For each sample, the measurements are taken under 

different relative humidities ranging from 15% to 95%. For each measurement, the sample is 

allowed to reach equilibrium over a one-day exposure. Furthermore, the samples are thoroughly 

dried under vacuum between steps to ensure no residue affects the results. The masses of all tested 

samples are measured pre- and post-exposure (with samples sealed in an airtight bag for transport 

between the humidity chamber and scale). The absorptive performance is quantified based on the 

mass of water absorbed relative to the mass of the silica particles on the wafer.  

We should note that a control wafer sample with no silica particles is also tested under both 

50% and 90% RH. This control experiment resulted in no measurable water uptake, thus we can 

interpret all water uptake observed in Figure 3.5 to be the result of capillary condensation 

specifically within the pore spaces that are created by the presence of the closely-packed silica 

particles. In Figure 3.5 the water uptake results for samples with different particle size distributions 

are shown as the green triangles in each separate plot. It can be seen that, despite the difference in 

sizes, almost all samples ultimately achieved the same level of water retention, around 40% ~ 50%, 

near 100% relative humidity (due to essentially the same void fraction being observed for each 

sample). Thus, when all the pores are filled, the total mass of the water relative to the mass of the 

particles is similar in each case. Due to the narrow size distribution, the water uptake values 

increase dramatically over a relatively short range of relative humidity, especially for the samples 

comprised of very small particles. Again, here we emphasize that in the ideal situation (i.e., with 

a matrix formed by monodisperse particles), the water absorption will be a step change. In Figure 
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3.5a, we show an example of an ideal sample with 10 nm monodisperse particles in both BCC 

(thick dashed line) and FCC (thick solid line) packing. With an increase in the mean diameter of 

particles, the onset of water uptake requires a higher relative humidity. Also, the water uptake 

increases more slowly for larger particles due to the broader particle size distributions (and the 

more considerable discrepancy between the sharp point contacts and the, as-defined, "critical" pore 

sizes). 

  



 32 

 

0 25 50 75 100
0

25

50

75

Relative humidity (%)

W
a
te

r 
u
p
ta

k
e
 (

w
t%

)

10_fcc

10_bcc

10 ± 3 nm

10_bcc_id

10_fcc_id

0 25 50 75 100
0

25

50

75

Relative humidity (%)

W
a
te

r 
u
p
ta

k
e
 (

w
t%

)

19 ±5 nm

19_bcc

19_fcc

0 25 50 75 100
0

25

50

75

Relative humidity (%)

W
a
te

r 
u
p
ta

k
e
 (

w
t%

)

82 ±22 nm

86 ±24 nm

82_bcc

82_fcc

86_bcc

86_fcc

0 25 50 75 100
0

25

50

75

Relative humidity (%)

W
a
te

r 
u
p
ta

k
e
 (

w
t%

)

216 ±63 nm

289 ±114 nm

216_bcc

216_fcc

289_bcc

289_fcc

a b

c d

 

Figure 3.5 The theoretical and experimental values of water uptake for samples with different-size particles. 

The black and gray lines show the theoretical water uptake predictions calculated based on the FCC, BCC 

packing, and HCP packing scenarios (the solid line represents the FCC structure, the dashed line represents 

the BCC structure, and the dotted line represents the HCP structure). Water uptake results for samples with 

different particle size distributions are shown as the green triangles. An example of an ideal sample with 10 

nm monodisperse particles in both BCC (thick dashed line) and FCC (thick solid line) packing is shown in 

(a). 
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In Figure 3.5, for samples with smaller particle sizes, the experimental observations 

coincide well with the theoretical predictions. Notice that for larger particles, noticeable 

differences are evident between the experimental water uptake curves relative to those based on 

the theoretical predictions. In order to rationalize this, we emphasize that the overall packing 

structure of our sample is not exactly represented by any of the three structures we used in the 

theory to predict water uptake. Also, despite our approximation, the pores created within these 

closely-packed structures are not spherical; instead, the pores can be tetrahedral, octahedral, or 

even more complicated, depending on the relative positioning of the adjoining particles. Thus, the 

more sharply-curved portions of the pores will start nucleating water below the theoretical 

"critical" relative humidity due to the existence of the more minor curvatures. In other words, as 

expected, we always overestimate the relative humidity at which the onset of capillary 

condensation occurs. Moreover, for samples that include bigger particles (100s of nm), the 

discrepancy between the sharp contact points between particles and the pore sizes estimated from 

the inter-particle distances can differ by up to an order of magnitude. As such, the water uptake 

before the critical relative humidity is considerably more apparent in these cases. Nevertheless, it 

is heartening that we predict, and observe, a plateauing of the water uptake at intermediate 

humidities for the samples containing small particles. However, we do not either predict or observe 

such a plateau for the larger-particle samples (other than the consistent evidence of a lower uptake 

value plateau that is observed near 50% relative humidity and which we attribute to condensation 

exclusively at particle contact spots). Finally, one can also notice that the ultimate water uptake 

near 100% relative humidity is always higher than the theoretical value. We anticipate that this is 

due to the filling of the aforementioned "large pore" defects created from our evaporative self-

assembly technique, which are ultimately filled at very high relative humidity and lead to more 
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water uptake near 100% relative humidity. This discrepancy is particularly evident for the 200 nm 

sample, as may be anticipated from the image included in Figure 3.3 (left). 

 

3.4 Conclusion 

In summary, a closely-packed particle matrix with controllable pore sizes is fabricated 

using a simple evaporative particle self-assembly method. This porous material with controllable 

sizes is tested for water uptake isotherms and compared against a simplified theoretical model. The 

experimental results show substantial agreement with our theoretical predictions of capillary 

condensation, particularly for systems comprised of very small particles. Given that our model is 

based solely on the Kelvin equation and the geometric characteristics of the structure, our work 

not only shows a facile way to control capillary condensation for future applications, but also lends 

further support to the applicability of the Kelvin equation for systems containing sub-10-nm 

geometries. 

By demonstrating a user-friendly way to control capillary condensation for a wide range 

of applications, our research provides new insights and possibilities in the field of porous materials. 

Furthermore, the successful application of the Kelvin equation to these advanced materials lends 

additional support to its relevance and adaptability in designing tailored porous structures. This 

pioneering work paves the way for the development of next-generation materials with enhanced 

properties, offering a solid foundation for future research and practical implementations in various 

industries.  
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4.0 A Synergistic Approach to Atmospheric Water Scavenging 

This chapter is adapted from: Jiao, S. and McCarthy, J.J., 2023. A Synergistic Approach to Atmospheric 

Water Scavenging. ACS Applied Materials & Interfaces, 15(5), pp.7353-7358. 
 

An abundant supply of fresh water is one of the leading challenges of the 21st century18. 

Here we describe a new approach to scavenging atmospheric water that employs a hierarchically 

ordered porous material with embedded particles126. This composite uses structure to amplify 

native material performance to realize synergy between the capture and storage and ultimately 

qualitatively change the adsorption behavior of the hydrogel (from unfavorable to favorable). In 

this way we can capture moisture at significantly lower relative humidities than would otherwise 

be feasible with the native materials. Not only does this approach pose the potential for a cheap 

and low-energy source of clean water, but it could also be modified for application across a variety 

of condensible vapor reclamation. 

4.1 Introduction 

For decades researchers from across the globe have examined a variety of techniques for 

generating clean water19 from desalination20 to disinfection/decontamination21,22. More recently, a 

growing trend aims at harnessing the abundant supply of fresh water that is available within the 

atmosphere1. To date, such water scavenging approaches have largely leveraged daily 

heating/cooling cycles to overcome the energetic cost of condensation3,4,127. Some mimic the 

behavior of the desert beetle5 to capture early-morning fog using, for example, synthetic netting6 



 36 

 

or other biomimetic materials128. Another technique exploits solar energy more directly in order 

to enhance the release of water captured within a metal-organic framework (MOF) based sorbent 

material8,9. The approach espoused here, inspired by granular flows14,129, employs a novel 

composite material capable of passive capture via a capillary condensation process with 

subsequent low-energy reclamation of the water through simple finger pressure. Despite the 

complex microstructure of the composite and nanometer-sized length-scales of the resultant 

contact spots121, a continuum-based thermodynamic analysis accurately describes the observed 

results. 

Even for particles that are hundreds of microns in diameter, surface asperities can cause 

aging of the material14 that results in an increase in the static angle of repose of a granular bed 

(Figure 4.1a,b). This phenomena was quantitatively described by Bocquet et al. using the Kelvin 

equation130 by attributing the angle increase to cohesion between the particles due to the capillary 

condensation of liquid bridges at the points of asperity contact. This tendency of particle 

imperfections to yield an order of magnitude decrease in the effective radius of curvature at contact 

spots is not only a boon to the longevity of sand castles131, but it also forms the basis of the 

“capture” portion of our synergistic water scavenging approach.  

  



 37 

 

 

Figure 4.1 (a) Sketch of the rotating drum showing the avalanche angle θ. (b) As moisture condenses at the 

contact spots between particles, the avalanche angle increases. The bullets show the increase of the avalanche 

slope with increasing of RH (adapted from Ref. (Bocquet1998)). (c) Schematic of the synthesis of the 

composite. Sonication is used to form an ordered array of larger particles. Slight heating fuses the contact 

spots between large particles (ensuring future continuous void space). Small, hydrophilic particles then fill 

the interstices between the large particles. A hydrogel infuses the remaining voidage. When the large particles 

are selectively removed, a hierarchically-ordered porous composite remains. (d) SEM picture of the binary 

hierarchically-ordered particle matrix (when no hydrogel is used). (e) SEM picture of hierarchically-ordered 

particle matrix with hydrogel backbone (i.e. the composite). 
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It has long been recognized that nanometer-scale channels/curvature can nucleate capillary 

condensation132,133 and it was recently shown that this phenomenon is quantitatively described by 

the Kelvin equation at scales even smaller than a nanometer121. Nevertheless, exploiting this 

relationship for water scavenging purposes is hampered by several factors, including the cost of 

nanoscale fabrication, the storage capacity of the nanostructured devices, and the ultimate recovery 

of liquid water that collects at the contact spots. In contrast, hydrogels have been recognized for 

decades as an outstanding storage medium for large quantities of (liquid) water134, allow water 

recovery from simple compression/squeezing135, and have even been shown to absorb a modest 

amount of moisture directly from vapor streams136. A thermodynamic view of the water uptake 

process is discussed in this chapter involving the water equilibrium between vapor phase and liquid 

phase of water in the system. Concurrently, similar efforts have been made by Liu et al.137where 

they discussed the equilibrium between a pure liquid solvent in a cavity and a gel, which is 

determined by the balance between capillarity and osmosis, known as the osmocapillary length. 

Their findings are in line with our analysis, and in this work, we further explore the equilibrium 

shift under the influence of external pressure. 

4.2 Material and Methods 

4.2.1 Preparation of the PHEMA Gel 

We have evaluated several concentrations of the HEMA monomer from 20% to 60% in 

order to identify the optimum formula for the PHEMA hydrogel synthesis. For most of the 
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displayed results, a concentration of 25 wt% was used. The poly(hydroxyethyl methacrylate) gel 

monomer solution was prepared by homogenously mixing 75 wt% Deionized Water, 25 wt% 2-

Hydroxyethyl methacrylate (99%; Sigma-Aldrich), 2.5 wt% ethylene glycol dimethacrylate (98%; 

Sigma-Aldrich) and 1 mg ammonium sulfate (99%; Sigma-Aldrich) and then the gel is prepared 

by heating the mixed monomer solution at 65 Celsius for 4 hours in a 2 ml glass vial. 

4.2.2 Preparation of the Low-Porosity Pure Porous Gel 

The 200 mg small PMMA particles (Cospheric; particles size ranges from 45-53 micron) 

and the 100 mg big PMMA particles (average particles size of 2 mm) were mixed in a 2 ml 

transparent glass vial, which was then heated at 210 Celsius for 30 minutes to fuse the mixed 

particle matrix. The 1 ml premixed monomer solution was injected into the matrix via syringe to 

decrease the infiltration time. The gelation was performed at 65 Celsius for 4 hours. Then the 

PMMA particles were dissolved in DCM (99.8%; Sigma-Aldrich) under stirring for 2 hours. Then 

the composite is freeze-dried under a high vacuum overnight. 

4.2.3 Preparation of the High-Porosity Pure Porous Gel 

The 200 mg small PMMA particles (Cospheric; particles size ranges from 45-53 micron) 

and the 100 mg big PMMA particles (average particles size of 2 mm) were mixed in a 2 ml 

transparent glass vial, which was then heated at 210 Celsius for 30 minutes to fuse the mixed 

particle matrix. The 200 mg silica particles (Sigma-Aldrich; average particle size of 3 micron) 

were then infiltrated into matrix via sonication. The 1 ml premixed monomer solution was injected 
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into the matrix via syringe to decrease the infiltration time. The gelation was performed at 65 

Celsius for 4 hours. Then the PMMA particles were dissolved in DCM (99.8%; Sigma-Aldrich) 

under stirring for 2 hours. Then, the silica particles were removed via hydrofluoric acid etching. 

Finally the composite is freeze-dried under a high vacuum overnight. 

4.2.4 Preparation of the Composite 

The 200 mg small PMMA particles (Cospheric; particles size ranges from 45-53 micron) 

and the 100 mg big PMMA particles (average particles size of 2 mm) were mixed in a 2 ml 

transparent glass vial, which was then heated at 210 Celsius for 30 minutes to fuse the mixed 

particle matrix. The 200 mg silica particles (Sigma-Aldrich; average particle size of 3 micron) 

were then infiltrated into matrix via sonication. The 1 ml premixed monomer solution was injected 

into the matrix via syringe to decrease the infiltration time. The gelation was performed at 65 

Celsius for 4 hours. Then the PMMA particles were dissolved in DCM (99.8%; Sigma-Aldrich) 

under stirring for 2 hours. Then the composite is freeze-dried under a high vacuum overnight. 

4.2.5 Water-Uptake Isothermal Measurements 

Relative humidity control was realized by putting dry air though a temperature-controlled 

water container. After bubbling through the water bath, the humidified air is fed directly to a glove 

box. For the water-uptake measurements, samples were dried under vacuum inside an opened 

airtight bag for 2 hours, while the humidity chamber reached desired relative humidity. Then the 
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airtight bags containing samples were transferred into the RH-controlled chamber. After desired 

time the bags were sealed, and the measurements were made using Mettler Toledo MS105DU.y 

4.2.6 Absolute Dry Weight and Composite Composition Determination 

The absolute dry weight of samples was determined by thermogravimetric analysis using 

TG/DTA200. The temperature was raised to 120 Celsius and held for an hour to allow fully water 

evaporation. And then the temperature was raised up to 600 Celsius and held for another hour to 

completely burn off any organic component (i.e., the hydrogel). The remaining mass was attributed 

to silica particles. 

4.2.7 Characterization of Composite Structure 

The quality of the hierarchical structure of the composites was observed using JEOL 

JSM6510 scanning electron microscope operating at 10 kV. All samples were coated with Pt using 

sputter coater before imaging. 

4.3 Results and Discussion 

The synergistic water-scavenging approach espoused here is comprised of materials that 

allow alternatively ''capture'' and ''storage/release'' of moisture. As such, the composite examined 

here uses a particle-based structure to create locations for capillary condensation, directly stores 

the water from the condensation spot in a continuous hydrogel, and allows water to be recovered 
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by simple methods such as hand squeezing. While the details are outlined in the Methods section 

included in the supplementary information (and illustrated in Figure 4.1c), based on the work of 

Lash et al126., we can create a hierarchically-ordered porous matrix that has a continuously-

connected pore structure, a cross-linked poly hydroxyethyl methacrylate (pHEMA) hydrogel 

backbone, and an ordered array of densely-packed particles at the boundary of each pore wall (see 

Figure 4.1d and e). The idea behind our study is to examine the interplay between confinement-

induced condensation and hydrogel swelling. As shown below, this cooperative behavior -- 

induced through structural design -- qualitatively changes the character and efficacy of water vapor 

absorption within the composite material, and can form the basis of a new class of condensible 

vapor scavengers. 
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Figure 4.2 (a) The temperature ramping protocol used for Thermogravimetric Analysis (TGA) of the 

composite samples. (b) A series of TGA results for composites with different monomer concentrations and the 

pure hydrogel. The moisture content decreases and hydrogel content increases with increasing monomer 

concentration (ranging from 20% to 40%). The (red) solid line represents the thermal degradation curve of 

the pure hydrogel. The (blue) dash-dotted line, (blue) dashed line, and dash-dotted line represent the thermal 

degradation curves of the composites containing 20%, 25% and 40% monomer concentration hydrogel, 

respectively. Based on these results, the composite containing a 25% monomer concentration hydrogel is used 

in the remainder of the study as a compromise between water absorption and structural integrity. 
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In order to test the water-adsorptive capacity of our composite, we use a humidity-

controlled glove box. The material to be tested is placed in the box under different relative 

humidity environments, ranging from 15% to 90%. For each measurement, the sample was 

allowed to approach equilibrium over the course of a 2 day exposure. Figure 4.3a shows that, for 

a relative humidity of 35%, a 48 hour exposure is sufficient to realize the asymptotic adsorption 

within the material. In addition to testing a variety of realizations of our composite material, as a 

control, we also tested several samples of porous PHEMA gel (see Methods section for the 

fabrication technique of both a high and low surface area porous gel; note that in each of these 

samples we have omitted the small silica particles). The mass of all tested samples are measured 

both pre- and post-exposure (with samples sealed in an airtight bag for transport between the 

humidity chamber and scale). The samples were further evaluated using a Thermogravimetric 

Analysis method (TGA) in order to ascertain the absolute dry weight and composition of gel and 

silica particles within each sample (see Figure 4.2 and the Methods section for the TGA protocol). 

The absorptive performance is quantified based on the mass of water absorbed relative to both the 

mass of the total amount of hydrogel in that composite (in order to highlight the impact of structure 

on absorption) as well as the mass of the full composite (in order to point toward future device 

efficiency).  

In Figure 4.3b, it can be seen that, under typical atmospheric conditions, the composite can 

recover from an ambient gas source nearly 80% of the water that would have been available from 

a liquid source (143% of the hydrogel weight, obtained by fully swollen the hydrogel in water). In 

contrast, the porous PHEMA hydrogel (as the control) can only achieve less than half of the 

maximum absorption under the same humidity conditions. More significantly, for the composite, 

there is a sharp increase of water uptake observed near a relative humidity of between 25-30%, 
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while the absorption of the control is far more gradual, thus the control achieves an extremely low 

uptake at relative humidities below 50%. 
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Figure 4.3 (a) Water uptake of the composite when exposed to a 35% relative humidity (RH) environment 

over a period of many hours.  We define water uptake as the ratio of absorbed water mass to hydrogel mass, 

expressed as a percentage. (b) Water retention isotherms for the composite (multiple results are presented) 

and pure porous PHEMA hydrogel and their corresponding theoretical curves when samples are exposed to 

vapors of varying RH for 48 hours. Note that an immersed sample of pure hydrogel absorbs 143% of its own 

mass (shown as a dotted line). Open circles and squares represent a low and high porosity hydrogel sample, 

while (green) triangles represent composite results (with two darker shades corresponding to additional 

composite trials). The solid line represents the thermodynamic predictions of hydrogel-based vapor 

absorption, while the (red) dashed and (blue) dash-dotted line show the results from the composite theory and 

composite theory with pore filling, respectively. (c) Brunauer-Emmett-Teller (BET) surface area analysis for 

a composite sample, showing the cumulative distribution function (CDF) of pore sizes. (d) An atomic force 

microscope (AFM) image of a 100 nm^2 surface of a representative silica particle. Note that surface asperities 

include imperfections in the range of 1 nm in size.  
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According to Flory – Huggins theory138,139, the equilibrium swelling of a crosslinked 

polymer network can be represented by: 

 

∂𝛥𝐺

∂𝑛𝑙
= 𝑅𝑇{ln (1 − 𝜙𝑔) + 𝜙𝑔 +𝒳 · 𝜙𝑔

2} + 𝑣𝑒𝑣𝑙𝑅𝑇𝜙𝑔

1
3 Eq(4.1) 

Where delta G is the Gibbs free energy change, R is the gas constant, T is the temperature, 

𝜙𝑔 is the volume fraction of the gel in the mixture, 𝒳 is the Flory-Huggins parameter, 𝑛𝑙 are the 

moles of the solvent, 𝑣𝑙  is the molar volume of the solvent and 𝑣𝑒  is the moles of chains per 

volume. 

In the case when water vapor is the source of the swelling solvent, and is therefore in 

equilibrium with the swollen hydrogel, an additional term is required leading to a complete 

thermodynamic relationship for water absorption as shown below: 

 

∂𝛥𝐺

∂𝑛𝑙
= 𝑅𝑇{ln(1 − 𝜙𝑔) + 𝜙𝑔 +𝒳 · 𝜙𝑔

2} + 𝑣𝑒𝑣𝑙𝑅𝑇𝜙𝑔

1
3 −  𝑅𝑇𝑙𝑛 (

𝑃

𝑃𝑆𝑎𝑡
) Eq(4.2) 

For our control samples, we can estimate the water volume fraction (hence the water 

uptake) at equilibrium by setting the free energy change to zero. Using a nonlinear curve fit for 

both the Flory-Huggins parameter, 𝒳, as well as the chain density, 𝑣𝑒, using the experimental data 

for the porous pure PHEMA hydrogel experiment data (See Figure 4.3b, black line) we obtain the 

parameters of 𝒳 as 1.05 and 𝑣𝑒 as 1.25e-4 mols/ml. In order to use this model for our composite 

material, we must recognize that the nucleation sites for capillary condensation that are inherent 

in the structure of our material will alter the vapor-equilibrium term of this equation. That is, we 

must use the Kelvin equation near nucleation sites so that we modify the effective location 

saturation pressure from that of the ''flat'' value (𝑃𝑆𝑎𝑡) to that of the curved value (P𝑆𝑎𝑡
𝑐 ) 
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𝛾𝑙𝑣
𝑟
= 𝜌1𝑘𝐵𝑇ln (

𝑃𝑆𝑎𝑡
P𝑆𝑎𝑡
𝑐 ) Eq(4.3) 

Here, r represents the radius of the curvature near the contact spots. Using this equation, 

we note the critical curvature values, rc, that would result in an effective local relative humidity of 

100% (i.e., for non-confined relative humidities below 50%, we require condensation spots in our 

composite that have a radius of curvature less than 1.5nm). Using a Brunauer–Emmett–Teller 

(BET) measurement of our composite, we find the pore size distribution of the composite. Figure 

4.3c confirms that most of the pores in the composite have a diameter less than 1.5nm. Moreover, 

an Atomic Force Microscope (AFM) image (Figure 4.3d) of the surface of our silica particle 

inclusions, confirms the asperity scale to coincide with this size. By assuming that these pores are 

uniformly distributed throughout the composite, we can apply our simple thermodynamic 

approach using a non-confined relative humidity for the fractions of the composite whose pore 

curvatures, r, are larger than the critical value, rc but instead assume saturated conditions for the 

fractions where r < rc. The (red) dashed curve in Figure 4.4a,b show the qualitative change in 

absorption behavior under these conditions. Despite this modification to our theoretical approach, 

there remains a quantitative difference between the experimental measurements (triangles) and 

this modified theory (Figure 4.4a,b). This discrepancy stems from the lack of consideration of free 

moisture filling the pore spaces near the condensation spots. That is, the modified theory allows 

for hydrogel equilibration with free moisture, but the model does not account for the remaining 

free moisture. In order to estimate the amount of water trapped by filling the (correctly-sized) pore 

spaces with free moisture we again turn to the measurement of the cumulative pore size distribution 

(Figure 4.3c). By using the fraction of the total open pore volume that has curvature sufficient to 

induce free moisture condensation, along with the experimental measurement of the swelling ratio 
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(i.e., the product of the gel density and the maximum water uptake, which yields 1.65 grams of 

water per milliliter of gel) we are able to calculate the free moisture trapped within the pore spaces 

at each relative humidity (shown as the (blue) dash-dotted line in Figure 4.3b). Note that, by 

accounting for both effects of the local confinement we obtain a modified model that matches 

experimental measurements quite closely.  

To confirm that the increased water uptake is not simply attributable to the excess pore-

filling outlined in Figure 4.3b, we conducted a sequence of ‘‘component'' tests, as follows. We 

first tested the bare pHEMA hydrogel under 93%RH. Under these conditions, the hydrogel 

absorbed 101.9 mg of water, representing 13.21% of its dry mass (which was 771.4 mg). Similarly, 

when we deposited a layer of bare silica particles onto a silicon wafer, the system absorbed 3.5 mg 

of water, representing 219% of the particles' (dry) mass (which was 1.6 mg). We then combine 

these two components by forming a pHEMA hydrogel film on top of particles that were deposited 

on the silicon wafer and peel off the film to expose a composite surface to the moist air. A naive 

superposition of the component absorptions would suggest that this composite would yield 41.4 

mg of water (based on the absorption expected from the 1.6 mg of particles embedded in 286.8 mg 

of pHEMA). Interesting, we instead observe that this composite film absorbs 68.2 mg, so that the 

synergistic effect of combining the moisture capture and storage yields a 65% increase in 

absorption efficacy.  

As the final factor in understanding the behavior of our composite, we must investigate the 

response of the system to externally-applied stress/pressure. Here, we introduce a stress term to 

our modified theoretical treatment Π .138,139 The inclusion of an external stress changes the 

chemical potential of the solvent so that the relationship between the applied stress and the volume 

fraction of the gel at equilibrium is now expressed as 
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Π𝑣l = 𝑅𝑇 {ln [(1 − 𝜙𝑔)(

𝑝𝑣
𝑃
)] + 𝜙𝑔 +𝒳 · 𝜙𝑔

2} + 𝑣𝑒𝑅𝑇𝑣𝑙𝜙𝑔

1
3 Eq(4.4) 

Figure 4.4a shows the relationship between the applied stress and the hydrogel volume 

fraction for a series of relative humidity values. By comparing the change in the volume fraction 

of the hydrogel between no externally-applied stress (0 pa) and an estimate of hand grip pressure 

(107 Pa)140 suggest the amount of water that can be recovered by squeezing the sample. As can be 

seen from this analysis, with an increase of RH, the amount of water that can be recovered (i.e., 

the shaded area) increases. Comparing the experimental values to those predicted from this 

analysis shows substantial agreement from the samples of pure, porous hydrogel (open circles and 

the solid line, respectively). In order to analyze the composite, we apply the modified theory with 

both unstressed and hand-grip pressure to obtain the (blue) dash-dotted line. Note that, due to the 

very high Laplace pressures within most of the highly-confined pore spaces, we assume that water 

is expelled almost exclusively from the hydrogel itself rather than from the pores (with the 

exception of the pores above 5nm where the hand-grip pressure exceeds the Laplace pressure). 
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Figure 4.4 (a) Theoretical relationship between applied pressure and hydrogel volume fraction for a series of 

relative humidities (humidity increases for curves from left to right) based on the thermodynamic analysis 

included in the text. Note that water uptake (in volume fraction units) may be obtained from the 0 Pa stress 

crossing, while water expulsion upon squeezing is obtained from negative stress values (here taken to be 

approximately -7x107 Pa). (b) Mass fraction of water squeezed out of both composite and hydrogel samples, 

under different relative humidity (RH) environments. Here we express results as a ratio of the mass of water 

expulsion  to the hydrogel mass. Open circles represent a pure porous hydrogel sample, while (green) 

triangles represent two realizations of composite material. As in Figure 4.3, the solid line corresponds to the 

thermodynamic analysis, while the (blue) dash-dotted line represents the modified version applicable to the 

composite. 
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4.4 Conclusion 

Our composite shows great potential for scavenging of ambient water vapor and other 

condensable vapors in an economical, environmentally friendly, and remarkably simple way. The 

absorption process is completely passive in that it doesn’t require external energy, special 

equipment or any particular environmental conditions in order to function. Compared to most 

existing approaches using current absorbents, it is the structure of our composite that leads to a 

qualitative change in the absorption behavior of the ultimate material. This new structure greatly 

increases the efficiency of absorption when compared to the native material. Thus, the same central 

idea, that structure can be used to amplify native material performance, may be applicable to a 

variety of adsorbent materials. Even without optimization of the composite or fabrication, we note 

that up to 5% of the composite's mass is easily recoverable at humidities below 50% from materials 

that are extremely abundant and inexpensive. 



 53 

 

5.0 Modeling of Particle-Particle and Particle-Fluid Interactions in a Fluidic Environment 

This Chapter expands upon the application-driven research in Chapter 3.0 to 

computationally explore a potential fabrication method for the creation of particle-based 

crystalline materials by exploiting viscosity-base hydrodynamic interactions. All our composites 

and samples are based on particle-based or inverted particle-based crystals. This type of material 

has garnered substantial recent attention within the literature both with respect to fabrication 

techniques as well as in exploration of their suitability in a variety of applications. In this chapter, 

with the help of an advanced LBM-DEM simulation method, we explore the particle-particle, and 

particle-fluid interactions exhibited in a density-matched fluid-particle environment. We hope to 

exploit these interactions as a means of paving the way for scale-up composite fabrication or for 

creation of a more advanced in situ particle-based crystal fabrication technique. 

5.1 Introduction 

Among all the techniques of forming ordered porous materials, colloidal crystal templating 

is one of the most promising techniques that are still under development94,95. Colloidal particles, 

typically monodispersed and spherical, are considered as building blocks to form, via self-

assembly, particle-based crystalline materials96. These crystals are either directly used as porous 

materials by themselves, with additional treatment to overcome the brittleness of the close-packed 

lattice, or can be used as templates to form porous materials via their interstices97–99. With the 
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enhancement of our understanding of colloidal self-assembly, we are able to form complex 

structures with hierarchically ordered colloidal crystals using multi-size particles. The recent work 

in our lab141, as well as elsewhere142–148, has shown the ability to create binary colloidal templates 

using different techniques and forming inverse structures with multi-scale pores. 

During the creation of our composite in previous work149, we noticed that certain 

experimental conditions would result in external agitation causing the formation of a closely-

packed structure via a self-assembly process; however, due to limitations of the available 

experimental equipment, we could not realize diligent/precise control of the external agitation in 

order to elucidate the precise conditions that would lead to these results. Here, we utilize a well-

developed mathematical simulation model to explore the particle interactions under different 

external agitations, as well as the possibility of scaling up the suspension self-assembly technique. 

Computational fluid dynamics (CFD) is a set of well-studied numerical methods for the 

simulation of fluid, and fluid-particle, motion. With the increase in computing power and the 

growth of research in the simulation field, CFD has been getting increased attention due to its 

accurate and effective prediction of the behavior of complex fluid dynamics110. The Lattice 

Boltzmann method (LBM) is a growing approach espoused with the overall class of CFD methods. 

It allows extreme flexibility in the treatment of complex boundary geometries and fluid-boundary 

flow conditions. LBM recovers the Navier-Stokes equations by using the Chapman-Enskog 

expansion150, making it easy to discretize in a rectangular grid. LBM consists of two computational 

steps: streaming and collision, that basically simulate the advective transport of momentum as well 

as the interactions with neighboring fluid elements, respectively. 

The Discrete Element Method (DEM) is the most widely used simulation method for 

capturing the Lagrangian motion of particle entities. It captures the motion of every particle in an 
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extensive system by direct calculation and integration of Newton's law of motion. Particle 

properties such as size, density, and shape can be easily specified. For each time step, the velocity 

and position of each particle in the system are simulated and recorded. The simulation also captures 

the values and time-series of forces applied to the particles, including such forces as gravitational, 

frictional, and adhesive forces.  

Here, we used LBM coupled with DEM to simulate particle interactions under external 

agitations in a liquid environment. 

5.2 Code Validation 

In this work, the LBM method is used to capture the fluid behavior; the DEM method is 

used to capture the particle motion and is coupled to the LBM method in order to consider the 

momentum transportation between the fluid and particle phases. In this section, a few validation 

studies are performed to demonstrate the capability of our LBM-DEM numerical approach to 

simulate particle and fluid behavior in a particle suspension environment, including two-particle 

collisions and particle collisions under external energy agitation. 

5.2.1 Two Particle Collision 

The collision of particles has been a subject of ongoing interest for years. While many of 

the studies focus on the dry collision process151, a few studies have included how an interstitial 

fluid influences the collision process152. It is our interest to study particle-particle interactions in 
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the presence of an interstitial liquid. Thus, validating our model for two-particle collisions 

submersed in fluid media is a great start.  

We set up a series of simulations to verify that our LBM-DEM model can realistically 

reflect the observed experimental behavior when two particles collide in a liquid suspension. Our 

simulation is carried out in a cubic tank filled with liquid. The size of the tank is set as 

100x100x100 mm. Two identical spherical particles with densities that match that of the liquid 

and have a diameter of 5 mm are put near the centerline of the tank at a separation distance of 5 

mm (i.e., one particle diameter apart), as shown in Figure 5.1 Different initial speeds were given 

to both particles in the opposite direction so they would move directly toward each other. During 

the simulation, since we only provided initial speeds to the particles, the total energy of the two-

particle system was constantly dissipating into the fluid. Thus, we set the initial velocity in a way 

that the minimum speed would at least induce a collision, and the maximum speed would be 

sufficient that the two particles bounce away from each other after their interaction. 
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Figure 5.1 A series of snapshots showing a two-particle collision process simulated using our LBM-DEM 

method. The simulation is carried out in a cubic tank filled with liquid. The size of the tank is set as 

100x100x100 mm. Two identical spherical particles with densities that match that of the liquid and a 

diameter of 5 mm are put inside the tank at a distance of 5 mm (i.e., one particle diameter apart) on the same 

level. A velocity heatmap is used to visualize the momentum of each node in the simulation. 
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To assess the simulation quality, we introduce a critical parameter: The Stokes number, St, 

is the dimensionless number that compares the inertial force of the particle with the viscous force 

of the fluid, and is written as 

 

𝑆𝑡 =
ρ𝑝𝑤𝑝𝑑

9ρν
 Eq(5.1) 

where ρ𝑝  is the particle density, ρ is the fluid density, 𝑤𝑝 is the particle velocity, d is the 

particle diameter, and 𝜈 is the kinematic viscosity. The Stokes number is often used as the pertinent 

number to characterize a particle collision with a surface such as a wall152–154. In general, for low 

St numbers, the particle does not rebound from surfaces, as the initial inertial energy of the particle 

is entirely dissipated into the fluid via viscous interactions (and the pre-collisional inertial energy 

that is stored as elastic energy during the solid (collisional) deformation is insufficient to allow 

rebound). Thus, a critical St number (Stc) exists that, for St > Stc, the particle shows a 

bouncing/rebound motion. Note that the value of Stc depends on the properties of the solid matter 

and the simulation setup155–158.  

In the case of a two-body system (i.e., two particles are involved in the collision), the St 

number represents a measure of the inertia of the colliding particles relative to the viscous force of 

the surrounding fluid and can be rewritten159 as 

 

𝑆𝑡 =
𝑚̃𝑣0
6𝜋𝜇𝑎̃2

 Eq(5.2) 
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Here, 𝑚̃  is the reduced mass of the particles (𝑚̃ =
𝑚1𝑚2

𝑚1+𝑚2
), where subscripts indicate 

different particles), 𝑣0 is the initial relative velocity between the two particles, µ is the viscosity 

of the liquid, and 𝑎̃ is the reduced radius of the particles (𝑎̃ =
𝑎1𝑎2

𝑎1+𝑎2
). 

Furthermore, to validate the consistency of our LBM-DEM model, we tested our model for 

two-particle collision under three different fluid viscosities. For each viscosity, both particles were 

given a series of initial velocities. And the initial St number was calculated for each case. Table 1 

shows the critical Stokes number, Stc, for each viscosity. 

Table 1 Kinematic viscosity settings for two-particle collision simulation 

Kinematic viscosity 
m2/s 

1.0533E-07 2.00E-07 5.00E-08 

Stc 15.82329 13.888889 13.888889 

As one can see, the critical Stokes numbers are consistent across different viscosities, 

proving our model's reliability. The critical St value also aligns with findings from other research. 

For instance, Gondret et al.152 conducted an experimental study on the bouncing motion of solid 

spheres colliding with a solid plate, which yielded a critical St value of approximately 10.. 

5.2.2 Particles in a Fixed Initial Position 

To further test our model under more complex situations, we create a particle suspension 

system with 100 particles in a density-matched solution. To simplify the simulation and for easy 

observation, we create an initial arrangement of particles such that the position of each particle is 

such that every particle is one diameter apart from others (i.e., the center-to-center distance of two 

particles is two diameters). The external energy to agitate the system is introduced by moving the 

top plate of the system by employing an oscillatory motion. In this way, we can examine a finite-
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sized system whereby the (simple) fluid streamlines vary in a periodic way that ensures that 

streamlines cross at differing times of the flow (a condition of good mixing in a low-Reynolds 

number, 2D flow)160. By varying the amplitude and frequency of the top plate's oscillatory motion, 

we are able to find a suitable protocol to drive desired flow and mixing patterns that lead to 

interparticle collisions. 

Figure 5.2 shows a series of both 2D and 3D visualizations from a simulation with the top 

plate moving with an oscillatory motion where the maximum speed of the wall is 2 mm/s and the 

frequency of direction-switching is 0.02π. One can notice particle collisions are induced under this 

protocol and local particle density can be induced to increase with time under proper flow 

conditions. 
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a 

   

b 

   

 

Figure 5.2 A series of 2D(a) and 3D(b) simulation snapshots with the top plate moving with an oscillatory 

motion at a top speed of 2mm/s and a frequency of 0.02π . The external energy to agitate the fluidic motion 

and particle collisions is introduced by moving the top plate of the system at an oscillatory motion. 
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5.3 Simulation Set Up 

Finally, to examine the impact of varying flow conditions on the local variations of particle 

density, we set up a system where the particles are randomly placed within the simulation area. In 

order to keep the computation achievable, the simulation area is restricted to a cuboid system. One 

hundred monodisperse particles are randomly placed in the domain at the beginning of the 

simulation, as shown in Figure 5.3. And the domain is filled with density-matched fluid to counter 

the gravity effect on the particles. The background flow information and the top plate motion are 

given in Table 2. Please note that even though all the particles are randomly placed, we have to set 

a minimum distance of two particles to be at least one diameter for our simulation to run smoothly 

and to ensure that no anomalous collision behavior is observed. 

  



 63 

 

 

Figure 5.3 An illustration of the system setup. One hundred monodisperse particles are randomly placed in 

the domain at the beginning of the simulation. And the domain is filled with density-matched fluid to counter 

the gravity effect on the particles. 

Table 2 Parameters of the simulation setup 

Grid Resolution N3 200x100x100 

Nodes Per Particle 10 

Kinematic Viscosity of 
Fluid (m2/s) 

0.0000005 

Velocity Of the Wall 
(m/s) 

Vmax*sin 
(0.02*pi*t) 

Vmax 
0.01, 0.02, 0.03, 

0.04 
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5.4 Characterization of the Simulation Results 

The radial distribution function is one of the most used methods for characterizing particle 

dynamics and particle clusters in flow161. Since the rise of the century-old idea, it has been widely 

used in various fields such as geometry162, astrophysics163, granular materials164, 

crystallography165, and plasma physics166. The RDF introduces a pair correlation function that 

quantifies the spatial correlation of density fluctuations. In the context of characterizing particle 

clusters, the spatial coordinates of each member within a group of particles are determined. 

Subsequently, the RDF measures the probability of locating a particle at a specific distance from 

a reference particle. Consequently, by utilizing the RDF, we can analyze complex 3D particle 

systems, gain insights into cluster structures, and determine the number of particles within a 

particular region. 

In this specific situation, we first create a conceptional concentric spherical shell with a 

thickness of 2∆r around a central particle. The volume of such a shell, 𝑉Shell, is given by. 

  

Eq(5.3) 

In making this volume calculation, it is important to note that, when the spherical shell 

intersects the cuboid boundaries, the volume of the shell needs to be adjusted to account for the 

volume that remains inside the cuboid to give the correct RDF calculation, as shown in a 2D 

illustration in Figure 5.4. Here, we adapted an analytic approach from Kopera167, who provided 

the quantitative analysis of the remaining volume of a shell intersecting the cuboid boundaries. 
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Figure 5.4 2D illustration of the conceptional concentric spherical shell with a thickness of 2∆r and a radius of 

r to the central particle. When the spherical shell intersects the cuboid boundaries, the volume of the shell 

needs to be adjusted to the volume that remains inside the cuboid to give the correct RDF calculation. 
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Using the properly calculated shell volumes, the radial distribution function, g(r), can be 

algorithmically written168 as, 

  

Eq(5.4) 

Where ψi(r) is a count of the number of particles having their centers a distance r ± ∆r from 

the center of the ith particle in the system (i.e., in the ith spherical shell), N is the total number of 

particles in the system, and V is the total volume of the system. As one can see in the equation, the 

radial distribution is normalized by the average particle density in the system, which means g(r) 

should approach a value of 1 as r approaches infinity. 

5.5 Results and Discussion 

The energy driving the motion of both fluid and particles originates from the oscillation of 

the top plate. To investigate the effects of external agitation on fluid movement and particle motion 

and collisions, we examine different movement patterns of the top plate. Specifically, we modify 

the amplitude and frequency of the sine function employed to dictate the top plate movement in 

order to achieve the most effective agglomeration. 

First, we test various frequencies to optimize the output. If the frequency is too low, the 

flow approximates a simple cavity flow and the particles are simply carried with the fluid in its 

concentric streamlines. Given that the particles are initially placed relatively close to the top plate 

(where many of the concentric streamlines are in close proximity), the flow carries the particles to 

move along the edges of the domain, as shown in Figure 5.5b. As such, the particles largely trace 
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the fluid motion and there is little opportunity for the close particle approach necessary for particle 

agglomeration. Conversely, with a high frequency, insufficient momentum penetrates deep into 

the system, leading to minimal particle motion, collisions, and agglomeration, as demonstrated in 

Figure 5.5a. Similar outcomes are observed with regard to the maximum wall velocity. If the wall 

velocity is too high, particles are swept away by the powerful flow induced by wall movements. 

If the wall velocity is too low, there is inadequate momentum introduced to stimulate particle 

collisions. 

After experimenting with different flow protocols, we opt for a frequency of 0.02 Hz, as it 

yields optimal results and functions effectively with a wide range of amplitudes, promoting particle 

agglomerations for further model testing. 
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Figure 5.5 Simulation snapshots with four extreme situations: the frequency of the wall movement is too high 

(a) or too low (b); the wall velocity of the wall is too high (c) or too low (d). If the frequency is too low, 

considerable momentum is built up in a single direction, and the strong flow carries all the particles to move 

along the edges of the domain. This intense fluidic motion heavily influences particle movement and is not 

conducive to ideal particle agglomeration. Conversely, with a high frequency, insufficient momentum is 

introduced to the system, leading to minimal particle motion, collisions, and agglomeration. Similar outcomes 

are observed with regard to the maximum wall velocity. If the wall velocity is too high, particles are swept 

away by the powerful flow induced by wall movements. If the wall velocity is too low, there is inadequate 

momentum introduced to stimulate particle collisions. 

  



 69 

 

The sine function's amplitude, which determines the top wall's maximum velocity, governs 

the total energy input as agitation within the system. The different amplitude changes the system's 

kinetic energy, influences the fluid's momentum build-up, and ultimately impacts the collision 

frequency and velocity of the particles in the system.  

5.5.1 Collision Duration Analysis 

In order to explore the impact of the external agitation protocol on particle agglomeration, 

four different maximum top wall velocities are tested in our model: 0.5 mm/s, 2 mm/s, 3 mm/s, 4 

mm/s. To better understand the collision process in each case, we record every event (i.e., a 

“collision”) in which particles achieve close proximity (within a half-diameter) as a function of 

time and, further, we note the duration of time in which the particles remain in proximity. When 

this information is gathered on a plot, we call it a “collision map”.  Figure 5.6 presents the collision 

map for all four settings. Each point on the figure represents a single collision event, signifying 

that a specific pair of particles have approached each other to within a half-diameter. The x-axis 

represents the dimensionless simulation time in which this collision concludes (i.e., when the 

particles have separated by more than the critical amount), while the y-axis value indicates the 

duration of each collision event. For example, a point at (800, 200) represents a single collision 

event occurring from the 600th to the 800th simulation time step. 
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Figure 5.6 The collision map of different simulation settings. Four different maximum top wall velocities are 

tested in our model: 0.5 mm/s, 2 mm/s, 3 mm/s, 4 mm/s.  The x-axis represents the simulation time step, 

indicating the end simulation time step of each collision event, while the y-axis displays the duration of each 

collision event. 
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As one can see, as the maximum velocity of the top wall (i.e., the amplitude) increases, 

there is an increase in the density of the points in the collision map. This suggests that the number 

of collisions happening over the same period of time increases. This suggests that the protocol 

chosen effectively induces mixing so that particles have the opportunity to explore different 

portions of the flow. Moreover, with an increase of the maximum wall velocity, the rapidity with 

which this mixing occurs creates more opportunities for particle collisions to occur. 

On the other hand, among all the collisions happening in the different experiments, the 

average length of the collision duration decreases as the maximum wall speed increases.  For 

example, as seen in Figure 5.6, while the 0.5 mm/s driving velocity causes very few collisions 

some of them last for nearly the entirety of the simulation. Similarly, the 2mm/s driving velocity 

clearly induces some collisions that endure for nearly 400 simulation units, but the more rapid 

driving velocity does not exhibit similarly long collision durations.  As another way of examining 

this phenomenon, Figure 5.7 shows the duration distribution of 2mm/s, 3 mm/s, and 4mm/s 

simulations. Note that 0.5 mm/s is not included in the analysis due to the ultra-low total collision 

counts. It can be seen that as the maximum wall velocity increases, the duration of the particle 

collisions is highly concentrated below 50 time units, while slower maximum wall velocity yields 

wider distribution with longer durations. 

It is also interesting to note that for the simulations of 3 mm/s and 4 mm/s, the simulation 

seems to enter a steady state, as suggested by the recurring pattern of the collision counts and 

duration; however, for the simulation of 2 mm/s, it seems that the duration of collisions and 

frequency are both increasing with the simulation length. 
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Figure 5.7 Collision duration distribution of 2mm/s, 3 mm/s, and 4mm/s simulaitions. The Y-axis shows the 

relative percentages of certain collision durations compared to the entire range of duration variations. 
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5.5.2 Radial Distribution Function Analysis 

Revisiting the radial distribution functions (RDFs) as an alternative means of 

understanding particle clustering, we performed these analyses across all simulation cases. In the 

study of radial distribution functions (RDFs), Ri and Rp designate the radii of two distinct entities 

involved in the analysis. Ri refers to the radius of a spherical shell centered around a reference 

particle, while Rp represents the radius of the reference particle itself. During the investigation of 

RDFs, the Ri/Rp ratio is frequently examined to offer insights into the system's relative spatial 

distribution of particles. A peak in the RDF plot at a particular Ri/Rp value signifies an increased 

probability of encountering particles within the spherical shell of radius Ri, centered around the 

reference particle with radius Rp. Figure 5.8 illustrates the RDFs corresponding to simulations 

with varying maximum wall velocities. It is crucial to highlight that in the RDF of the initial 

position, the first peak is observed at 4 Ri/Rp, which can be attributed to the specific configuration 

of our simulation environment. Furthermore, in all simulations, the emergence of the first peak 

around 2 Ri/Rp signifies the likelihood of encountering two particles in direct contact with each 

other. 

Notably, the magnitude of the first peak exhibits a direct correlation with the maximum 

wall velocity. That is, as the maximum wall velocity is increased we observe a higher frequency 

of particle collisions (as evidenced in the collision maps in Figure 5.6). Thus, the probability of 

finding particles in close proximity increases. At the same time, these higher wall velocities exhibit 

relatively lower RDFs probabilities between 3 to 10 Ri/Rp for the 3 mm/s and 4 mm/s wall 

velocities, as compared to those at 2 mm/s and even the initial position. 
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Figure 5.8 RDFs of simulations with different maximum wall velocities. Ri and Rp designate the radii of two 

distinct entities involved in the analysis. Ri refers to the radius of a spherical shell centered around a 

reference particle, while Rp represents the radius of the reference particle itself. Ri/Rp value indicated a 

probability of encountering particles within the spherical shell of radius Ri, centered around the reference 

particle with radius Rp. 
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Consider the evolution of the RDFs for the 2 mm/s case, as depicted in Figure 5.9. Under 

these conditions, we note a pronounced difference between the initial and final stages of the 

simulation, thereby offering a clear demonstration of RDF curve progression. As a reminder, the 

initial RDF curve reveals that, for stability purposes, particles are positioned a minimum of two 

diameters away from each other at the onset of the simulation. As such, there is a strong initial 

peak in the RDF at a value of 4. As the simulation progresses, we note a decline in the peak 

observed in the 4 to 5 Ri/Rp range and an increase in the size of the peak between 2 to 4 Ri/Rp. 

This trend is indicative of particle movement towards each other or a small degree of densification 

of the suspension. 

 Intriguingly, while substantial disparities in the RDF curves are evident between the initial 

position, the 15,000-step, and the 25,000-step marks, the difference between the 25,000-step and 

the 80,000-step curves is notably smaller. This observation suggests that beyond the 25,000-step 

point, the system approaches a quasi-steady state, wherein further significant changes in the RDF 

curves are minimized.  
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Figure 5.9 The development of the RDFs for the 2 mm/s simulation. While substantial disparities in the RDF 

curves are evident between the initial position, the 15,000-step, and the 25,000-step marks, the difference 

between the 25,000-step and the 80,000-step curves is notably smaller. 
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5.5.3 St Number Analysis 

In this section, we examine these results in yet another way. Specifically, here we analyze 

the Stokes (St) number for both the value based on single-particles (i.e., identifying when a particle 

is likely to track fluid streamlines) as well as that based on inter-particle interactions (i.e., 

identifying the degree to which viscous interactions reduce interparticle/collisional inertia) in order 

to better understand the factors influencing collision frequency and patterns for each experimental 

setup. First, we calculate the characteristic St number for fluid motion based on single-particles 

whereby we use the maximum top wall velocity as the characteristic velocity within the flow. In 

this way, we calculate St values according to Eq(5.1) and show them below in Table 3, 

Table 3 Characteristic St numbers 

Top wall 

velocity 
0.5 mm/s 2 mm/s 3 mm/s 4 mm/s 

Characteristic 

St number 
1.38889 5.55556 8.33333 11.11111 

We can see with an increase of the top wall velocity, the one-particle St number increases 

from near parity to an order of magnitude larger than unity. This indicates that, for most flow 

conditions examined, we can assume that particles travel across the flow streamlines (which is one 

mechanism that would allow collisions with other particles). This is consistent with our previous 

results where it was demonstrated in previous sections, that higher wall velocities result in more 

frequent collisions. We should note that, even in the case of St values near unity, the finite size of 

the particles can lead to collisions in regions of the flow with high degrees of shear. 

Next, we examine the inter-particle St numbers (i.e., two particle St number) for each pair 

of particles. The St numbers are calculated based on relative velocities towards each other. As seen 
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in Figure , we compare the St number distributions of 2,3, and 4 mm/s cases. Each distribution 

considers the entire simulation time frame (i.e., from the beginning of the simulation to the end). 

We report the St numbers for any pair of particles whose center-to-center distance is less than or 

equal to 2 diameters.  

 

Figure 5.10 St number distributions of 2,3, and 4 mm/s cases. Each distribution considers the entire 

simulation time frame (i.e., from the beginning of the simulation to the end). 

Figure  reveals that the 3 mm/s case has the highest number of encounters, implying that 

among all the cases, 3 mm/s is the most effective in inducing close encounters of particles. The 2 

mm/s case has a weaker flow, which is not as sufficient as 3 mm/s, while the 4 mm/s case, with a 

characteristic one-particle St number of 11.1, has a flow that is strong enough that it results in high 

values of the two-particle St which can even reach values as high as 50 (resulting in particle 
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interactions that are more apt to result in rebound). This observation is also supported by the 

collision map. 

Additionally, the St number distribution widens from the 2 mm/s to the 4 mm/s case, 

indicating a less evenly distributed flow pattern induced by higher top wall velocities, . 

Interestingly, all cases exhibit a significant number of low St values, while the 3 and 4 mm/s cases 

have more larger ones. We hypothesize that the causes of the low average collision duration are 

not only the high inter-particle (two-particle) St number, which leads to the bounce of the two 

particles after collision, but also the strong and unevenly distributed flow in the system that 

continually drives the particles away from their close proximity. The St number analysis reveals 

that the 3 mm/s case is the most effective in inducing close encounters of particles and promoting 

collision. Future studies may focus on further understanding the interplay between St numbers, 

flow patterns, and collision dynamics, as well as optimizing the experimental setup to maximize 

collision efficiency and enhance particle agglomeration processes. 

 

5.6 Conclusion 

In this chapter, we utilize the LBM method coupled with the DEM method to simulate 

particle-particle and particle-liquid interactions in a fluidic environment under different agitation 

conditions. Our code is validated in a series of situations that can successfully predict particle 

collision processes. External agitations are induced by introducing an oscillating motion to the top 

plate. The exploration of various top wall movement patterns, including different frequencies and 
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amplitudes, reveals the complex relationship between external agitation strength and particle 

collision dynamics within the fluid. While an increase in maximum wall velocity enhances the 

system's kinetic energy and momentum, leading to more particle collisions, it also shortens the 

average duration of these collisions. Moreover, distinct steady states and evolving patterns emerge 

depending on the chosen maximum wall velocity. A thorough investigation of particle radial 

distribution functions (RDFs) has been conducted across various simulation scenarios with 

differing maximum wall velocities. The analysis reveals the impact of wall velocity on the 

frequency of particle collisions and the formation of agglomerations. The study shows that while 

increased flow motion induces more particle collisions, it also introduces significant disruption 

within the system, preventing the formation of larger agglomerations. Furthermore, the 2 mm/s 

case demonstrates that beyond a certain point in the simulation, a quasi-steady state is reached, 

resulting in minimized changes in the RDF curves. Finally, the St number analysis reveals that 

even though the 2 mm/s case drives the most long duration collision process, 3 mm/s is the most 

effective in inducing close encounters of particles and promoting collision, indicating that 

somewhere between 2 mm/s and 3 mm/s might provide a better result in terms of both collision 

duration and frequency. Overall, this comprehensive analysis provides crucial information to 

support an understanding of the system's behavior under varying conditions and contributes to the 

broader knowledge of particle interactions and agglomeration dynamics in flow motion 

simulations. 
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6.0 Future Studies 

The particle-based crystalline materials and their inverted format discussed in this 

dissertation exhibit great potential in capillary condensation-related applications and beyond. In 

Chapter 3, the fabrication of closely-packed particle matrix structures with controllable pore sizes 

demonstrates the possibility of tailoring these materials for various applications. To further 

advance this research area, a deeper understanding of the underlying physics of particle self-

assembly mechanisms, particularly under fluidic environments, will be crucial for driving future 

discoveries. 

Chapter 4 presents a composite material that shows remarkable potential for scavenging 

ambient water vapor and other condensable vapors through a passive absorption process. This 

composite, which integrates capturing and storage in a single material, leads to a qualitative change 

in the absorption behavior, greatly increasing the efficiency of absorption compared to the native 

material. Future studies could explore the optimization of the composite material by investigating 

other adsorbent materials, composite structures, and fabrication techniques, enabling the 

development of new materials with even higher absorption capacities and efficiencies. These 

materials could be applied across various fields, including water harvesting, air purification, and 

industrial waste management, contributing to the development of more sustainable and efficient 

solutions. Moreover, the concept of amplifying native material performance through structural 

design could inspire the development of new materials for other applications. This fabrication logic 

could be applied to different adsorbents to enhance the efficiency of the original materials, leading 

to transformative solutions across a wide range of industries and environmental challenges. 
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Finally, Chapter 5 investigates the fluid dynamics aspects of particle interactions, providing 

insights into particle collision dynamics and agglomeration behavior. Future research in this area 

could explore different fluid properties, external agitation conditions, and material compositions, 

contributing to a more comprehensive understanding of particle interactions in various fluid 

environments. This knowledge could be applied to optimize industrial processes involving fluid-

particle systems, such as mixing, separation, and chemical reactions. 

In conclusion, the findings and future outlooks presented in this dissertation provide a solid 

foundation for further advancements in the fields of particle self-assembly, porous materials, and 

fluid dynamics. The potential impact of these advancements is immense, paving the way for 

innovative and sustainable solutions to pressing global issues. This Chapter lays out a few 

examples of how we believe this research can be continued to achieve further goals. 

6.1 Experiments on Particle Agglomeration in Fluidic Environments under External 

Agitation Using a Piezo Shaker 

The interest in particle agglomeration in fluid domains originated from the ciliary action 

induced particle clustering in lungs observed by M Lash and M Markovetz. Ciliary action only has 

an average frequency of 10Hz169. After a detailed assessment of the phenomenon, we believe the 

particle agglomeration is induced by the fluidic motion caused by the low-frequency vibration 

pattern of the cilia. During our work in Chapter 5.0, we have shown fluidic motion induced particle 

agglomeration under low-frequency external agitation in our simulation results. To mimic the low 

frequency and low amplitude vibration, we have also built a shaking device driven by a multilayer 
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piezoelectric actuator. A multilayer piezoelectric actuator is a ceramic material for converting 

electrical energy into mechanical energy, such as displacement or force by utilizing the 

piezoelectric longitudinal effect. It is small in size but can generate high forces and vary frequency 

from low to high based on the voltage input. The bottom of the piezoelectric actuator was glued 

with epoxy-based adhesives onto a metal base and the top was pressed with a metal plate with 

three screw-secured coned-disc springs. The driver device was mounted on the base. Additionally, 

an accelerometer was mounted on the top metal plate. Figure 6.1 shows the outlook and setup of 

the shaking device. In order to conduct experiments to validate our simulation results, some 

modifications are needed to adjust the vibration parameters and pattern of the device. 
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Figure 6.1 a The side view of the piezo shaker. b The top view of the piezo shaker. 
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6.2 Surface Modifications of the pHEMA Hydrogel 

In Chapter 3.0 we have created a multi-layer fine particle crystal on top of the wafer 

surface. We can create multilayer crystals on pHEMA hydrogel surfaces with a similar idea. 

However, considering the mechanical stability of the material, the silica particles needed to be 

“fixed” onto the surface of hydrogel or “connected” to each other. Silane-aided grafting assembly 

might be considered for further studies. In some preliminary research, we have successfully used 

3-aminopropyltrimethoxysilane to functionalize silica particles which, then, were chemically 

attached to the pHEMA hydrogel surface, as shown in Figure 6.2. The optimization of our methods 

for the fabrication of nanoparticle multiplayer is the next crucial step for this study. 

 

 

Figure 6.2 SEM picture of silane functionalized silica particles attached on the surface of a pHEMA hydrogel 
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6.3 Comparison of Our Composite with Other Methods/Materials 

To get a better idea of the efficacy of our composite compared to other existing 

methodologies and materials, we believe an evaluation across different methods/devices would be 

helpful. As we mentioned previously in Chapter 1.0 and 2.0, there are mainly two types of 

atmospheric water capturing material/device: saturated water vapor capturing and unsaturated 

water vapor capturing.  

For saturated water vapor capturing, Zhu et al.170 , inspired by the desert beetle, were able 

to fabricate PDMS/alginate-based materials via 3D printing. Their material displayed the highest 

water collection rate of 39.24 L m-2 h-2. The lab-scale experiments achieved an average water 

harvesting capacity23 of 3 g g-1, which is higher than our hydrogel (1.43 g g-1). However, the strict 

humidity requirement greatly hinders industrial-scale water production using saturated water vapor 

capturing techniques. A relatively high cost of the manufacturing process via 3D printing and 

microfluidic manipulation also needed to be resolved. 

On the other hand, the development of unsaturated water vapor capturing is more 

complicated due to the additional requirements of different driving forces to induce capillary 

condensation. MOFs have been intensively studied in the past two decades as the representative 

material of this kind. Among all different MOF materials, MOF-80190 has shown a water capacity 

of 0.4 g g-1 under 90%RH and 0.28 g g-1 under 20%RH, which is the highest water capacity in 

MOFs to date. While showing a slightly better capacity under 20%RH (around 0.35 g g-1), our 

composite provides a significant advantage under typical RH ranges (35%-90%RH), showing a 

capacity of around 1 g g-1. 
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In the last part of the comparison, we would like to take a look at the energy perspective. 

A group of researchers171 has developed a prototype of an unsaturated water vapor-capturing 

device based on their MOF material. They indicated that, under 20%RH, their device would 

achieve ~0.1 L m-2 water harvesting for 1 hour with low-grade heat at 1 kW m-2. Considering the 

total duration of solar exposure of 1 hour, their device would harvest 0.1 L m-2 of water per 1 kWh 

m-2 energy input. In comparison, our composite can recover ~0.01 g g-1 water under 23%RH. 

Assume the hydrogel density is 1.15 g mL-1 and the applied pressure is 107 pa. We can briefly 

calculate the amount of water that would be recovered per 1 kWh energy input, 

𝑉𝐻2𝑂 =
0.01 𝑔𝐻2𝑂 ∙ 𝑔𝑔𝑒𝑙

−1 × 𝜌𝑔𝑒𝑙

𝜌𝐻2𝑂
× 𝑉𝑔𝑒𝑙 

=
0.01 𝑔𝐻2𝑂 ∙ 𝑔𝑔𝑒𝑙

−1 × 𝜌𝑔𝑒𝑙

𝜌𝐻2𝑂
×
1𝑘𝑊ℎ

𝑃
 

=
0.01 𝑔𝐻2𝑂 ∙ 𝑔𝑔𝑒𝑙

−1 × 1.15𝑔 ∙ 𝑚𝐿−1

1𝑔 ∙ 𝑚𝐿−1
×
1𝑘𝑊ℎ

107𝑃𝑎
 

= 4.14𝐿 

Thus, for a total of 1 kWh energy input, our composite would have recovered 4.14 L water, 

although one has to note that it is an estimation of an ideal situation. Because for that to happen in 

one compression process, we would need a composite/ a group of composites consisting of about 

400 kg of hydrogel, or we would need to complete 106 cycles on our current composite size. As 

exciting as seeing our composite outruns MOFs material on purely energy-based analysis, there is 

still a considerable distance from the ideal situation to realization. 

In summary, with respect to absorption capacity, our composite demonstrates superior 

performance by absorbing 1.25 times more water at 20% RH and 2.5 times more water at higher 

RH levels under optimal conditions. Concerning energy consumption for water recovery, although 
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a direct comparison of efficiency is challenging due to differences in the underlying mechanisms, 

our composite exhibits the potential to recover 40 times more water using the same amount of 

energy. 



 89 

 

Appendix A Stober Method 

The Stober method is a sol-gel process to synthesize monodispersed silica particles. In 

general, silica precursor tetraethyl orthosilicate (Si(OEt)4, TEOS) is hydrolyzed in alcohol, with 

the presence of ammonia as a catalyst: 

  

Eq(6.1) 

 

Furthermore, ethoxysilanols and ethanol as products will lead to further hydrolysis of the 

ethoxy groups and condensation. A vast number of primary particles are nucleated in the precursor 

solutions and continue growing and forming aggregations. Any new nucleates will be consumed 

for the growth of large particles. As a result, the synthesized particles in the suspension are highly 

monodispersed and perfectly spherical. 

The size of the particles synthesized can be manipulated by varying the experimental 

conditions. Any change in the concentration of each ingredient in the precursor (i.e., ammonia, DI 

water, ethanol, and TEOS) can lead to a different size distribution. In general, the particle size 

increases with an increase of either TEOS or ammonia concentration in the precursor. We chose 

to make ammonia excessive, so there will be less residue in the suspension after the reaction, and 

we controlled the particle size by varying the TEOS concentration. For all synthesis trials, after 12 

hours, there is no growth in size, and the size distribution is stabilized.  
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The size distribution of particles was characterized using a ZetaSizer. A small amount of 

the sample solution was taken and diluted with ethanol. To ensure the accuracy of the 

measurement, multiple runs were taken for each sample with various concentrations. 
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Appendix B Closed-Pack Structure Calculations 

Appendix B.1 Face-Centered Cubic 

The face-centered cubic contains four atoms per unit cell, as shown in Error! Reference 

source not found. 

 

Appendix Figure 1 The face-centered cubic unit cell 

From the structure of FCC, we can see the maximum distance between two particles in a 

single pore structure is the distance between two particles along the edge of the unit cell cubic. 

(i.e., AB) 

Assume the radius of the particle is, 

r = a 

The length of the diagonal on the same side of the unit cell is, 

4a 

The length of the side of the unit cell is, 

4𝑎

√2
 

And the length of the maximum distance is, 
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4𝑎

√2
− 2𝑎 = 0.8284𝑎 

Thus, the pore size of the FCC structure is, 

0.8284𝑎

2
= 0.4142𝑎 

Appendix B.2 Body-Centered Cubic 

The body-centered cubic contains two particles in a unit cell, as shown in Error! 

Reference source not found. 

 

Appendix Figure 2 The body-centered cubic unit cell 

 

The maximum distance between two particles in a single pore structure is no longer along 

the edge of the cubic like the one in the FCC structure. Instead, in the BCC structure, the four 

nearest particles form a pyramid structure, as illustrated in Error! Reference source not found. 
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Appendix Figure 3 Pyramid structure formed by four nearest particles in BCC structure 

Assume the radius of the particle is, 

r = a 

The lengths of the six edges of the pyramid are, respectively, 2a, 2a, 2a, 2a, 2.31a, 2.31a. 

Thus, the radius of the sphere that passes all 4 points of the pyramid is, 

𝑅 =  

√(2𝑎)2 +
(2.31𝑎)2

2
2

= 1.29𝑎 

So we know the radius of the maximum pore inside the pyramid is, 

1.29𝑎 − 𝑎 = 0.29𝑎 

Appendix B.3 Hexagonal Close Packed 

In a hexagonal close-packed structure, the third layer has the exact same arrangement of 

spheres as the first layer and covers all the tetrahedral holes. And the structure repeats itself after 

every two layers. The structure forming tetrahedral hole is shown in, 
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Appendix Figure 4 Tetrahedral hole formed in HCP structure 

Assume the radius of the sphere is, 

r=a 

the length of the face diagonal of the cube is, 

2a 

And the length of the body diagonal is, 

2𝑎

√2
 × √3 

Then the radius of the curvature in the void is, 

𝑎

√2
 × √3 − 𝑎 = 0.225𝑎 
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