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We study the motion of two incompressible, conductive fluids in a magnetic field. The viscosity and surface tension are considered. The study includes the existence of varifold solutions, strong solutions, and their weak-strong uniqueness. To obtain varifold solutions, we approximate the equations using the Galerkin method. Using solution operators and the Schauder fixed-point theorem, we can obtain the approximate solutions. The weak convergence method is then used for studying the limit of approximate solutions. Varifolds are used for describing the interface. To find a strong solution, we apply the Hanzawa transformation to the equations, which are transformed into a fixed-interface problem for a short time. The new equations are divided into principal parts and nonlinear parts, which are studied separately. The solution is obtained using the fixed-point theory of contraction mappings. When the strong solution exists, all varifold solutions coincide with it. This is proved by estimating the error between strong and varifold solutions using the relative entropy. An inequality of the relative entropy is derived and controlled by utilizing the Gronwall's inequality.
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### 1.0 Introduction

Magnetohydrodynamics (MHD) concerns the motion of electrically conducting fluids in an electromagnetic field. It has a very wide range of applications in many physical areas. For example, the motion of liquid metals, the magnetic field of the Earth, and the activities of cosmic stars.

The two-phase MHD equation is a system of equations that describes the motion of two conductive fluids in a magnetic field. In our study, we focus on fluids that are incompressible, viscous and resistive. When a conductive fluid moves in a magnetic field, an electric current is generated in the fluid. The motion of this charged fluid can be affected by the Lorentz force due to the magnetic field. Meanwhile, the charged fluid itself generates its own magnetic field around it, which will conversely affect the magnetic field in the whole region. The interface between the two fluids is moving along the fluids. The surface tension on the interface is also considered in our study. The equations consist of the Navier-Stokes equations and the magnetic equations.

The study of the two-phase MHD equation is a development of the research on NavierStokes equations and MHD equations. Thus, it is still a young and developing area. The Navier-Stokes equations have been widely studied for many decades. The study on twophase Navier-Stokes equations is a relatively young branch. When the surface tension is considered, it brings more difficulty to the solving of the equations. In 1993, Plotnikov proved the existence of varifold solutions to the two-phase Navier-Stokes equation in $\mathbb{R}^{2}$. In 2007, Abels studied the existence of varifold solutions in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$. In 2013, Prüss, et al. studied analytic solutions to the two-phase Navier-Stokes equation in a bounded domain $\Omega \subseteq \mathbb{R}^{3}$. In 2020, Fischer and Hensel proved the weak-strong uniqueness of the two-phase Navier-Stokes equation.

In 2010, Padula and Solonnikov studied the local existence of solutions to fluid-vacuum MHD equations in bounded domains with surface tension considered [24]. In 2014, Secchi and Trakhinin studied the well-posedness of ideal compressible MHD equations [32]. In 2019, Gu and Wang proved the local existence of solutions to ideal MHD equations without
surface tension [11]. In 2021, Wang and Xin proved the global existence of solutions to the fluid-vacuum model in a slab-shaped region [39]. In 2022, Trakhinin and Wang studied the local existence theory of the compressible model with perfect conductivity [38].

In Chapter 2, we study the existence theory of varifold solutions to the two-phase MHD equations. We obtain varifold solutions by first approximating the equations using the Galerkin method and then studying their weak limit. Due to the existence of the magnetic field, it is hard to obtain approximate solutions using the theory of monotone operators. In order to overcome this issue, we utilize solution operators to reduce the unknown variables. These operators can be obtained by independently solving the magnetic equation and the transport equation. An operator is then constructed using the Galerkin approximate equations and solution operators. The approximate solution is obtained using the Schauder fixed-point theorem. Next, we obtain the weak convergence of approximate solutions using the Banach-Alaoglu theorem. Stronger convergence can then be obtained using the ArzelaAscoli theorem and the Aubin-Lions lemma. Finally, we represent the weak limit of the mean curvature terms with the help of varifolds, which completes the varifold solution.

In Chapter 3, we establish the local existence theory of strong solutions to the two-phase MHD equations. The Hanzawa transformation is applied to transform the free interface into a fixed interface for a short time. The transformed equations are divided into the principal part and the nonlinear part. In the principal part, we use the theory of two-phase Stokes equations and the theory of parabolic equations to solve the linearized problem with arbitrary source terms. The study of the nonlinear part is mainly focused on the estimate of its Fréchet derivative. The equations can then be rewritten using an operator, which is a contraction mapping in some specific set. The solution is then obtained by finding the fixed point of the operator.

In Chapter 4, we prove that when the unique strong solution to the two-phase MHD equations exists, all varifold solutions coincide with it. We prove the weak-strong uniqueness by controlling the error between the strong solution and a varifold solution using the relative entropy. The construction of the relative entropy for MHD equations is inspired by [10]. A relative entropy inequality is derived by combining the energy inequalities and equations with specific test functions. The Gronwall's inequality is utilized to obtain the estimate of
the relative entropy, which implies the weak-strong uniqueness if the initial error is 0 .
The rest of the thesis will be organized in the following structure. In Chapter 2, we establish the global existence of varifold solutions to the two-phase MHD equations using the Galerkin approximation and the weak convergence method. In Chapter 3, we prove the local existence of the strong solution using the Hanzawa transformation and the contraction mapping theory. In Chapter 4, we establish the weak-strong uniqueness of strong and varifold solutions in $\mathbb{R}^{3}$ using the relative entropy method.

### 2.0 Existence of Varifold Solutions to the Two-Phase MHD Equations

### 2.1 Introduction and Main Results

In this chapter, we study the two-phase magnetohydrodynamic (MHD) problem of two immiscible Newtonian fluids which are incompressible, viscous and conducting, in a threedimensional bounded, simply connected smooth domain $\Omega \subseteq \mathbb{R}^{3}$. The domains of the two fluids are denoted by open sets $\Omega^{+}(t)$ and $\Omega^{-}(t)$. The interface between them is defined as $\Gamma(t):=\partial \Omega^{+}(t) \backslash \partial \Omega$. The sets $\Omega^{+}(t), \Omega^{-}(t)$ and $\Gamma(t)$ give a partition of $\Omega$. We assume that the density equals to 1 everywhere and consider the following equations:

$$
\begin{align*}
& \partial_{t} u+u \cdot \nabla u-(\nabla \times B) \times B-\nu^{ \pm} \triangle u+\nabla p=0 \text { in } \Omega^{ \pm}(t),  \tag{2.1.1}\\
& \partial_{t} B-\nabla \times(u \times B)+\nabla \times(\sigma \nabla \times B)=0 \text { in } \Omega,  \tag{2.1.2}\\
& \operatorname{div} u=0 \text { in } \Omega^{ \pm}(t),  \tag{2.1.3}\\
& \operatorname{div} B=0 \text { in } \Omega,  \tag{2.1.4}\\
&-\llbracket 2 \nu(\chi) D u-p I \rrbracket n=\kappa H n \text { on } \Gamma(t),  \tag{2.1.5}\\
& V_{\Gamma}=n \cdot u \text { on } \Gamma(t),  \tag{2.1.6}\\
&\left.u\right|_{\partial \Omega}=0,\left.B\right|_{\partial \Omega}=0,  \tag{2.1.7}\\
&\left.u\right|_{t=0}=u_{0},\left.B\right|_{t=0}=B_{0}, \tag{2.1.8}
\end{align*}
$$

where $u \in \mathbb{R}^{3}$ is the velocity, $B \in \mathbb{R}^{3}$ the magnetic field, $\sigma>0$ the magnetic diffusion coefficient of both fluids, $\nu^{+}, \nu^{-} \geq 0$ the viscosity coefficients of the two fluids, $\kappa \geq 0$ the surface tension coefficient; The quantities $V_{\Gamma}, n, H$ are all defined pointwisely on the interface $\Gamma(t)$, where $V_{\Gamma}$ denotes the velocity of the interface, $n$ the normal vector, $H$ the mean curvature; The term $D u:=\left(\nabla u+\nabla u^{T}\right) / 2$ is the strain rate tensor and $|D u|$ is the shear rate. In order to study the positions of $\Omega^{+}(t)$ and $\Omega^{-}(t)$, we consider the indicator function of $\Omega^{+}(t)$, i.e. $\chi(t):=\chi_{\Omega^{+}(t)}$. Let $\nu$ be such that $\nu(1)=\nu^{+}$and $\nu(0)=\nu^{-}$. Then we can use $\nu(\chi(t, x))$ for the viscosity. The notation $\llbracket f \rrbracket$ denotes the jump of $f$ across $\Gamma(t)$.

We briefly review some related results. When there is no magnetic field $B$, the problem becomes the two-phase Navier-Stokes equations. The problem of varifold solutions was first studied by Plotnikov [25]. In his paper, the case of two incompressible non-Newtonian fluids with surface tension has been considered in $\mathbb{R}^{2}$. In the seminal work [1], Abels proved the existence of varifold solutions in more general cases, where the viscosity coefficients depend on the shear rate $|D u|$. From [1], there exists a weak solution when $\kappa=0$ and a measure-valued varifold solution when $\kappa>0$. For the case of $\kappa>0$, the equations have been studied in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$. When the viscosity coefficients are constants, Yeressian [40] has proved the existence of varifold solutions in $\mathbb{R}^{3}$. When the strong solution exists, Fischer and Hensel proved the weak-strong uniqueness in [10] with the technique of relative entropy. For interested readers we also refer to $[22,29,31]$.

Since the problem with $\kappa>0$ has been studied in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$ in [1] and [40] for the Navier-Stokes equations, in this work we are interested in the case of bounded domains $\Omega$ for the magnetohydrodynamics, for which the both viscosity coefficients $\nu^{ \pm}$are also taken to be (different) constants. In [1] and [40] the approximate equations are derived by mollifying the original equations. In the case of a bounded domain, it will be complicated to mollify the equations near the boundary of the domain. Thus, we will use the Galerkin method to construct the approximate solutions in this work.

We first give the definitions of varifold solutions and weak solutions based on the definitions in [1]. The space $\mathbb{R}^{d}$ is replaced by $\Omega$ in an appropriate way. Some boundary conditions are also included.

Definition 2.1.1 (Varifold solution). Let $u_{0}, B_{0} \in L^{2}(\Omega)$ such that $\operatorname{div} u_{0}=\operatorname{div} B_{0}=0$ weakly. Let $Q_{T}:=\Omega \times(0, T)$. Let $\Omega_{0}^{+} \subseteq \Omega$ be a bounded domain such that $\chi_{0}=\chi_{\Omega_{0}^{+}}$is of finite perimeter. A quadruple $(u, B, \chi, V)$ with

$$
\begin{aligned}
& u \in L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right) \cap L^{\infty}\left([0, T] ; L^{2}(\Omega)\right), \\
& B \in L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right) \cap L^{\infty}\left([0, T] ; L^{2}(\Omega)\right), \\
& \operatorname{div} u=\operatorname{div} B=0, \\
& \chi \in L^{\infty}([0, T] ; B V(\Omega ;\{0,1\})), \\
& V \in L^{\infty}\left([0, T] ; \mathcal{M}\left(\Omega \times \mathbb{S}^{2}\right)\right),
\end{aligned}
$$

is called a varifold solution to the two-phase flow problem (2.1.1)-(2.1.8) with the initial data $\left(u_{0}, B_{0}, \chi_{0}\right)$ if
(1).

$$
\begin{align*}
& -\left(u_{0}, \varphi(0)\right)_{\Omega}-\left(u, \partial_{t} \varphi\right)_{Q_{T}}-(u \otimes u, \nabla \varphi)_{Q_{T}}+(B \otimes B, \nabla \varphi)_{Q_{T}} \\
& \quad+(2 \nu(\chi) D u, D \varphi)_{Q_{T}}+\kappa \int_{0}^{T}\langle\delta V(t), \varphi(t)\rangle d t=0 \tag{2.1.9}
\end{align*}
$$

is satisfied for all $\varphi \in C_{c}^{\infty}([0, T) \times \Omega)$ with $\operatorname{div} \varphi=0$;
(2).

$$
\begin{equation*}
-\left(B_{0}, \varphi(0)\right)_{\Omega}-\left(B, \partial_{t} \varphi\right)_{Q_{T}}-(u \otimes B, \nabla \varphi)_{Q_{T}}+(B \otimes u, \nabla \varphi)_{Q_{T}}+\sigma(\nabla B, \nabla \varphi)_{Q_{T}}=0 \tag{2.1.10}
\end{equation*}
$$

is satisfied for all $\varphi \in C_{c}^{\infty}([0, T) \times \Omega)$ with $\operatorname{div} \varphi=0$;
(3). For almost every $t \in[0, T]$,

$$
\begin{equation*}
\int_{\Omega \times \mathbb{S}^{2}} s \cdot \psi(x) d V(t)(x, s)=-\int_{\Omega} \psi d \nabla \chi(t) \tag{2.1.11}
\end{equation*}
$$

is satisfied for all $\psi \in C_{0}(\Omega)$;
(4). The indicator function $\chi$ is the unique renormalized solution of

$$
\begin{align*}
& \partial_{t} \chi+u \cdot \nabla \chi=0 \quad \text { in }(0, T) \times \Omega  \tag{2.1.12}\\
& \left.\chi\right|_{t=0}=\chi_{0} \quad \text { in } \Omega
\end{align*}
$$

(5). The generalized energy inequality

$$
\begin{align*}
& \frac{1}{2}\|u(t)\|_{L^{2}}^{2}+\frac{1}{2}\|B(t)\|_{L^{2}}^{2}+\kappa\|V(t)\|_{\mathcal{M}\left(\Omega \times \mathbb{S}^{2}\right)}+2 \int_{0}^{t} \int_{\Omega} \nu(\chi)|D u|^{2} d x d s \\
& \quad+\sigma \int_{0}^{t}\|\nabla B(s)\|_{L^{2}}^{2} d s \leq \frac{1}{2}\left\|u_{0}\right\|_{L^{2}}^{2}+\frac{1}{2}\left\|B_{0}\right\|_{L^{2}}^{2}+\kappa\left\|\nabla \chi_{0}\right\|_{\mathcal{M}(\Omega)} \tag{2.1.13}
\end{align*}
$$

holds for almost every $t \in[0, T]$;
Remark 2.1.1. The notation $(\cdot, \cdot)_{\Omega}$ and $(\cdot, \cdot)_{Q_{T}}$ stands for the inner product in $L^{2}(\Omega)$ and $L^{2}\left(Q_{T}\right)$. For details about the renormalized solutions, see Proposition 2.2 in [1]. The term $\delta V$ in (4.1.4) is the first variation of the measure $V$. The definitions of $\delta V$ and $\langle\delta V(t), \cdot\rangle$ are in Section 2.2.4. The initial energy is:

$$
\begin{equation*}
E_{0}:=\frac{1}{2}\left\|u_{0}\right\|_{L^{2}}^{2}+\frac{1}{2}\left\|B_{0}\right\|_{L^{2}}^{2}+\kappa\left\|\nabla \chi_{0}\right\|_{\mathcal{M}} \tag{2.1.14}
\end{equation*}
$$

Definition 2.1.2 (Weak solution). Let $(u, B, \chi, V)$ be a varifold solution of the two-phase flow problem (2.1.1)-(2.1.8) with the initial data $\left(u_{0}, B_{0}, \chi_{0}\right)$ as in definition 2.1.1. Then the triple $(u, B, \chi)$ is called a weak solution if for almost every $t \in[0, T]$, the equality

$$
\langle\delta V(t), \varphi\rangle=-\left\langle H_{\chi(t)}, \varphi\right\rangle:=\int_{\Omega} P_{\tau}: \nabla \varphi d|\nabla \chi(t)|
$$

holds for all $\varphi \in C_{c}^{\infty}(\Omega)$ with $\operatorname{div} \varphi=0$. Here $P_{\tau}:=I-n \otimes n$ and $n:=\nabla \chi(t) /|\nabla \chi(t)|$.
Remark 2.1.2. The term $\chi$ contains all the information to define the mean curvature functional $H_{\chi}$; see Section 2.2.3 for details. The term $\nabla \chi(t)$ is a vector-valued Radon measure on $\Omega$ and $|\nabla \chi(t)|$ is the total variation measure of $\nabla \chi(t)$. Thus, the normal vector $n$ can be defined using the Radon-Nikodym derivative. See Section 2.2 for details. The varifold solution is weaker than the weak solution, since the weak limits of some terms are represented by measures.

The main result of this work is given as the following:
Theorem 2.1.1. Let $\Omega \subseteq \mathbb{R}^{3}$ be a bounded, smooth and simply connected domain; $u_{0}, B_{0} \in$ $L^{2}(\Omega)$ satisfy $\operatorname{div} u_{0}=\operatorname{div} B_{0}=0$; and $\chi_{0}:=\chi_{\Omega_{0}^{+}}$, where $\Omega_{0}^{+} \subseteq \Omega$ is a simply connected $C^{2}$-domain such that $\overline{\Omega_{0}^{+}} \subseteq \Omega$. Then for any $T>0$, there exists a varifold solution to the two-phase flow problem (2.1.1)-(2.1.8) on $[0, T]$ with the initial data $\left(u_{0}, B_{0}, \chi_{0}\right)$.

The proof of theorem 2.1.1 will be in the spirit of [1] with some new ideas to deal with the bounded domain $\Omega$ and the magnetic field $B$. We shall use the Galerkin method to construct the approximate solutions in a bounded domain. Due to the extra term $B$ in the equations, we cannot use the method of monotone operators in $[1,42,43]$ to solve the approximate equations. Instead, we will rewrite the approximate equations using operators and solve the equations by finding the fixed points of the operators. In fact, if our velocity $u$ is from certain function spaces, then the quantity $B$ and $\chi$ are uniquely decided by $u$. Thus, there exist solution operators that map each $u$ to $B(u)$ and $\chi(u)$. These operators have some good properties of continuity and boundedness, which will contribute to showing the compactness of the fixed-point operator; see [1] and [12] for more details. Due to the free interface $\Gamma(t)$, it is hard to prove the Lipschitz continuity of the operators. Thus, we cannot use the classical contraction mapping theorem to prove the existence of the fixed-points. In
order to overcome this difficulty, we firstly prove the compactness of the operators and then use the Schauder fixed-point theorem.

The rest of this chapter is organized as follows. We firstly list some useful background knowledge in Section 2.2. In Section 2.3, we will study the Galerkin approximate equations on $[0, T]$ and prove that the approximate solutions exists globally on $[0, T]$. Then we give a uniform energy estimate for all the approximate solutions. Finally, we will study the limits of the approximate solutions in Section 2.4.

### 2.2 Preliminary

### 2.2.1 Function spaces

We recall some definitions of function spaces. Given a bounded domain $\Omega \subseteq \mathbb{R}^{d}$. The space $C^{k}(\Omega)$ denotes the functions with continuous partial derivatives until order $k$. The subspace $C_{b}^{k}(\Omega) \subseteq C^{k}(\Omega)$ consists of bounded functions with bounded derivatives up to order $k$. The space $C^{k}(\bar{\Omega})$ is the subspace of $C^{k}(\Omega)$, such that for each $f \in C^{k}(\bar{\Omega})$, we can find $F \in C^{k}\left(\mathbb{R}^{d}\right)$ with $f=F$ on $\bar{\Omega}$. The space $C_{c, \sigma}^{\infty}(\Omega)$ consists of functions in $C_{c}^{\infty}(\Omega)$ which are divergence-free. The following result will be useful.

Proposition 2.2.1 ( [41], Appendix (24d)). For a compact set $K \subseteq \mathbb{R}^{d}$, for any $k \in \mathbb{Z}$ and $k \geq 0$, we have the compact embedding $C^{k+1}(K) \hookrightarrow \hookrightarrow C^{k}(K)$.

For a Banach space $X$ and $1 \leq p \leq \infty$, the Bochner space $L^{p}([0, T] ; X)$ is the space of functions $u(t)$ from $[0, T]$ to $X$ such that

$$
\begin{gathered}
\|u\|_{L^{p}([0, T] ; X)}:=\left(\int_{0}^{T}\|u(t)\|_{X}^{p} d t\right)^{\frac{1}{p}}<\infty \quad \text { for } \quad 1 \leq p<\infty, \text { or } \\
\|u\|_{L^{\infty}([0, T] ; X)}:=\underset{t \in[0, T]}{\operatorname{esssup}}\|u(t)\|_{X}<\infty \quad \text { for } p=\infty .
\end{gathered}
$$

The space $C([0, T] ; X)$ consists of functions $u(t)$ from $[0, T]$ to $X$ such that for any $t_{0} \in[0, T]$

$$
\lim _{t \rightarrow t_{0}}\left\|u(t)-u\left(t_{0}\right)\right\|_{X}=0
$$

For more details on function spaces, we refer to [23]. For Sobolev spaces and the embedding theorems, we refer to $[8,18]$.

For a locally compact separable metric space $X$, we denote the space of finite Radon measures on $X$ by $\mathcal{M}(X)$. We recall that $\mathcal{M}(X)=\left(C_{0}(X)\right)^{*}$.

We denote by $L_{w}^{\infty}([0, T], \mathcal{M}(X))$ the space of functions $f:[0, T] \rightarrow \mathcal{M}(X)$ such that: for all $\varphi \in L^{1}\left([0, T], C_{0}(X)\right)$ the duality $(f, \varphi)(t)$ is measurable on $[0, T] ;\|f\|_{\mathcal{M}(X)}(t)$ is measurable on $[0, T]$; and $\operatorname{ess} \sup _{[0, T]}\|f\|_{\mathcal{M}(X)}(t)<\infty$. More details can be found in $[1,40]$.

### 2.2.2 Sets of finite perimeter

In order to study the free interface, we recall some topics about the sets with less regular boundaries. Most of the topics here can be found in the geometric measure theory. We refer to $[5,19]$ for interested readers.

Definition 2.2.1 ([5], definition 3.1). For an open set $\Omega \subseteq \mathbb{R}^{d}$. A function $u \in L^{1}(\Omega)$ is of bounded variation in $\Omega$ if there exist finite Radon measures $\lambda_{1}, \cdots \lambda_{d} \in \mathcal{M}(\Omega)$ such that

$$
\int_{\Omega} u \frac{\partial \varphi}{\partial x_{i}} d x=-\int_{\Omega} \varphi d \lambda_{i}
$$

holds for all $\varphi \in C_{c}^{\infty}(\Omega)$ and $i=1, \cdots, d$. The space $B V(\Omega)$ consists of functions of bounded variation in $\Omega$.

The variations of functions are useful when we study the space $B V(\Omega)$.
Definition 2.2.2 ([5], definition 3.4). Given a function $u \in L_{l o c}^{1}(\Omega)^{m}$ with $\Omega \subseteq \mathbb{R}^{d}$. Its variation in $\Omega$ is defined as

$$
\mathcal{V}(u, \Omega):=\sup \left\{\sum_{\alpha=1}^{m} \int_{\Omega} u^{\alpha} \operatorname{div} \varphi^{\alpha} d x: \varphi \in C_{c}^{1}(\Omega)^{m d},\|\varphi\|_{L^{\infty}(\Omega)} \leq 1\right\}
$$

When studying the boundary of a set $E$, we usually consider its indicator function $\chi_{E}$. The perimeter of $E$ is defined using the variation of $\chi_{E}$. See $[5,9]$ for details.

Definition 2.2.3 ([5], definition 3.35). Let $\Omega \subseteq \mathbb{R}^{d}$ be an open set and $E \subseteq \mathbb{R}^{d}$ a Lebesgue measurable set. The perimeter of $E$ in $\Omega$ is defined as:

$$
\mathcal{P}(E, \Omega):=\sup \left\{\int_{E} \operatorname{div} \varphi d x: \varphi \in C_{c}^{1}(\Omega)^{d},\|\varphi\|_{L^{\infty}(\Omega)} \leq 1\right\} .
$$

The set $E$ is of finite perimeter in $\Omega$ if $\mathcal{P}(E, \Omega)<\infty$.
Remark 2.2.1. By this definition, only $\partial E \cap \Omega$ will be counted into the perimeter of $E$.

### 2.2.3 Mean curvature functional

When calculating the weak form of (2.1.1), we will get a so-called mean curvature functional. This functional is dependent on the interface $\Gamma(t)$, and thus will be denoted by $H_{\Gamma(t)}$ or $H_{\chi(t)}$. When everything is smooth enough, we have the following formula:

$$
\left\langle H_{\Gamma(t)}, \varphi(t)\right\rangle:=\int_{\Gamma(t)} H n \cdot \varphi d \mathcal{H}^{d-1}(x),
$$

where $\mathcal{H}^{k}$ denotes the $k$-dimensional Hausdorff measure. On the interface $\Gamma$ the tangential divergence of a function $\varphi \in C^{1}(\Gamma)^{d}$ is defined as

$$
\operatorname{div}^{\Gamma} \varphi:=\operatorname{div} \varphi-n \otimes n: \nabla \varphi=(I-n \otimes n): \nabla \varphi,
$$

where $n(x)$ denotes the normal vector. Note that $P_{\tau}:=I-n \otimes n$ is the orthogonal projection onto the tangent space, which is defined pointwisely on $\Gamma$. The mean curvature is defined as (see [5, 19, 33])

$$
H:=-\operatorname{div}^{\Gamma} \varphi .
$$

According to the generalized divergence theorem (see [19]),

$$
\begin{equation*}
\int_{\Gamma} \operatorname{div}^{\Gamma} \varphi d \mathcal{H}^{d-1}=\int_{\Gamma} H n \cdot \varphi d \mathcal{H}^{d-1}+\int_{\partial \Gamma} \varphi \cdot n_{\partial \Gamma} d \mathcal{H}^{d-2} \tag{2.2.1}
\end{equation*}
$$

holds for all $\varphi \in C_{c}^{1}\left(\mathbb{R}^{d}\right)^{d}$. In our problem, the set $\overline{\Omega^{+}(t)}$ will always stay in the interior of $\Omega$. Thus, $\Gamma(t)$ will be a closed surface and will not have any edge, i.e. the ( $d-2$ )-dimensional boundary. As a result, the second term on the right-hand side in (2.2.1) vanishes. Now when the surface $\Gamma$ becomes less regular, as long as a measure theoretical normal vector exists,
we can use the generalized divergence theorem to replace $H n \cdot \varphi$ with $\operatorname{div}^{\Gamma} \varphi$, and study the generalized mean curvature functional.

In order to study the convergence of the mean curvature terms, we modify lemma 2.4 from [1] and obtain the following lemma.

Lemma 2.2.1 ([1], lemma 2.4, revised). Let $\Omega$ be a bounded, simply connected, smooth domain. Let $\Omega_{0}^{+}$be a bounded, simply connected $C^{2}$-domain such that $\overline{\Omega_{0}^{+}} \subseteq \Omega$. Suppose that $u, v \in C\left([0, T] ; C_{b}^{2}(\Omega)\right)$ with $\operatorname{div} u=\operatorname{div} v=0$ and $u \rightarrow v$ in $C\left([0, T] ; C^{1}(\Omega)\right)$. Then

$$
\begin{equation*}
\int_{\Gamma_{u}(t)} f\left(x, n_{x}\right) d \mathcal{H}^{d-1}(x) \rightarrow \int_{\Gamma_{v}(t)} f\left(x, n_{x}\right) d \mathcal{H}^{d-1}(x) \tag{2.2.2}
\end{equation*}
$$

uniformly on $[0, T]$. Here $\Gamma_{u}(t)$ and $\Gamma_{v}(t)$ are interfaces obtained from $u$ and $v$.
The details on how the velocity determines the interface are stated in Section 2.3.3. The convergence of the flow mappings is still valid when the domain $\mathbb{R}^{d}$ in [1] is replaced by a bounded domain $\Omega$. Thus, using the same argument as in [1], we can apply a local parameterization to $\Gamma_{0}=\partial \Omega_{0}^{+}$to prove the lemma.

### 2.2.4 Varifolds

For the problem we study, even the measure theoretical normal vectors might not be guaranteed to exist all the time. In this case, we have to use varifolds to describe the surfaces. We refer to the definition in [1] and give an analogue one for the case of the bounded domain $\Omega$. A measure $V$ is called a general $(d-1)$-varifold if it is a finite Radon measure on $\Omega \times \mathbb{S}^{d-1}$, i.e. $V \in \mathcal{M}\left(\Omega \times \mathbb{S}^{d-1}\right)$. The varifold $V$ can be understood as assigning different weight to vectors in $\Omega$ and $\mathbb{S}^{d-1}$. In another word, it tells the possibility of a point to be on the interface and the possibility of a vector to be the normal vector. For interested readers we refer to [20, 21, 33].

The first variation of $V$ is defined as

$$
\langle\delta V, \varphi\rangle:=\int_{\Omega \times \mathbb{S}^{d-1}}(I-s \times s): \nabla \varphi d V(x, s)
$$

for any $\varphi \in C_{0}^{1}(\Omega)$; see [33] chapter 8 or [3]. This allows us to replace the functional $H_{\chi_{E}(t)}$ with $-\delta V(t)$, and study the mean curvature functional when the interface is less regular.

### 2.2.5 Compact operators

We recall some theory about compact operators; see [41] for details. The compact operators will be used to solve the Galerkin approximate equations.

Definition 2.2.4 ([41], definition 2.9). Given two Banach spaces $X$ and $Y$. An operator $T: D(T) \subset X \rightarrow Y$ is called a compact operator if it is continuous and maps bounded sets into precompact sets.

The following proposition is important when proving the compactness of an operator.
Proposition 2.2.2 ( [41], Appendix (24g)). The set $M \subseteq C(\bar{\Omega})$ is precompact if and only if (1) $\sup _{f \in M} \sup _{x \in \bar{\Omega}}|f(x)|<\infty$.
(2) For every $\varepsilon>0$, there exists $\delta>0$, such that $\sup _{f \in M}|f(x)-f(y)|<\varepsilon$ for every $x, y \in \bar{\Omega}$ and $|x-y|<\delta$.

We give a specific version of the Arzela-Ascoli theorem.
Theorem 2.2.1 ([41], Appendix (24i)). Let $X$ be a Banach space. The set $A \subseteq C([0, T] ; X)$ is precompact if and only if
(1) For all $t \in[0, T]$, the set $\{f(t): f \in A\}$ is precompact in $X$.
(2) For all $t \in[0, T]$ and $\varepsilon>0$, there exists $\delta>0$, such that $\sup _{f \in A}\|f(t)-f(s)\|_{X}<\varepsilon$ for all $s \in[0, T]$ and $|t-s|<\delta$.

At last, we recall the Schauder fixed-point theorem of compact operators.
Theorem 2.2.2 ( [41], theorem 2.A). Let $X$ be a Banach space. Suppose $A \subseteq X$ is nonempty, bounded, closed and convex. Given a compact operator $T: A \rightarrow A$. There exists a fixed point of $T$ in $A$.

### 2.3 The Galerkin Method

### 2.3.1 Weak formula and energy estimate

We test (2.1.1) with $\varphi \in C_{c}^{\infty}([0, T) \times \Omega)$ such that $\operatorname{div} \varphi=0$. For the first and second terms we simply integrate them by parts; for the third term we recall the equality $(\nabla \times$ $B) \times B=B \cdot \nabla B-\nabla\left(|B|^{2}\right) / 2$ and then integrate by parts; the fifth term will vanish; the calculation of the fourth term will generate the mean curvature functional:

$$
\begin{aligned}
& \int_{\Omega} \nu(\chi) \triangle u \varphi=\int_{\Omega} \nu(\chi) \operatorname{div}\left(\nabla u+\nabla u^{T}\right) \varphi \\
= & \int_{\Omega} \nu(\chi) \sum_{j} \sum_{i} \partial_{i}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right) \varphi_{j} \\
= & \int_{\Omega} \nu(\chi) \sum_{j} \sum_{i} \partial_{i}\left(\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right) \varphi_{j}\right)-\int_{\Omega} \nu(\chi) \sum_{j} \sum_{i}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right) \partial_{i} \varphi_{j} \\
= & 2\left(\nu^{+}-\nu^{-}\right) \int_{\Gamma} n \cdot(D u \varphi)-2 \int_{\Omega} \nu(\chi) D u: D \varphi \\
= & \kappa \int_{\Gamma} H n \cdot \varphi-2(\nu(\chi) D u, D \varphi)_{\Omega} .
\end{aligned}
$$

Thus, we obtain the weak formula of (2.1.1):

$$
\begin{align*}
& -\left(u_{0}, \varphi(0)\right)_{\Omega}-\left(u, \partial_{t} \varphi\right)_{Q_{T}}-(u \otimes u, \nabla \varphi)_{Q_{T}}+(B \otimes B, \nabla \varphi)_{Q_{T}} \\
& \quad+2(\nu(\chi) D u, D \varphi)_{Q_{T}}-\kappa \int_{0}^{T} \int_{\Gamma(t)} H n \cdot \varphi d \mathcal{H}^{2}=0 \tag{2.3.1}
\end{align*}
$$

Testing (2.1.2) with $\varphi \in C_{c}^{\infty}([0, T) \times \Omega)$ such that $\operatorname{div} \varphi=0$. Using the fact that

$$
\nabla \times(\nabla \times B)=\nabla(\operatorname{div} B)-\triangle B, \text { and } \nabla \times(u \times B)=-(u \cdot \nabla) B+(B \cdot \nabla) u
$$

we obtain

$$
\begin{equation*}
-\left(B_{0}, \varphi(0)\right)_{\Omega}-\left(B, \partial_{t} \varphi\right)_{Q_{T}}-(u \otimes B, \nabla \varphi)_{Q_{T}}+(B \otimes u, \nabla \varphi)_{Q_{T}}+\sigma(\nabla B, \nabla \varphi)_{Q_{T}}=0 \tag{2.3.2}
\end{equation*}
$$

Now we derive the energy estimate. Suppose all the functions are smooth enough. Testing (2.1.1) and (2.1.2) on $\Omega$ with $\varphi=u$ and $\varphi=B$ respectively, we obtain

$$
\frac{1}{2} \frac{d}{d t}\|u\|_{L^{2}}^{2}+(B \otimes B, \nabla u)_{\Omega}+2(\nu(\chi) D u, D u)_{\Omega}-\kappa \int_{\Gamma(t)} H n \cdot u d \mathcal{H}^{2}=0
$$

$$
\frac{1}{2} \frac{d}{d t}\|B\|_{L^{2}}^{2}-(B \otimes B, \nabla u)_{\Omega}+\sigma\|\nabla B\|_{L^{2}}^{2}=0
$$

Adding these two equations, we have

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\|u\|_{L^{2}}^{2}+\frac{1}{2} \frac{d}{d t}\|B\|_{L^{2}}^{2}+2(\nu(\chi) D u, D u)_{\Omega} \\
& \quad+\sigma\|\nabla B\|_{L^{2}}^{2}-\kappa \int_{\Gamma(t)} H n \cdot u d \mathcal{H}^{2}=0
\end{aligned}
$$

From the derivation of (1.9) in [1], we have

$$
\frac{d}{d t} \mathcal{H}^{2}(\Gamma(t))=-\int_{\Gamma(t)} H V_{\Gamma} d \mathcal{H}^{2}=-\int_{\Gamma(t)} H n \cdot u d \mathcal{H}^{2}
$$

Note that by Korn's inequality, there exists $c>0$ such that

$$
2(\nu(\chi) D u, D u)_{\Omega} \geq c\|\nabla u\|_{L^{2}}^{2} .
$$

Finally, we obtain the energy inequality:

$$
\begin{align*}
\frac{1}{2}\|u(t)\|_{L^{2}}^{2}+\frac{1}{2}\|B(t)\|_{L^{2}}^{2}+\kappa \mathcal{H}^{2}(\Gamma(t))+c \| & \|u\|_{L^{2}([0, T] \times \Omega)}^{2}+\sigma\|\nabla B\|_{L^{2}([0, T] \times \Omega)}^{2}  \tag{2.3.3}\\
& \leq \frac{1}{2}\left\|u_{0}\right\|_{L^{2}}^{2}+\frac{1}{2}\left\|B_{0}\right\|_{L^{2}}^{2}+\kappa \mathcal{H}^{2}\left(\Gamma_{0}\right)
\end{align*}
$$

This estimate drives us to look for a solution $(u, B, \Gamma)$ such that

$$
u \in L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right) \cap L^{\infty}\left([0, T] ; L^{2}(\Omega)\right), \quad B \in L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right) \cap L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)
$$

and $\mathcal{H}^{2}(\Gamma(t))$ is bounded on $[0, T]$.

### 2.3.2 Approximate equations

In order to use the Galerkin method, we pick the eigenfunctions of the Stokes operator to be a basis. The existence of this basis is from the following theorem:

Theorem 2.3.1 ( [30], theorem 2.24). Let $\Omega \subseteq \mathbb{R}^{3}$ be a smooth bounded domain. Let $A$ be the Stokes operator, i.e. $A u:=-\mathbb{P} \triangle u$ where $\mathbb{P}$ is the Helmholtz projection. There exists a set of functions $\mathcal{N}=\left\{\eta_{1}, \eta_{2}, \cdots,\right\}$ such that
(1) the functions form an orthonormal basis of $\mathbb{H}(\Omega)$;
(2) the functions form an orthogonal basis of $\mathbb{V}(\Omega)$;
(3) the functions belong to $D(A) \cap C^{\infty}(\bar{\Omega})$ and they are eigenfunctions of $A$ with positive, nondecreasing eigenvalues which goes to infinity.

Here $\mathbb{H}(\Omega)$ denotes the closure of $\left\{\varphi \in C_{c}^{\infty}(\Omega): \operatorname{div} \varphi=0\right\}$ under the $L^{2}$ norm and $\|\cdot\|_{\mathbb{H}(\Omega)}:=\|\cdot\|_{L^{2}(\Omega)}$. The space $\mathbb{V}(\Omega):=\mathbb{H}(\Omega) \cap H_{0}^{1}(\Omega)$ and $\|\cdot\|_{\mathbb{V}(\Omega)}:=\|\cdot\|_{H^{1}(\Omega)}$. Note that all the eigenfunctions $\eta_{j}$ have trace 0 . For details of the Stokes operator, see [35, 36].

Let $G_{n}:=\operatorname{span}\left\{\eta_{1}, \cdots, \eta_{n}\right\}$. For each $t \in[0, T]$, we consider the approximate equation:

$$
\begin{align*}
& \left(u_{n}(t), \eta\right)_{\Omega}-\left(u_{0}, \eta\right)_{\Omega}-\int_{0}^{t}\left(u_{n} \otimes u_{n}, \nabla \eta\right)_{\Omega} d s+\int_{0}^{t}\left(B_{n} \otimes B_{n}, \nabla \eta\right)_{\Omega} d s \\
& \quad+2 \int_{0}^{t}\left(\nu\left(\chi_{n}\right) D u_{n}, D \eta\right)_{\Omega} d s+\kappa \int_{0}^{t} \int_{\Omega} P_{\tau}: \nabla \eta d\left|\nabla \chi_{n}(s)\right| d s=0 \tag{2.3.4}
\end{align*}
$$

for all $\eta \in G_{n}$. We define the functionals $M$ and $N$ on $G_{n}$ and rewrite the equation. Let

$$
\begin{gathered}
\langle M(u), \eta\rangle:=\int_{\Omega} u \cdot \eta, \\
\langle N(u, \chi, B), \eta\rangle:=(u \otimes u, \nabla \eta)_{\Omega}-(B \otimes B, \nabla \eta)_{\Omega} \\
-2(\nu(\chi) D u, D \eta)_{\Omega}+\kappa \int_{\Omega} P_{\tau}: \nabla \eta d|\nabla \chi| .
\end{gathered}
$$

By integrating $N(u, \chi, B)$ from 0 to $t$, we define

$$
\left\langle\int_{0}^{t} N d s, \eta\right\rangle:=\int_{0}^{t}\langle N(s), \eta\rangle d s
$$

Now we can rewrite the equation as:

$$
\begin{equation*}
\left\langle M\left(u_{n}(t)\right), \eta\right\rangle=\left\langle M\left(u_{0}\right), \eta\right\rangle+\int_{0}^{t}\left\langle N\left(u_{n}, \chi_{n}, B_{n}\right), \eta\right\rangle d s \tag{2.3.5}
\end{equation*}
$$

for all $\eta \in G_{n}$. It remains to represent $\chi$ and $B$ with $u$ using the solution operators, i.e. $\chi(u)$ and $B(u)$.

### 2.3.3 Solution operators $\chi(u)$ and $B(u)$

Suppose $u \in C\left([0, T] ; C^{2}(\bar{\Omega})\right)$ and $\Omega_{0}^{+}$is a simply connected $C^{2}$-domain with $\overline{\Omega_{0}^{+}} \subseteq \Omega$. For each $x \in \bar{\Omega}$, we consider the ODE

$$
\begin{align*}
& \frac{d}{d t} X(t, x)=u(t, X(t, x))  \tag{2.3.6}\\
& X(0, x)=x
\end{align*}
$$

By the Picard-Lindelöf theorem there exists a unique solution locally in time. Since the solution will not blow up as stated in remark 2.3.1, we can always extend it to $[0, T]$. When we start from different initial values on $\bar{\Omega}$, the solutions will not intersect. Thus, we obtain a function $X(t, x):[0, T] \times \bar{\Omega} \rightarrow \bar{\Omega}$, which is a bijection on $\bar{\Omega}$ for each fixed $t$. We call $X(t, x)$ the flow mapping, and denote it by $X_{t}(x)$ in some cases. We will also use $X_{u}(t, x)$ or $X_{u, t}(x)$ if needed to emphasize the velocity field that generates this flow mapping.

Remark 2.3.1. When $x \in \partial \Omega$, the Picard iterating always generate constant functions equal to $x$. Thus, we can obtain a unique solution $X(t, x) \equiv x$ on $[0, T]$. When $x \in \Omega$, the local solution will not exceed $\Omega$, so it can still be extended to $[0, T]$. In both cases, the proof of uniqueness can be done by the Gronwall's inequality.

Note that $u \in C\left([0, T] ; C_{0}^{2}(\bar{\Omega})\right)$. Similarly to the proof of theorem 2.10 in [37], we can prove that $X \in C\left([0, T] ; C^{2}(\Omega)\right)$. Letting $\chi(x, t):=\chi_{0}\left(X_{t}^{-1}(x)\right)$, then we have obtained the indicator function $\chi$ using the velocity $u$.

We now estimate the variation of $\chi(x, t)$. From [4] Exercise 3.2, the Jacobian $J\left(X_{t}\right) \equiv 1$. By changing of variable, we have

$$
\begin{equation*}
\int_{\Omega} \chi(x, t) \operatorname{div} \varphi(x) d x=\int_{\Omega} \chi\left(X_{t}(y), t\right) \operatorname{div} \varphi\left(X_{t}(y)\right) d y \tag{2.3.7}
\end{equation*}
$$

Similarly to the argument in [1], we integrate by parts. Let $A=\left(a_{i j}\right)_{3 \times 3}$ be the matrix inverse of $\nabla X_{t}$, i.e. $A(y):=\left(\nabla_{y} X_{t}(y)\right)^{-1}$. Let $\widetilde{\varphi}(y)=A^{T}(y) \varphi\left(X_{t}(y)\right)$ with $A^{T}$ being the transpose of $A$. For the gradient of $\widetilde{\varphi}(y)$, i.e. $\nabla_{y}\left(A^{T}(y) \varphi\left(X_{t}(y)\right)\right)$, we consider its trace:

$$
\begin{aligned}
& \operatorname{Tr} \nabla_{y}\left(A^{T} \varphi\left(X_{t}(y)\right)\right) \\
& =\sum_{i} \sum_{j} \partial_{y_{i}} a_{j i} \cdot \varphi_{j}\left(X_{t}(y)\right)+\sum_{i} \sum_{j} a_{j i} \cdot \partial_{y_{i}} \varphi_{j}\left(X_{t}(y)\right) \\
& =I_{1}+I_{2}
\end{aligned}
$$

Simplifying $I_{2}$, we obtain

$$
\begin{aligned}
& I_{2}=\sum_{i} \sum_{j} \sum_{k} a_{j i} \partial_{k} \varphi_{j}\left(X_{t}(y)\right) \cdot \partial_{y_{i}} X_{t, k}(y) \\
& =\sum_{j} \sum_{k} \partial_{k} \varphi_{j}\left(X_{t}(y)\right) \cdot\left(\sum_{i} a_{j i} \partial_{y_{i}} X_{t, k}(y)\right) \\
& =\sum_{j} \sum_{k} \partial_{k} \varphi_{j}\left(X_{t}(y)\right) \cdot\left(\sum_{i}\left(\left(\nabla X_{t}\right)^{-1}\right)_{j i}\left(\nabla X_{t}\right)_{i k}\right) \\
& =\sum_{j} \partial_{j} \varphi_{j}\left(X_{t}(y)\right)=\operatorname{div} \varphi\left(X_{t}(y)\right) .
\end{aligned}
$$

Continuing with (2.3.7), we have

$$
\begin{aligned}
& \int_{\Omega} \chi\left(X_{t}(y), t\right) \operatorname{div} \varphi\left(X_{t}(y)\right) d y=\int_{\Omega} \chi\left(X_{t}(y), t\right) I_{2} d y \\
& \quad=\int_{\Omega} \chi\left(X_{t}(y), t\right) \operatorname{Tr} \nabla_{y}\left(A^{T} \varphi\left(X_{t}(y)\right)\right)-\int_{\Omega} \chi\left(X_{t}(y), t\right) I_{1} \\
&=\int_{\Omega} \chi\left(X_{t}(y), t\right) \operatorname{Tr} \nabla_{y}\left(A^{T} \varphi\left(X_{t}(y)\right)\right)-\int_{\Omega} \chi\left(X_{t}(y), t\right) \sum_{i} \sum_{j} \partial_{y_{i}} a_{j i} \cdot \varphi_{j}\left(X_{t}(y)\right) \\
& \quad=\int_{\Omega} \chi_{0}(y) \operatorname{Tr} \nabla_{y}(\widetilde{\varphi}(y))-\int_{\Omega} \chi_{0}(y) \sum_{i} \sum_{j} \partial_{y_{i}} a_{j i} \cdot \varphi_{j}\left(X_{t}(y)\right) \\
& \quad=I_{3}-I_{4}
\end{aligned}
$$

Since $\chi_{0} \in B V(\Omega)$, we have

$$
\begin{aligned}
& \left|I_{3}\right|=\left|\int_{\Omega} \chi_{0}(y) \operatorname{div}_{y} \widetilde{\varphi}(t, y)\right| \leq\left\|\nabla \chi_{0}\right\|_{\mathcal{M}(\Omega)}\|\widetilde{\varphi}\|_{L^{\infty}([0, T] \times \Omega)} \\
& \leq C\left\|\nabla \chi_{0}\right\|_{\mathcal{M}(\Omega)}\|\varphi\|_{L^{\infty}(\Omega)}\|\nabla A\|_{L^{\infty}([0, T] \times \Omega)} \\
& \leq\left\|\chi_{0}\right\|_{B V(\Omega)}\|\varphi\|_{L^{\infty}(\Omega)} \beta\left(\|u\|_{C\left([0, T] ; C^{2}(\bar{\Omega})\right)}\right)
\end{aligned}
$$

The notation $\beta(\cdot)$ denotes a continuous function. In $\|\nabla A\|_{L^{\infty}(\Omega)}$, we firstly find the Euclidean norm $|\nabla A|$ and then find the $L^{\infty}$ norm of $|\nabla A|$. The situations later will be treated in the same way. We then estimate $I_{4}$ :

$$
\begin{aligned}
& \left|I_{4}\right| \leq C\|\nabla A\|_{L^{\infty}([0, T] \times \Omega)}\left\|\chi_{0}\right\|_{L^{1}(\Omega)}\left\|\varphi\left(X_{t}(y)\right)\right\|_{L^{\infty}(\Omega)} \\
& \leq\left\|\chi_{0}\right\|_{B V(\Omega)}\|\varphi\|_{L^{\infty}(\Omega)} \beta\left(\|u\|_{C\left([0, T] ; C^{2}(\bar{\Omega})\right)}\right)
\end{aligned}
$$

We still use the notation $\beta(\cdot)$, so it represents different continuous functions in different contexts. The estimates of $I_{3}$ and $I_{4}$ implies

$$
\left|\int_{\Omega} \chi\left(X_{t}(y), t\right) \operatorname{div} \varphi\left(X_{t}(y)\right) d y\right| \leq\left\|\chi_{0}\right\|_{B V(\Omega)}\|\varphi\|_{L^{\infty}(\Omega)} \beta\left(\|u\|_{C\left([0, T] ; C^{2}(\bar{\Omega})\right)}\right)
$$

Thus, we have

$$
\mathcal{V}(\chi(t), \Omega) \leq\left\|\chi_{0}\right\|_{B V(\Omega)} \beta\left(\|u\|_{C\left([0, T] ; C^{2}(\bar{\Omega})\right)}\right)
$$

Noticing that $\|\chi(t)\|_{L^{1}(\Omega)}=\left\|\chi_{0}\right\|_{L^{1}(\Omega)}$ and $\|\nabla \chi(t)\|_{\mathcal{M}(\Omega)} \leq \mathcal{V}(\chi(t), \Omega)$, one has

$$
\begin{aligned}
& \|\chi(t)\|_{B V(\Omega)}=\|\chi(t)\|_{L^{1}(\Omega)}+\|\nabla \chi(t)\|_{\mathcal{M}(\Omega)} \\
& \leq\left\|\chi_{0}\right\|_{L^{1}(\Omega)}+\mathcal{V}(\chi(t), \Omega) \leq \beta\left(\|u\|_{C\left([0, T] ; C^{2}(\bar{\Omega})\right)}\right)\left\|\chi_{0}\right\|_{B V(\Omega)} .
\end{aligned}
$$

Remark 2.3.2. In order to control $\left(\nabla X_{t}\right)^{-1}$ with $\beta\left(\|u\|_{C\left([0, T] ; C^{2}(\bar{\Omega})\right)}\right)$, we only need to consider $\nabla X_{t}$. This is because $\operatorname{det}\left(\nabla X_{t}\right)=1$, which implies that $\left(\nabla X_{t}\right)^{-1}=\operatorname{adj}\left(\nabla X_{t}\right)$. We take the derivatives of the following equation:

$$
\begin{equation*}
X(t, x)=x+\int_{0}^{t} u(s, X(s, x)) d s \tag{2.3.8}
\end{equation*}
$$

and then we use the Gronwall's inequality. In order to estimate $\partial_{y_{i}} a_{j i}$, we take the derivatives of the equation $\left(\nabla X_{t}\right)^{-1}=\operatorname{adj}\left(\nabla X_{t}\right)$. It remains to estimate the second derivatives of $X(t, x)$, which can be solved similarly by the Gronwall's inequality.

Remark 2.3.3. When $\|u\|_{C\left([0, T] ; C^{2}(\bar{\Omega})\right)} \leq R$ we have $\|\chi(u)\|_{L^{\infty}([0, T] ; B V(\Omega))} \leq C(R)$.
Now we study the operator $B(\cdot)$. We recall the lemma 3.2 from [12].
Lemma 2.3.1 ( [12], lemma 3.2). Let $\Omega \subseteq \mathbb{R}^{3}$ be a bounded $C^{3}$-domain and $u \in C\left([0, T] ; C_{0}^{2}(\bar{\Omega})\right.$ ).
There exists a unique solution operator $B(\cdot)$, such that $B(u)$ solves (2.1.2), (2.1.4) and (2.1.8) in the weak sense. Given any bounded set $A \subseteq C\left([0, T] ; C_{0}^{2}(\bar{\Omega})\right)$, the image $B(A)$ is bounded in $L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right) \cap L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)$ and $B(\cdot)$ is continuous on $A$.

We will show later that the condition $u \in C\left([0, T] ; C_{0}^{2}(\bar{\Omega})\right)$ will be guaranteed. Thus, we can always use the operator $B(\cdot)$ when solving the approximate equations. Note that when $\|u\|_{C\left([0, T] ; C^{2}(\bar{\Omega})\right)} \leq R$, we have $\|B(u)\|_{L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right)}+\|B(u)\|_{L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)} \leq C(R)$.

### 2.3.4 Estimating the operator $N(u, \chi, B)$

Substituting $\chi(u)$ and $B(u)$, we obtain $N(u)=N(u, \chi(u), B(u))$. We estimate its operator norm. For convenience, we denote the formula by

$$
\langle N(u), \eta\rangle=I_{1}+I_{2}+I_{3}+I_{4},
$$

where

$$
\begin{aligned}
& I_{1}=\int_{\Omega} u \otimes u: \nabla \eta d x \\
& I_{2}=-\int_{\Omega} B \otimes B: \nabla \eta d x \\
& I_{3}=-2 \int_{\Omega} \nu(\chi) D u: D \eta d x \\
& I_{4}=\kappa \int_{\Omega} P_{\tau}: \nabla \eta d|\nabla \chi| .
\end{aligned}
$$

We estimate the integrals as follows. Notice that the $C^{1}$ norm is equivalent to the $G_{n}$ norm in the finite-dimensional space $G_{n}$. Thus, we obtain

$$
\left|I_{1}\right| \leq \int_{\Omega}|u|^{2}|\nabla \eta| \leq\|\eta\|_{C^{1}(\Omega)}\|u\|_{L^{2}(\Omega)}^{2} \leq C\|u\|_{G_{n}}^{2}\|\eta\|_{G_{n}}
$$

Similarly, we estimate $I_{2}$ and $I_{3}$ as

$$
\begin{gathered}
\left|I_{2}\right| \leq\|\eta\|_{C^{1}(\Omega)}\|B\|_{L^{2}(\Omega)}^{2} \leq C\|B\|_{L^{2}(\Omega)}^{2}\|\eta\|_{G_{n}}, \\
\left|I_{3}\right| \leq C\|D u\|_{L^{2}(\Omega)}\|D \eta\|_{L^{2}(\Omega)} \leq C\|u\|_{G_{n}}\|\eta\|_{G_{n}} .
\end{gathered}
$$

Using the fact that $\left|\left(P_{\tau}\right)_{i j}\right|=\left|\delta_{i j}-n_{i} n_{j}\right| \leq 1$, we have

$$
\left|P_{\tau}: \nabla \eta\right| \leq\left|P_{\tau}\right||\nabla \eta| \leq C|\nabla \eta| \leq C\|\eta\|_{G_{n}},
$$

and then we obtain

$$
\left|I_{4}\right| \leq\|\chi\|_{B V(\Omega)}\left\|P_{\tau}: \nabla \eta\right\|_{L^{\infty}(\Omega)} \leq C\|\chi\|_{B V(\Omega)}\|\eta\|_{G_{n}} .
$$

Thus, the operator norm of $N(u)$ is estimated as the following:

$$
\begin{equation*}
\|N(u)\|_{G_{n}^{*}}(t) \leq C\left(\|u\|_{G_{n}}^{2}+\|u\|_{G_{n}}+\|B(u)\|_{L^{2}(\Omega)}^{2}+\|\chi(u)\|_{B V(\Omega)}\right)(t) \tag{2.3.9}
\end{equation*}
$$

### 2.3.5 Operator for the fixed-point method

In order to construct the operator for the fixed-point method, we consider the equation

$$
\begin{equation*}
M(u(t))=M\left(u_{0}\right)+\int_{0}^{t} N(u(s)) d s \tag{2.3.10}
\end{equation*}
$$

which can be rewritten as:

$$
\begin{equation*}
u(t)=M^{-1}\left(M\left(u_{0}\right)\right)+M^{-1}\left(\int_{0}^{t} N(u(s)) d s\right) \tag{2.3.11}
\end{equation*}
$$

In order to prove $M$ is invertible, we suppose $M(\eta)=0$ in $G_{n}^{*}$, then we have $\|\eta\|_{L^{2}(\Omega)}^{2}=$ $\langle M(\eta), \eta\rangle=0$. Since $\eta$ is a continuous function, we have $\eta=0$. Thus, $M: G_{n} \rightarrow G_{n}^{*}$ is invertible.

Remark 2.3.4. When $u_{0} \in L^{2}(\Omega)$, the functional $M\left(u_{0}\right) \in G_{n}^{*}$ is still well defined.
Let $\widetilde{u}_{0}:=M^{-1}(M(u))$, we define

$$
\begin{equation*}
K(u(t)):=M^{-1}\left(M\left(u_{0}\right)+\int_{0}^{t} N(u(s)) d s\right)=\widetilde{u}_{0}+M^{-1}\left(\int_{0}^{t} N(u(s)) d s\right) \tag{2.3.12}
\end{equation*}
$$

For convenience, we define the set:

$$
A_{a, b}:=\left\{u \in C\left([0, a], G_{n}\right):\|u\|_{L^{\infty}\left([0, a] ; G_{n}\right)} \leq b\right\} .
$$

Remark 2.3.5. Since all norms are equivalent in $G_{n}$, we pick an arbitrary norm and fix it to be our $\|\cdot\|_{G_{n}}$. We will consider the properties of $K(\cdot)$ on $A_{T^{*}, R}$. In fact, $K(\cdot)$ becomes a compact operator on $A_{T^{*}, R}$ for suitable $T^{*}$ and $R$.

Given $u \in A_{T, R}$. From (2.3.9) and Section 2.3.3, we have the following estimate:

$$
\begin{equation*}
\|N(u)\|_{L^{\infty}\left([0, T] ; G_{n}^{*}\right)} \leq C(R) \tag{2.3.13}
\end{equation*}
$$

We now study the properties of $K$. Firstly, we study the continuity of $K$ with respect to $t$. In fact, from (2.3.13), we have

$$
\begin{align*}
& \|K(u)(t)-K(u)(s)\|_{G_{n}} \\
& \leq\left\|M^{-1}\right\|_{\mathcal{L}\left(G_{n}^{*}, G_{n}\right)} \int_{s}^{t}\|N(u)\|_{G_{n}^{*}}(r) d r  \tag{2.3.14}\\
& \leq C(R)|t-s| .
\end{align*}
$$

Thus, $K(u) \in C\left([0, T], G_{n}\right)$.
Secondly, we study the boundedness of $K(u)$. Still using the estimate in (2.3.13), we obtain

$$
\begin{equation*}
\|K(u)\|_{G_{n}}(t) \leq\left\|\widetilde{u}_{0}\right\|_{G_{n}}+C(R) t . \tag{2.3.15}
\end{equation*}
$$

We choose $R>\left\|\widetilde{u}_{0}\right\|_{G_{n}}$ and $T^{*}$ small enough, such that

$$
\left\|\widetilde{u}_{0}\right\|_{G_{n}}+C(R) T^{*}<R
$$

Then the operator $K$ maps $A_{T^{*}, R}$ into $A_{T^{*}, R}$.
Thirdly, we show that $K(\cdot)$ is a continuous operator on $A_{T^{*}, R}$. We fix $v \in A_{T^{*}, R}$ and let $u \in A_{T^{*}, R}$ be such that $u \rightarrow v$ in $C\left(\left[0, T^{*}\right] ; G_{n}\right)$. Since

$$
\|K(u)-K(v)\|_{G_{n}}(t) \leq\left\|M^{-1}\right\|_{\mathcal{L}\left(G_{n}^{*}, G_{n}\right)} \int_{0}^{t}\|N(u)-N(v)\|_{G_{n}^{*}}(s) d s
$$

we need to estimate $\|N(u)-N(v)\|_{G_{n}^{*}}(t)$. For any $t \in\left[0, T^{*}\right]$, we consider

$$
\begin{equation*}
\langle N(u)-N(v), \eta\rangle=I_{1}+I_{2}+I_{3}+I_{4}, \tag{2.3.16}
\end{equation*}
$$

where

$$
\begin{align*}
& I_{1}=\int_{\Omega}(u \otimes u-v \otimes v): \nabla \eta \\
& I_{2}=-\int_{\Omega}\left(B_{u} \otimes B_{u}-B_{v} \otimes B_{v}\right): \nabla \eta \\
& I_{3}=-2 \int_{\Omega}\left(\nu\left(\chi_{u}\right) D u-\nu\left(\chi_{v}\right) D v\right): \nabla \eta  \tag{2.3.17}\\
& I_{4}=\kappa\left(\int_{\Omega} P_{\tau}: \nabla \eta d\left|\nabla \chi_{u}\right|-\int_{\Omega} P_{\tau}: \nabla \eta d\left|\nabla \chi_{v}\right|\right) .
\end{align*}
$$

Here we denote $B(u)$ and $B(v)$ by $B_{u}$ and $B_{v}$ for short. The variable $t$ is ignored for convenience when there is no ambiguity. The terms $I_{1}$ to $I_{4}$ are estimated as follows. For $I_{1}$, we have

$$
\begin{aligned}
& \left|I_{1}\right| \leq \int_{\Omega}|u \otimes(u-v)+(u-v) \otimes v||\nabla \eta| d x \\
& \quad \leq \int_{\Omega}|u|\left\|u-v| | \nabla \eta\left|d x+\int_{\Omega}\right| u-v\right\| v \| \nabla \eta \mid d x \\
& \quad \leq\|u\|_{L^{2}(\Omega)}\|u-v\|_{L^{2}(\Omega)}\|\nabla \eta\|_{L^{\infty}(\Omega)}+\|u-v\|_{L^{2}(\Omega)}\|v\|_{L^{2}(\Omega)}\|\nabla \eta\|_{L^{\infty}(\Omega)} \\
& \quad \leq C\left(\|u\|_{G_{n}}+\|v\|_{G_{n}}\right)\|u-v\|_{G_{n}}\|\eta\|_{G_{n}} \\
& \quad \leq C R\|u-v\|_{G_{n}}\|\eta\|_{G_{n}}
\end{aligned}
$$

Thus, $\sup _{\left[0, T^{*}\right]}\left|I_{1}(t)\right| \leq C R\|u-v\|_{C\left(\left[0, T^{*}\right] ; G_{n}\right)}\|\eta\|_{G_{n}}$. Similarly to the estimate of $I_{1}$, we obtain

$$
\begin{aligned}
& \left|I_{2}\right| \leq \int_{\Omega}\left|B_{u}\right|\left|B_{u}-B_{v}\right||\nabla \eta|+\int_{\Omega}\left|B_{u}-B_{v}\right|\left|B_{v}\right||\nabla \eta| \\
& \quad \leq C\left(\left\|B_{u}\right\|_{L^{2}}+\left\|B_{v}\right\|_{L^{2}}\right)\left\|B_{u}-B_{v}\right\|_{L^{2}}\|\eta\|_{G_{n}} \\
& \quad \leq C(R)\left\|B_{u}-B_{v}\right\|_{L^{2}}\|\eta\|_{G_{n}}
\end{aligned}
$$

From lemma 2.3.1, we have $\sup _{\left[0, T^{*}\right]}\left|I_{2}(t)\right| \leq C\left(\|u-v\|_{C\left(\left[0, T^{*}\right] ; G_{n}\right)}\right)\|\eta\|_{G_{n}}$. Moreover, the constant $C\left(\|u-v\|_{C\left(\left[0, T^{*}\right] ; G_{n}\right)}\right) \rightarrow 0$ when $\|u-v\|_{C\left(\left[0, T^{*}\right] ; G_{n}\right)} \rightarrow 0$. For $I_{3}$ we obtain

$$
\begin{aligned}
& \left|I_{3}\right| \leq 2 \int_{\Omega}\left|\nu\left(\chi_{u}\right) D u-\nu\left(\chi_{v}\right) D v\right||\nabla \eta| \\
& \quad \leq 2 \int_{\Omega}\left|\nu\left(\chi_{u}\right)\right||D u-D v||\nabla \eta|+2 \int_{\Omega}\left|\nu\left(\chi_{u}\right)-\nu\left(\chi_{v}\right)\right||D v||\nabla \eta| \\
& \quad \leq C \int_{\Omega}|\nabla(u-v) \| \nabla \eta|+C \int_{\Omega}\left|\nu^{+} \chi_{u}+\nu^{-}\left(1-\chi_{u}\right)-\nu^{+} \chi_{v}-\nu^{-}\left(1-\chi_{v}\right)\right||\nabla v||\nabla \eta| \\
& \quad \leq C\|u-v\|_{G_{n}}\|\eta\|_{G_{n}}+C\|v\|_{G_{n}}\|\eta\|_{G_{n}} \int_{\Omega}\left|\chi_{u}-\chi_{v}\right| .
\end{aligned}
$$

The key point is to prove that $\int_{\Omega}\left|\chi_{u}-\chi_{v}\right| \rightarrow 0$ as $u \rightarrow v$ in $C\left(\left[0, T^{*}\right] ; G_{n}\right)$. In fact, $u \rightarrow v$ in $C\left(\left[0, T^{*}\right] ; G_{n}\right)$ implies $u \rightarrow v$ in $C\left(\left[0, T^{*}\right] ; C^{1}(\bar{\Omega})\right)$. Thus, similarly to the argument in [1],
we obtain $X_{u} \rightarrow X_{v}$ in $C\left(\left[0, T^{*}\right] ; C^{1}(\Omega)\right)$. Let $\Omega_{u}^{+}(t):=X_{u}\left(t, \Omega_{0}^{+}\right), \Omega_{v}^{+}(t):=X_{v}\left(t, \Omega_{0}^{+}\right)$and $\Gamma_{u}(t):=X_{u}\left(t, \Gamma_{0}\right), \Gamma_{v}(t):=X_{v}\left(t, \Gamma_{0}\right)$. Notice that

$$
\int_{\Omega}\left|\chi_{u}-\chi_{v}\right| d x=\left|\Omega_{u}^{+} \triangle \Omega_{v}^{+}\right|
$$

where $\triangle$ denotes the symmetric difference of sets. For any $\varepsilon>0$, if $\left\|X_{u}-X_{v}\right\|_{C\left(\left[0, T^{*}\right] ; C^{1}(\bar{\Omega})\right)}<$ $\varepsilon$, then $\Gamma_{u}(t) \subseteq B\left(\Gamma_{v}(t), \varepsilon\right)$ for every $t \in\left[0, T^{*}\right]$. Here $B\left(\Gamma_{v}(t), \varepsilon\right)$ is the $\varepsilon$-neighborhood of $\Gamma_{v}(t)$. Since $v \in C\left(\left[0, T^{*}\right] ; G_{n}\right) \subseteq C\left(\left[0, T^{*}\right] ; C^{2}(\Omega)\right)$, we obtain that the flow mapping $X_{v}(t, x) \in C\left(\left[0, T^{*}\right] ; C^{2}(\Omega)\right)$. Since our $\Gamma_{0}$ is a $C^{2}$ surface, we can apply a local parameterization to $\Gamma_{0}$. By composing with $X_{v}(t, x)$, it will naturally give us a local parameterization of $\Gamma_{v}(t)$. Suppose that $\varphi\left(a_{1}, a_{2}\right)$ is a $C^{2}$-diffeomorphism from an open set $D \subseteq \mathbb{R}^{2}$ to a local piece of $\Gamma_{v}(t)$. Using the normal vector $n\left(\varphi\left(a_{1}, a_{2}\right)\right)$, the function

$$
\psi\left(a_{1}, a_{2}, a_{3}\right):=\varphi\left(a_{1}, a_{2}\right)+a_{3} n\left(\varphi\left(a_{1}, a_{2}\right)\right)
$$

gives us a diffeomorphism from $D \times(-\varepsilon, \varepsilon)$ to an open set in $B\left(\Gamma_{v}(t), \varepsilon\right)$. This allows us to obtain a local parameterization of $B\left(\Gamma_{v}(t), \varepsilon\right)$. Notice that both $D \times(-\varepsilon, \varepsilon)$ and $\psi(D \times(-\varepsilon, \varepsilon))$ are monotone increasing sets as $\varepsilon$ increases. Thus, we can obtain the boundedness of the integrands and then use the Lebesgue dominated convergence theorem. When $\varepsilon \rightarrow 0$, by calculating the integrals, we have $\left|B\left(\Gamma_{v}(t), \varepsilon\right)\right| \rightarrow 0$ uniformly in $t$. Thus, $\|u-v\|_{C\left(\left[0, T^{*}\right] ; G_{n}\right)} \rightarrow 0$ implies

$$
\sup _{t \in\left[0, T^{*}\right]} \int_{\Omega}\left|\chi_{u}-\chi_{v}\right|(t) d x \rightarrow 0
$$

Hence, $\sup _{\left[0, T^{*}\right]}\left|I_{3}(t)\right| \leq C\left(\|u-v\|_{C\left(\left[0, T^{*}\right] ; G_{n}\right)}\right)\|\eta\|_{G_{n}}$. Similarly to the constant term in $I_{2}$, the constant $C\left(\|u-v\|_{C\left(\left[0, T^{*}\right] ; G_{n}\right)}\right) \rightarrow 0$ as $\|u-v\|_{C\left(\left[0, T^{*}\right] ; G_{n}\right)} \rightarrow 0$.

In order to estimate $I_{4}$, we consider the functional $F_{u}(t)$ such that

$$
\left\langle F_{u}(t), \eta\right\rangle:=\left\langle H_{\chi_{u}(t)}, \eta\right\rangle-\left\langle H_{\chi_{v}(t)}, \eta\right\rangle .
$$

Thus, $I_{4}(t)=\kappa\left\langle F_{u}(t), \eta\right\rangle$. Suppose $\|u-v\|_{C\left(\left[0, T^{*}\right] ; G_{n}\right)} \rightarrow 0$, we need to prove that

$$
\left\|F_{u}\right\|_{L^{\infty}\left(\left[0, T^{*}\right] ; G_{n}^{*}\right)} \rightarrow 0 .
$$

Note that $\left\{\eta \in G_{n}:\|\eta\|_{G_{n}}=1\right\}$ is a subset of $A:=\left\{\eta \in G_{n}:\|\eta\|_{C^{2}(\Omega)} \leq C\right\}$ for a suitable $C$. Thus, it is sufficient to show

$$
\begin{equation*}
\sup _{t \in\left[0, T^{*}\right]} \sup _{\eta \in A}\left|\left\langle F_{u}(t), \eta\right\rangle\right| \rightarrow 0 . \tag{2.3.18}
\end{equation*}
$$

Note that since $u, v \in C\left(\left[0, T^{*}\right], G_{n}\right)$, the interfaces $\Gamma_{u}(t)$ and $\Gamma_{v}(t)$ are both $C^{2}$-surfaces for all $t \in\left[0, T^{*}\right]$. Since $\Gamma_{0}$ is compact, by applying a local parameterization and using the partition of unity, we can consider the integrals locally. Let $\varphi\left(a_{1}, a_{2}\right)$ be the $C^{2}$-diffeomorphism from an open set $D \subseteq \mathbb{R}^{2}$ to a local piece on $\Gamma_{0}$. The function $X_{u}\left(t, \varphi\left(a_{1}, a_{2}\right)\right)$ allows us to calculate the normal vector

$$
n_{u}\left(X_{u}\left(t, \varphi\left(a_{1}, a_{2}\right)\right)\right) \in C\left(\left[0, T^{*}\right] ; C^{1}(D)\right)
$$

When $u \rightarrow v$ in $C\left(\left[0, T^{*}\right] ; C^{1}(\Omega)\right)$, we have $X_{u} \rightarrow X_{v}$ in $C\left(\left[0, T^{*}\right] ; C^{1}(\Omega)\right)$. Thus, $n_{u} \rightarrow n_{v}$ in $C\left(\left[0, T^{*}\right] \times D\right)$. Similarly, the Jacobians $J\left(X_{u}\left(t, \varphi\left(a_{1}, a_{2}\right)\right)\right)$ goes to $J\left(X_{v}\left(t, \varphi\left(a_{1}, a_{2}\right)\right)\right)$ in $C\left(\left[0, T^{*}\right] \times D\right)$, and the test functions $\nabla \eta\left(X_{u}\left(t, \varphi\left(a_{1}, a_{2}\right)\right)\right)$ goes to $\nabla \eta\left(X_{v}\left(t, \varphi\left(a_{1}, a_{2}\right)\right)\right)$ in $C\left(\left[0, T^{*}\right] \times D\right)$ as well. Then (2.3.18) is obtained by calculating the integrals.

Thus, for all $\eta \in G_{n}$, we have

$$
\left|I_{4}\right|=\kappa\left|\left\langle F_{u}(t), \eta\right\rangle\right| \leq C\left(\|u-v\|_{C\left(\left[0, T^{*}\right] ; G_{n}\right)}\right)\|\eta\|_{G_{n}}
$$

The constant $C\left(\|u-v\|_{C\left(\left[0, T^{*} ; ; G_{n}\right)\right.}\right)$ goes to 0 as $u \rightarrow v$ in $C\left(\left[0, T^{*}\right] ; G_{n}\right)$. From the estimates of $I_{1}$ to $I_{4}$, we have

$$
\begin{equation*}
\|N(u)-N(v)\|_{C\left(\left[0, T^{*}\right] ; G_{n}^{*}\right)} \leq C\left(\|u-v\|_{C\left(\left[0, T^{*}\right] ; G_{n}\right)}\right) \rightarrow 0 \tag{2.3.19}
\end{equation*}
$$

Finally, we obtain

$$
\begin{aligned}
& \|K(u)-K(v)\|_{C\left(\left[0, T^{*} ; G_{n}\right)\right.} \\
& \leq\left\|M^{-1}\right\|_{\mathcal{L}\left(G_{n}^{*}, G_{n}\right)} T^{*}\|N(u)-N(v)\|_{C\left(\left[0, T^{*}\right] ; G_{n}^{*}\right)} \\
& \leq C\left(\|u-v\|_{C\left(\left[0, T^{*}\right] ; G_{n}\right)}\right) \rightarrow 0
\end{aligned}
$$

which implies that $K(\cdot)$ is continuous on $A_{T^{*}, R}$.

Now we prove that $K\left(A_{T^{*}, R}\right)$ is precompact. Given any $v \in K\left(A_{T^{*}, R}\right)$ and $t \in\left[0, T^{*}\right]$, there exists $u \in A_{T^{*}, R}$ such that $v=K u$. From (2.3.15), we have

$$
\|v\|_{G_{n}}(t)=\|K u\|_{G_{n}}(t) \leq\left\|\tilde{u}_{0}\right\|_{G_{n}}+C(R) T^{*} .
$$

Thus, the set $\left\{v(t): v \in K\left(A_{T^{*}, R}\right)\right\} \subseteq G_{n}$ is precompact since it is bounded and $G_{n}$ is finite dimensional. From (2.3.14), the functions in $K\left(A_{T^{*}, R}\right)$ are equicontinuous. Thus, from proposition 2.2.2, $K\left(A_{T^{*}, R}\right)$ is precompact. Since $A_{T^{*}, R}$ is already bounded, the operator $K$ maps all the bounded subsets of $A_{T^{*}, R}$ into precompact sets. Thus, from definition 2.2.4, we obtain that $K$ is a compact operator.

It remains to verify the properties of the set $A_{T^{*}, R}$ in $C\left(\left[0, T^{*}\right] ; G_{n}\right)$. Since $u(t) \equiv 0$ is in $A_{T^{*}, R}$, the set is non-empty. From the definition of $A_{T^{*}, R}$, we know it is closed and bounded. For the convexity of $A_{T^{*}, R}$, picking any $u$ and $v$ in $A_{T^{*}, R}$ and any $0 \leq \theta \leq 1$, we have

$$
\|\theta u+(1-\theta) v\|_{G_{n}}(t) \leq \theta\|u\|_{G_{n}}(t)+(1-\theta)\|v\|_{G_{n}}(t) \leq R .
$$

Thus, $A_{T^{*}, R}$ is convex.
From theorem 2.2.2, there exists a solution $u_{n}(t) \in C\left(\left[0, T^{*}\right] ; G_{n}\right)$. Replacing the initial value $u_{0}$ by $u\left(T^{*}\right)$ and repeating the steps above, we can increase the value of $T^{*}$. Currently, we can only guarantee that there will be a limit when we increase $T^{*}$. Thus, the maximum interval would be either $\left[0, T^{*}\right)$ or $[0, T]$, where $T^{*} \leq T$. When $T^{*}$ is excluded from the interval, it actually means the solution will go to infinity when $t$ is approaching $T^{*}$. This will not happen in our problem, as shown in the following section.

### 2.3.6 Extending the solution to $[0, T]$

Assuming that $T^{*}<T$, we derive a contradiction using the energy estimate. For each fixed $n$, we need to prove that $\sup _{[0, T]}\left\|u_{n}\right\|_{G_{n}} \leq C$, which is equivalent to $\sup _{[0, T]}\left\|u_{n}\right\|_{L^{2}} \leq C$. Since $u_{n}$ is the solution of the approximate equation, we take the derivative of (2.3.4) with respect to the variable $t$. Substituting $\eta$ with $u_{n}(t)$, and using (2.8) in [1], we obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|u_{n}\right\|_{L^{2}}^{2}+\kappa \frac{d}{d t}\left\|\nabla \chi_{n}\right\|_{\mathcal{M}(\Omega)}+\left(B_{n} \otimes B_{n}, \nabla u_{n}\right)_{\Omega}+2\left(\nu\left(\chi_{n}\right) D u_{n}, D u_{n}\right)_{\Omega}=0 \tag{2.3.20}
\end{equation*}
$$

Integrating from 0 to $t$, we have

$$
\begin{align*}
& \frac{1}{2}\left\|u_{n}(t)\right\|_{L^{2}}^{2}+\kappa\left\|\nabla \chi_{n}(t)\right\|_{\mathcal{M}(\Omega)}+\int_{0}^{t}\left(B_{n} \otimes B_{n}, \nabla u_{n}\right)_{\Omega} d s  \tag{2.3.21}\\
& +2 \int_{0}^{t}\left(\nu\left(\chi_{n}\right) D u_{n}, D u_{n}\right)_{\Omega} d s=\frac{1}{2}\left\|u_{0}\right\|_{L^{2}}^{2}+\kappa\left\|\nabla \chi_{0}\right\|_{\mathcal{M}(\Omega)}
\end{align*}
$$

For each $u_{n}$, the solution operator $B(\cdot)$ gives us a weak solution of (2.1.2). Thus, by testing (2.1.2) with $\varphi=B_{n}$ on $\Omega \times[0, t]$, we obtain

$$
\begin{equation*}
\frac{1}{2}\left\|B_{n}(t)\right\|_{L^{2}(\Omega)}^{2}-\frac{1}{2}\left\|B_{0}\right\|_{L^{2}(\Omega)}^{2}-\int_{0}^{t}\left(B_{n} \otimes B_{n}, \nabla u_{n}\right)_{\Omega} d s+\sigma \int_{0}^{t}\left\|\nabla B_{n}\right\|_{L^{2}(\Omega)}^{2}=0 \tag{2.3.22}
\end{equation*}
$$

Using the same argument as in the energy estimate, for some $c>0$, we have

$$
\begin{align*}
& \frac{1}{2}\left\|u_{n}(t)\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|B_{n}(t)\right\|_{L^{2}(\Omega)}^{2}+\kappa\left\|\nabla \chi_{n}(t)\right\|_{\mathcal{M}(\Omega)}+c \int_{0}^{t}\left\|\nabla u_{n}(s)\right\|_{L^{2}(\Omega)}^{2} d s  \tag{2.3.23}\\
& +\sigma \int_{0}^{t}\left\|\nabla B_{n}(s)\right\|_{L^{2}(\Omega)}^{2} d s \leq \frac{1}{2}\left\|u_{0}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|B_{0}\right\|_{L^{2}(\Omega)}^{2}+\kappa\left\|\nabla \chi_{0}\right\|_{\mathcal{M}(\Omega)}=E_{0}
\end{align*}
$$

for any $t \in\left[0, T^{*}\right]$. Thus, $\sup _{\left[0, T^{*}\right]}\left\|u_{n}(t)\right\|_{G_{n}} \leq \sup _{\left[0, T^{*}\right]} C\left\|u_{n}(t)\right\|_{L^{2}(\Omega)} \leq C$.
From the ODE theory, we know that if the maximum interval of a solution is $\left[0, T^{*}\right)$, then the solution must blow up at $T^{*}$. We will use the same argument. Picking an increasing sequence $t_{m} \in\left[0, T^{*}\right)$ such that $t_{m} \rightarrow T^{*}$, we consider the sequence $\left\{u_{n}\left(t_{m}\right)\right\}_{m=1}^{\infty} \subset G_{n}$. Since $\sup _{[0, T]}\left\|u_{n}\right\|_{G_{n}}(t) \leq C$ and $\operatorname{dim} G_{n}<\infty$, we can find a subsequence, still denoted by $t_{m}$, such that $u_{n}\left(t_{m}\right) \rightarrow a \in G_{n}$, as $m \rightarrow \infty$. We only need to prove that $\lim _{t \rightarrow T^{*}}\left\|u_{n}(t)-a\right\|_{G_{n}}=0$. Then the solution $u_{n}(t)$ can be continuously extended to [0, $\left.T^{*}\right]$. Using the Schauder fixed point theorem again, with $T^{*}$ being the new initial time, we will get a contradiction. It then follows that $T^{*}=T$. Now we assume that $\lim _{t \rightarrow T^{*}} u_{n}(t) \neq a$, then there exists an $\varepsilon_{0}>0$, such that for all $\delta>0$, there exists $T^{*}-\delta<s<T^{*}$, such that $\left\|u_{n}(s)-a\right\|_{G_{n}}>\varepsilon_{0}$. Meanwhile, there exists an $m$, such that $T^{*}-\delta<t_{m}<T^{*}$ and $\left\|u_{n}\left(t_{m}\right)-a\right\|_{G_{n}}<\varepsilon_{0} / 2$. Thus, we obtain

$$
\left\|u_{n}(s)-u_{n}\left(t_{m}\right)\right\|_{G_{n}} \geq\left\|u_{n}(s)-a\right\|_{G_{n}}-\left\|u_{n}\left(t_{m}\right)-a\right\|_{G_{n}}>\varepsilon_{0} / 2
$$

Recall that

$$
\begin{aligned}
& \left\|u_{n}(s)-u_{n}\left(t_{m}\right)\right\|_{G_{n}}=\left\|M^{-1} \int_{t_{m}}^{s} N\left(u_{n}\right)\right\|_{G_{n}} \leq\left\|M^{-1}\right\| \int_{t_{m}}^{s}\left\|N\left(u_{n}\right)\right\|_{G_{n}^{*}} \\
& \leq C\left|s-t_{m}\right|<C \delta
\end{aligned}
$$

Let $\delta$ be small enough such that $C \delta<\varepsilon_{0} / 2$, then we get a contradiction. Thus, $\left\|u_{n}(t)-a\right\|_{G_{n}} \rightarrow$ 0 as $t \rightarrow T^{*}$.

Consequently, we have found a solution $u_{n} \in C\left([0, T] ; G_{n}\right)$. Using the solution operators, we obtain the corresponding $B_{n}:=B\left(u_{n}\right)$ and $\chi_{n}:=\chi\left(u_{n}\right)$. The energy inequality

$$
\begin{align*}
& \frac{1}{2}\left\|u_{n}(t)\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|B_{n}(t)\right\|_{L^{2}(\Omega)}^{2}+\kappa\left\|\nabla \chi_{n}(t)\right\|_{\mathcal{M}(\Omega)}  \tag{2.3.24}\\
& +c\left\|\nabla u_{n}\right\|_{L^{2}\left([0, T] ; L^{2}(\Omega)\right)}^{2}+\sigma\left\|\nabla B_{n}\right\|_{L^{2}\left([0, T] ; L^{2}(\Omega)\right)}^{2} \leq E_{0}
\end{align*}
$$

holds for all $t \in[0, T]$.

### 2.4 Passing the Limit

In this section, we study the limits of $u_{n}, B_{n}$ and $\chi_{n}$. Recall that
$u_{n} \in C\left([0, T] ; G_{n}\right), \quad B_{n} \in L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right) \cap L^{\infty}\left([0, T] ; L^{2}(\Omega)\right), \quad \chi_{n} \in L^{\infty}([0, T] ; B V(\Omega))$,
and $\operatorname{div} u_{n}=\operatorname{div} B_{n}=0$. From the energy inequality (2.3.24), we have the following estimates:

$$
\begin{align*}
\left\|u_{n}\right\|_{L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)} & \leq \sqrt{2 E_{0}}, \\
\left\|u_{n}\right\|_{L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right)} & \leq \sqrt{2 T E_{0}+E_{0} / c} \\
\left\|B_{n}\right\|_{L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)} & \leq \sqrt{2 E_{0}}  \tag{2.4.1}\\
\left\|B_{n}\right\|_{L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right)} & \leq \sqrt{2 T E_{0}+E_{0} / \sigma} \\
\left\|\nabla \chi_{n}\right\|_{L^{\infty}([0, T] ; \mathcal{M}(\Omega))} & \leq E_{0} / \kappa \\
\left\|\chi_{n}\right\|_{L^{\infty}([0, T] ; B V(\Omega))} & \leq|\Omega|+E_{0} / \kappa .
\end{align*}
$$

### 2.4.1 Limits of $u_{n}, B_{n}$ and $\chi_{n}$

From the embedding theorems, we have

$$
\mathcal{M}(\Omega) \hookrightarrow H^{-3}(\Omega)
$$

From the estimates in (2.4.1) and the Banach-Alaoglu theorem (see [6]), we have

$$
\begin{aligned}
u_{n} \rightharpoonup^{*} u & \text { in } L^{\infty}\left([0, T] ; L^{2}(\Omega)\right), \\
u_{n} \rightharpoonup v & \text { in } L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right), \\
B_{n} \rightharpoonup^{*} B & \text { in } L^{\infty}\left([0, T] ; L^{2}(\Omega)\right), \\
B_{n} \rightharpoonup G & \text { in } L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right), \\
\chi_{n} \rightharpoonup^{*} \chi & \text { in } L^{\infty}\left([0, T] ; L^{\infty}(\Omega)\right), \\
\nabla \chi_{n} \rightharpoonup^{*} \zeta & \text { in } L^{\infty}\left([0, T] ; H^{-3}(\Omega)\right),
\end{aligned}
$$

for suitable subsequences.
In order to pass the limit in nonlinear terms, we need to obtain stronger convergence properties of $u_{n}$. We begin by showing an improved version of lemma A. 3 in [13].

Lemma 2.4.1. Let $\Omega \subseteq \mathbb{R}^{3}$ be bounded. Suppose that $u_{n} \rightharpoonup^{*} u$ in $L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)$, and for any $\varphi \in \mathbb{H}(\Omega)$,

$$
\begin{equation*}
\sup _{t \in[0, T]}\left|\int_{\Omega} u_{n} \varphi d x-\int_{\Omega} u \varphi d x\right| \rightarrow 0 \tag{2.4.2}
\end{equation*}
$$

Then we have $u_{n} \rightarrow u$ in $C\left([0, T] ; \mathbb{V}^{*}(\Omega)\right)$.

Proof. Assume that $u_{n}$ do not converge to $u$ in $C^{0}\left([0, T] ; \mathbb{V}^{*}\right)$, then there exists $\varepsilon_{0}>0$ and $t_{n} \in[0, T]$, such that

$$
\begin{equation*}
\left\|u_{n}-u\right\|_{\mathbb{V}^{*}}\left(t_{n}\right)>\varepsilon_{0} . \tag{2.4.3}
\end{equation*}
$$

Thus, there exist $\varphi_{n} \in \mathbb{V}(\Omega)$ with $\left\|\varphi_{n}\right\|_{\mathbb{V}} \equiv 1$, such that

$$
\begin{equation*}
\left|\left\langle u_{n}, \varphi_{n}\right\rangle\left(t_{n}\right)-\left\langle u, \varphi_{n}\right\rangle\left(t_{n}\right)\right|>\frac{\varepsilon_{0}}{2}, \tag{2.4.4}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the dual pair on a space and its dual. Since $\varphi_{n} \in \mathbb{V}=\mathbb{H} \cap H_{0}^{1}$ and $H_{0}^{1} \hookrightarrow \hookrightarrow L^{2}$, there exists $\varphi \in L^{2}(\Omega)$ such that $\varphi_{n} \rightarrow \varphi$ in $L^{2}(\Omega)$. Using the fact that $\left\|\varphi_{n}\right\|_{H_{0}^{1}(\Omega)} \leq C$, we can obtain $\varphi \in \mathbb{V}(\Omega)$. Now we have

$$
\begin{equation*}
\sup _{t \in[0, T]}\left|\left\langle u_{n}-u, \varphi_{n}\right\rangle\right| \leq \sup _{t \in[0, T]}\left|\left\langle u_{n}-u, \varphi_{n}-\varphi\right\rangle\right|+\sup _{t \in[0, T]}\left|\left\langle u_{n}-u, \varphi\right\rangle\right| . \tag{2.4.5}
\end{equation*}
$$

The first term on the right-hand side goes to 0 since $u_{n}$ and $u$ are bounded in $L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)$, and $\varphi_{n} \rightarrow \varphi$ in $L^{2}(\Omega)$; the second term goes to 0 by the condition (2.4.2) of this lemma. This contradicts with (2.4.4), which completes the proof.

In order to use the lemma above, we still need to verify (2.4.2). We recall that elements $\eta_{i}$ form an orthonormal basis of $\mathbb{H}(\Omega)$ and an orthogonal basis of $\mathbb{V}(\Omega)$. Let $\eta$ be a finite linear combination of $\eta_{i}$. For all sufficiently large $n$, the Galerkin approximate equations

$$
\begin{align*}
& \int_{\Omega} u_{n}(t) \eta-\int_{\Omega} u_{0} \eta=\int_{0}^{t} \int_{\Omega} u_{n} \otimes u_{n}: \nabla \eta-\int_{0}^{t} \int_{\Omega} B_{n} \otimes B_{n}: \nabla \eta  \tag{2.4.6}\\
& -\int_{0}^{t} \int_{\Omega} \nu\left(\chi_{n}\right) D u_{n}: D \eta-\kappa \int_{0}^{t} \int_{\Omega} P_{\tau}: \nabla \eta d\left|\nabla \chi_{n}\right|
\end{align*}
$$

all hold for this $\eta$. Considering the terms $f_{n}(t):=\int_{\Omega} u_{n}(t) \eta d x$, we claim that $f_{n}$ have a uniformly convergent subsequence. First, we prove that $f_{n}(t)$ are equicontinuous. Given $0 \leq s<t \leq T$. Since $\eta$ is fixed, from (2.4.6) we have

$$
\begin{align*}
& \left|f_{n}(t)-f_{n}(s)\right| \leq C \int_{s}^{t}\left\|u_{n}\right\|_{L^{2}}^{2}+\left\|B_{n}\right\|_{L^{2}}^{2}+\left\|\nabla u_{n}\right\|_{L^{1}}+\left\|\nabla \chi_{n}\right\|_{\mathcal{M}} \\
& \leq\left(\left\|u_{n}\right\|_{L^{\infty} L^{2}}^{2}+\left\|B_{n}\right\|_{L^{\infty} L^{2}}^{2}+\left\|\nabla \chi_{n}\right\|_{L^{\infty} \mathcal{M}}\right)|t-s|+\int_{0}^{T} \chi_{[s, t]}\left\|\nabla u_{n}\right\|_{L^{1}}  \tag{2.4.7}\\
& \leq C|t-s|+C \sqrt{t-s}
\end{align*}
$$

which implies that $f_{n}$ is equicontinuous on $[0, T]$. By letting $s=0$ we can show that $f_{n}$ is uniformly bounded. Thus, by the Arzela-Ascoli theorem, there exists a subsequence, still denoted by $f_{n}$, such that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left|f_{n}(t)-g(t)\right| \rightarrow 0 \tag{2.4.8}
\end{equation*}
$$

for some $g(t) \in C[0, T]$, as $n \rightarrow \infty$.

We recall that $u_{n} \rightharpoonup u$ in $L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right)$. Now we want to show that

$$
\begin{equation*}
g=\int_{\Omega} u \eta \tag{2.4.9}
\end{equation*}
$$

almost everywhere on $[0, T]$. Given any $\varphi \in L^{2}[0, T]$. Since $\eta \varphi \in L^{2}\left([0, T] ; L^{2}(\Omega)\right)$ and $u_{n} \rightharpoonup^{*} u$ in $L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)$, we have

$$
\begin{equation*}
\int_{0}^{T} f_{n} \varphi d t=\int_{0}^{T} \int_{\Omega} u_{n} \eta \varphi d x d t \rightarrow \int_{0}^{T} \int_{\Omega} u \eta \varphi d x d t \tag{2.4.10}
\end{equation*}
$$

which implies that $f_{n} \rightharpoonup \int_{\Omega} u \eta$ weakly in $L^{2}[0, T]$. Since $f_{n} \rightarrow g$ in $C[0, T]$, we also have $f_{n} \rightharpoonup g$ weakly in $L^{2}[0, T]$, which proves (2.4.9).

Now we prove that (2.4.2) holds for all $\varphi \in \mathbb{H}(\Omega)$. Picking $\eta_{1}$, using the argument above we can find a subsequence of $u_{n}$, denoted by $u_{1 n}$, such that $\int_{\Omega} u_{1 n} \eta_{1} \rightarrow \int_{\Omega} u \eta_{1}$ in $C[0, T]$. Now picking $\eta_{2}$ and using the same argument, we can obtain a subsequence of $u_{1 n}$, denoted by $u_{2 n}$, such that $\int_{\Omega} u_{2 n} \eta_{2} \rightarrow \int_{\Omega} u \eta_{2}$ in $C[0, T]$. Repeating these steps we can obtain $u_{m n}$ for any $m, n \in \mathbb{N}$. Notice that for each $m$, the sequence $u_{n n}$ is a subsequence of $u_{m n}$ after finitely many terms. Thus, the convergence

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{t \in[0, T]}\left|\int_{\Omega} u_{n n} \eta_{k}-u \eta_{k}\right|=0 \tag{2.4.11}
\end{equation*}
$$

holds for any $k \in \mathbb{N}$. The argument in (2.4.2) then follows the fact that $\left\{\eta_{1}, \eta_{2}, \cdots\right\}$ is a basis of $\mathbb{H}(\Omega)$.

Now we estimate $\partial_{t} B_{n}$. Picking $\varphi \in C_{c}^{\infty}(\Omega)$ with $\operatorname{div} \varphi=0$, we have

$$
\int_{\Omega} \partial_{t} B_{n} \varphi=I_{1}+I_{2}+I_{3}
$$

where

$$
\begin{aligned}
I_{1} & =\int_{\Omega} u_{n} \nabla B_{n} \varphi, \\
I_{2} & =\int_{\Omega} B_{n} \nabla u_{n} \varphi, \\
I_{3} & =\sigma \int_{\Omega} \nabla B_{n}: \nabla \varphi .
\end{aligned}
$$

The estimates are given as the following:

$$
\begin{aligned}
& \left|I_{1}\right| \leq\left\|u_{n}\right\|_{L^{3}(\Omega)}\left\|\nabla B_{n}\right\|_{L^{2}(\Omega)}\|\varphi\|_{L^{6}(\Omega)} \leq C\left\|u_{n}\right\|_{L^{2}(\Omega)}^{\frac{1}{2}}\left\|u_{n}\right\|_{H_{0}^{1}(\Omega)}^{\frac{1}{2}}\left\|B_{n}\right\|_{H_{0}^{1}(\Omega)}\|\varphi\|_{H_{0}^{1}(\Omega)}, \\
& \left|I_{2}\right| \leq\left\|B_{n}\right\|_{L^{3}(\Omega)}\left\|\nabla u_{n}\right\|_{L^{2}(\Omega)}\|\varphi\|_{L^{6}(\Omega)} \leq C\left\|B_{n}\right\|_{L^{2}(\Omega)}^{\frac{1}{2}}\left\|B_{n}\right\|_{H_{0}^{1}(\Omega)}^{\frac{1}{2}}\left\|u_{n}\right\|_{H_{0}^{1}(\Omega)}\|\varphi\|_{H_{0}^{1}(\Omega)}, \\
& \left|I_{3}\right| \leq C\left\|\nabla B_{n}\right\|_{L^{2}(\Omega)}\|\nabla \varphi\|_{L^{2}(\Omega)} \leq C\left\|B_{n}\right\|_{H_{0}^{1}(\Omega)}\|\varphi\|_{H_{0}^{1}(\Omega)} .
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
& \left\|\partial_{t} B_{n}\right\|_{H^{-1}(\Omega)} \leq C\left\|u_{n}\right\|_{L^{2}(\Omega)}^{\frac{1}{2}}\left\|u_{n}\right\|_{H_{0}^{1}(\Omega)}^{\frac{1}{2}}\left\|B_{n}\right\|_{H_{0}^{1}(\Omega)} \\
& \quad+C\left\|B_{n}\right\|_{L^{2}(\Omega)}^{\frac{1}{2}}\left\|B_{n}\right\|_{H_{0}^{1}(\Omega)}^{\frac{1}{2}}\left\|u_{n}\right\|_{H_{0}^{1}(\Omega)}+C\left\|B_{n}\right\|_{H_{0}^{1}(\Omega)}
\end{aligned}
$$

Integrating with respect to $t$, we obtain

$$
\begin{aligned}
& \int_{0}^{T}\left\|\partial_{t} B_{n}\right\|_{H^{-1}(\Omega)} \leq C\left\|u_{n}\right\|_{L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)}^{\frac{1}{2}} \int_{0}^{T}\left\|u_{n}\right\|_{H_{0}^{1}(\Omega)}^{\frac{1}{2}}\left\|B_{n}\right\|_{H_{0}^{1}(\Omega)} d t \\
& +C\left\|B_{n}\right\|_{L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)}^{\frac{1}{2}} \int_{0}^{T}\left\|B_{n}\right\|_{H_{0}^{1}(\Omega)}^{\frac{1}{2}}\left\|u_{n}\right\|_{H_{0}^{1}(\Omega)} d t+C\left\|B_{n}\right\|_{L^{1}\left([0, T] ; H_{0}^{1}(\Omega)\right)} \\
& \leq C\left\|u_{n}\right\|_{L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)}^{\frac{1}{2}}\left\|u_{n}\right\|_{L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right)}^{\frac{1}{2}}\left\|B_{n}\right\|_{L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right)} \\
& +C\left\|B_{n}\right\|_{L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)}^{\frac{1}{2}}\left\|B_{n}\right\|_{L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right)}^{\frac{1}{2}}\left\|u_{n}\right\|_{L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right)}+C\left\|B_{n}\right\|_{L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right)} .
\end{aligned}
$$

Thus, $\left\|\partial_{t} B_{n}\right\|_{L^{1}\left([0, T] ; H^{-1}(\Omega)\right)} \leq C$. By the Aubin-Lions lemma, we can find a suitable subsequence, still denoted by $B_{n}$, such that $B_{n} \rightarrow K$ strongly in $L^{2}\left([0, T] ; L^{2}(\Omega)\right)$ for some $K \in L^{2}\left([0, T] ; L^{2}(\Omega)\right)$. We can prove the uniqueness of limits using the following argument.

Proposition 2.4.1. For the strong and weak limits $B, G$ and $K$ of $B_{n}$, we have $B=G=K$.
Proof. Since $L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right) \subseteq L^{2}\left([0, T] ; L^{2}(\Omega)\right), B_{n} \rightharpoonup G$ in $L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right)$ implies that $B_{n} \rightharpoonup G$ in $L^{2}\left([0, T] ; L^{2}(\Omega)\right)$. By the uniqueness of the limit, we have $G=K$. Since $L^{\infty}\left([0, T] ; L^{2}(\Omega)\right) \subseteq L^{2}\left([0, T] ; L^{2}(\Omega)\right), B_{n} \rightharpoonup^{*} B$ in $L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)$ implies that $B_{n} \rightharpoonup^{*} B$ in $L^{2}\left([0, T] ; L^{2}(\Omega)\right)$. Similarly to the first step, we have $B=K$. Thus, $B=G=K$.

We now consider the transport equation $\partial_{t} \chi_{n}+u_{n} \cdot \nabla \chi_{n}=0$. For $\varphi \in C_{c}^{\infty}(\Omega)$, we have

$$
\left|\int_{\Omega} \partial_{t} \chi_{n} \varphi\right|=\left|\int_{\Omega} \chi_{n} u_{n} \cdot \nabla \varphi\right| \leq\left\|u_{n}\right\|_{L^{2}(\Omega)}\|\varphi\|_{H_{0}^{1}(\Omega)}
$$

Thus, $\left\|\partial_{t} \chi_{n}\right\|_{H^{-1}(\Omega)} \leq\left\|u_{n}\right\|_{L^{2}(\Omega)}$, which implies that

$$
\left\|\partial_{t} \chi_{n}\right\|_{L^{2}\left([0, T] ; H^{-1}(\Omega)\right)} \leq\left\|u_{n}\right\|_{L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right)} \leq C
$$

Therefore, using the same argument as in [1], Section 5.2, we can find a suitable subsequence, still denoted by $\chi_{n}$, such that $\chi_{n} \rightarrow \chi$ strongly in $L^{2}\left([0, T] ; L^{2}(\Omega)\right)$. Now we prove that $\zeta=\nabla \chi$ in the weak sense. For almost every $t \in[0, T]$ and $\varphi \in C_{c}^{\infty}(\Omega)$, we have

$$
\int_{\Omega} \chi_{n} \operatorname{div} \varphi d x=-\int_{\Omega} \varphi \cdot d \nabla \chi_{n}
$$

for any $n$. Since $\operatorname{div} \varphi \in L^{1}(\Omega)$, we have

$$
\begin{aligned}
\int_{\Omega} \chi_{n}(t) \operatorname{div} \varphi d x & \longrightarrow \int_{\Omega} \chi(t) \operatorname{div} \varphi d x \\
\int_{\Omega} \varphi \cdot d \nabla \chi_{n}(t) & \longrightarrow \int_{\Omega} \varphi \cdot d \zeta(t)
\end{aligned}
$$

which implies that $\nabla \chi=\zeta$ for almost every $t \in[0, T]$.
Therefore, we finally obtain

$$
\begin{aligned}
u_{n} \rightharpoonup^{*} u & \text { in } L^{\infty}\left([0, T] ; L^{2}(\Omega)\right), \\
u_{n} \rightharpoonup^{*} & \text { in } L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right), \\
u_{n} \rightarrow u & \text { in } C\left([0, T] ; \mathbb{V}^{*}(\Omega)\right), \\
B_{n} \rightharpoonup^{*} B & \text { in } L^{\infty}\left([0, T] ; L^{2}(\Omega)\right), \\
B_{n} \rightharpoonup B & \text { in } L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right), \\
B_{n} \rightarrow B & \text { in } L^{2}\left([0, T] ; L^{2}(\Omega)\right), \\
\chi_{n} \rightharpoonup^{*} \chi & \text { in } L^{\infty}\left([0, T] ; L^{\infty}(\Omega)\right), \\
\nabla \chi_{n} \rightharpoonup^{*} \nabla \chi & \text { in } L^{\infty}\left([0, T] ; H^{-3}(\Omega)\right), \\
\chi_{n} \rightarrow \chi & \text { in } L^{2}\left([0, T] ; L^{2}(\Omega)\right),
\end{aligned}
$$

### 2.4.2 Varifold limit of $H_{\chi_{n}}$

Since we cannot pass the limit directly when dealing with $H_{\chi_{n}}$, we will represent them with varifolds, and then consider the weak limit of the varifolds. Recall that $\Gamma_{k}(t):=$ $X_{u_{k}}\left(t, \Gamma_{0}\right)$, where $\Gamma_{0}=\partial \Omega_{0}^{+}$. Using the same argument as in [1], we consider the varifold $V_{k}(t)$ corresponding to $\Gamma_{k}(t)$, i.e.

$$
\left\langle V_{k}(t), \varphi\right\rangle:=\int_{\Omega} \varphi\left(x, n_{k}(t, x)\right) d\left|\nabla \chi_{k}(t)\right|
$$

for any $\varphi \in C_{0}\left(\Omega \times \mathbb{S}^{2}\right)$, where $n_{k}(t, x):=\nabla \chi_{k}(t, x) /\left|\nabla \chi_{k}(t, x)\right|$. Since

$$
\left|\left\langle V_{k}(t), \varphi\right\rangle\right| \leq\left\|\nabla \chi_{k}(t)\right\|_{\mathcal{M}(\Omega)}\|\varphi\|_{C_{0}\left(\Omega \times \mathbb{S}^{2}\right)}
$$

we have

$$
\left\|V_{k}(t)\right\|_{\mathcal{M}\left(\Omega \times \mathbb{S}^{2}\right)} \leq\left\|\nabla \chi_{k}(t)\right\|_{\mathcal{M}(\Omega)}
$$

Now for all $\varphi \in L^{1}\left([0, T] ; C_{0}\left(\Omega \times \mathbb{S}^{2}\right)\right)$, we define

$$
\left\langle V_{k}, \varphi\right\rangle:=\int_{0}^{T} \int_{\Omega} \varphi\left(t, x, n_{k}(t, x)\right) d\left|\nabla \chi_{k}(t)\right| d t
$$

Then we have

$$
\left\|V_{k}\right\|_{L_{w}^{\infty}\left([0, T] ; \mathcal{M}\left(\Omega \times \mathbb{S}^{2}\right)\right)} \leq\left\|\nabla \chi_{k}\right\|_{L_{w}^{\infty}([0, T] ; \mathcal{M}(\Omega))} .
$$

Since $V_{k}$ is bounded in $L_{w}^{\infty}\left([0, T] ; \mathcal{M}\left(\Omega \times \mathbb{S}^{2}\right)\right.$ and $\mathcal{M}\left(\Omega \times \mathbb{S}^{2}\right) \hookrightarrow H^{-3}\left(\Omega \times \mathbb{S}^{2}\right)$, by the same argument as in [1], there exists $V \in L_{w}^{\infty}\left([0, T] ; \mathcal{M}\left(\Omega \times \mathbb{S}^{2}\right)\right)$, such that

$$
V_{k} \rightharpoonup^{*} V \quad \text { in } L^{\infty}\left([0, T] ; H^{-3}\left(\Omega \times \mathbb{S}^{2}\right)\right)
$$

For $\psi \in C_{c}^{\infty}([0, T) \times \Omega)$, letting $\varphi(x, s, t)=\operatorname{div} \psi-s \otimes s: \nabla \psi$, we have $\varphi \in L^{1}\left([0, T] ; C_{0}(\Omega \times\right.$ $\left.\mathbb{S}^{2}\right)$ ). The regularity of $n_{k}(x):=-\nabla \chi_{k} /\left|\nabla \chi_{k}\right|$ is guaranteed since $\nabla \chi_{k}$ are approximating solutions. Thus, we have

$$
\begin{align*}
& -\int_{0}^{T}\left\langle H_{\chi_{k}(t)}, \psi(t)\right\rangle=\int_{0}^{T} \int_{\Omega} P_{\tau}: \nabla \psi d\left|\nabla \chi_{k}\right| d t \\
& =\int_{0}^{T} \int_{\Omega}\left(\operatorname{div} \psi-n_{k} \otimes n_{k}: \nabla \psi\right) d\left|\nabla \chi_{k}\right| d t \\
& =\int_{0}^{T} \int_{\Omega \times \mathbb{S}^{2}}(\operatorname{div} \psi-s \otimes s: \nabla \psi) d V_{k} d t  \tag{2.4.12}\\
& \rightarrow \int_{0}^{T} \int_{\Omega \times \mathbb{S}^{2}}(\operatorname{div} \psi-s \otimes s: \nabla \psi) d V d t \\
& =\int_{0}^{T}\langle\delta V(t), \psi(t)\rangle d t
\end{align*}
$$

as $k \rightarrow \infty$. Letting $\varphi(x, s, t)=s \psi(x, t)$, we have

$$
\begin{aligned}
& \int_{0}^{T}\left\langle\nabla \chi_{k}, \psi\right\rangle=-\int_{0}^{T} \int_{\partial^{*}\left\{\chi_{k}=1\right\}} \psi \cdot n_{k} d \mathcal{H}^{2} d t \\
= & -\int_{0}^{T} \int_{\Omega} \psi \cdot n_{k} d\left|\nabla \chi_{k}\right| d t=-\int_{0}^{T} \int_{\Omega \times \mathbb{S}^{2}} \psi \cdot s d V_{k} d t .
\end{aligned}
$$

Since $\nabla \chi_{k} \rightharpoonup^{*} \nabla \chi$ in $L^{\infty}\left([0, T] ; H^{-3}(\Omega)\right)$ and $V_{k} \rightharpoonup^{*} V$ in $L^{\infty}\left([0, T] ; H^{-3}\left(\Omega \times \mathbb{S}^{2}\right)\right)$, we have

$$
\begin{aligned}
\int_{0}^{T}\left\langle\nabla \chi_{k}, \psi\right\rangle & \rightarrow \int_{0}^{T}\langle\nabla \chi, \psi\rangle \\
\int_{0}^{T} \int_{\Omega \times \mathbb{S}^{2}} \psi \cdot s d V_{k} d t & \rightarrow \int_{0}^{T} \int_{\Omega \times \mathbb{S}^{2}} \psi \cdot s d V d t .
\end{aligned}
$$

Therefore, using the fact that $C_{c}^{\infty}(\Omega)$ is dense in $C_{0}(\Omega)$, the equation

$$
\begin{equation*}
\int_{\Omega \times \mathbb{S}^{2}} \psi \cdot s d V=-\int_{\Omega} \psi d \nabla \chi . \tag{2.4.13}
\end{equation*}
$$

holds for all $\psi \in C_{0}(\Omega)$.

### 2.4.3 Passing the limit

The weak formula represented by the varifolds is

$$
\begin{aligned}
& \left(\partial_{t} u_{n}, \varphi\right)_{Q_{T}}-\left(u_{n} \otimes u_{n}, \nabla \varphi\right)_{Q_{T}}+\left(B_{n} \otimes B_{n}, \nabla \varphi\right)_{Q_{T}} \\
& \quad+2\left(\nu\left(\chi_{n}\right) D u_{n}, D \varphi\right)_{Q_{T}}+\kappa \int_{0}^{T}\left\langle\delta V_{n}(t), \varphi(t)\right\rangle d t=0
\end{aligned}
$$

where $\varphi \in C_{c}^{\infty}([0, T) \times \Omega)$ and $\operatorname{div} \varphi=0$. We have

$$
\begin{align*}
& \left|\int_{0}^{T} \int_{\Omega}\left(u_{n} \otimes u_{n}-u \otimes u\right): \nabla \varphi\right|  \tag{2.4.14}\\
& \leq\left|\int_{0}^{T} \int_{\Omega} u_{n} \otimes\left(u_{n}-u\right): \nabla \varphi\right|+\left|\int_{0}^{T} \int_{\Omega}\left(u_{n}-u\right) \otimes u: \nabla \varphi\right|=: I_{1}+I_{2} .
\end{align*}
$$

In $I_{1}$, the integrand equals to $\left(u_{n}-u\right) \cdot\left(u_{n} \nabla \varphi\right)$. Since $u_{n}$ and $\varphi$ are smooth, by direct calculation we have $\operatorname{div}\left(u_{n} \nabla \varphi\right)=0$, which implies $u_{n} \nabla \varphi \in \mathbb{V}(\Omega)$. Recall that $\|\cdot\|_{\mathbb{V}}:=\|\cdot\|_{H_{0}^{1}}$ and $u_{n}$ is bounded in $L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right)$, so we have

$$
\begin{align*}
& I_{1}=\int_{0}^{T}\left\langle u_{n}-u, \psi\right\rangle_{\mathbb{V}^{*}, \mathbb{V}} \leq\left\|u_{n}-u\right\|_{L^{\infty} \mathbb{V}^{*}}\left\|u_{n} \nabla \varphi\right\|_{L^{1} \mathbb{V}}  \tag{2.4.15}\\
& \leq C\left\|u_{n}-u\right\|_{L^{\infty} \mathbb{V}^{*}}\left\|u_{n} \nabla \varphi\right\|_{L^{2} H_{0}^{1}} \rightarrow 0
\end{align*}
$$

The second term goes to 0 since $u_{n} \rightharpoonup u$ weakly in $L^{2}\left([0, T] ; H_{0}^{1}\right)$ and $u \nabla \varphi \in L^{2}\left([0, T] ; H_{0}^{1}\right)$.
For the term $\left(B_{n} \otimes B_{n}, \nabla \varphi\right)_{Q_{T}}$, we have

$$
\begin{aligned}
& \left|\int_{0}^{T} \int_{\Omega} B_{n} \otimes B_{n}: \nabla \varphi-B \otimes B: \nabla \varphi d x d t\right| \\
\leq & \left\|B_{n}\right\|_{L^{2}\left(Q_{T}\right)}\left\|B_{n}-B\right\|_{L^{2}\left(Q_{T}\right)}\|\nabla \varphi\|_{L^{\infty}\left(Q_{T}\right)}+\|B\|_{L^{2}\left(Q_{T}\right)}\left\|B_{n}-B\right\|_{L^{2}\left(Q_{T}\right)}\|\nabla \varphi\|_{L^{\infty}\left(Q_{T}\right)}
\end{aligned}
$$

which converges to 0 . For the viscosity term, we have

$$
\begin{aligned}
& \left|\left(\nu\left(\chi_{n}\right) D u_{n}, D \varphi\right)_{Q_{T}}-(\nu(\chi) D u, D \varphi)_{Q_{T}}\right| \\
= & \left|\int_{0}^{T} \int_{\Omega}\left(\chi_{n} \nu^{+} D u_{n}+\left(1-\chi_{n}\right) \nu^{-} D u_{n}\right): D \varphi-\int_{0}^{T} \int_{\Omega}\left(\chi \nu^{+} D u+(1-\chi) \nu^{-} D u\right): D \varphi\right| \\
\leq & \nu^{+}\left|\int_{0}^{T} \int_{\Omega} \chi_{n} D u_{n}: D \varphi-\chi D u: D \varphi\right|+\nu^{-}\left|\int_{0}^{T} \int_{\Omega}\left(1-\chi_{n}\right) D u_{n}: D \varphi-(1-\chi) D u: D \varphi\right| .
\end{aligned}
$$

We only need to show the convergence of the first term, since the second term can be shown by the same argument. For the first term, we have

$$
\begin{align*}
& \left|\int_{0}^{T} \int_{\Omega} \chi_{n} D u_{n}: D \varphi-\chi D u: D \varphi\right| \\
\leq & \int_{0}^{T} \int_{\Omega}\left|\chi_{n}-\chi\right|\left|D u_{n}\right||D \varphi|+\left|\int_{0}^{T} \int_{\Omega} D u_{n}:(\chi D \varphi)-\int_{0}^{T} \int_{\Omega} D u:(\chi D \varphi)\right| . \tag{2.4.16}
\end{align*}
$$

Since $u_{n} \rightharpoonup u$ in $L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right)$ and $\varphi \in C_{c}^{\infty}([0, T) \times \Omega)$, we have $D u_{n} \rightharpoonup D u$ in $L^{2}\left([0, T] ; L^{2}(\Omega)\right)$ and $\chi D \varphi \in L^{2}\left([0, T] ; L^{2}(\Omega)\right)$. Thus, the second term goes to 0 . Since $\left|D u_{n}\right||D \varphi| \in L^{2}\left([0, T] ; L^{2}(\Omega)\right)$ and $\chi_{n} \rightarrow \chi$ strongly in $L^{2}\left([0, T] ; L^{2}(\Omega)\right)$, we have

$$
\int_{0}^{T} \int_{\Omega}\left|\chi_{n}-\chi\right|\left|D u_{n}\right||D \varphi| \leq C\left\|\chi_{n}-\chi\right\|_{L^{2} L^{2}} \rightarrow 0
$$

which finishes the proof.
For the transport equation,

$$
\left(\chi_{0}, \varphi(x, 0)\right)_{\Omega}+\left(\chi_{n}, \partial_{t} \varphi\right)_{Q_{T}}+\left(\chi_{n}, u_{n} \cdot \nabla \varphi\right)_{Q_{T}}=0
$$

Since $\partial_{t} \varphi \in L^{1}\left([0, T] ; L^{1}(\Omega)\right)$, we have $\left(\chi_{n}, \partial_{t} \varphi\right)_{Q_{T}} \rightarrow\left(\chi, \partial_{t} \varphi\right)_{Q_{T}}$. For the third term, we have

$$
\begin{aligned}
& \left|\int_{0}^{T} \int_{\Omega} \chi_{n} u_{n} \cdot \nabla \varphi-\int_{0}^{T} \int_{\Omega} \chi u \cdot \nabla \varphi\right| \\
\leq & \left|\int_{0}^{T} \int_{\Omega} \chi_{n} u_{n} \cdot \nabla \varphi-\int_{0}^{T} \int_{\Omega} \chi_{n} u \cdot \nabla \varphi\right|+\left|\int_{0}^{T} \int_{\Omega} \chi_{n} u \cdot \nabla \varphi-\int_{0}^{T} \int_{\Omega} \chi u \cdot \nabla \varphi\right| \\
\leq & \left\|\chi_{n}\right\|_{L^{2}\left(Q_{T}\right)}\left\|u_{n}-u\right\|_{L^{2}\left(Q_{T}\right)}\|\nabla \varphi\|_{L^{\infty}\left(Q_{T}\right)}+\left\|\chi_{n}-\chi\right\|_{L^{2}\left(Q_{T}\right)}\|u\|_{L^{2}\left(Q_{T}\right)}\|\nabla \varphi\|_{L^{\infty}\left(Q_{T}\right)},
\end{aligned}
$$

which goes to 0 as $n \rightarrow \infty$.
From Section 2.4.2, we have proved that

$$
\int_{0}^{T}\left\langle\delta V_{n}(t), \varphi\right\rangle d t \rightarrow \int_{0}^{T}\langle\delta V(t), \varphi\rangle d t
$$

Therefore, by letting $n \rightarrow \infty$, we obtain

$$
\begin{aligned}
& -\left(u_{0}, \varphi(0)\right)_{\Omega}-\left(u, \partial_{t} \varphi\right)_{Q_{T}}-(u \otimes u, \nabla \varphi)_{Q_{T}}+(B \otimes B, \nabla \varphi)_{Q_{T}} \\
& \quad+2(\nu(\chi) D u, D \varphi)_{Q_{T}}+\kappa \int_{0}^{T}\langle\delta V(t), \varphi(t)\rangle d t=0
\end{aligned}
$$

for all $\varphi \in C_{c}^{\infty}([0, T) \times \Omega)$ with $\operatorname{div} \varphi=0$. From (2.4.13), we have

$$
\int_{\Omega \times \mathbb{S}^{2}} \psi \cdot s d V=-\int_{\Omega} \psi d \nabla \chi
$$

for all $\psi \in C_{0}(\Omega)$. From proposition 2.2 in [1], $\chi$ is the unique renormalized solution of

$$
\begin{aligned}
& \partial_{t} \chi+u \cdot \nabla \chi=0 \quad \text { in } Q_{T}, \\
& \left.\chi\right|_{t=0}=\chi_{0} \quad \text { in } \Omega .
\end{aligned}
$$

It remains to prove that $(u, B, \chi, V)$ satisfies the generalized energy inequality. Since $u_{n} \rightarrow u$, $B_{n} \rightarrow B$ in $L^{2}\left([0, T] ; L^{2}(\Omega)\right)$. For suitable subsequences, we have $u_{n}(t) \rightarrow u(t), B_{n}(t) \rightarrow B(t)$ in $L^{2}(\Omega)$ for almost every $t \in[0, T]$. From theorem 1.1.1 in [7], we have

$$
\begin{aligned}
& \|u(t)\|_{L^{2}} \leq \liminf _{n \rightarrow \infty}\left\|u_{n}(t)\right\|_{L^{2}} \\
& \|B(t)\|_{L^{2}} \leq \liminf _{n \rightarrow \infty}\left\|B_{n}(t)\right\|_{L^{2}}
\end{aligned}
$$

In Section 2.4.2 we have proved $\left\|V_{n}(t)\right\|_{\mathcal{M}\left(\Omega \times \mathbb{S}^{2}\right)} \leq\left\|\nabla \chi_{n}(t)\right\|_{\mathcal{M}(\Omega)}$. Given any $\varphi \in C_{0}(\Omega)$, we have

$$
\begin{aligned}
\left|\int_{\Omega \times \mathbb{S}^{2}} \varphi d V(t)\right|= & \left|\lim _{n \rightarrow \infty} \int_{\Omega \times \mathbb{S}^{2}} \varphi d V_{n}(t)\right| \leq \liminf _{n \rightarrow \infty}\|\varphi\|_{L^{\infty}}\left\|V_{n}(t)\right\|_{\mathcal{M}\left(\Omega \times \mathbb{S}^{2}\right)} \\
& \leq \liminf _{n \rightarrow \infty}\|\varphi\|_{L^{\infty}}\left\|\nabla \chi_{n}(t)\right\|_{\mathcal{M}(\Omega)}
\end{aligned}
$$

Thus,

$$
\|V(t)\|_{\mathcal{M}\left(\Omega \times \mathbb{S}^{2}\right)} \leq \liminf _{n \rightarrow \infty}\left\|\nabla \chi_{n}(t)\right\|_{\mathcal{M}(\Omega)}
$$

Since $\nabla B_{n} \rightharpoonup \nabla B$ in $L^{2}\left([0, T] ; L^{2}(\Omega)\right)$. For all $t \in[0, T]$, we still have $\nabla B_{n} \rightharpoonup \nabla B$ in $L^{2}\left([0, t] ; L^{2}(\Omega)\right)$. Thus,

$$
\int_{0}^{t}\|\nabla B\|_{L^{2}}^{2} \leq \liminf _{n \rightarrow \infty} \int_{0}^{t}\left\|\nabla B_{n}\right\|_{L^{2}}^{2}
$$

For the viscosity term, notice that

$$
\begin{aligned}
& f_{n}:=\left(\nu\left(\chi_{n}\right) D u_{n}-\nu\left(\chi_{n}\right) D u\right):\left(D u_{n}-D u\right) \\
& =\left(\chi_{n} \nu^{+}+\left(1-\chi_{n}\right) \nu^{-}\right)\left|D u_{n}-D u\right|^{2} \geq 0 .
\end{aligned}
$$

From $D u_{n} \rightharpoonup D u$ in $L^{2}\left([0, T] ; L^{2}(\Omega)\right)$, we have

$$
\int_{0}^{t} \int_{\Omega} f_{n} \leq C
$$

Thus, using Fatou's lemma, we obtain

$$
\begin{align*}
0 & \leq \int_{0}^{t} \int_{\Omega} \liminf _{n \rightarrow \infty} f_{n} \leq \liminf _{n \rightarrow \infty} \int_{0}^{t} \int_{\Omega} f_{n} \\
& =\liminf _{n \rightarrow \infty} \int_{0}^{t} \int_{\Omega} \nu\left(\chi_{n}\right) D u_{n}: D u_{n}+\lim _{n \rightarrow \infty} \int_{0}^{t} \int_{\Omega}-\nu\left(\chi_{n}\right) D u_{n}: D u  \tag{2.4.17}\\
& +\lim _{n \rightarrow \infty} \int_{0}^{t} \int_{\Omega}-\nu\left(\chi_{n}\right) D u: D u_{n}+\lim _{n \rightarrow \infty} \int_{0}^{t} \int_{\Omega} \nu\left(\chi_{n}\right) D u: D u \\
& =\liminf _{n \rightarrow \infty} \int_{0}^{t} \int_{\Omega} \nu\left(\chi_{n}\right) D u_{n}: D u_{n}-\int_{0}^{t} \int_{\Omega} \nu(\chi) D u: D u .
\end{align*}
$$

This is because (2.4.16) yields $\chi_{n} D u_{n} \rightharpoonup \chi D u$ in $L^{2}\left([0, T] ; L^{2}(\Omega)\right)$, which implies that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int_{0}^{t} \int_{\Omega}-\nu\left(\chi_{n}\right) D u_{n}: D u=\lim _{n \rightarrow \infty} \int_{0}^{t} \int_{\Omega}-\nu\left(\chi_{n}\right) D u: D u_{n} \\
& =-\int_{0}^{t} \int_{\Omega} \nu(\chi) D u: D u
\end{aligned}
$$

Since $|D u|^{2} \in L^{1}\left([0, T] ; L^{1}(\Omega)\right)$ and $\chi_{n} \rightharpoonup^{*} \chi$ in $L^{\infty}\left([0, T] ; L^{\infty}(\Omega)\right)$, we have

$$
\lim _{n \rightarrow \infty} \int_{0}^{t} \int_{\Omega} \nu\left(\chi_{n}\right) D u: D u=\int_{0}^{t} \int_{\Omega} \nu(\chi) D u: D u
$$

Thus, the lower-semicontinuity in (2.4.17) has been proved.
Recall that (2.3.21) and (2.3.22) give us

$$
\begin{align*}
\frac{1}{2}\left\|u_{n}(t)\right\|_{L^{2}}^{2} & +\frac{1}{2}\left\|B_{n}(t)\right\|_{L^{2}}^{2}+\kappa\left\|\nabla \chi_{n}(t)\right\|_{\mathcal{M}}+2 \int_{0}^{t} \int_{\Omega} \nu\left(\chi_{n}\right) D u_{n}: D u_{n} d x d s \\
& +\sigma \int_{0}^{t}\left\|\nabla B_{n}\right\|_{L^{2}}^{2} d s \leq \frac{1}{2}\left\|u_{0}\right\|_{L^{2}}^{2}+\frac{1}{2}\left\|B_{0}\right\|_{L^{2}}^{2}+\kappa\left\|\nabla \chi_{0}\right\|_{\mathcal{M}} \tag{2.4.18}
\end{align*}
$$

Taking the $\lim \inf$ on (2.4.18), and using the fact that $\liminf a_{n}+\lim \inf b_{n} \leq \liminf \left(a_{n}+b_{n}\right)$, we finally obtain

$$
\begin{align*}
& \frac{1}{2}\|u(t)\|_{L^{2}}^{2}+\frac{1}{2}\|B(t)\|_{L^{2}}^{2}+\kappa\|V(t)\|_{\mathcal{M}\left(\Omega \times \mathbb{S}^{2}\right)}+2 \int_{0}^{t} \int_{\Omega} \nu(\chi) D u: D u d x d s  \tag{2.4.19}\\
& \quad+\sigma \int_{0}^{t}\|\nabla B\|_{L^{2}}^{2} d s \leq \frac{1}{2}\left\|u_{0}\right\|_{L^{2}}^{2}+\frac{1}{2}\left\|B_{0}\right\|_{L^{2}}^{2}+\kappa\left\|\nabla \chi_{0}\right\|_{\mathcal{M}}
\end{align*}
$$

which finishes the proof of the energy inequality.
Therefore, we have finished the proof of theorem 2.1.1.

### 3.0 Existence of Strong Solutions to the Two-Phase MHD Equations

### 3.1 Introduction and Main Results

In this chapter, we study the existence of strong solutions to the two-phase magnetohydrodynamic (MHD) equations. The two immiscible fluids are incompressible, viscous and resistive. They occupy an open, bounded, simply connected $C^{3}$ domain $\Omega$. The positions of the inner and outer fluids are represented by open sets $\Omega^{+}(t)$ and $\Omega^{-}(t)$ respectively, and the fluid-fluid interface is denoted by the set $\Gamma(t)$. These three sets are disjoint and we have $\Omega^{+}(t) \cup \Gamma(t) \cup \Omega^{-}(t)=\Omega$. In this work we assume that $\Gamma(t)$ and $\Omega^{+}(t)$ do not touch the boundary $\partial \Omega$. We consider the following equations:

$$
\begin{align*}
& \partial_{t} u+(u \cdot \nabla) u-(\nabla \times B) \times B+\nabla p-\nu^{ \pm} \triangle u=0 \text { in } \Omega \backslash \Gamma(t),  \tag{3.1.1}\\
& \partial_{t} B-\nabla \times(u \times B)+\nabla \times(\sigma \nabla \times B)=0 \text { in } \Omega,  \tag{3.1.2}\\
& \operatorname{div} u=0 \text { in } \Omega \backslash \Gamma(t),  \tag{3.1.3}\\
& \operatorname{div} B=0 \text { in } \Omega,  \tag{3.1.4}\\
&-\llbracket 2 \nu^{ \pm} \tilde{D} u-p I \rrbracket n=\kappa H n \text { on } \Gamma(t),  \tag{3.1.5}\\
& V_{\Gamma}=u \cdot n \text { on } \Gamma(t),  \tag{3.1.6}\\
&\left.u\right|_{\partial \Omega}=0,\left.B\right|_{\partial \Omega}=0,  \tag{3.1.7}\\
&\left.u\right|_{t=0}=u_{0},\left.B\right|_{t=0}=B_{0} . \tag{3.1.8}
\end{align*}
$$

The terms $u, B$ and $p$ stand for the velocity, magnetic field and pressure. The density of both fluids is assumed to be equal to 1 everywhere and the magnetic diffusion coefficient $\sigma$ remains a constant. The viscosity coefficient $\nu$ takes different constant values $\nu^{+}$and $\nu^{-}$ in two fluids, which is sometimes written as $\nu(\chi)$ to emphasize its dependency on the fluid position. The indicator function $\chi:=\chi_{\Omega^{+}(t)}$ expresses the position of the internal fluid. The surface tension coefficient is $\kappa>0$. The mean curvature of the interface is $H$. The outward (pointing to $\partial \Omega$ ) normal vector and the speed of the interface are denoted by $n$ and $V_{\Gamma}$. The
term $\tilde{D} u:=\left(\nabla u+\nabla u^{\top}\right) / 2$ stands for the strain rate tensor. The notation $\llbracket f \rrbracket$ stands for the jump of $f$ across the interface $\Gamma$, i.e. for all $t \geq 0$ and all $x \in \Gamma(t)$,

$$
\llbracket f \rrbracket(x):=\lim _{\varepsilon \rightarrow 0^{+}} f(x+\varepsilon n(x))-\lim _{\varepsilon \rightarrow 0^{+}} f(x-\varepsilon n(x)) ;
$$

when $f$ does not have enough continuity, its one-side limits at $\Gamma(t)$ are considered in the sense of trace. For more details about this model, we refer to $[1,10,14]$.

### 3.1.1 Related research

When the magnetic field vanishes, the problem turns into the two-phase Navier-Stokes equations. In [27], Prüss and Simonett studied the problem in $\mathbb{R}^{n+1}$, where the interface can be expressed as the graph of a function defined on $\mathbb{R}^{n}$. For any time interval, if the initial values satisfy some smallness conditions (dependent on the time interval), then the unique strong solution exists. In [28] also by Prüss and Simonett, a different type of existence theory is obtained. The smallness condition in [28] is only required for the initial interface, which implies the local existence of the solution. The same equations have been studied in a bounded domain by Köhne, Prüss and Wilke in [15]. Moreover, Abels and Wilke have studied the two-phase Navier-Stokes-Mullins-Sekerka system in [2].

There is also much research on global solutions to two-phase flows with surface tension considered. In [25], Plotnikov has studied the two-phase Navier-Stokes equations for incompressible non-Newtonian fluids in $\mathbb{R}^{2}$. The case of incompressible non-Newtonian fluids in $\mathbb{R}^{3}$ has been studied by Abels in [1]. In [40], Yeressian has studied the case of Newtonian fluids in $\mathbb{R}^{3}$. The weak-strong uniqueness of strong solutions and varifold solutions to the two-phase incompressible Navier-Stokes equations has been studied by Fischer and Hensel in [10].

### 3.1.2 Main results

Based on the settings in [15], we give the definition of strong solutions to the two-phase MHD equations.

Definition 3.1.1 (Strong solution). Let $q \geq 1$ be a fixed number. Let $u_{0} \in W^{2-\frac{2}{q}, q}\left(\Omega \backslash \Gamma_{0}\right)$ and $B_{0} \in W^{2-\frac{2}{q}, q}(\Omega)$ with $\Gamma_{0}$ a $W^{3-\frac{2}{q}, q}$ surface in $\Omega$. We call $(u, B, p, \Gamma)$ a strong solution to the two-phase MHD equations (3.1.1)-(3.1.8) on $[0, T]$ if:

1. $u \in W^{1, q}\left([0, T] ; L^{q}(\Omega)\right) \cap L^{q}\left([0, T] ; W^{2, q}(\Omega \backslash \Gamma(t))\right) \cap C([0, T] \times \Omega)$;
2. $B \in W^{1, q}\left([0, T] ; L^{q}(\Omega)\right) \cap L^{q}\left([0, T] ; W^{2, q}(\Omega)\right)$;
3. $\quad p \in L^{q}\left([0, T] ; \dot{W}^{1, q}(\Omega \backslash \Gamma(t))\right)$;
4. $\Gamma(t)$ is the graph of a height function $h$ on some $C^{3}$ reference surface $\Sigma$ and $h \in$ $W^{2-\frac{1}{2 q}, q}\left([0, T] ; L^{q}(\Sigma)\right) \cap W^{1, q}\left([0, T] ; W^{2-\frac{1}{q}, q}(\Sigma)\right) \cap L^{q}\left([0, T] ; W^{3-\frac{1}{q}, q}(\Sigma)\right)$ i.e. $\Gamma(t)=\{x+$ $h(t, x) n(x): x \in \Sigma\} ;$
5. There exists a function $\tilde{p} \in W^{\frac{1}{2}-\frac{1}{2 q}, q}\left([0, T] ; L^{q}(\Sigma)\right) \cap L^{q}\left([0, T] ; W^{1-\frac{1}{q}, q}(\Sigma)\right)$ such that $\llbracket p \rrbracket\left(t, x+h(t, x) n_{\Sigma}(x)\right)=\tilde{p}(t, x)$ almost everywhere on $[0, T] \times \Sigma ;$
6. For almost every $t \in[0, T]$, the equations (3.1.1)-(3.1.8) are satisfied almost everywhere on $\Omega$ or $\Gamma(t)$.

When the initial interface $\Gamma_{0}$ is smooth enough, we have the following result on existence.
Theorem 3.1.1. Let $q>5$ be a fixed number and $\Omega$ be a bounded $C^{3}$ domain. Given initial value

$$
u_{0} \in W^{2-\frac{2}{q}, q}\left(\Omega \backslash \Gamma_{0}\right) \cap C(\Omega), \quad B_{0} \in W^{2-\frac{2}{q}, q}(\Omega), \quad \text { and } \quad \Gamma_{0} \in C^{3}
$$

which satisfies the following compatibility conditions:

1. $\operatorname{div} u_{0}=0$ in $\Omega \backslash \Gamma_{0}, \operatorname{div} B_{0}=0$ in $\Omega$;
2. $u_{0}=B_{0}=0$ on $\partial \Omega$;
3. $\Gamma_{0}$ is a closed interface and $\Gamma_{0} \cap \partial \Omega=\emptyset$.
4. $\left(I-n_{\Gamma_{0}} \otimes n_{\Gamma_{0}}\right) \llbracket \nu^{ \pm}\left(\nabla u_{0}+\nabla u_{0}^{\top}\right) \rrbracket n_{\Gamma_{0}}=0$;

Then there exists $T>0$ such that the original problem (3.1.1) - (3.1.8) has a unique strong solution on $[0, T]$. The reference surface $\Sigma=\Gamma_{0}$.

When the initial interface has less regularity, we have the following result.
Theorem 3.1.2. Let $q>5$ be a fixed number and $\Omega$ be a bounded $C^{3}$ domain. Let $\Sigma$ be an arbitrary closed $C^{3}$ surface in $\Omega$ such that $\Sigma \cap \partial \Omega=\emptyset$. For all $M_{0}>0$, there exists $\varepsilon_{0}\left(\Sigma, M_{0}\right)>0$, such that for all admissible initial value $\left(u_{0}, B_{0}, \Gamma_{0}\right)$ in Definition
3.1.1 with $\left\|u_{0}\right\|_{W^{2-\frac{2}{q}, q}\left(\Omega \backslash \Gamma_{0}\right)} \leq M_{0},\left\|B_{0}\right\|_{W^{2-\frac{2}{q}, q}(\Omega)} \leq M_{0},\left\|h_{0}\right\|_{W^{3-\frac{2}{q}, q}(\Sigma)} \leq M_{0},\left\|u_{0}\right\|_{\infty} \leq M_{0}$, $\left\|B_{0}\right\|_{\infty} \leq M_{0}$, and $\left\|h_{0}\right\|_{C^{2}(\Sigma)}<\varepsilon_{0}$, there exists $T\left(\Sigma, M_{0}, \varepsilon_{0}\right)>0$, such that the problem (3.1.1) - (3.1.8) has a unique strong solution on $[0, T]$. Here $h_{0}$ denotes the height function of $\Gamma_{0}$ on the reference surface $\Sigma$.

The main difficulty of this work comes from the coupling of fluid equations and magnetic equations, which changes the structure of both the principal part and the nonlinear part of the transformed two-phase Navier-Stokes equations in e.g. [15]. The new principal part is divided into two parts: the two-phase Stokes equations and the parabolic equations. Using the maximal regularity theory of these two problems, we obtain a solution operator for the principal part of the two-phase MHD equations. The remaining nonlinear terms and lowerorder terms are carefully estimated. A contraction mapping is then constructed and the equation is solved by finding the fixed point of the contraction mapping.

We will organize this chapter as follows. In Section 3.2, we review some basic background knowledge. In Section 3.3, we use the Hanzawa transformation to transform the free-interface problem into a fixed-interface problem. The new equations will be separated into the linear (principal) part and the nonlinear part. In Section 3.4, we study the solvability of the linear part. Then we express the nonlinear part using an operator and estimate its Fréchet derivative in Section 3.5. Finally, we prove the main theorem in Section 3.6.

### 3.2 Preliminary

### 3.2.1 Notations

In complicated formulas, we use [ • ] to denote the values of variables, e.g. we use $f[g(x)]$ to express $(f \circ g)(x)$.

The gradient $\nabla f$ of a scalar function $f$ is considered as a column vector by default. When $f$ is a vector-valued function, the gradient of each entry is viewed as a column vector in the matrix by default, i.e. $(\nabla f)_{i j}:=\partial_{i} f_{j}$. Notice that it then implies the formula

$$
\nabla(f \circ g)=(\nabla g)((\nabla f) \circ g)
$$

We denote the $r$-neighborhood of a point $x$ by $B(x ; r)$. For a set $A$, we define

$$
B(A ; r):=\bigcup_{x \in A} B(x ; r)
$$

For a function $f$, we define

$$
f(A):=\bigcup_{x \in A} f(x) .
$$

Since the viscosity coefficient $\nu$ remains a constant in each fluid, we may use notations $\nu(\chi), \nu^{ \pm}$or simply $\nu$ in formulas. We remind readers that $\nu$ is discontinuous at the interface.

To simplify statements, we write $a \lesssim b$ if $a \leq C b$ for some constant $C>0$ which is independent of any parameter.

We will frequently use the symmetric gradient $\tilde{D} F:=\left(\nabla F+\nabla F^{\top}\right) / 2$ for vector-valued functions.

The projection matrix on a surface $S$ is denoted by $\mathcal{P}_{S}:=I-n_{S} \otimes n_{S}$, where $n_{S}$ is the normal vector of $S$.

### 3.2.2 Function spaces

### 3.2.2.1 Continuous and differentiable functions

In this problem, we mainly consider two types of domains in $\mathbb{R}^{3}$ : a bounded, open, 3dimensional domain $\Omega$; and a closed, 2-dimensional surface $\Sigma$. We say $\Sigma$ is $C^{k}$ if it can be locally parameterized using $C^{k}$ functions. We say $\Omega$ is a $C^{k}$ domain if its boundary $\partial \Omega$ is a $C^{k}$ surface.

Let $f$ be a function from $[0, T]$ to a Banach space $X$. For any $t_{0} \in[0, T]$, we say $f$ is continuous at $t_{0}$ if

$$
\lim _{t \rightarrow t_{0}}\left\|f(t)-f\left(t_{0}\right)\right\|_{X}=0
$$

If $f$ is continuous on $[0, T]$ then we say $f \in C([0, T] ; X)$. We say $g\left(t_{0}\right) \in X$ is the derivative of $f$ at $t_{0}$ if

$$
\lim _{t \rightarrow t_{0}}\left\|\frac{f(t)-f\left(t_{0}\right)}{t-t_{0}}-g\left(t_{0}\right)\right\|_{X}=0
$$

If $f$ has a continuous derivative $g \in C([0, T] ; X)$, then we say $f \in C^{1}([0, T] ; X)$. Similarly, we can define the space $C^{k}([0, T] ; X)$ for $k \in \mathbb{Z}, k \geq 0$. We will frequently use the special case that $X=C^{m}(\Omega)$ and $X=C^{m}(\Sigma)$ for $m \in \mathbb{Z}, m \geq 0$.

Remark 3.2.1. For vector-valued or matrix-valued functions in spaces $C^{k}\left([0, T] ; C^{m}(\Omega)\right)$ or $C^{k}\left([0, T] ; C^{m}(\Sigma)\right)$, we define their norms by taking the $C^{k}\left([0, T] ; C^{m}\right)$ norm of each entry and then taking the vector norm or the matrix norm.

### 3.2.2.2 Lebesgue and Sobolev spaces

We will use $\|f\|_{\infty}$ to abbreviate $\|f\|_{L^{\infty}\left([0, T] ; L^{\infty}(\Omega)\right)},\|f\|_{L^{\infty}\left([0, T] ; L^{\infty}(\Sigma)\right)},\|f\|_{L^{\infty}(\Omega)}$ or $\|f\|_{L^{\infty}(\Sigma)}$, depending on context.

Let $\Omega \subseteq \mathbb{R}^{n}$. Given $s \in(0,1)$ and $q \in[1, \infty)$, we say a function $f$ is in the fractional Sobolev space $W^{s, q}(\Omega)$ if

$$
\|f\|_{W^{s, q}(\Omega)}:=\|f\|_{L^{q}(\Omega)}+[f]_{W^{s, q}(\Omega)}<\infty
$$

where $[f]_{W^{s, q}(\Omega)}$ is the Gagliardo seminorm defined as

$$
[f]_{W^{s, q}(\Omega)}:=\left(\int_{\Omega} \int_{\Omega} \frac{|f(x)-f(y)|^{q}}{|x-y|^{n+s q}} d y d x\right)^{\frac{1}{q}}
$$

For a Banach-space-valued function, i.e. $f:[0, T] \rightarrow X$ where $X$ is a Banach space, the Gagliardo seminorm is defined as

$$
[f]_{W^{s, q}(\Omega)}:=\left(\int_{\Omega} \int_{\Omega} \frac{\|f(x)-f(y)\|_{X}^{q}}{|x-y|^{n+s q}} d y d x\right)^{\frac{1}{q}}
$$

which enables us to define the space $W^{s, q}([0, T] ; X)$. When $s \in(0,+\infty) \backslash \mathbb{Z}$, the Sobolev norm is defined as

$$
\|f\|_{W^{s, q}(\Omega)}:=\|f\|_{W^{\lfloor s], q(\Omega)}}+[f]_{W^{s-\lfloor s], q(\Omega)}} .
$$

For a compact hypersurface $\Sigma$ in $\mathbb{R}^{n}$, the Sobolev space $W^{s, q}(\Sigma)$ can be defined similarly since $\Sigma$ can be locally mapped to Euclidean spaces.

### 3.2.3 Calculus on surfaces

Let $f$ be a function defined in an open domain $\Omega \subseteq \mathbb{R}^{m}$. Let $\Sigma$ be a hypersurface in $\Omega$ whose normal vector field is denoted by $n$. For all $x \in \Sigma$, the surface gradient $\nabla_{\Sigma} f$ is defined as

$$
\nabla_{\Sigma} f:=\nabla f-(n \cdot \nabla f) n=(I-n \otimes n) \nabla f
$$

which is the projection of $\nabla f$ onto $T_{x} \Sigma$. If $F$ is a vector-valued function, then we can define the surface divergence by

$$
\operatorname{div}_{\Sigma} F:=\operatorname{tr}\left(\nabla_{\Sigma} F\right) .
$$

Thus, we can also define the Laplace-Beltrami operator $\triangle_{\Sigma}$ by

$$
\triangle_{\Sigma} f:=\operatorname{div}_{\Sigma} \nabla_{\Sigma} f
$$

In fact, the surface derivatives only depend on the value of the function on $\Sigma$, which is discussed in e.g. [5, Remark 7.26].

Using the surface gradient $\nabla_{\Sigma} n_{\Sigma}$ of the normal vector field $n_{\Sigma}$, the Weingarten tensor of $\Sigma$ is defined as $L_{\Sigma}:=-\nabla_{\Sigma} n_{\Sigma}$, which is a matrix-valued function defined on $\Sigma$. For each $x \in \Sigma$, we have $L_{\Sigma} n_{\Sigma}=0$; and $L_{\Sigma}$ is an isomorphism on $T_{x} \Sigma$. The principal curvatures of $\Sigma$ at $x$ are eigenvalues of $L_{\Sigma}[x]$. The mean curvature $H_{\Sigma}[x]$ can be represented as $H_{\Sigma}[x]=\operatorname{tr} L_{\Sigma}[x]$.

For more details on the calculus on surfaces, we refer to $[5,19]$.

### 3.2.4 Nearest point projection

For the reader's convenience, we restate the theorem of nearest point projection in [34, Section 2.12.3] with some modification.

Theorem 3.2.1. Let $\Sigma$ be a compact, $(m-1)$-dimensional, $C^{k}$ manifold in $\mathbb{R}^{m}$. There exists $\varrho_{0}(\Sigma)>0$ and a $C^{k-1}$ projection mapping $\Pi: B\left(\Sigma ; \varrho_{0}\right) \rightarrow \Sigma$, such that for all $x \in B\left(\Sigma ; \varrho_{0}\right)$ :

1. $x-\Pi(x) \perp T_{\Pi(x)} \Sigma$;
2. $\operatorname{dist}(x, \Sigma)=|x-\Pi(x)| ;$
3. for all $y \in \Sigma$ and $y \neq x$ we have $\operatorname{dist}(x, \Sigma)<|x-y|$;
4. for all $y \in \Sigma$ and $\lambda \in\left(0, \varrho_{0}\right), \Pi(y+\lambda n(y))=y$.

### 3.2.5 Fréchet derivative

In this problem, we need to frequently study the derivatives of operators, which are called Fréchet derivatives. Given Banach spaces $X$ and $Y$ and an operator $F: X \rightarrow Y$. Suppose that for $x \in X$ there exists a linear operator $A: X \rightarrow Y$ such that

$$
\begin{equation*}
\lim _{\|h\|_{X} \rightarrow 0} \frac{\|F(x+h)-F(x)-A h\|_{Y}}{\|h\|_{X}}=0 \tag{3.2.1}
\end{equation*}
$$

then we say that $F$ is Fréchet differentiable at $x$. The linear operator $A$ is called the Fréchet derivative of $F$ at $x$ and is denoted by $D F(x)$.

Suppose that $D F$ exists in an open neighborhood $U$ of $x \in X$, then we have an operator $D F: U \rightarrow \mathcal{L}(X ; Y)$ and the second derivative $D^{2} F$ at $x$ can be defined using the same way. Notice that $D^{2} F(x) \in \mathcal{L}(X ; \mathcal{L}(X ; Y))$. Similarly, we can obtain the $n$-th derivative $D^{n} F$. The space

$$
\begin{equation*}
\mathcal{L}(X ; \mathcal{L}(X ; \cdots \mathcal{L}(X ; Y))) \tag{3.2.2}
\end{equation*}
$$

is equal to the space of multilinear operators

$$
\begin{equation*}
\mathcal{L}^{(n)}(X \times \cdots \times X ; Y), \tag{3.2.3}
\end{equation*}
$$

which is usually abbreviated to $\mathcal{L}^{(n)}\left(X^{n} ; Y\right)$.
The product rule and chain rule are still valid for Fréchet derivatives. Given $F: X \rightarrow Y_{1}$ and $G: X \rightarrow Y_{2}$. Suppose that the product is well-defined, i.e. there exists a bilinear mapping $Y_{1} \times Y_{2} \rightarrow Z$ which is called the "product". Then the value of $D(F G)$ at $x \in X$ is a linear mapping, i.e. $D(F G)[x] \in \mathcal{L}(X ; Z)$, such that for each $h \in X$ we have

$$
\begin{equation*}
D(F G)[x] h=(D F[x] h)(G[x])+(F[x])(D G[x] h) . \tag{3.2.4}
\end{equation*}
$$

Given $F: X \rightarrow Y$ and $G: Y \rightarrow Z$, the Fréchet derivative of $G \circ F: X \rightarrow Z$ at an arbitrary $x \in X$ is a linear operator $D(G \circ F)[x] \in \mathcal{L}(X ; Z)$. For all $h \in X$ we have

$$
\begin{equation*}
D(G \circ F)[x] h=D G[F(x)](D F[x] h) . \tag{3.2.5}
\end{equation*}
$$

The proofs of these properties can be found in [41, Section 4.3].

### 3.3 Transformation of the Problem

In this section, we apply the Hanzawa transformation to the original equations (3.1.1) (3.1.8). This allows us to turn the free-interface problem into a fixed-interface problem. We refer to $[15,29]$ for more details about this method.

### 3.3.1 Representation of the free interface

The key point of this part is to represent the free interface $\Gamma(t)$ using a fixed reference surface and a height function. This method is called normal parameterization.

By the assumption that $\Gamma_{0}$ is a $W^{3-\frac{2}{q}}$ surface and $q>5$, we obtain that $\Gamma_{0}$ is a $C^{2}$ manifold. From [29, Section 2.3], we know that for all sufficiently small $\varepsilon$, there exists an analytic manifold $\Sigma$ and a function $h_{0} \in C^{2}(\Sigma)$, such that

$$
\begin{equation*}
\Gamma_{0}=\left\{x+h_{0}(x) n_{\Sigma}(x): x \in \Sigma\right\} \quad \text { and } \quad\left\|h_{0}\right\|_{C^{2}(\Sigma)}<\varepsilon \tag{3.3.1}
\end{equation*}
$$

By the theory of nearest point projection introduced in Section 3.2, there exists a tubular neighborhood $B\left(\Sigma ; \varrho_{0}\right)$, such that the mapping

$$
\begin{equation*}
\Lambda(x, r):=x+r n_{\Sigma}(x) \tag{3.3.2}
\end{equation*}
$$

is a diffeomorphism from $\Sigma \times\left(-\varrho_{0}, \varrho_{0}\right)$ to $B\left(\Sigma ; \varrho_{0}\right)$. Its inverse mapping is

$$
\begin{equation*}
\Lambda^{-1}(x)=(\Pi(x), d(x)), \tag{3.3.3}
\end{equation*}
$$

where $\Pi(x)$ is the projection of $x$ onto $\Sigma$, and $d(x)$ is the signed distance between $x$ and $\Sigma$, where the positive direction of $\Sigma$ is defined to have the same direction as the exterior normal vector $n_{\Sigma}$.

Since there is a positive distance between $\Gamma_{0}$ and $\partial \Omega$, we may let $\varrho_{0}$ be sufficiently small such that $B\left(\Sigma ; \varrho_{0}\right) \Subset \Omega$. By replacing $r$ with a height function $h: \Sigma \rightarrow\left(-\varrho_{0}, \varrho_{0}\right)$, the mapping $\Lambda(x, h(x)):=x+h(x) n_{\Sigma}(x)$ defines a surface in $B\left(\Sigma ; \varrho_{0}\right)$.

For every height function $h$, we can define a diffeomorphism in $\Omega$ using the same idea as in [15]. We define

$$
\Theta_{h}(x):=\left\{\begin{array}{cl}
x+\eta\left(d(x) / \varrho_{0}\right) h(\Pi(x)) n_{\Sigma}(\Pi(x)), & x \in B\left(\Sigma ; \varrho_{0}\right)  \tag{3.3.4}\\
x, & x \notin B\left(\Sigma ; \varrho_{0}\right) .
\end{array}\right.
$$

where $\eta$ is a smooth cut-off function on $\mathbb{R}$ such that $0 \leq \eta \leq 1 ; \eta(s)=1$ when $|s|<1 / 3$, and $\eta(s)=0$ when $|s|>2 / 3$. Notice that the cutoff function can be ignored in the set

$$
\begin{equation*}
B(\Sigma ; \varrho) \quad \text { with } \quad \varrho:=\frac{\varrho_{0}}{3} . \tag{3.3.5}
\end{equation*}
$$

For convenience, we define the displacement of the point $x$ under the diffeomorphism by

$$
\begin{equation*}
\theta_{h}(x):=\Theta_{h}(x)-x . \tag{3.3.6}
\end{equation*}
$$

Remark 3.3.1. In order to make $\Theta_{h}$ a bijection, we need to guarantee that $\|h\|_{C^{0}(\Sigma)}$ is sufficiently small. As an example, we consider a mapping in $\mathbb{R}^{2}$. Suppose that $\Sigma$ is the $x$-axis and $h(x)=b>0$, then $\Theta(x, y)=\left(x, y+b \eta\left(y / \varrho_{0}\right)\right)$. To make $\Theta$ a bijection, it is necessary that the function $f(y):=y+b \eta\left(y / \varrho_{0}\right)$ should be a bijection, which requires $b$, i.e. $|h|$, to be sufficiently small.

Remark 3.3.2. The derivative of the distance function is

$$
\begin{equation*}
\nabla d(x)=n(\Pi(x)) \tag{3.3.7}
\end{equation*}
$$

To calculate the derivative of the projection mapping $\Pi$, we take the derivative of $x-\Pi(x)=$ $d(x) n(\Pi(x))$, which implies

$$
\begin{align*}
& I-\nabla \Pi(x)=d(x) \nabla_{x}(n[\Pi(x)])+\nabla_{x} d[x] \otimes n[\Pi(x)]  \tag{3.3.8}\\
& =d(x) \nabla \Pi[x]\left(\nabla_{\Sigma} n\right)[\Pi(x)]+n[\Pi(x)] \otimes n[\Pi(x)] .
\end{align*}
$$

Recall that $L_{\Sigma}:=-\nabla_{\Sigma} n$, so we have

$$
\begin{equation*}
I-n[\Pi(x)] \otimes n[\Pi(x)]=\nabla \Pi(x)\left(I-d(x) L_{\Sigma}[\Pi(x)]\right), \tag{3.3.9}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\nabla \Pi(x)=\mathcal{P}_{\Sigma}[\Pi(x)]\left(I-d(x) L_{\Sigma}[\Pi(x)]\right)^{-1} \tag{3.3.10}
\end{equation*}
$$

We refer to [29, Section 2.3] or [34, Section 2.12.3] for more details on the nearest point projection.

### 3.3.2 Regular terms

Using the diffeomorphism $\Theta_{h}$, the original problem with interface $\Gamma(t)$ can be transformed into equations with interface $\Sigma$. The interface $\Gamma(t)$ can be determined as long as the function $h(t, x):[0, T] \times \Sigma$ can be obtained. In order to do this, we need to change the variables in (3.1.1)-(3.1.8) with the help of $\Theta_{h}$. We shall use similar arguments as in [15] with more details included for completeness.

We first consider (3.1.1), which is equivalent to

$$
\begin{equation*}
\left(\partial_{t} u+(u \cdot \nabla) u-(B \cdot \nabla) B+\frac{1}{2} \nabla\left(|B|^{2}\right)+\nabla p-\nu(\chi) \triangle u\right) \circ \Theta_{h}=0 \tag{3.3.11}
\end{equation*}
$$

since $\Theta_{h}$ is a bijection. We use $\Theta_{h}^{-1}(t, x)$ to denote the inverse mapping of $\Theta_{h(t)}(\cdot)$ at time $t$, which implies $\Theta_{h}^{-1}\left(t, \Theta_{h}(t, x)\right)=x$. Given any function $f$ in $\Omega$, we define

$$
\begin{equation*}
\bar{f}(t, x):=f\left(t, \Theta_{h}(t, x)\right) \tag{3.3.12}
\end{equation*}
$$

where $f$ can be $u, B, p, \chi$, etc. In this chapter, we will ignore the subscript $h$ in $\Theta_{h}$ when there is no confusion. For any fixed $t$, by the definition of $\Theta$ we have $\Theta_{h}^{-1}(t, \cdot)=\left(\Theta_{h(t, \cdot)}\right)^{-1}$, which implies that

$$
\begin{equation*}
f(t, x)=\bar{f}\left(t, \Theta_{h}^{-1}(t, x)\right) . \tag{3.3.13}
\end{equation*}
$$

As opposed to partial derivatives with respect to specific variables, we will use $\partial_{0}$ temporarily to denote the partial derivative with respect to the position of the time variable. This helps distinguish $\partial_{0} u(t, \Theta(t, x))$ and $\partial_{t} u(t, \Theta(t, x))$.

Using similar arguments as in [15], we write the transformed equations in terms of the new variables. More details can be found in [29, Section 1.3]. For the time derivative, we have

$$
\begin{equation*}
\partial_{t} u(t, x)=\partial_{t}\left(\bar{u}\left(t, \Theta^{-1}(t, x)\right)\right)=\left(\partial_{0}\right) \bar{u} \circ \Theta^{-1}+\sum_{i}\left(\left(\partial_{i} \bar{u}\right) \circ \Theta^{-1}\right) \partial_{t} \Theta_{i}^{-1} \tag{3.3.14}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\partial_{t} u \circ \Theta=\partial_{0} \bar{u}+\left(\partial_{t} \Theta^{-1} \circ \Theta\right) \nabla \bar{u}=\partial_{t} \bar{u}+\left(\partial_{t} \Theta^{-1} \circ \Theta\right) \nabla \bar{u} . \tag{3.3.15}
\end{equation*}
$$

Next, we calculate the formula of each entry of $\nabla \bar{u}$, which is

$$
\begin{align*}
& \partial_{\alpha} u_{\beta}(t, x)=\partial_{x_{\alpha}} u_{\beta}(t, x)=\partial_{x_{\alpha}} \bar{u}_{\beta}\left(t, \Theta^{-1}(t, x)\right)=\sum_{i}\left(\left(\partial_{i} \bar{u}_{\beta}\right) \circ \Theta^{-1}\right) \partial_{x_{\alpha}} \Theta_{i}^{-1}  \tag{3.3.16}\\
& =\sum_{i}\left(\left(\partial_{i} \bar{u}_{\beta}\right) \circ \Theta^{-1}\right)\left(\left((\nabla \Theta)^{-1}\right)_{\alpha i} \circ \Theta^{-1}\right) .
\end{align*}
$$

Taking the time derivative of the equation $\Theta\left(t, \Theta^{-1}(t, x)\right)=x$, we obtain

$$
\begin{equation*}
\left(\partial_{0} \Theta\right) \circ \Theta^{-1}+\partial_{t} \Theta^{-1}\left((\nabla \Theta) \circ \Theta^{-1}\right)=0 \tag{3.3.17}
\end{equation*}
$$

Composing (3.3.17) with $\Theta$, we obtain

$$
\begin{equation*}
\left(\partial_{t} \Theta^{-1}\right) \circ \Theta=-\partial_{t} \Theta(\nabla \Theta)^{-1} \tag{3.3.18}
\end{equation*}
$$

From (3.3.18) and the equality $(\nabla \Theta)^{-1}=I-(I+\nabla \theta)^{-1} \nabla \theta$, we obtain

$$
\begin{equation*}
\left(\partial_{t} \Theta^{-1}\right) \circ \Theta=-\partial_{t} \Theta(\nabla \Theta)^{-1}=-\partial_{t} \theta\left(I-(I+\nabla \theta)^{-1} \nabla \theta\right) . \tag{3.3.19}
\end{equation*}
$$

Similarly, we obtain from (3.3.16) that

$$
\begin{array}{r}
(\nabla u) \circ \Theta=(\nabla \Theta)^{-1} \nabla \bar{u}=\nabla \bar{u}-\left((I+\nabla \theta)^{-1} \nabla \theta\right) \nabla \bar{u} \\
(\operatorname{div} u) \circ \Theta=\left((\nabla \Theta)^{-1}\right)^{\top}: \nabla \bar{u}=\operatorname{div} \bar{u}-\left((I+\nabla \theta)^{-1} \nabla \theta\right): \nabla \bar{u} . \tag{3.3.21}
\end{array}
$$

Taking one more derivative on (3.3.16), we obtain the Laplacian of each entry of $u$ :

$$
\begin{align*}
& \triangle u_{\beta}=\sum_{\alpha} \partial_{x_{\alpha}} \partial_{x_{\alpha}} \bar{u}_{\beta}\left(t, \Theta^{-1}(t, x)\right)=\sum_{\alpha} \partial_{x_{\alpha}}\left(\sum_{i}\left(\left(\partial_{i} \bar{u}_{\beta}\right) \circ \Theta^{-1}\right) \partial_{x_{\alpha}} \Theta_{i}^{-1}\right) \\
& =\sum_{\alpha} \sum_{i} \partial_{x_{\alpha}}\left(\left(\partial_{i} \bar{u}_{\beta}\right) \circ \Theta^{-1}\right) \partial_{x_{\alpha}} \Theta_{i}^{-1}+\sum_{\alpha} \sum_{i}\left(\left(\partial_{i} \bar{u}_{\beta}\right) \circ \Theta^{-1}\right) \partial_{x_{\alpha} x_{\alpha}} \Theta_{i}^{-1}  \tag{3.3.22}\\
& =\sum_{\alpha} \sum_{i} \sum_{j}\left(\left(\partial_{j i} \bar{u}_{\beta}\right) \circ \Theta^{-1}\right) \partial_{x_{\alpha}} \Theta_{i}^{-1} \partial_{x_{\alpha}} \Theta_{j}^{-1}+\sum_{i} \triangle\left(\Theta_{i}^{-1}\right)\left(\left(\partial_{i} \bar{u}_{\beta}\right) \circ \Theta^{-1}\right) \\
& =\left(\left(\nabla \Theta^{-1}\right)^{\top}\left(\nabla \Theta^{-1}\right)\right):\left(\left(\nabla^{2} \bar{u}_{\beta}\right) \circ \Theta^{-1}\right)+\triangle \Theta^{-1} \cdot\left(\left(\nabla \bar{u}_{\beta}\right) \circ \Theta^{-1}\right)
\end{align*}
$$

The subscript in (3.3.22) can be removed to obtain the vector equality

$$
\begin{equation*}
(\Delta u) \circ \Theta=\left(\left(\left(\nabla \Theta^{-1}\right)^{\top}\left(\nabla \Theta^{-1}\right)\right) \circ \Theta\right): \nabla^{2} \bar{u}+\left(\left(\Delta \Theta^{-1}\right) \circ \Theta\right) \cdot(\nabla \bar{u}) \tag{3.3.23}
\end{equation*}
$$

In the first term of the right-hand side of (3.3.23), using the formula of inverse functions, we have

$$
\begin{equation*}
\left(\left(\nabla \Theta^{-1}\right)^{\top}\left(\nabla \Theta^{-1}\right)\right) \circ \Theta=(\nabla \Theta)^{-\top}(\nabla \Theta)^{-1} \tag{3.3.24}
\end{equation*}
$$

which implies that

$$
\begin{align*}
& (\Delta u) \circ \Theta=\left((\nabla \Theta)^{-\top}(\nabla \Theta)^{-1}\right): \nabla^{2} \bar{u}+\left(\left(\triangle \Theta^{-1}\right) \circ \Theta\right) \cdot(\nabla \bar{u}) \\
= & \Delta \bar{u}+\left((\nabla \Theta)^{-\top}(\nabla \Theta)^{-1}-I\right): \nabla^{2} \bar{u}+\left(\left(\triangle \Theta^{-1}\right) \circ \Theta\right) \cdot(\nabla \bar{u}) . \tag{3.3.25}
\end{align*}
$$

Using exactly the same argument for $u$, we can transform the terms which contain $B$ and $p$. Using also (3.3.18), we can rewrite (3.3.11) as

$$
\begin{align*}
& \partial_{t} \bar{u}-\partial_{t} \Theta(\nabla \Theta)^{-1} \nabla \bar{u}+\bar{u}\left((\nabla \Theta)^{-1}\right) \nabla \bar{u}-\bar{B}\left((\nabla \Theta)^{-1}\right) \nabla \bar{B} \\
& +\frac{1}{2}\left((\nabla \Theta)^{-1}\right) \nabla\left(|\bar{B}|^{2}\right)+\left((\nabla \Theta)^{-1}\right) \nabla \bar{p}-\nu(\bar{\chi})\left((\nabla \Theta)^{-\top}(\nabla \Theta)^{-1}\right): \nabla^{2} \bar{u}  \tag{3.3.26}\\
& -\nu(\bar{\chi})\left(\left(\triangle \Theta \Theta^{-1}\right) \circ \Theta\right) \cdot(\nabla \bar{u})=0 .
\end{align*}
$$

Using the fact that $\nabla \times(u \times B)=-(u \cdot \nabla) B+(B \cdot \nabla) u$ and $\nabla \times(\nabla \times B)=\nabla(\operatorname{div} B)-\triangle B$, we rewrite (3.1.2) as

$$
\begin{equation*}
\left(\partial_{t} B+(u \cdot \nabla) B-(B \cdot \nabla) u-\sigma \triangle B\right) \circ \Theta=0 \tag{3.3.27}
\end{equation*}
$$

Using the same arguments as in (3.3.15), (3.3.16) and (3.3.25), we can obtain the representation of $\partial_{t} B, \nabla B$ and $\triangle B$, which imply

$$
\begin{align*}
& \partial_{t} \bar{B}-\partial_{t} \Theta(\nabla \Theta)^{-1} \nabla \bar{B}+\bar{u}(\nabla \Theta)^{-1} \nabla \bar{B}-\bar{B}(\nabla \Theta)^{-1} \nabla \bar{u} \\
& \quad-\sigma\left((\nabla \Theta)^{-\top}(\nabla \Theta)^{-1}\right): \nabla^{2} \bar{B}-\sigma\left(\left(\Delta \Theta^{-1}\right) \circ \Theta\right) \cdot(\nabla \bar{B})=0 . \tag{3.3.28}
\end{align*}
$$

The divergence-free conditions (3.1.3) and (3.1.4) can be treated in the same way using (3.3.21), which implies

$$
\begin{gather*}
0=\operatorname{div} u=\operatorname{div} \bar{u}-\left((I+\nabla \theta)^{-1} \nabla \theta\right): \nabla \bar{u}  \tag{3.3.29}\\
0=\operatorname{div} B=\operatorname{div} \bar{B}-\left((I+\nabla \theta)^{-1} \nabla \theta\right): \nabla \bar{B} \tag{3.3.30}
\end{gather*}
$$

We will show in Section 3.3.4 that (3.3.30) can actually be ignored in the transformed problem.

### 3.3.3 Geometric terms

In the previous section, we have obtained the transformation of (3.1.1) to (3.1.4). It remains to transform (3.1.5) and (3.1.6), which require representations of tangent vectors, normal vectors and curvatures. To treat these terms, we follow the arguments in e.g. [15, 29]. We include some details for convenience. In this section, we will temporarily do calculations in $\mathbb{R}^{d}$, in order to maintain a clear structure.

### 3.3.3.1 Tangent and normal vectors

Suppose that $\Sigma$ is a $C^{k}$ surface, then it can be locally parameterized by a $C^{k}$ function $\Phi$, i.e. for all $x \in \Sigma$ there exists a neighborhood $B(x ; a) \cap \Sigma$ such that there exists a domain $D \subseteq \mathbb{R}^{d-1}$ and a diffeomorphism $\Phi(s)$ from $D$ to $B(x ; a) \cap \Sigma$, where $s=\left(s_{1}, \cdots, s_{d-1}\right) \in D$. Let $x=\Phi(s) \in \Sigma$, then the tangent vectors at $x$ are

$$
\begin{equation*}
\tau_{i}^{\Sigma}(s)=\partial_{i} \Phi(s), \quad i=1, \cdots d-1 \tag{3.3.31}
\end{equation*}
$$

which form a basis of the tangent space $T_{x} \Sigma$. We will also use notations $\tau_{(i), k}^{\Sigma}$ and $\tau_{\Sigma, k}^{(i)}$ to denote the $k$-th entry of the $i$-th vector. These $d-1$ vectors depend on the choice of $\Phi$. Thus, we directly view $\tau_{i}^{\Sigma}$ as a function defined in $D$. The normal vector $n_{\Sigma}$ is independent of $\Phi$. Thus, it can be viewed as a function defined on $\Sigma$.

To simplify calculations, we introduce another basis $\left\{\tau_{\Sigma}^{1}, \cdots, \tau_{\Sigma}^{d-1}\right\}$ of the tangent plane $T_{x} \Sigma$. The new basis satisfies $\tau_{\Sigma}^{i} \cdot \tau_{j}^{\Sigma}=\delta_{i j}$, where $\delta_{i j}=1$ if $i=j$ and $\delta_{i j}=0$ if $i \neq j$. We ignore the name of surfaces in superscripts or subscripts when there is no ambiguity. Suppose $\xi=\sum c_{i} \tau^{i}=\sum c^{i} \tau_{i}$, then we have $c_{i}=\xi \cdot \tau_{i}$ and $c^{i}=\xi \cdot \tau^{i}$. We refer readers to [29] for more details.

For every height function $h$, its corresponding surface is $\Gamma_{h}(t):=\Theta_{h}(t, \Sigma)$, which can be parameterized using $\Theta_{h} \circ \Phi$. Its tangent vectors at $y:=\Theta(x)=\Theta(\Phi(s))$ are

$$
\begin{equation*}
\tau_{i}^{\Gamma}(s)=\partial_{s_{i}}(\Theta(\Phi(s)))=\sum_{j}\left(\partial_{i} \Phi_{j}\right)\left(\partial_{j} \Theta \circ \Phi\right) . \tag{3.3.32}
\end{equation*}
$$

To find the normal vector $n_{\Gamma}$, we first seek for $\alpha \in T_{x} \Sigma$ such that $n_{\Sigma}-\alpha$ is perpendicular to $T_{\Theta(x)} \Gamma$. We refer readers to [29, Section 2.2.2] for more details. For convenience, we
include some key steps in the derivation of $\alpha$. When $x \in B(\Sigma ; \varrho)$ with $\varrho=\varrho / 3$, we have $\Theta_{h}(x)=x+h(x) n_{\Sigma}(x)$, which implies

$$
\begin{equation*}
\Theta_{h}(\Phi(s))=\Phi(s)+h(\Phi(s)) n_{\Sigma}(\Phi(s)) \tag{3.3.33}
\end{equation*}
$$

Taking derivatives of the equation (3.3.33), we have

$$
\begin{align*}
& \tau_{i}^{\Gamma}(s)=\partial_{s_{i}} \Theta(\Phi(s))=\partial_{s_{i}}(\Phi(s)+\theta(\Phi(s)))  \tag{3.3.34}\\
& =\partial_{i} \Phi(s)+\partial_{s_{i}}(h \circ \Phi)[s] n_{\Sigma}[\Phi[s]]+h[\Phi[s]] \partial_{s_{i}}\left(n_{\Sigma} \circ \Phi\right)[s]
\end{align*}
$$

In this work, we let the parameterization $\Phi: D \rightarrow \Sigma$ be fixed once it has been chosen. To make calculations concise, for any function $f$ on $\Sigma$ we will abbreviate $f \circ \Phi$ to $f$ when there is no confusion. We will also use the notation $\partial_{i} f$ to represent the derivative $\partial_{s_{i}}(f(\Phi(s))$ when there is no confusion. This follows the convention in [29].

Now we simplify (3.3.34). Since $\left|n_{\Sigma}\right| \equiv 1$, we have

$$
\begin{equation*}
2 \partial_{s_{i}} n_{\Sigma}(\Phi(s)) \cdot n_{\Sigma}(\Phi(s))=\partial_{s_{i}}\left(\left|n_{\Sigma}(\Phi(s))\right|^{2}\right)=0 \tag{3.3.35}
\end{equation*}
$$

In fact, the vectors $\partial_{s_{1}} n, \cdots, \partial_{s_{d-1}} n$ form a new basis of $T_{\Phi(s)} \Sigma$. Using the Weingarten tensor $L_{\Sigma}$, which satisfies

$$
\begin{equation*}
L_{\Sigma}[\Phi(s)] \tau_{i}^{\Sigma}[s]:=-\partial_{s_{i}}\left(n_{\Sigma} \circ \Phi\right)[s], \tag{3.3.36}
\end{equation*}
$$

we can simplify (3.3.34) to

$$
\begin{equation*}
\tau_{i}^{\Gamma}=\left(I-h L_{\Sigma}\right) \tau_{i}^{\Sigma}+\partial_{i} h n_{\Sigma} \tag{3.3.37}
\end{equation*}
$$

Next, we simplify the formula of $\alpha$ using (3.3.37). Since $n_{\Sigma}-\alpha$ is required to be perpendicular to $T_{\Theta(\Phi(s))} \Gamma$, we have $\left(n_{\Sigma}-\alpha\right) \perp \tau_{i}^{\Gamma}$ for all $1 \leq i \leq d-1$, which implies

$$
\begin{align*}
& 0=\left(n_{\Sigma}-\alpha\right) \cdot \tau_{i}^{\Gamma}=\left(n_{\Sigma}-\alpha\right) \cdot\left(\tau_{i}^{\Sigma}+\partial_{i} h n_{\Sigma}+h \partial_{i} n_{\Sigma}\right) \\
& =n_{\Sigma} \cdot \tau_{i}^{\Sigma}+n_{\Sigma} \cdot\left(\partial_{i} h n_{\Sigma}\right)+n_{\Sigma} \cdot\left(h \partial_{i} n_{\Sigma}\right)-\alpha \cdot \tau_{i}^{\Sigma}-\alpha \cdot\left(\partial_{i} h n_{\Sigma}\right)-\alpha \cdot\left(h \partial_{i} n_{\Sigma}\right)  \tag{3.3.38}\\
& =0+\partial_{i} h+0-\alpha \cdot \tau_{i}^{\Sigma}-0-\alpha \cdot\left(h \partial_{i} n_{\Sigma}\right)=\partial_{i} h-\alpha \cdot\left(\left(I-h L_{\Sigma}\right) \tau_{i}^{\Sigma}\right) .
\end{align*}
$$

Since $I-h L_{\Sigma}$ is a symmetric linear transformation (see e.g. Section 2.2 in [29]), we have

$$
\begin{equation*}
\partial_{i} h=\left(\left(I-h L_{\Sigma}\right) \alpha\right) \cdot \tau_{i}^{\Sigma} . \tag{3.3.39}
\end{equation*}
$$

Notice that (3.3.39) is the abbreviation of:

$$
\begin{equation*}
\partial_{s_{i}}(h(\Phi(s)))=\left(\left(I-h L_{\Sigma}\right) \alpha\right) \cdot \partial_{i} \Phi(s), \tag{3.3.40}
\end{equation*}
$$

which can be solved by letting

$$
\begin{equation*}
\left(I-h L_{\Sigma}\right) \alpha=\nabla_{\Sigma} h, \quad \text { i.e. } \quad \alpha=\left(I-h L_{\Sigma}\right)^{-1} \nabla_{\Sigma} h . \tag{3.3.41}
\end{equation*}
$$

The surface gradient $\nabla_{\Sigma}$, also called the tangential gradient, is explained in Section 3.2. We refer interested readers to [5,19] for details about gradient, divergence and other differential operators on surfaces. Now we have obtained that

$$
\begin{equation*}
n_{\Gamma}(s)=\frac{n_{\Sigma}-\left(I-h L_{\Sigma}\right)^{-1} \nabla_{\Sigma} h}{\left|n_{\Sigma}-\left(I-h L_{\Sigma}\right)^{-1} \nabla_{\Sigma} h\right|}=:\left(n_{\Sigma}-\left(I-h L_{\Sigma}\right)^{-1} \nabla_{\Sigma} h\right) \beta, \tag{3.3.42}
\end{equation*}
$$

where $\beta(s)$ is a scalar function that renormalizes the vector, as used in [29].

### 3.3.3.2 Mean curvature

In this section, we express the mean curvature $H_{\Gamma}$ in terms of $\Sigma$ and $h$. We recall that the calculations are in the space $\mathbb{R}^{d}$. We start with the representation of $\nabla_{\Gamma} f$ for an arbitrary function $f$ defined on $\Gamma$. From equation (2.47) in [29, Section 2.2.3], we have the representation of tangent vectors on $\Gamma$ :

$$
\begin{equation*}
\tau_{\Gamma}^{i}=\mathcal{P}_{\Gamma}\left(I-h L_{\Sigma}\right)^{-1} \tau_{\Sigma}^{i}, \quad 1 \leq i \leq d-1 \tag{3.3.43}
\end{equation*}
$$

Notice that for any function $f$ on $\Gamma$ (parameterized by $\Theta_{h} \circ \Phi$ ) we have

$$
\begin{equation*}
\left(\sum_{j=1}^{d-1} \partial_{j} f \tau_{\Gamma}^{j}\right) \tau_{i}^{\Gamma}=\partial_{i} f \tag{3.3.44}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\nabla_{\Gamma} f=\sum_{j=1}^{d-1} \partial_{j} f \tau_{\Gamma}^{j}=\sum_{j=1}^{d-1} \mathcal{P}_{\Gamma}\left(I-h L_{\Sigma}\right)^{-1} \tau_{\Sigma}^{j} \partial_{j} f=\mathcal{P}_{\Gamma}\left(I-h L_{\Sigma}\right)^{-1} \nabla_{\Sigma}(f \circ \Theta) \tag{3.3.45}
\end{equation*}
$$

From the definition of mean curvature in Section 2.2.5 of [29], we have

$$
\begin{equation*}
H_{\Gamma}:=-\operatorname{div}_{\Gamma} n_{\Gamma}=-\sum_{i=1}^{d-1} \tau_{\Gamma}^{i} \cdot \partial_{i} n_{\Gamma} \tag{3.3.46}
\end{equation*}
$$

We also refer to Section 7.3 in [5] for more details. Now it remains to calculate $\partial_{i} n_{\Gamma}$ in (3.3.46). From (3.3.42) we have

$$
\begin{equation*}
\partial_{i} n_{\Gamma}(s)=\partial_{i} \beta\left(n_{\Sigma}-\left(I-h L_{\Sigma}\right)^{-1} \nabla_{\Sigma} h\right)+\beta \partial_{i}\left(n_{\Sigma}-\left(I-h L_{\Sigma}\right)^{-1} \nabla_{\Sigma} h\right) . \tag{3.3.47}
\end{equation*}
$$

Using the same argument as in [29, Section 2.2.5], we obtain the formula of the mean curvature

$$
\begin{align*}
& H_{\Gamma}=-\sum_{i=1}^{d-1} \tau_{\Gamma}^{i} \cdot \partial_{i} n_{\Gamma} \\
& =-\sum_{i=1}^{d-1} \tau_{\Gamma}^{i} \cdot\left(\partial_{i} \beta\left(\frac{n_{\Gamma}}{\beta}\right)\right)-\sum_{i=1}^{d-1} \tau_{\Gamma}^{i} \cdot\left(\beta \partial_{i}\left(n_{\Sigma}-\left(I-h L_{\Sigma}\right)^{-1} \nabla_{\Sigma} h\right)\right) \\
& =0+\sum_{i=1}^{d-1}\left(\mathcal{P}_{\Gamma}\left(I-h L_{\Sigma}\right)^{-1} \tau_{\Sigma}^{i}\right) \cdot\left(\beta\left(L_{\Sigma} \tau_{i}^{\Sigma}+\partial_{i} \alpha\right)\right) \\
& =\sum_{i=1}^{d-1}\left(\left(I-n_{\Gamma} \otimes n_{\Gamma}\right)\left(I-h L_{\Sigma}\right)^{-1} \tau_{\Sigma}^{i}\right) \cdot\left(\beta\left(L_{\Sigma} \tau_{i}+\partial_{i} \alpha\right)\right)  \tag{3.3.48}\\
& =\sum_{i=1}^{d-1}\left(\left(I-h L_{\Sigma}\right)^{-1} \tau_{\Sigma}^{i}\right) \cdot\left(\beta\left(L_{\Sigma} \tau_{i}^{\Sigma}+\partial_{i} \alpha\right)\right) \\
& \quad-\sum_{i=1}^{d-1}\left(n_{\Gamma} \cdot\left(\left(I-h L_{\Sigma}\right)^{-1} \tau_{\Sigma}^{i}\right)\right)\left(\beta n_{\Gamma} \cdot\left(L_{\Sigma} \tau_{i}^{\Sigma}+\partial_{i} \alpha\right)\right)
\end{align*}
$$

Still from [29, Section 2.2.5], we have the following equalities:

$$
\begin{gather*}
\sum_{i=1}^{d-1}\left(\left(I-h L_{\Sigma}\right)^{-1} \tau_{\Sigma}^{i}\right) \cdot\left(L_{\Sigma} \tau_{i}^{\Sigma}\right)=\operatorname{tr}\left(\left(\left(I-h L_{\Sigma}\right)^{-1} L_{\Sigma}\right)\right),  \tag{3.3.49}\\
\sum_{i=1}^{d-1}\left(\left(I-h L_{\Sigma}\right)^{-1} \tau_{\Sigma}^{i}\right) \cdot \partial_{i} \alpha=\operatorname{tr}\left(\left(I-h L_{\Sigma}\right)^{-1} \nabla_{\Sigma} \alpha\right),  \tag{3.3.50}\\
n_{\Gamma} \cdot\left(\left(I-h L_{\Sigma}\right)^{-1} \tau_{\Sigma}^{j}\right)=-\beta\left(\left(\left(I-h L_{\Sigma}\right)^{-1} \alpha\right)\right)^{j}, \tag{3.3.51}
\end{gather*}
$$

where $1 \leq j \leq d-1$.

Remark 3.3.3. Since $\tau_{i}^{\Sigma} \cdot \tau_{\Sigma}^{j}=\delta_{i j}$, we combine them with the normal vector $n_{\Sigma}$ and obtain (the notation $\Sigma$ is ignored for convenience):

$$
\left(\begin{array}{ccc}
\tau_{(1), 1} & \cdots & \tau_{(1), d}  \tag{3.3.52}\\
\vdots & \ddots & \vdots \\
\tau_{(d-1), 1} & \cdots & \tau_{(d-1), d} \\
n_{1} & \cdots & n_{d}
\end{array}\right)\left(\begin{array}{cccc}
\tau_{1}^{(1)} & \cdots & \tau_{1}^{(d-1)} & n_{1} \\
\vdots & \ddots & \vdots & \vdots \\
& & & \\
\tau_{d}^{(1)} & \cdots & \tau_{d}^{(d-1)} & n_{d}
\end{array}\right)=I_{d \times d}
$$

The left-hand side is commutative by the property of inverse matrices, which implies

$$
\begin{equation*}
\sum_{k=1}^{d-1} \tau_{i}^{(k)} \tau_{(k), j}=\delta_{i j}-n_{i} n_{j}=(I-n \otimes n)_{i j} \tag{3.3.53}
\end{equation*}
$$

for all $1 \leq i, j \leq d-1$. We recall that for any vector $\eta \in \mathbb{R}^{d}$ the matrix $\nabla_{\Sigma} \eta$ is defined as $\left(\nabla_{\Sigma} \eta_{1}, \cdots \nabla_{\Sigma} \eta_{d}\right)$, where each $\nabla_{\Sigma} \eta_{i}$ is viewed as a column vector. This implies that

$$
\begin{align*}
\sum_{i=1}^{d-1} \tau^{(i)} \cdot\left(\nabla_{\Sigma} \eta \tau_{(i)}\right) & =\sum_{i=1}^{d-1} \sum_{k=1}^{d} \sum_{j=1}^{d} \tau_{k}^{(i)}\left(\nabla_{\Sigma} \eta\right)_{k j} \tau_{(i), j} \\
=\sum_{k=1}^{d} \sum_{j=1}^{d}\left(\sum_{i=1}^{d-1} \tau_{k}^{(i)} \tau_{(i), j}\right) & \left(\nabla_{\Sigma} \eta\right)_{k j}=(I-n \otimes n): \nabla_{\Sigma} \eta  \tag{3.3.54}\\
= & \operatorname{tr} \nabla_{\Sigma} \eta-n^{\top} \nabla_{\Sigma} \eta n=\operatorname{tr} \nabla_{\Sigma} \eta,
\end{align*}
$$

which can be utilized in the derivation of (3.3.48), (3.3.49) and (3.3.50).
Notice that the symmetric operator $\left(I-h L_{\Sigma}\right)^{-1}$ in (3.3.51) maps tangent vectors to tangent vectors and maps $n_{\Sigma}$ to $n_{\Sigma}$. Thus, for all $1 \leq i \leq d-1$ we have

$$
\begin{align*}
& n_{\Gamma} \cdot\left(\left(I-h L_{\Sigma}\right)^{-1} \tau_{\Sigma}^{i}\right)=\beta\left(n_{\Sigma}-\alpha\right) \cdot\left(\left(I-h L_{\Sigma}\right)^{-1} \tau_{\Sigma}^{i}\right)=-\beta \alpha \cdot\left(\left(I-h L_{\Sigma}\right)^{-1} \tau_{\Sigma}^{i}\right)  \tag{3.3.55}\\
& =-\beta\left(\left(I-h L_{\Sigma}\right)^{-1} \alpha\right) \cdot \tau_{\Sigma}^{i}=:-\beta\left(\left(I-h L_{\Sigma}\right)^{-1} \alpha\right)^{i}
\end{align*}
$$

and

$$
\begin{align*}
& n_{\Gamma} \cdot\left(L_{\Sigma} \tau_{i}+\partial_{i} \alpha\right)=\beta\left(n_{\Sigma}-\alpha\right) \cdot\left(L_{\Sigma} \tau_{i}+\partial_{i} \alpha\right) \\
& =\beta\left(n_{\Sigma} \cdot L_{\Sigma} \tau_{i}+n_{\Sigma} \cdot \partial_{i} \alpha-\alpha \cdot L_{\Sigma} \tau_{i}-\alpha \cdot \partial_{i} \alpha\right)  \tag{3.3.56}\\
& =\beta\left(0+n_{\Sigma} \cdot \partial_{i} \alpha+\alpha \cdot \partial_{i} n_{\Sigma}-\alpha \cdot \partial_{i} \alpha\right)=\beta\left(\partial_{i}\left(n_{\Sigma} \cdot \alpha\right)-\alpha \cdot \partial_{i} \alpha\right)=-\beta \alpha \cdot \partial_{i} \alpha
\end{align*}
$$

Notice that $n_{\Sigma} \cdot \alpha=0$ since $\alpha$ is a tangent vector of $\Sigma$. From (3.3.48), (3.3.55) and (3.3.56), we have

$$
\begin{align*}
& H_{\Gamma}=\beta \operatorname{tr}\left(\left(I-h L_{\Sigma}\right)^{-1}\left(L_{\Sigma}+\nabla_{\Sigma} \alpha\right)\right)-\sum_{i=1}^{d-1} \beta^{3}\left(\left(I-h L_{\Sigma}\right)^{-1} \alpha\right)^{i}\left(\alpha \cdot \partial_{i} \alpha\right)  \tag{3.3.57}\\
& =\beta \operatorname{tr}\left(\left(I-h L_{\Sigma}\right)^{-1}\left(L_{\Sigma}+\nabla_{\Sigma} \alpha\right)\right)-\beta^{3}\left(\left(I-h L_{\Sigma}\right)^{-1} \alpha\right) \nabla_{\Sigma} \alpha \alpha^{\top}
\end{align*}
$$

Remark 3.3.4. For convenience, we let $\xi:=\left(I-h L_{\Sigma}\right)^{-1} \alpha$ and ignore the notation $\Sigma$ in tangent vectors. The term $\nabla_{\Sigma} \alpha \alpha^{\top}$ in (3.3.57) is obtained by the following calculation.

$$
\begin{align*}
& \sum_{i=1}^{d-1}\left(\left(I-h L_{\Sigma}\right)^{-1} \alpha\right)^{i}\left(\alpha \cdot \partial_{i} \alpha\right)=\sum_{i=1}^{d-1} \xi^{i}\left(\alpha \cdot \partial_{i} \alpha\right)=\sum_{i=1}^{d-1}\left(\xi \cdot \tau^{(i)}\right)\left(\alpha \cdot \partial_{i} \alpha\right)  \tag{3.3.58}\\
& =\sum_{i=1}^{d-1}\left(\sum_{k=1}^{d} \xi_{k} \tau_{k}^{(i)}\right)\left(\alpha \cdot \partial_{i} \alpha\right) .
\end{align*}
$$

We remind the readers that $\partial_{i} \alpha$ is the abbreviation of $\partial_{i}(\alpha \circ \Phi)$ by our convention. We view the surface gradient of vector $\alpha$ as the matrix such that

$$
\begin{equation*}
\left(\nabla_{\Sigma} \alpha\right)_{i j}:=\left(\nabla_{\Sigma} \alpha_{j}\right)_{i} \tag{3.3.59}
\end{equation*}
$$

Notice that we assume all vectors to be written as row vectors, then for all $1 \leq k \leq d-1$ we have

$$
\begin{align*}
& \partial_{k} \alpha=\left(\partial_{k} \alpha_{1}, \cdots, \partial_{k} \alpha_{d}\right)  \tag{3.3.60}\\
& \quad=\left(\nabla_{\Sigma} \alpha_{1} \cdot \tau_{k}, \cdots, \nabla_{\Sigma} \alpha_{d} \cdot \tau_{k}\right)=\tau_{k} \nabla_{\Sigma} \alpha
\end{align*}
$$

Thus, we rewrite the last term in (3.3.58) as

$$
\begin{align*}
& \sum_{i=1}^{d-1}\left(\sum_{k=1}^{d} \xi_{k} \tau_{k}^{(i)}\right)\left(\alpha \cdot \partial_{i} \alpha\right)=\sum_{i=1}^{d-1}\left(\sum_{k=1}^{d} \xi_{k} \tau_{k}^{(i)}\right)\left(\sum_{j=1}^{d} \alpha_{j}\left(\tau_{(i)} \cdot\left(\nabla_{\Sigma} \alpha_{j}\right)\right)\right) \\
& =\sum_{i=1}^{d-1}\left(\sum_{k=1}^{d} \xi_{k} \tau_{k}^{(i)}\right)\left(\sum_{j=1}^{d} \alpha_{j}\left(\sum_{s=1}^{d} \tau_{(i), s}\left(\nabla_{\Sigma} \alpha_{j}\right)_{s}\right)\right)  \tag{3.3.61}\\
& =\sum_{k=1}^{d} \sum_{j=1}^{d} \sum_{s=1}^{d} \sum_{i=1}^{d-1} \tau_{k}^{(i)} \tau_{(i), s} \xi_{k} \alpha_{j}\left(\nabla_{\Sigma} \alpha_{j}\right)_{s}=\sum_{k=1}^{d} \sum_{j=1}^{d} \xi_{k} \alpha_{j}\left(\nabla_{\Sigma} \alpha_{j}\right)_{k} \\
& =\xi \nabla_{\Sigma} \alpha \alpha^{\top},
\end{align*}
$$

where the fourth equality is guaranteed by (3.3.53).

### 3.3.3.3 Transformation of equations

Using the formulas of $n_{\Gamma}$ and $H_{\Gamma}$ in (3.3.42) and (3.3.57), we are able to transform equations (3.1.5) and (3.1.6). Composing $\Theta$ with (3.1.5), we have

$$
\begin{equation*}
-\left(\llbracket \nu(\chi)\left(\nabla u+\nabla u^{\top}\right)-p I \rrbracket n_{\Gamma}\right) \circ \Theta=\left(\kappa H_{\Gamma} n_{\Gamma}\right) \circ \Theta . \tag{3.3.62}
\end{equation*}
$$

Due to the effect of $\Theta$, the equation (3.3.62) is defined on $\Sigma$ rather than $\Gamma(t)$. We calculate the projections of (3.3.62) to $n_{\Sigma}(x)$ and $T_{x} \Sigma$ respectively using the same arguments as in $\left[15\right.$, Section 2] with some details included for convenience. We recall that $n_{\Gamma} \cdot n_{\Sigma}=\beta$. Taking the inner product of $(3.3 .62)$ and $n_{\Sigma} / \beta$, we obtain the projection of the equation onto the normal vector

$$
\begin{equation*}
-\left(\llbracket\left(\nu(\chi)\left(\nabla u+\nabla u^{\top}\right) \circ \Theta\right) \rrbracket\left(n_{\Sigma}-\left(I-h L_{\Sigma}\right)^{-1} \nabla_{\Sigma} h\right)\right) \cdot n_{\Sigma}+\llbracket p \rrbracket=\kappa H_{\Gamma} . \tag{3.3.63}
\end{equation*}
$$

From $\nabla u \circ \Theta=\nabla \bar{u}-\mathcal{M}_{1} \nabla \bar{u}$ (see Section 3.3.4 for definitions of $\mathcal{M}_{i}, i=0, \cdots, 4$ ) we have

$$
\begin{align*}
& \left(\nu(\chi)\left(\nabla u+\nabla u^{\top}\right)\right) \circ \Theta  \tag{3.3.64}\\
& =\nu(\bar{\chi})\left(\nabla \bar{u}-\mathcal{M}_{1} \nabla \bar{u}+(\nabla \bar{u})^{\top}-\left(\mathcal{M}_{1} \nabla \bar{u}\right)^{\top}\right) .
\end{align*}
$$

Thus, we can rewrite (3.3.63) as

$$
\begin{align*}
& \llbracket p \rrbracket-\kappa H_{\Gamma} \\
&=\left(\llbracket\left(\nu(\bar{\chi})\left(\nabla \bar{u}+\nabla \bar{u}^{\top}\right)\right) \rrbracket n_{\Sigma}\right) \cdot n_{\Sigma}-\left(\llbracket\left(\nu(\bar{\chi})\left(\nabla \bar{u}+\nabla \bar{u}^{\top}\right)\right) \rrbracket \mathcal{M}_{0} \nabla_{\Sigma} h\right) \cdot n_{\Sigma}  \tag{3.3.65}\\
&-\left(\llbracket \nu(\bar{\chi})\left(\mathcal{M}_{1} \nabla \bar{u}+\left(\mathcal{M}_{1} \nabla \bar{u}\right)^{\top}\right) \rrbracket\left(n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h\right)\right) \cdot n_{\Sigma} \\
&=:\left(\llbracket \nu(\bar{\chi})\left(\nabla \bar{u}+\nabla \bar{u}^{\top}\right) \rrbracket n_{\Sigma}\right) \cdot n_{\Sigma}+\mathcal{G}_{1} .
\end{align*}
$$

Letting

$$
\begin{equation*}
\mathcal{G}_{2}:=\kappa\left(H_{\Gamma}-D H_{\Gamma}[0] h\right), \tag{3.3.66}
\end{equation*}
$$

where $D H_{\Gamma}[0]$ is the Fréchet derivative of $H_{\Gamma}$ at $h=0$. Then we can linearize $H_{\Gamma}$ using the equality

$$
\kappa H_{\Gamma}=\kappa D H_{\Gamma}[0] h+\mathcal{G}_{2} .
$$

The equation (3.3.65) can then be written as

$$
\begin{equation*}
\llbracket p \rrbracket-\kappa D H_{\Gamma}[0] h-\mathcal{G}_{2}=\left(\llbracket \nu(\bar{\chi})\left(\nabla \bar{u}+\nabla \bar{u}^{\top}\right) \rrbracket n_{\Sigma}\right) \cdot n_{\Sigma}+\mathcal{G}_{1}, \tag{3.3.67}
\end{equation*}
$$

which is the normal projection of (3.3.62). Next, we calculate the tangential projection of (3.3.62). We first notice that for a symmetric matrix $A=\left(a_{i j}\right)_{d \times d}$ and the normal vector $n$, we have for any $1 \leq i \leq d$ that

$$
\begin{equation*}
(\mathcal{P} A n)_{i}=\sum_{k=1}^{d} \sum_{j=1}^{d}\left(\delta_{i k}-n_{i} n_{k}\right) a_{k j} n_{j}=\sum_{j=1}^{d} a_{i j} n_{j}-n_{i} \sum_{k=1}^{d} n_{k}\left(\sum_{j=1}^{d} a_{k j} n_{j}\right) \tag{3.3.68}
\end{equation*}
$$

i.e. $\mathcal{P} A n=A n-((A n) \cdot n) n$. Now we let $A:=\llbracket \nu(\chi)\left(\nabla u+\nabla u^{\top}\right) \rrbracket \circ \Theta$ and recall that $\alpha=\mathcal{M}_{0} \nabla_{\Sigma} h$. We cancel $\kappa H_{\Gamma}$ and $\llbracket p \rrbracket$ by calculating (3.3.62) - (3.3.63) $n_{\Gamma}$, which gives us

$$
\begin{equation*}
A\left(n_{\Sigma}-\alpha\right)=\left(\left(A\left(n_{\Sigma}-\alpha\right)\right) \cdot n_{\Sigma}\right)\left(n_{\Sigma}-\alpha\right) \tag{3.3.69}
\end{equation*}
$$

Using (3.3.69) (in the third equality below), we have

$$
\begin{align*}
& \mathcal{P}_{\Sigma} A\left(n_{\Sigma}-\alpha\right)=\left(I-n_{\Sigma} \otimes n_{\Sigma}\right) A\left(n_{\Sigma}-\alpha\right) \\
& =A\left(n_{\Sigma}-\alpha\right)-\left(\left(A\left(n_{\Sigma}-\alpha\right)\right) \cdot n_{\Sigma}\right) n_{\Sigma}  \tag{3.3.70}\\
& =\left(\left(A\left(n_{\Sigma}-\alpha\right)\right) \cdot n_{\Sigma}\right)\left(n_{\Sigma}-\alpha\right)-\left(\left(A\left(n_{\Sigma}-\alpha\right)\right) \cdot n_{\Sigma}\right) n_{\Sigma} \\
& =-\left(\left(A\left(n_{\Sigma}-\alpha\right)\right) \cdot n_{\Sigma}\right) \alpha
\end{align*}
$$

For convenience, we abbreviate $\nu(\chi)$ and $\nu(\bar{\chi})$ to $\nu$ and $\bar{\nu}$ respectively when there is no confusion. Substituting with

$$
\begin{align*}
& A=\llbracket \nu(\chi)\left(\nabla u+\nabla u^{\top}\right) \rrbracket \circ \Theta \\
& =\llbracket \bar{\nu}\left(\nabla \bar{u}+\nabla \bar{u}^{\top}-\mathcal{M}_{1} \nabla \bar{u}-\left(\mathcal{M}_{1} \nabla \bar{u}\right)^{\top}\right) \rrbracket, \tag{3.3.71}
\end{align*}
$$

we obtain

$$
\begin{align*}
& \mathcal{P}_{\Sigma} \llbracket \bar{\nu}\left(\nabla \bar{u}+\nabla \bar{u}^{\top}-\mathcal{M}_{1} \nabla \bar{u}-\left(\mathcal{M}_{1} \nabla \bar{u}\right)^{\top}\right) \rrbracket\left(n_{\Sigma}-\alpha\right) \\
& =-\left(\left(\llbracket \bar{\nu}\left(\nabla \bar{u}+\nabla \bar{u}^{\top}-\mathcal{M}_{1} \nabla \bar{u}-\left(\mathcal{M}_{1} \nabla \bar{u}\right)^{\top}\right) \rrbracket\left(n_{\Sigma}-\alpha\right)\right) \cdot n_{\Sigma}\right) \alpha \tag{3.3.72}
\end{align*}
$$

Expanding the brackets in the left-hand side of (3.3.72) and rearranging the terms, we have

$$
\begin{align*}
\mathcal{P}_{\Sigma} & \llbracket \bar{\nu}\left(\nabla \bar{u}+\nabla \bar{u}^{\top}\right) \rrbracket n_{\Sigma} \\
= & \mathcal{P}_{\Sigma} \llbracket \bar{\nu}\left(I-\mathcal{M}_{1}\right) \nabla \bar{u}+\bar{\nu}\left(\left(I-\mathcal{M}_{1}\right) \nabla \bar{u}\right)^{\top} \rrbracket \mathcal{M}_{0} \nabla_{\Sigma} h+\mathcal{P}_{\Sigma} \llbracket \bar{\nu}\left(\mathcal{M}_{1} \nabla \bar{u}+\left(\mathcal{M}_{1} \nabla \bar{u}\right)^{\top}\right) \rrbracket n_{\Sigma} \\
& -\left(\left(\llbracket \bar{\nu}\left(I-\mathcal{M}_{1}\right) \nabla \bar{u}+\bar{\nu}\left(\left(I-\mathcal{M}_{1}\right) \nabla \bar{u}\right)^{\top} \rrbracket\left(n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h\right)\right) \cdot n_{\Sigma}\right) \mathcal{M}_{0} \nabla_{\Sigma} h \\
= & -\mathcal{G}_{3} . \tag{3.3.73}
\end{align*}
$$

Now we can combine the tangential and normal projections by letting (3.3.67) $n_{\Sigma}+(3.3 .73)$, which gives us the transformation of (3.1.5). From (3.3.20), (3.3.67), (3.3.73) and (3.3.57), we obtain

$$
\begin{equation*}
-\llbracket\left(\nu(\bar{\chi})\left(\nabla \bar{u}+\nabla \bar{u}^{\top}\right)\right) \rrbracket n_{\Sigma}+\llbracket p \rrbracket n_{\Sigma}-\kappa(D H[0] h) n_{\Sigma}=\left(\mathcal{G}_{1}+\mathcal{G}_{2}\right) n_{\Sigma}+\mathcal{G}_{3} . \tag{3.3.74}
\end{equation*}
$$

In (3.5.124), we will prove that $D H_{\Gamma}[0]=\left(\operatorname{tr} L_{\Sigma}^{2}+\triangle_{\Sigma}\right)$, which enables us to obtain the final version of the transformed equation

$$
\begin{equation*}
-\llbracket\left(\nu(\bar{\chi})\left(\nabla \bar{u}+\nabla \bar{u}^{\top}\right)\right) \rrbracket+\llbracket p \rrbracket n_{\Sigma}-\kappa \triangle_{\Sigma} h=\left(\mathcal{G}_{1}+\mathcal{G}_{2}+\kappa \operatorname{tr} L_{\Sigma}^{2} h\right) n_{\Sigma}+\mathcal{G}_{3} . \tag{3.3.75}
\end{equation*}
$$

Now we transform (3.1.6). By [29, Section 2.5.2], the velocity of the interface satisfies

$$
\begin{equation*}
\beta \partial_{t} h=V_{\Gamma} \circ \Theta_{t}^{-1}=\left(u \cdot n_{\Gamma}\right) \circ \Theta_{t}^{-1}=\beta \bar{u} \cdot\left(n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h\right), \tag{3.3.76}
\end{equation*}
$$

which implies that $\partial_{t} h=\bar{u} \cdot\left(n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h\right)$ and can then be rewritten as

$$
\begin{equation*}
\partial_{t} h-\bar{u} \cdot n_{\Sigma}+b \cdot \nabla_{\Sigma} h=\left(I-\mathcal{M}_{0}\right) \nabla_{\Sigma} h \cdot \bar{u}+(b-\bar{u}) \nabla_{\Sigma} h . \tag{3.3.77}
\end{equation*}
$$

The term $b \in W^{1-\frac{1}{2 q}, q}\left([0, T] ; L^{q}(\Sigma)\right) \cap L^{q}\left([0, T] ; W^{2-\frac{1}{q}, q}(\Sigma)\right)$ is an auxiliary function, which will be specially selected in later sections. For details on $V_{\Gamma}$ and the derivation of (3.3.77), we refer to Section 2.2.5 in [29].

### 3.3.4 Transformed equations

Similarly as in [15], we abbreviate some terms which will be frequently used in later calculations. In (3.3.41), we define

$$
\begin{equation*}
\mathcal{M}_{0}:=\left(I-h L_{\Sigma}\right)^{-1} \tag{3.3.78}
\end{equation*}
$$

In (3.3.20), we define

$$
\begin{equation*}
\mathcal{M}_{1}:=\left((I+\nabla \theta)^{-1} \nabla \theta\right) . \tag{3.3.79}
\end{equation*}
$$

In (3.3.25), we define

$$
\begin{equation*}
\mathcal{M}_{2}:=\left(\triangle \Theta^{-1}\right) \circ \Theta, \quad \text { and } \quad \mathcal{M}_{4}:=(\nabla \Theta)^{-\top}(\nabla \Theta)^{-1}-I \tag{3.3.80}
\end{equation*}
$$

In (3.3.19), we define

$$
\begin{equation*}
\mathcal{M}_{3}:=\partial_{t} \theta\left(I-(I+\nabla \theta)^{-1} \nabla \theta\right) . \tag{3.3.81}
\end{equation*}
$$

We also remind the readers that the abbreviations $\mathcal{G}_{1}, \mathcal{G}_{2}$ and $\mathcal{G}_{3}$ in the transformation of the surface tension equation are defined in (3.3.65), (3.3.66) and (3.3.73).

Notice that (3.1.2) has the form $\partial_{t} B=\nabla \times F$. Thus, taking the divergence of the equation, we obtain

$$
\begin{equation*}
\partial_{t} \operatorname{div} B=0 . \tag{3.3.82}
\end{equation*}
$$

Since the solution $\bar{B}$ in the transformed equations satisfies $\operatorname{div} B_{0}=0$, the equation (3.1.4) will always be satisfied and thus can be removed from the transformed problem.

Notice that the viscosity $\bar{\nu}$ in the transformed problem is independent of time since the interface in the transformed problem is a fixed surface. Finally, using (3.3.26), (3.3.28), (3.3.29), (3.3.75) and (3.3.77), the equations (3.1.1) - (3.1.8) can be transformed to

$$
\begin{gather*}
\partial_{t} \bar{u}+\nabla \bar{p}-\bar{\nu} \triangle \bar{u}=-\frac{1}{2} \nabla\left(|\bar{B}|^{2}\right)-\bar{u} \nabla \bar{u}+\bar{B} \nabla \bar{B}+\mathcal{M}_{3} \nabla \bar{u}+\bar{u} \mathcal{M}_{1} \nabla \bar{u} \\
-\bar{B} \mathcal{M}_{1} \nabla \bar{B}+\frac{1}{2} \mathcal{M}_{1} \nabla\left(|\bar{B}|^{2}\right)+\mathcal{M}_{1} \nabla \bar{p}+\bar{\nu} \mathcal{M}_{4}: \nabla^{2} \bar{u}+\bar{\nu} \mathcal{M}_{2} \cdot(\nabla \bar{u})  \tag{3.3.83}\\
\partial_{t} \bar{B}-\sigma \triangle \bar{B}=-\bar{u} \nabla \bar{B}+\bar{B} \nabla \bar{u}+\bar{u} \mathcal{M}_{1} \nabla \bar{B}-\bar{B} \mathcal{M}_{1} \nabla \bar{u} \\
+\mathcal{M}_{3} \nabla \bar{B}+\sigma \mathcal{M}_{4}: \nabla^{2} \bar{B}+\sigma \mathcal{M}_{2} \cdot(\nabla \bar{B}),  \tag{3.3.84}\\
\operatorname{div} \bar{u}=\mathcal{M}_{1}: \nabla \bar{u}, \tag{3.3.85}
\end{gather*}
$$

$$
\begin{gather*}
\llbracket-2 \nu(\chi) \tilde{D} \bar{u} \rrbracket n_{\Sigma}+\llbracket \bar{p} \rrbracket n_{\Sigma}-\kappa\left(\triangle_{\Sigma} h\right) n_{\Sigma}=\left(\mathcal{G}_{1}+\mathcal{G}_{2}+\kappa \operatorname{tr} L_{\Sigma}^{2} h\right) n_{\Sigma}+\mathcal{G}_{3}  \tag{3.3.86}\\
\partial_{t} h-\bar{u} \cdot n_{\Sigma}+b \cdot \nabla_{\Sigma} h=\left(I-\mathcal{M}_{0}\right) \nabla_{\Sigma} h \cdot \bar{u}+(b-\bar{u}) \nabla_{\Sigma} h  \tag{3.3.87}\\
\left.\bar{u}\right|_{\partial \Omega}=0,\left.\bar{B}\right|_{\partial \Omega}=0,\left.\quad \bar{u}\right|_{t=0}=\bar{u}_{0}:=u \circ \Theta,\left.\bar{B}\right|_{t=0}=\bar{B}_{0}:=B \circ \Theta . \tag{3.3.88}
\end{gather*}
$$

For convenience, we ignore the bars in $\bar{u}, \bar{B}$ and $\bar{p}$ when there is no confusion. The height function $h$ only exists in the transformed equations, so it always appears without a bar.

### 3.4 Linear Part

In this section, we consider the linear part of the equations (3.3.83) - (3.3.88), which can be rewritten as the following linear problem. For convenience, we ignore the bars over variables.

$$
\begin{array}{rlrl}
\partial_{t} u+\nabla p-\nu(\chi) \triangle u & =g_{1} & & \text { in } \Omega \backslash \Sigma, \\
\operatorname{div} u & =g_{3} & & \text { in } \Omega \backslash \Sigma, \\
\llbracket-\nu(\chi)\left(\nabla u+\nabla u^{\top}\right)+p I \rrbracket n_{\Sigma}-\kappa\left(\triangle_{\Sigma} h\right) n_{\Sigma} & =g_{4} & & \text { on } \Sigma \\
\llbracket u \rrbracket & =0 & & \text { on } \Sigma \\
u & =0 & & \text { on } \partial \Omega \\
\partial_{t} h-u \cdot n_{\Sigma}+b \cdot \nabla_{\Sigma} h & =g_{5} & \text { on } \Sigma \\
u(0)=u_{0} & \text { in } \Omega \backslash \Sigma, \\
h(0)=h_{0} & \text { on } \Sigma . \\
\partial_{t} B-\sigma \triangle B=g_{2} & \text { in } \Omega, \\
B=0 & & \text { on } \partial \Omega, \\
B(0)=B_{0} & & \text { in } \Omega . \tag{3.4.11}
\end{array}
$$

The linear problem can be divided into two sub-problems (3.4.1) - (3.4.8) and (3.4.9) (3.4.11), which can be solved using the theory of two-phase Stokes problems in $[15,29]$ and parabolic problems in [17, Theorem 9.1].

Remark 3.4.1. We remark that the condition $\operatorname{div} B=0$ in the original problem can be removed in the transformed problem by the argument in Section 3.3.4.

The equations (3.4.1)-(3.4.8), can be solved using [15, Theorem 1]. We restate the theorem with some simplification.

Theorem 3.4.1 ([15] Theorem 1, simplified). Let $\Omega$ be a $C^{3}$ domain in $\mathbb{R}^{d}$. Let $T>0$ and $q>d+2$. Let $\Sigma \subseteq \Omega$ be a closed $C^{3}$-hypersurface. Suppose

$$
\begin{equation*}
b \in W^{1-\frac{1}{2 q}, q}\left([0, T] ; L^{q}(\Sigma)\right) \cap L^{q}\left([0, T] ; W^{2-\frac{1}{q}, q}(\Sigma)\right) ; \tag{3.4.12}
\end{equation*}
$$

Let the source terms and initial values be as follows:

1. $g_{1} \in L^{q}([0, T] \times \Omega)$;
2. $u_{0} \in W^{2-2 / q, q}(\Omega \backslash \Sigma), u_{0}=0$ on $\partial \Omega$;
3. $g_{3} \in L^{q}\left([0, T] ; W^{1, q}(\Omega \backslash \Sigma)\right), \operatorname{div} u_{0}=g_{3}(0)=0$;
4. $g_{4} \in W^{\frac{1}{2}-\frac{1}{2 q}, q}\left([0, T] ; L^{q}(\Sigma)\right) \cap L^{q}\left([0, T] ; W^{1-\frac{1}{q}, q}(\Sigma)\right)$;
5. $\mathcal{P}_{\Sigma}\left[2 \nu \tilde{D} u_{0}\right]=\mathcal{P}_{\Sigma} g_{4}(0)$;
6. $g_{5} \in W^{1-\frac{1}{2 q}, q}\left([0, T] ; L^{q}(\Sigma)\right) \cap L^{q}\left([0, T] ; W^{2-\frac{1}{2 q}, q}(\Sigma)\right)$;
7. $h_{0} \in W^{3-\frac{2}{q}, q}(\Sigma)$.

Then there exists a unique solution ( $u, p, h$ ) to (3.4.1)-(3.4.8), such that

1. $u \in W^{1, q}\left([0, T] ; L^{q}(\Omega)\right) \cap L^{q}\left([0, T] ; W^{2, q}(\Omega \backslash \Sigma)\right)$;
2. $p \in L^{q}\left([0, T] ; \dot{W}^{1, q}(\Omega \backslash \Sigma)\right)$;
3. $\llbracket p \rrbracket \in W^{\frac{1}{2}-\frac{1}{2 q}, q}\left([0, T] ; L^{q}(\Sigma)\right) \cap L^{q}\left([0, T] ; W^{1-\frac{1}{2 q}, q}(\Sigma)\right)$;
4. $h \in W^{2-\frac{1}{2 q}, q}\left([0, T] ; L^{q}(\Sigma)\right) \cap W^{1, q}\left([0, T] ; W^{2-\frac{1}{q}, q}(\Sigma)\right) \cap L^{q}\left([0, T] ; W^{3-\frac{1}{q}, q}(\Sigma)\right)$;
5. The mapping $\left(g_{1}, g_{3}, g_{4}, g_{5}, u_{0}, h_{0}, b\right) \mapsto(u, p, \llbracket p \rrbracket, h)$ is continuous.

For the principal part of the magnetic equations, we use the theory of parabolic equations in bounded domains, which can be found in e.g. [17, Theorem 9.1]. We also refer to [17, Chapter IV, Section 4] and [16, Chapter 8, Section 3] for more details on the localization and flattening of bounded domains. We will consider the case that $\partial \Omega$ is at least $C^{3}$, which is stronger than the requirement of $O^{2}$ in [17]. We refer to [17, Chapter I, Section 1] for definitions of $O^{l}, H^{l}$ and $C^{l}$ spaces when the domain is a surface.

Theorem 3.4.2 ([17] Chapter IV Theorem 9.1, simplified). Let $\Omega$ be a $C^{2}$ domain. Let $T>0$ and $q>3 / 2$. Suppose $g_{2} \in L^{q}([0, T] \times \Omega), B_{0} \in W^{2-2 / q, q}(\Omega)$ and $\left.B_{0}\right|_{\partial \Omega}=0$. Then there exists a unique solution

$$
\begin{equation*}
B \in W^{1, q}\left([0, T] ; L^{q}(\Omega)\right) \cap L^{q}\left([0, T] ; W^{2, q}(\Omega)\right) \tag{3.4.13}
\end{equation*}
$$

to (3.4.9)-(3.4.11). The solution has the estimate

$$
\begin{equation*}
\|B\|_{W^{1, q}\left([0, T] ; L^{q}(\Omega)\right)}+\|B\|_{L^{q}\left([0, T] ; W^{2, q}(\Omega)\right)} \leq C(T)\left(\left\|g_{2}\right\|_{L^{q}([0, T] \times \Omega)}+\left\|B_{0}\right\|_{L^{q}(\Omega)}^{2-2 / q}\right) \tag{3.4.14}
\end{equation*}
$$

where the constant $C(T)$ is bounded when $T$ is finite.
Consequently, we can obtain a continuous solution operator defined as follows.
Definition 3.4.1. Given $T>0$ and $q>5$. Given $\left(u_{0}, B_{0}, h_{0}, b\right)$ such that

1. $u_{0} \in W^{2-\frac{2}{q}, q}(\Omega \backslash \Sigma) \cap C(\Omega), u_{0}=0$ on $\partial \Omega$;
2. $B_{0} \in W^{2-\frac{2}{q}, q}(\Omega), B_{0}=0$ on $\partial \Omega$;
3. $h_{0} \in W^{3-\frac{2}{q}, q}(\Sigma)$;
4. $\quad b \in W^{1-\frac{1}{2 q}, q}\left([0, T] ; L^{q}(\Sigma)\right) \cap L^{q}\left([0, T] ; W^{2-\frac{1}{q}, q}(\Sigma)\right)$.

Given source terms $\left(g_{1}, g_{2}, g_{3}, g_{4}, g_{5}\right)$ such that

1. $g_{1} \in L^{q}([0, T] \times \Omega)$;
2. $g_{2} \in L^{q}([0, T] \times \Omega)$;
3. $g_{3} \in L^{q}\left([0, T] ; W^{1, q}(\Omega \backslash \Sigma)\right), \quad \operatorname{div} u_{0}=g_{3}(0)=0$;
4. $g_{4} \in W^{1 / 2-1 /(2 q), q}\left([0, T] ; L^{q}(\Sigma)\right) \cap L^{q}\left([0, T] ; W^{1-1 / q, q}(\Sigma)\right), \quad \mathcal{P}_{\Sigma} g_{4}(0)=\mathcal{P}_{\Sigma} \llbracket 2 \nu \tilde{D} u_{0} \rrbracket$;
5. $g_{5} \in W^{1-1 /(2 q), q}\left([0, T] ; L^{q}(\Sigma)\right) \cap L^{q}\left([0, T] ; W^{2-\frac{1}{q}, q}(\Sigma)\right)$.

We define the solution operator $S_{\left(u_{0}, B_{0}, h_{0}, b\right)}$, or simply $S$ if there is no confusion, by

$$
\begin{equation*}
S_{\left(u_{0}, B_{0}, h_{0}, b\right)}\left(g_{1}, g_{2}, g_{3}, g_{4}, g_{5}\right):=(u, B, p, \varpi, h), \tag{3.4.15}
\end{equation*}
$$

where $(u, p, \varpi, h)$ is the solution to (3.4.1) - (3.4.8) with $\varpi=\llbracket p \rrbracket$ an auxiliary variable; and $B$ is the solution to (3.4.9) - (3.4.11).

From Theorem 3.4.1 and Theorem 3.4.2, we know that $S_{\left(u_{0}, B_{0}, h_{0}, b\right)}$ is a continuous operator. When the initial value vanishes, the solution operator becomes linear, which implies that $S_{(0,0,0, b)}$ is a bounded linear operator.

### 3.5 Nonlinear Part

In this section, we estimate the terms on the right-hand side of (3.3.83) - (3.3.88) by calculating and estimating their Fréchet derivatives.

### 3.5.1 Equations and spaces

For convenience, we define the linear parts and the nonlinear parts of the transformed equations by $L_{i}$ and $G_{i}$ similarly as in [15]. The bars over variables are ignored for convenience. We define

$$
\begin{gather*}
L_{1}:=\partial_{t} u+\nabla p-\nu(\chi) \triangle u,  \tag{3.5.1}\\
L_{2}:=\partial_{t} B-\sigma \triangle B  \tag{3.5.2}\\
L_{3}:=\operatorname{div} u  \tag{3.5.3}\\
L_{4}:=\llbracket-2 \nu(\chi) D u \rrbracket n_{\Sigma}+\varpi n_{\Sigma}-\kappa\left(\triangle_{\Sigma} h\right) n_{\Sigma},  \tag{3.5.4}\\
L_{5}:=\partial_{t} h-u \cdot n_{\Sigma}+b \cdot \nabla_{\Sigma} h,  \tag{3.5.5}\\
G_{1}:=-\frac{1}{2} \nabla\left(|B|^{2}\right)-u \nabla u+B \nabla B+\mathcal{M}_{3} \nabla u+u \mathcal{M}_{1} \nabla u-B \mathcal{M}_{1} \nabla B \\
+\frac{1}{2} \mathcal{M}_{1} \nabla\left(|B|^{2}\right)+\mathcal{M}_{1} \nabla p+\nu(\chi) \mathcal{M}_{4}: \nabla^{2} u+\nu(\chi) \mathcal{M}_{2} \cdot(\nabla u),  \tag{3.5.6}\\
G_{2}:=-u \nabla B+B \nabla u+u \mathcal{M}_{1} \nabla B-B \mathcal{M}_{1} \nabla u+\mathcal{M}_{3} \nabla B+\sigma \mathcal{M}_{4}: \nabla^{2} B+\sigma \mathcal{M}_{2} \cdot(\nabla B),  \tag{3.5.7}\\
G_{3}=\mathcal{M}_{1}: \nabla u,  \tag{3.5.8}\\
G_{4}=\left(\mathcal{G}_{1}+\mathcal{G}_{2}+\kappa\left(\operatorname{tr} L_{\Sigma}^{2}\right) h\right) n_{\Sigma}+\mathcal{G}_{3},  \tag{3.5.9}\\
G_{5}=\left(\left(I-\mathcal{M}_{0}\right) \nabla_{\Sigma} h\right) \cdot u+(b-u) \cdot \nabla_{\Sigma} h . \tag{3.5.10}
\end{gather*}
$$

For convenience, we rewrite the formulas of $\mathcal{M}_{0}$ to $\mathcal{M}_{4}$ :

$$
\begin{align*}
\mathcal{M}_{0} & =\left(I-h L_{\Sigma}\right)^{-1}  \tag{3.5.11}\\
\mathcal{M}_{1} & =(I+\nabla \theta)^{-1} \nabla \theta  \tag{3.5.12}\\
\mathcal{M}_{2} & =\left(\triangle \Theta^{-1}\right) \circ \Theta \tag{3.5.13}
\end{align*}
$$

$$
\begin{gather*}
\mathcal{M}_{3}=\partial_{t} \theta\left(I-(I+\nabla \theta)^{-1} \nabla \theta\right),  \tag{3.5.14}\\
\mathcal{M}_{4}=(\nabla \Theta)^{-\top}(\nabla \Theta)^{-1}-I \tag{3.5.15}
\end{gather*}
$$

To make the arguments concise, we abbreviate some common function spaces. Based on the settings in [15], we define

$$
\begin{align*}
& u \in \mathcal{W}_{1}^{T}:=W^{1, q}\left([0, T] ; L^{q}(\Omega)\right) \cap L^{q}\left([0, T] ; W^{2, q}(\Omega \backslash \Sigma)\right),  \tag{3.5.16}\\
& B \in \mathcal{W}_{2}^{T}:=W^{1, q}\left([0, T] ; L^{q}(\Omega)\right) \cap L^{q}\left([0, T] ; W^{2, q}(\Omega)\right),  \tag{3.5.17}\\
& p \in \mathcal{W}_{3}^{T}:=L^{q}\left([0, T] ; \dot{W}^{1, q}(\Omega \backslash \Sigma)\right),  \tag{3.5.18}\\
& \varpi \in \mathcal{W}_{4}^{T}:=W^{\frac{1}{2}-\frac{1}{2 q}, q}\left([0, T] ; L^{q}(\Sigma)\right) \cap L^{q}\left([0, T] ; W^{1-\frac{1}{q}, q}(\Sigma)\right),  \tag{3.5.19}\\
& h \in \mathcal{W}_{5}^{T}:=W^{2-\frac{1}{2 q}, q}\left([0, T] ; L^{q}(\Sigma)\right) \cap W^{1, q}\left([0, T] ; W^{2-\frac{1}{q}, q}(\Sigma)\right) \cap L^{q}\left([0, T] ; W^{3-\frac{1}{q}, q}(\Sigma)\right) . \tag{3.5.20}
\end{align*}
$$

For convenience, we define

$$
\begin{equation*}
\mathcal{W}_{6}^{T}:=W^{\frac{1}{2}, q}\left([0, T] ; L^{q}(\Omega)\right) \cap L^{q}\left([0, T] ; W^{1, q}(\Omega \backslash \Sigma)\right) \tag{3.5.21}
\end{equation*}
$$

which is the space that $\nabla u$ and $\nabla B$ belong to. Similarly to [15], we define the solution space

$$
\begin{equation*}
\mathcal{W}^{T}:=\left\{(u, B, p, \varpi, h) \in \mathcal{W}_{1}^{T} \times \mathcal{W}_{2}^{T} \times \mathcal{W}_{3}^{T} \times \mathcal{W}_{4}^{T} \times \mathcal{W}_{5}^{T}: \llbracket p \rrbracket=\varpi\right\} \tag{3.5.22}
\end{equation*}
$$

We denote by $\mathcal{S}_{i}$ the space that source terms belong to, i.e.

$$
\begin{align*}
& G_{1} \in \mathcal{S}_{1}^{T}:=L^{q}\left([0, T] ; L^{q}(\Omega)\right),  \tag{3.5.23}\\
& G_{2} \in \mathcal{S}_{2}^{T}:=L^{q}\left([0, T] ; L^{q}(\Omega)\right),  \tag{3.5.24}\\
& G_{3} \in \mathcal{S}_{3}^{T}:=W^{1, q}\left([0, T] ; \dot{W}^{-1, q}(\Omega)\right) \cap L^{q}\left([0, T] ; W^{1, q}(\Omega \backslash \Sigma)\right),  \tag{3.5.25}\\
& G_{4} \in \mathcal{S}_{4}^{T}:=W^{\frac{1}{2}-\frac{1}{2 q}, q}\left([0, T] ; L^{q}(\Sigma)\right) \cap L^{q}\left([0, T] ; W^{1-\frac{1}{q}, q}(\Sigma)\right),  \tag{3.5.26}\\
& G_{5} \in \mathcal{S}_{5}^{T}:=W^{1-\frac{1}{2 q}, q}\left([0, T] ; L^{q}(\Sigma)\right) \cap L^{q}\left([0, T] ; W^{2-\frac{1}{q}, q}(\Sigma)\right) . \tag{3.5.27}
\end{align*}
$$

Then we define

$$
\begin{equation*}
\mathcal{S}^{T}:=\mathcal{S}_{1}^{T} \times \mathcal{S}_{2}^{T} \times \mathcal{S}_{3}^{T} \times \mathcal{S}_{4}^{T} \times \mathcal{S}_{5}^{T} \tag{3.5.28}
\end{equation*}
$$

We will also frequently use the following spaces:

$$
\begin{array}{r}
\mathcal{C}_{0}^{T}:=C^{0}\left([0, T] ; C^{0}(\Omega)\right), \\
\mathcal{C}_{1}^{T}:=C^{0}\left([0, T] ; C^{1}(\Omega)\right) \cap C^{1}\left([0, T] ; C^{0}(\Omega)\right),  \tag{3.5.29}\\
\mathcal{C}_{2}^{T}:=C^{0}\left([0, T] ; C^{2}(\Omega)\right) \cap C^{1}\left([0, T] ; C^{1}(\Omega)\right) .
\end{array}
$$

For convenience, we also define

$$
\begin{equation*}
\mathcal{C}_{3}^{T}:=C^{0}\left([0, T] ; C^{1}(\Omega)\right), \quad \text { and } \quad \mathcal{C}_{4}^{T}:=C^{0}\left([0, T] ; C^{2}(\Omega)\right) . \tag{3.5.30}
\end{equation*}
$$

The spaces $\mathcal{C}_{i}, i=0,1,2,3,4$, can also be defined on $[0, T] \times \Sigma$, which can be expressed by replacing $\Omega$ with $\Sigma$. We will ignore the notation of domain (e.g. $\Omega$ or $\Sigma$ ) and the time variable $T$ when there is no confusion. For all spaces $Z$ with the form $X([0, T] ; Y)$, we use

$$
\begin{equation*}
\check{Z}^{T} \quad \text { and } \quad \dot{X}([0, T] ; Y) \tag{3.5.31}
\end{equation*}
$$

to denote the subspace of elements whose initial values on the time interval $[0, T]$ are 0 in the sense of limit or trace. If $Z$ is the intersection of spaces, i.e.

$$
\begin{equation*}
Z^{T}=X_{1}\left([0, T] ; Y_{1}\right) \cap \cdots \cap X_{k}\left([0, T] ; Y_{k}\right) \tag{3.5.32}
\end{equation*}
$$

for some $k \in \mathbb{N}$. Then we use $\dot{Z}^{T}$ to denote

$$
\begin{equation*}
\dot{Z}^{T}=\dot{\circ}_{1}\left([0, T] ; Y_{1}\right) \cap \cdots \cap \dot{\circ}_{k}\left([0, T] ; Y_{k}\right) . \tag{3.5.33}
\end{equation*}
$$

### 3.5.2 Fréchet derivatives of $\mathcal{M}_{i}$ and their estimates

In this section, we assume that $\Omega \subseteq \mathbb{R}^{m}$ for $m \geq 2$. We will estimate the terms $\mathcal{M}_{i}$, $i=0,1,2,3,4$ in (3.5.11) - (3.5.15), which are introduced in [15]. We will also calculate and estimate their Fréchet derivatives $D \mathcal{M}_{i}$. The estimates are studied on a generic time interval $[0, T] \subseteq\left[0, T_{0}\right]$ with $T_{0}>0$ a fixed number. We temporarily ignore the parameter $T$ in the notations of function spaces for convenience.

### 3.5.2.1 $\mathcal{M}_{0}$ and $D \mathcal{M}_{0}$

We recall that $\mathcal{M}_{0}:=\left(I-h L_{\Sigma}\right)^{-1}$. Since $\Sigma$ is a fixed surface, its Weingarten tensor $L_{\Sigma}:=-\nabla_{\Sigma} n_{\Sigma}$ is a fixed, matrix-valued function on $\Sigma$. The entries of $I-h L_{\Sigma}$ are

$$
I-h L_{\Sigma}=\left(\begin{array}{cccc}
1-h l_{11} & -h l_{12} & \cdots & -h l_{1 m}  \tag{3.5.34}\\
-h l_{21} & 1-h l_{22} & \cdots & -h l_{2 m} \\
\vdots & \vdots & \ddots & \vdots \\
-h l_{m 1} & -h l_{m 2} & \cdots & 1-h l_{m m}
\end{array}\right)
$$

The determinant of $I-h L_{\Sigma}$ is in the form of $1+h P(h)$, where $P(h)$ denotes a polynomial of $h$. The entries of the adjugate matrix $\operatorname{adj}\left(I-h L_{\Sigma}\right)$ can all be represented using polynomials $Q_{i j}(h)$. From the inverse matrix formula $A^{-1}=\operatorname{adj}(A) / \operatorname{det}(A)$, we have

$$
\begin{equation*}
\left(I-h L_{\Sigma}\right)_{i j}^{-1}=\frac{Q_{i j}(h)}{1+h P(h)} \tag{3.5.35}
\end{equation*}
$$

Let $\partial$ denote either the time or spatial derivative, we have

$$
\begin{equation*}
\partial\left(I-h L_{\Sigma}\right)_{i j}^{-1}=\frac{\partial\left(Q_{i j}(h)\right)(1+h P(h))-\left(Q_{i j}(h)\right) \partial(1+h P(h))}{(1+h P(h))^{2}}=\frac{\tilde{Q}_{i j}(h, \partial h)}{1+h \tilde{P}(h)} \tag{3.5.36}
\end{equation*}
$$

Let $\delta_{0}(\Sigma)>0$ be sufficiently small and assume without loss of generality that $\delta_{0}<1$, then for all $\|h\|_{\mathcal{C}_{0}}<\delta_{0}$ we have

$$
\begin{equation*}
\|1+h \tilde{P}(h)\|_{\mathcal{C}_{0}} \geq \frac{1}{2} \tag{3.5.37}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\left\|\left(I-h L_{\Sigma}\right)^{-1}\right\|_{\mathcal{C}_{0}} \leq C(m, \Sigma) \tag{3.5.38}
\end{equation*}
$$

Taking higher-order derivatives, we obtain

$$
\begin{equation*}
\partial^{k}\left(I-h L_{\Sigma}\right)_{i j}^{-1}=\frac{\bar{Q}_{i j}\left(h, \partial h, \cdots, \partial^{k} h\right)}{1+h \bar{P}(h)} \tag{3.5.39}
\end{equation*}
$$

where $\bar{P}$ and $\bar{Q}_{i j}$ are also polynomials. Similarly, in (3.5.39), we can stay away from the singularities of the denominator by letting $\|h\|_{\mathcal{C}_{0}}<\delta_{0}$ for some $\delta_{0}(m, \Sigma, k) \in(0,1)$. Moreover, let $M>0$ be an upper bound of the derivatives of $h$, then we can bound the numerator as
well. Specially, for $k=0,1,2$, there exists $\delta_{0}(m, \Sigma, k) \in(0,1)$ such that for all $\|h\|_{\mathcal{C}_{0}}<\delta_{0}$ and $\|h\|_{\mathcal{C}_{k}}<M$ we have

$$
\begin{equation*}
\left\|\mathcal{M}_{0}\right\|_{\mathcal{C}_{k}}=\left\|\left(I-h L_{\Sigma}\right)^{-1}\right\|_{\mathcal{C}_{k}} \leq C(m, \Sigma, M) \tag{3.5.40}
\end{equation*}
$$

Next, we estimate the Fréchet derivative $D \mathcal{M}_{0}$. We decompose $\mathcal{M}_{0}$ into $F: h \mapsto I-h L_{\Sigma}$ and $G: A \mapsto A^{-1}$, where $A$ is an invertible $m \times m$ matrix. Then we can calculate their Fréchet derivatives using the definition, which implies

$$
\begin{equation*}
D F[h] \varphi=-\varphi L_{\Sigma} \quad \text { and } \quad D G[A] H=-A^{-1} H A^{-1} \tag{3.5.41}
\end{equation*}
$$

for all $\varphi$ in the same space as for $h$ and all $H$ in the same space as for $A$. The term $D G$ is obtained by considering

$$
\begin{equation*}
(A+H)^{-1}-A^{-1}=A^{-1}\left(\left(I+H A^{-1}\right)^{-1}-I\right) \tag{3.5.42}
\end{equation*}
$$

and expanding $\left(I+H A^{-1}\right)^{-1}$ using power series. Thus, we have

$$
\begin{gather*}
D \mathcal{M}_{0}[h] \varphi=D(G \circ F)[h] \varphi=D G[F[h]] D F[h] \varphi  \tag{3.5.43}\\
=\left(I-h L_{\Sigma}\right)^{-1}\left(\varphi L_{\Sigma}\right)\left(I-h L_{\Sigma}\right)^{-1}=\mathcal{M}_{0} L_{\Sigma} \mathcal{M}_{0} \varphi
\end{gather*}
$$

Therefore, from (3.5.40) we know that for $k=0,1,2$, there exists $\delta_{0}(m, \Sigma, k) \in(0,1)$, such that for all $\|h\|_{\mathcal{C}_{0}}<\delta_{0},\|h\|_{\mathcal{C}_{k}}<M$ and $\varphi \in \dot{\mathcal{C}}_{k}$, we have

$$
\begin{align*}
& \left\|D \mathcal{M}_{0}[h] \varphi\right\|_{\tilde{\mathcal{C}}_{k}}=\left\|\mathcal{M}_{0} \varphi L_{\Sigma} \mathcal{M}_{0}\right\|_{\tilde{\mathcal{C}}_{k}} \\
& \leq\left\|\mathcal{M}_{0}\right\|_{\mathcal{C}_{k}}^{2}\left\|L_{\Sigma}\right\|_{C^{k}(\Sigma)}\|\varphi\|_{\mathfrak{C}_{k}} \leq C(m, \Sigma, M)\|\varphi\|_{\tilde{\mathcal{C}}_{k}} \tag{3.5.44}
\end{align*}
$$

When $k=1$, we also have for all $0 \leq T \leq T_{0}$ that

$$
\begin{align*}
& \left\|D \mathcal{M}_{0}[h] \varphi\right\|_{\dot{\mathcal{S}}_{4}^{T}} \leq C\left(m, T_{0}, \Sigma, q\right)\left\|\mathcal{M}_{0}\right\|_{\mathcal{C}_{1}^{T}}^{2}\left\|L_{\Sigma}\right\|_{C^{1}(\Sigma)}\|\varphi\|_{\dot{\mathcal{S}}_{4}^{T}}  \tag{3.5.45}\\
& \leq C\left(m, T_{0}, \Sigma, q, M\right)\|\varphi\|_{\dot{\mathcal{S}}_{4}^{T}}
\end{align*}
$$

### 3.5.2.2 $\quad \mathcal{M}_{1}$ and $D \mathcal{M}_{1}$

Now we estimate $\mathcal{M}_{1}=(I+\nabla \theta)^{-1} \nabla \theta$ in (3.5.12). We recall that

$$
\theta_{h}(x)=\eta\left(\frac{d(x)}{\varrho_{0}}\right) h(\Pi(x)) \nu_{\Sigma}(\Pi(x))
$$

when $x \in B\left(\Sigma ; \varrho_{0}\right)$ and $\theta_{h}(x)=0$ if $x \notin B\left(\Sigma ; \varrho_{0}\right)$.
Since $\Sigma$ is a fixed surface, we can write $\theta$ as

$$
\begin{equation*}
\theta(x)=\mathbb{h}(x) \mathfrak{m}(x), \tag{3.5.46}
\end{equation*}
$$

where $\mathrm{m}:=\eta\left(d(x) / \varrho_{0}\right) n_{\Sigma}(\Pi(x))$ is an extension of the normal vector field $n_{\Sigma}$ to $\Omega$, which is supported in $B\left(\Sigma ; \varrho_{0}\right) ;$ and $\mathbb{I}$ is an extension of $h$ from $\Sigma$ to $\Omega$ by letting $\mathbb{h}(x):=h(\Pi(x))$ for $x \in B\left(\Sigma ; \varrho_{0}\right)$ and $\mathbb{h}(x):=0$ otherwise. Thus, we have

$$
\begin{equation*}
\nabla \theta=\nabla(\mathfrak{h m})=\nabla \mathfrak{h} \otimes \mathfrak{m}+\mathbb{h} \nabla \mathfrak{m}, \tag{3.5.47}
\end{equation*}
$$

which implies that

$$
\begin{align*}
& \|\nabla \theta\|_{\mathcal{C}_{1}}:=\|\nabla \theta\|_{C^{1}([0, T] ; C(\Omega))}+\|\nabla \theta\|_{C\left([0, T] ; C^{1}(\Omega)\right)} \\
& =\|\nabla(\mathbb{h})\|_{C^{1}\left([0, T] ; C\left(B\left(\Sigma ; \varrho_{0}\right)\right)\right)}+\|\nabla(\mathfrak{h m})\|_{C\left([0, T] ; C^{1}\left(B\left(\Sigma ; \varrho_{0}\right)\right)\right)}  \tag{3.5.48}\\
& \leq C(\Sigma)\|\mathbb{h}\|_{C^{1}\left([0, T] ; C^{1}\left(B\left(\Sigma ; \varrho_{0}\right)\right)\right)}+C(\Sigma)\|\mathbb{h}\|_{C\left([0, T] ; C^{2}\left(B\left(\Sigma ; \varrho_{0}\right)\right)\right)} \\
& \leq C(\Sigma)\|\mathfrak{h}\|_{\mathcal{C}_{2}} \leq C(\Sigma)\|h\|_{\mathcal{C}_{2}} .
\end{align*}
$$

Using similar arguments and the fact that $\Sigma$ is a $C^{3}$ surface, we obtain

$$
\begin{align*}
& \|\nabla \theta\|_{\mathcal{S}_{5}}=\|\nabla \mathfrak{h} \otimes \mathfrak{m}\|_{\mathcal{S}_{5}}+\|\mathbb{h} \nabla \mathfrak{m}\|_{\mathcal{S}_{5}}  \tag{3.5.49}\\
& \leq C(\Sigma)\|\nabla \mathfrak{h}\|_{\mathcal{S}_{5}}+C(\Sigma)\|\mathfrak{h}\|_{\mathcal{S}_{5}} \leq C(\Sigma)\|\mathfrak{h}\|_{\mathcal{W}_{5}} \leq C(\Sigma)\|h\|_{\mathcal{W}_{5}} .
\end{align*}
$$

Letting $F: \mathbb{h} \rightarrow(I+\nabla \theta)^{-1}$, for $\varphi \in \mathcal{W}_{5}$ we have

$$
\begin{equation*}
D F[\mathfrak{h}] \varphi=-(I+\nabla(\mathbb{h} \mathrm{m}))^{-1} \nabla(\varphi \mathrm{~m})(I+\nabla(\mathbb{h} \mathrm{m}))^{-1} \tag{3.5.50}
\end{equation*}
$$

The entries of $I+\nabla(h m m)$ are

Since $\nabla \mathrm{m}$ only depends on $\Sigma$, it is a fixed matrix. Thus, the determinant of $I+\nabla(\mathrm{hm})$ is

$$
\begin{equation*}
\operatorname{det}(I+\nabla(\mathfrak{h} m))=1+\partial \mathfrak{h} P(\partial \mathfrak{h}) \tag{3.5.52}
\end{equation*}
$$

To simplify the statement, we temporarily use the notation Əh when:

1. this term is either $h$ or its derivatives;
2. in all cases, the term can be controlled using the norm in the context.

Without loss of generality, we also slightly abuse the notation $\partial \mathrm{hh} P(\mathrm{\partial h})$ to denote the sum of multiple terms with this structure, e.g.

$$
\mathbb{h}\left(1+\mathbb{h} \partial_{x_{i}} \mathbb{h}\right)+\partial_{x_{i}} \mathbb{h}(1+\mathbb{h}) .
$$

This notation does not bring trouble as long as the term $\partial \mathrm{h}$ can be controlled by the needed norm in the context. The entries of the adjugate matrix of $I+\nabla(\mathbb{h m})$ are all in the form of $P(\mathbb{h}, \partial \mathfrak{h})$. Thus, all entries of the matrix $(I+\nabla(\mathbb{h} m))^{-1}$ can be expressed as

$$
\begin{equation*}
\frac{Q_{i j}(\text { Øh })}{1+\check{ } h \mathrm{~h} P(\check{ })} . \tag{3.5.53}
\end{equation*}
$$

Moreover, their time or spatial derivatives, i.e.
can also be expressed using the same formula as in (3.5.53). We recall that the polynomial fractions in (3.5.53) only depend on $\Sigma$. Thus, when $\|h\|_{\mathcal{C}_{3}} \leq \delta_{0}$ for some sufficiently small $\delta_{0}(\Sigma)$, we are able to exclude all singularities. Suppose we also have $\|h\|_{\mathcal{C}_{2}} \leq M$ for some $M>0$, then we have

$$
\begin{equation*}
\left\|(I+\nabla(\mathrm{hm}))^{-1}\right\|_{\mathcal{C}_{1}} \leq C(m, \Sigma, M) \tag{3.5.54}
\end{equation*}
$$

We remark that the $\mathcal{C}_{3}$ norm is enough in the condition $\|h\|_{\mathcal{C}_{3}} \leq \delta_{0}$, since taking derivatives of polynomial fractions does not create higher-order derivatives in their denominators.

To get the formula of $D \mathcal{M}_{1}$, we still need to calculate the Fréchet derivative of $G: \mathbb{h} \mapsto$ $\nabla \theta$, i.e. $D G[\mathfrak{h}] \varphi=\nabla(\varphi \mathrm{m})$. Using the product rule of Fréchet derivatives, we then obtain that

$$
\begin{align*}
& D(F G)[\mathfrak{h}] \varphi=((D F)[\mathfrak{h}] \varphi)(G[\mathfrak{h}])+(F[\mathfrak{h}])((D G)[\mathfrak{h}] \varphi) \\
& =-(I+\nabla(\mathbb{h} m))^{-1} \nabla(\varphi \mathfrak{m})(I+\nabla(\mathbb{h} m))^{-1} \nabla(\mathfrak{h m})+(I+\nabla(\mathbb{h} m))^{-1} \nabla(\varphi \mathfrak{m})  \tag{3.5.55}\\
& =(I+\nabla(\mathbb{h} m))^{-1} \nabla(\varphi \mathrm{~m})(I+\nabla(\mathbb{h} m))^{-1} \nabla(\mathbb{h} m),
\end{align*}
$$

where the last equality is obtained using $-(I+\nabla \theta)^{-1} \nabla \theta+I=(I+\nabla \theta)^{-1} \nabla \theta$. Since there is no singularity in $\nabla$ (hm), we have

$$
\begin{equation*}
\|\nabla(\mathbb{h} m)\|_{\mathcal{C}_{1}} \leq C(m, \Sigma)\| \|_{\mathcal{C}_{\mathcal{C}_{2}}} . \tag{3.5.56}
\end{equation*}
$$

The term $\nabla(\varphi \mathrm{m})$ can be treated in the same way since $\mathbb{h}$ and $\varphi$ are in the same space. Finally, letting $H: h \mapsto \mathbb{h}$, we have $D \mathcal{M}_{1}=D_{h} \mathcal{M}_{1}=D((F G) \circ H)$ and

$$
\begin{align*}
& D((F G) \circ H)[h] \psi=D(F G)[H[h]] D H[h] \psi \\
& =(D F[H[h]] D H[h] \psi)(G[H[h]])+(F[H[h]])(D G[H[h]] D H[h] \psi) \\
& =-(I+\nabla(\mathfrak{h m}))^{-1} \nabla((\psi \circ \Pi) \mathfrak{m})(I+\nabla(\mathfrak{h m}))^{-1} \nabla(\mathfrak{h m})+(I+\nabla(\mathbb{h} \mathfrak{m}))^{-1} \nabla((\psi \circ \Pi) \mathfrak{m}) \tag{3.5.57}
\end{align*}
$$

for all $\psi \in \dot{\mathcal{C}}_{2}$. Consequently, we obtain the following estimates for $\mathcal{M}_{1}$ and $D \mathcal{M}_{1}$.
Proposition 3.5.1. There exists $\delta_{0}(m, \Sigma) \in(0,1)$, such that for all $\|h\|_{\mathcal{C}_{3}}<\delta_{0}$, if $\|h\|_{\mathcal{C}_{1}}<M$ for some $M>0$ then

$$
\begin{equation*}
\left\|\mathcal{M}_{1}[h]\right\|_{\mathcal{C}_{1}} \leq C(m, \Sigma, M)\|h\|_{\mathcal{C}_{2}} \tag{3.5.58}
\end{equation*}
$$

and for all $\varphi \in \stackrel{\circ}{\mathcal{C}}_{2}$ we have

$$
\begin{equation*}
\left\|D \mathcal{M}_{1}[h] \varphi\right\|_{\tilde{C}_{1}} \leq C(m, \Sigma, M)\|\varphi\|_{\tilde{C}_{2}} \tag{3.5.59}
\end{equation*}
$$

Remark 3.5.1. For the operator $H: h \mapsto \mathbb{h}$, its Fréchet derivative is $D H[h]: \varphi \mapsto \varphi \circ \Pi$. Notice that $H$ is a linear operator.

### 3.5.2.3 $\mathcal{M}_{2}$ and $D \mathcal{M}_{2}$

Now we study $\mathcal{M}_{2}$ in (3.5.13). Letting i : $x \rightarrow x$ be the identity mapping in $\Omega$, we have $\Theta=\dot{\mathrm{i}}+\mathbb{h} \mathrm{m}$ and $\nabla \Theta=I+\nabla \theta=I+\nabla(\mathbb{h} \mathrm{m})$. Using the inverse function theorem, we have

$$
\begin{align*}
& \triangle \Theta_{k}^{-1}=\sum_{i} \partial_{i}\left(\nabla \Theta_{k}^{-1}\right)_{i}=\sum_{i} \partial_{i}\left((\nabla \Theta)_{i k}^{-1} \circ \Theta^{-1}\right) \\
& =\sum_{i} \sum_{j} \partial_{i} \Theta_{j}^{-1}\left(\partial_{j}(\nabla \Theta)_{i k}^{-1}\right) \circ \Theta^{-1}  \tag{3.5.60}\\
& =\sum_{i} \sum_{j}\left((\nabla \Theta)_{i j}^{-1} \circ \Theta^{-1}\right)\left(\left(\partial_{j}(\nabla \Theta)_{i k}^{-1}\right) \circ \Theta^{-1}\right),
\end{align*}
$$

which implies that

$$
\begin{equation*}
\left(\mathcal{M}_{2}\right)_{k}=\left(\triangle \Theta_{k}^{-1}\right) \circ \Theta=\sum_{i} \sum_{j}(\nabla \Theta)_{i j}^{-1}\left(\partial_{j}(\nabla \Theta)_{i k}^{-1}\right) . \tag{3.5.61}
\end{equation*}
$$

Here we abbreviated $\left((\nabla \Theta)^{-1}\right)_{i j}$ to $(\nabla \Theta)_{i j}^{-1}$ for convenience. In order to estimate $\left(\triangle \Theta^{-1}\right) \circ$ $\Theta$, we only need to estimate its entries $\left(\triangle \Theta_{k}^{-1}\right) \circ \Theta$, which only requires the estimate of $(\nabla \Theta)_{i j}^{-1}\left(\partial_{j}(\nabla \Theta)_{i k}^{-1}\right)$. We only need to estimate one entry, i.e. for a fixed choice of $(i, j, k)$, since all entries have the same structure.

Letting $F: \mathbb{h} \mapsto(\nabla \Theta)_{i j}^{-1}$ and $G: \mathbb{h} \mapsto \partial_{j}(\nabla \Theta)_{i k}^{-1}$. Similar to the arguments for $\mathcal{M}_{1}$, we obtain

$$
\begin{gather*}
D F[\mathfrak{h}] \varphi=-\left((\nabla(\dot{\mathrm{i}}+\mathfrak{h m}))^{-1} \nabla(\varphi \mathrm{~m})(\nabla(\dot{\mathrm{i}}+\mathfrak{h} \mathrm{m}))^{-1}\right)_{i j}  \tag{3.5.62}\\
D G[\mathfrak{h}] \varphi=-\partial_{j}\left((\nabla(\dot{\mathrm{i}}+\mathfrak{h m}))^{-1} \nabla(\varphi \mathrm{~m})(\nabla(\dot{\mathrm{i}}+\mathfrak{h m}))^{-1}\right)_{i k} \tag{3.5.63}
\end{gather*}
$$

Notice that $\nabla(\mathrm{i}+\mathbb{h m})=I+\nabla(\mathbb{h} m)$. Then we have

$$
\begin{align*}
D & (F G)[\mathfrak{h}] \varphi=(D F[\mathfrak{h}] \varphi)(G[\mathfrak{h}])+(F[\mathfrak{h}])(D G[\mathfrak{h}] \varphi) \\
= & -\left((I+\nabla(\mathbb{h m}))^{-1} \nabla(\varphi \mathrm{~m})(I+\nabla(\mathbb{h} \mathfrak{m}))^{-1}\right)_{i j}\left(\partial_{j}(I+\nabla(\mathbb{h} m))_{i k}\right)  \tag{3.5.64}\\
& -\left((I+\nabla(\mathbb{h} \mathfrak{m}))^{-1}\right)_{i j} \partial_{j}\left((I+\nabla(\mathbb{h m}))^{-1} \nabla(\varphi \mathrm{~m})(I+\nabla(\mathbb{h} m))^{-1}\right)_{i k} \\
= & I_{1}+I_{2} .
\end{align*}
$$

In term $I_{1}$, we have

$$
\begin{equation*}
\partial_{j}(I+\nabla(\mathbb{h} \mathfrak{m}))_{i k}=\partial_{j i}^{2} \mathbb{h}_{k}+\partial_{i} \mathbb{M} \partial_{j} \mathbb{m}_{k}+\partial_{j} \mathbb{h}_{i} \mathfrak{m}_{k}+\mathbb{M} \partial_{j i}^{2} \mathbb{m}_{k} \tag{3.5.65}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left\|\partial_{j}(I+\nabla(\mathfrak{h m}))_{i k}\right\|_{\mathcal{C}_{0}} \leq C(m, \Sigma)\|h\|_{\mathcal{C}_{4}} \tag{3.5.66}
\end{equation*}
$$

When $\|h\|_{\mathcal{C}_{3}}<\delta_{0}$ for some sufficiently small $\delta_{0}(\Sigma)$, using the same argument as in the derivation of (3.5.54), we have

$$
\begin{equation*}
\left\|(I+\nabla(\mathbb{h} \mathrm{m}))^{-1}\right\|_{\mathcal{C}_{0}} \leq C(m, \Sigma) \tag{3.5.67}
\end{equation*}
$$

We remark that conditions like $\|h\|_{\mathcal{C}_{1}}<M$ are not required in the current estimation. Using (3.5.67), we obtain that

$$
\begin{align*}
& \left\|\left((I+\nabla(\operatorname{hm}))^{-1} \nabla(\varphi \mathrm{~m})(I+\nabla(\mathbb{h m}))^{-1}\right)_{i k}\right\|_{\tilde{C}_{0}} \\
& \lesssim\left\|(I+\nabla(\mathbb{h m}))^{-1} \nabla(\varphi \mathrm{~m})(I+\nabla(\mathrm{hm}))^{-1}\right\|_{\tilde{\mathcal{C}}_{0}}  \tag{3.5.68}\\
& \lesssim\left\|(I+\nabla(\mathbb{h m}))^{-1}\right\|_{\mathcal{C}_{0}}^{2}\|\nabla(\varphi \mathrm{~m})\|_{\tilde{\mathcal{C}}_{0}} \\
& \leq C(m, \Sigma)\|\varphi\|_{\tilde{\mathcal{C}}_{3}}
\end{align*}
$$

for all $\varphi \in \stackrel{\circ}{\mathcal{C}}_{3}$, which completes the estimate

$$
\begin{equation*}
\left\|I_{1}\right\|_{\mathcal{C}_{0}} \leq C(m, \Sigma, M)\|\varphi\|_{\dot{C}_{3}} \tag{3.5.69}
\end{equation*}
$$

In order to estimate $I_{2}$, we first obtain that

$$
\begin{equation*}
\|I+\nabla(\mathbb{h n})\|_{\mathcal{C}_{0}} \leq C(m, \Sigma)\left(1+\|h\|_{\mathcal{C}_{3}}\right) \tag{3.5.70}
\end{equation*}
$$

To estimate the term $\partial_{j}\left((I+\nabla(\mathbb{h m}))^{-1} \nabla(\varphi \mathrm{~m})(I+\nabla(\mathbb{h}))^{-1}\right)_{i k}$, we first notice that for three matrices $A, B$ and $C$ we have

$$
\begin{align*}
& \left\|\partial_{j}(A B C)_{i k}\right\|_{\mathcal{C}_{0}}=\left\|\left(\partial_{j} A B C\right)_{i k}+\left(A \partial_{j} B C\right)_{i k}+\left(A B \partial_{j} C\right)_{i k}\right\|_{\mathcal{C}_{0}}  \tag{3.5.71}\\
& \lesssim\left\|\partial_{j} A\right\|_{\mathcal{C}_{0}}\|B\|_{\mathcal{C}_{0}}\|C\|_{\mathcal{C}_{0}}+\|A\|_{\mathcal{C}_{0}}\left\|\partial_{j} B\right\|_{\mathcal{C}_{0}}\|C\|_{\mathcal{C}_{0}}+\|A\|_{\mathcal{C}_{0}}\|B\|_{\mathcal{C}_{0}}\left\|\partial_{j} C\right\|_{\mathcal{C}_{0}}
\end{align*}
$$

i.e. the entry of the product of matrices can be estimated using the matrix norm.

Remark 3.5.2. We remind the reader that for vector-valued or matrix-valued functions in $\mathcal{C}_{k}$, the norm is defined by first taking the $\mathcal{C}_{k}$ norm of components, and then taking the matrix or vector norm.

We recall that we already have

$$
\begin{gather*}
\|\nabla(\varphi \mathrm{m})\|_{\mathscr{C}_{3}} \leq C(\Sigma)\|\varphi\|_{\tilde{\mathcal{C}}_{4}},  \tag{3.5.72}\\
\left\|\partial_{j}(\nabla(\varphi \mathrm{~m}))\right\|_{\check{\mathcal{C}}_{0}} \leq C(\Sigma)\|\varphi\|_{\grave{\mathcal{C}}_{4}} \tag{3.5.73}
\end{gather*}
$$

It remains to estimate the matrix norm of $\partial_{j}(I+\nabla(\mathbb{h} m))^{-1}$, which can be obtained using the same argument as in the derivation of (3.5.54). In fact, there exists $\delta_{0}(\Sigma) \in(0,1)$, such that for all $\|h\|_{\mathcal{C}_{3}}<\delta_{0}$, if $\|h\|_{\mathcal{C}_{4}}<M$ for some $M>0$, then we have

$$
\begin{equation*}
\left\|\partial_{j}\left((I+\nabla(\mathbb{h} \mathrm{m}))^{-1}\right)\right\|_{\mathcal{C}_{0}} \leq C(m, \Sigma, M) \tag{3.5.74}
\end{equation*}
$$

which completes the estimate

$$
\begin{equation*}
\left\|I_{2}\right\|_{\mathcal{C}_{0}} \leq C(m, \Sigma, M)\|\varphi\|_{\dot{\mathcal{C}}_{4}} \tag{3.5.75}
\end{equation*}
$$

Consequently, we have the following estimates.
Proposition 3.5.2. There exists $\delta_{0}(\Sigma) \in(0,1)$, such that for all $\|h\|_{\mathcal{C}_{3}}<\delta_{0}$, if $\|h\|_{\mathcal{C}_{4}}<M$ for some $M>0$, then

$$
\begin{equation*}
\left\|\mathcal{M}_{2}\right\|_{\mathcal{C}_{0}} \leq C(m, \Sigma, M) \tag{3.5.76}
\end{equation*}
$$

and for all $\varphi \in \dot{\mathcal{C}}_{4}$ we have

$$
\begin{equation*}
\left\|D \mathcal{M}_{2}[h] \varphi\right\|_{\tilde{\mathcal{C}}_{0}} \leq C(m, \Sigma, M)\|\varphi\|_{\tilde{\mathcal{C}}_{4}} \tag{3.5.77}
\end{equation*}
$$

### 3.5.2.4 $\mathcal{M}_{3}$ and $D \mathcal{M}_{3}$

The term $\mathcal{M}_{3}=\partial_{t} \theta\left(I-(I+\nabla \theta)^{-1} \nabla \theta\right)$ can be written as

$$
\begin{equation*}
\mathcal{M}_{3}=\partial_{t}(\mathbb{h m})\left(I-\mathcal{M}_{1}\right) . \tag{3.5.78}
\end{equation*}
$$

Letting $F: \mathbb{h} \mapsto I-\mathcal{M}_{1}$ and $G: \mathbb{h} \mapsto \partial_{t}(\mathbb{h m})$. Using the same calculation as in (3.5.55), we have for all $\varphi \in \dot{\mathcal{C}}_{1}$ that

$$
\begin{equation*}
D F[\mathfrak{h}] \varphi=-(I+\nabla(\mathfrak{h m}))^{-1} \nabla(\varphi \mathfrak{m})(I+\nabla(\mathfrak{h m}))^{-1} . \tag{3.5.79}
\end{equation*}
$$

Since $\partial_{t} \theta=\partial_{t}(\mathrm{hm})=\partial_{t} h \mathrm{~h}$, we have

$$
\begin{equation*}
D G[\mathfrak{h}] \varphi=\partial_{t} \varphi \mathrm{n} . \tag{3.5.80}
\end{equation*}
$$

Thus, the Fréchet derivative of $\mathcal{M}_{3}$ is

$$
\begin{align*}
D & (G F)[\mathfrak{h}] \varphi=(G[\mathfrak{h}])(D F[\mathfrak{h}] \varphi)+(D G[\mathfrak{h}] \varphi)(F[\mathfrak{h}]) \\
= & \left(\partial_{t} \mathbb{M} \mathfrak{m}\right)\left(-(I+\nabla(\mathbb{h} \mathfrak{m}))^{-1} \nabla(\varphi \mathfrak{m})(I+\nabla(\mathbb{h} m))^{-1}\right)  \tag{3.5.81}\\
& +\left(\partial_{t} \varphi \mathfrak{m}\right)\left(I-(I+\nabla(\mathbb{h}))^{-1} \nabla(\mathbb{h} m)\right) .
\end{align*}
$$

Composing with the mapping $h \mapsto \mathbb{h}=h \circ \Pi$, we have the following estimates.
Proposition 3.5.3. There exists $\delta_{0}(\Sigma) \in(0,1)$, such that for all $\|h\|_{\mathcal{C}_{3}}<\delta_{0}$, if $\|h\|_{\mathcal{C}_{1}}<M$ for some $M>0$, then

$$
\begin{equation*}
\left\|\mathcal{M}_{3}[h]\right\|_{\mathcal{C}_{0}} \leq C(m, \Sigma, M)\|h\|_{\mathcal{C}_{1}} \tag{3.5.82}
\end{equation*}
$$

and for all $\varphi \in \dot{\mathcal{C}}_{1}$,

$$
\begin{equation*}
\left\|D \mathcal{M}_{3}[h] \varphi\right\|_{\mathfrak{C}_{0}} \leq C(m, \Sigma, M)\|\varphi\|_{\mathfrak{C}_{1}} . \tag{3.5.83}
\end{equation*}
$$

### 3.5.2.5 $\mathcal{M}_{4}$ and $D \mathcal{M}_{4}$

In order to estimate $\mathcal{M}_{4}=(\nabla \Theta)^{-\top}(\nabla \Theta)^{-1}-I$, we first rewrite it as

$$
\begin{gather*}
\mathcal{M}_{4}=(\nabla \Theta)^{-\top}\left(I-\nabla \Theta^{\top} \nabla \Theta\right)(\nabla \Theta)^{-1} \\
=-(\nabla \Theta)^{-\top}\left(\nabla \theta^{\top} \nabla \theta+\nabla \theta^{\top}+\nabla \theta\right)(\nabla \Theta)^{-1} \tag{3.5.84}
\end{gather*}
$$

which allows us to separate the variable $h$.
Next, we study the Fréchet derivative. We define

$$
\begin{equation*}
F: A \mapsto A^{\top} A-I, \tag{3.5.85}
\end{equation*}
$$

where $A$ is a matrix. Since

$$
\begin{equation*}
F(A+H)-F(A)=A^{\top} H+H^{\top} A+H^{\top} H \tag{3.5.86}
\end{equation*}
$$

we have

$$
\begin{equation*}
D F[A] H=A^{\top} H+H^{\top} A . \tag{3.5.87}
\end{equation*}
$$

We recall that for the inverse matrix operator $G: A \mapsto A^{-1}$ we have

$$
\begin{equation*}
D G[A] H=-A^{-1} H A^{-1} \tag{3.5.88}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
D(F \circ G)[A] H=D F[G[A]] D G[A] H=-A^{-\top}\left(A^{-1} H+\left(A^{-1} H\right)^{\top}\right) A^{-1} \tag{3.5.89}
\end{equation*}
$$

For the operator $K: \mathbb{h} \mapsto \nabla \Theta=I+\nabla \theta$, we have $D K[\mathbb{h}] \varphi=\nabla(\varphi \mathbb{h})$. This implies that

$$
\begin{align*}
& D(F \circ G \circ K)[\mathfrak{h}] \varphi=D(F \circ G)[K(\mathbb{h})] D K[\mathfrak{h}] \varphi \\
& =-(I+\nabla(\mathbb{h m}))^{-\top}\left((I+\nabla(\mathbb{h m}))^{-1} \nabla(\varphi \mathrm{~m})+\left((I+\nabla(\mathbb{h m}))^{-1} \nabla(\varphi \mathrm{~m})\right)^{\top}\right)(I+\nabla(\mathbb{h m}))^{-1} . \tag{3.5.90}
\end{align*}
$$

Composing $F \circ G \circ K$ with the mapping $h \mapsto \mathbb{h}$ and using the same argument as in the estimate of $\mathcal{M}_{1}$, we obtain the following estimate.

Proposition 3.5.4. There exists $\delta_{0}(\Sigma) \in(0,1)$, such that for all $\|h\|_{\mathcal{C}_{3}}<\delta_{0}$,

$$
\begin{equation*}
\left\|\mathcal{M}_{4}[h]\right\|_{\mathcal{C}_{0}} \leq C(m, \Sigma)\|h\|_{\mathcal{C}_{3}} \tag{3.5.91}
\end{equation*}
$$

and for all $\varphi \in \dot{\mathcal{C}}_{3}$,

$$
\begin{equation*}
\left\|D \mathcal{M}_{4}[h] \varphi\right\|_{\mathcal{C}_{0}} \leq C(m, \Sigma)\|\varphi\|_{\tilde{\mathcal{C}}_{3}} . \tag{3.5.92}
\end{equation*}
$$

Therefore, we have obtained the estimates of terms $\mathcal{M}_{0}$ to $\mathcal{M}_{4}$. In the remaining part of this chapter, we will fix a value for $\delta_{0}$ such that all these estimates can be satisfied, which can be done by taking the minimum of finite many values.

Remark 3.5.3. Notice that the variable we consider is $h$ when we calculate the Fréchet derivatives, rather than the point $x \in \Omega$. Thus, the function $\Theta(x)=x+\mathbb{h}(x) \mathbb{n}(x)$ is understood as a mapping $h \mapsto \mathbb{h} \mapsto \dot{\mathbb{1}}+\mathbb{h} m$, where $\dot{\mathbb{i}}: x \rightarrow x$ and $\mathfrak{m}$ are fixed functions defined in $\Omega$. The Fréchet derivative is the derivative of an operator, so it is taken with respect to $h$ rather than $x$.

### 3.5.3 Fréchet derivatives of $\mathcal{G}_{i}$ and their estimates

In this section, we estimate nonlinear terms $\mathcal{G}_{i}, i=1,2,3$ in the surface tension equation, which are defined in (3.3.65) (3.3.66) and (3.3.73). These terms have been studied in e.g. $[15,28]$. In our calculation, we add more details for completeness. We remind the readers that we still calculate in $\mathbb{R}^{m}$ instead of $\mathbb{R}^{3}$ in order to have clearer structures. For convenience, we do not mark the dependency on $m$ in constant terms.

$$
\begin{gather*}
\mathcal{G}_{1}:=-\left(\llbracket \nu(\chi)\left(\nabla u+\nabla u^{\top}\right) \rrbracket \mathcal{M}_{0} \nabla_{\Sigma} h\right) \cdot n_{\Sigma}  \tag{3.5.93}\\
-\left(\llbracket \nu(\chi)\left(\mathcal{M}_{1} \nabla u+\left(\mathcal{M}_{1} \nabla u\right)^{\top}\right) \rrbracket\left(n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h\right)\right) \cdot n_{\Sigma} \\
\mathcal{G}_{2}:=\kappa H_{\Gamma}-\kappa D H_{\Gamma}[0] h,  \tag{3.5.94}\\
\mathcal{G}_{3}=\mathcal{P}_{\Sigma} \llbracket \nu(\chi)\left(I-\mathcal{M}_{1}\right) \nabla u+\nu(\chi)\left(\left(I-\mathcal{M}_{1}\right) \nabla u\right)^{\top} \rrbracket \mathcal{M}_{0} \nabla_{\Sigma} h \\
+\mathcal{P}_{\Sigma} \llbracket \nu(\chi) \mathcal{M}_{1} \nabla u+\nu(\chi)\left(\mathcal{M}_{1} \nabla u\right)^{\top} \rrbracket n_{\Sigma} \\
-\left(\left(\llbracket \nu(\chi)\left(I-\mathcal{M}_{1}\right) \nabla u+\nu(\chi)\left(\left(I-\mathcal{M}_{1}\right) \nabla u\right)^{\top} \rrbracket\left(n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h\right)\right) \cdot n_{\Sigma}\right) \mathcal{M}_{0} \nabla_{\Sigma} h . \tag{3.5.95}
\end{gather*}
$$

### 3.5.3.1 Estimate of $\alpha$

We recall that in (3.3.41) we defined the auxiliary vector $\alpha:=\mathcal{M}_{0} \nabla_{\Sigma} h$ to help calculate $n_{\Gamma}$. Suppose that $\|h\|_{\mathcal{C}_{2}}<M$. Since $\Sigma$ is fixed, from (3.5.40), there exists $\delta_{0}(\Sigma) \in(0,1)$ such that

$$
\begin{equation*}
\|\alpha\|_{\mathcal{C}_{1}} \leq C\left\|\mathcal{M}_{0}\right\|_{\mathcal{C}_{1}}\left\|\nabla_{\Sigma} h\right\|_{\mathcal{C}_{1}} \leq C(\Sigma, M)\|h\|_{\mathcal{C}_{2}} \tag{3.5.96}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
\|\alpha\|_{\mathcal{S}_{5}} \leq C\left(T_{0}, \Sigma\right)\left\|\mathcal{M}_{0}\right\|_{\mathcal{C}_{2}}\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{5}} \leq C\left(T_{0}, \Sigma, M\right)\|h\|_{\mathcal{W}_{5}} \tag{3.5.97}
\end{equation*}
$$

Now we estimate the Fréchet derivative $D \alpha$. Given $z=(u, B, p, \varpi, h) \in \mathcal{W}$ and $\varphi=$ $\left(\varphi_{u}, \varphi_{B}, \varphi_{p}, \varphi_{\varpi}, \varphi_{h}\right) \in \mathcal{W}$, we have

$$
\begin{align*}
& (D \alpha[z]) \varphi=D_{h}[h]\left(\mathcal{M}_{0} \nabla_{\Sigma} h\right) \varphi_{h} \\
& =\left(D_{h} \mathcal{M}_{0} \varphi_{h}\right)\left(\nabla_{\Sigma} h\right)+\left(\mathcal{M}_{0}\right)\left(D_{h}\left(\nabla_{\Sigma} h\right) \varphi_{h}\right)  \tag{3.5.98}\\
& =\left(\mathcal{M}_{0} \varphi_{h} L_{\Sigma} \mathcal{M}_{0}\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0}\left(\nabla_{\Sigma} \varphi_{h}\right) .
\end{align*}
$$

Here we use $D_{h}$ to express that the derivative is taken only with respect to $h$. Suppose that $\|h\|_{\mathcal{C}_{2}}<M$. From (3.5.40), there exists $\delta_{0}(\Sigma) \in(0,1)$ such that if $\|h\|_{\mathcal{C}_{0}}<\delta_{0}$, then

$$
\begin{align*}
& \|D \alpha \varphi\|_{\mathfrak{C}_{1}}=\left\|\left(\mathcal{M}_{0} \varphi_{h} L_{\Sigma} \mathcal{M}_{0}\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0}\left(\nabla_{\Sigma} \varphi_{h}\right)\right\|_{\tilde{\mathcal{C}}_{1}} \\
& \lesssim\left\|\mathcal{M}_{0}\right\|_{\mathcal{C}_{1}}^{2}\left\|\nabla_{\Sigma} h\right\|_{\mathcal{C}_{1}}\left\|\varphi_{h}\right\|_{\mathcal{C}_{1}}+\left\|\mathcal{M}_{0}\right\|_{\mathcal{C}_{1}}\left\|\nabla_{\Sigma} \varphi_{h}\right\|_{\tilde{\mathcal{C}}_{1}}  \tag{3.5.99}\\
& \leq C(\Sigma, M)\left(1+\|h\|_{\mathcal{C}_{2}}\right)\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}} .
\end{align*}
$$

Moreover, we have

$$
\begin{align*}
& \|D \alpha \varphi\|_{\mathcal{S}_{5}}=\left\|\left(\mathcal{M}_{0} \varphi_{h} L_{\Sigma} \mathcal{M}_{0}\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0}\left(\nabla_{\Sigma} \varphi_{h}\right)\right\|_{\mathcal{S}_{5}} \\
& \leq C\left(T_{0}, \Sigma\right)\left\|\mathcal{M}_{0}\right\|_{\mathcal{C}_{2}}^{2}\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{5}}\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}}+C\left(T_{0}, \Sigma\right)\left\|\mathcal{M}_{0}\right\|_{\mathcal{C}_{2}}\left\|\nabla_{\Sigma} \varphi_{h}\right\|_{\delta_{5}}  \tag{3.5.100}\\
& \leq C\left(T_{0}, \Sigma, M\right)\left(1+\|h\|_{\mathcal{W}_{5}}\right)\left\|\varphi_{h}\right\|_{\tilde{\mathcal{W}}_{5}},
\end{align*}
$$

where we used the embedding theory in [28, Proposition 5.1] in the last inequality.
Remark 3.5.4. In order to make calculations concise, we will frequently use notations like $D\left(\nabla_{\Sigma} h\right)$ without additionally using $D F$ by defining $F(h):=\nabla_{\Sigma} h$. The simplified notation denotes the derivative of the mapping $h \mapsto \nabla_{\Sigma} h$ at $h$. This is similar to notations like $\left(x^{2}\right)^{\prime}$ or $d\left(x^{2}\right)$ in calculus. Moreover, we will not distinguish $D$ and $D_{h}$ when there is no confusion.

### 3.5.3.2 Estimate of $\mathcal{G}_{1}$

We still assume that $\|h\|_{\mathcal{C}_{4}}<\delta_{0}$ for a sufficiently small $\delta_{0}$ and $\|h\|_{\mathcal{C}_{2}} \leq M$. We rewrite $\mathcal{G}_{1}$ as

$$
\begin{align*}
\mathcal{G}_{1} & =-\left(\llbracket \nu(\chi)\left(\nabla u+\nabla u^{\top}\right) \rrbracket \mathcal{M}_{0} \nabla_{\Sigma} h\right) \cdot n_{\Sigma} \\
& -\left(\llbracket \nu(\chi)\left(\mathcal{M}_{1} \nabla u+\left(\mathcal{M}_{1} \nabla u\right)^{\top}\right) \rrbracket\left(n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h\right)\right) \cdot n_{\Sigma}  \tag{3.5.101}\\
= & I_{1}+I_{2}
\end{align*}
$$

In the term $I_{1}$, the operator $F: u \mapsto \llbracket \nu(\chi)\left(\nabla u+\nabla u^{\top}\right) \rrbracket$ is linear, which implies

$$
\begin{equation*}
D F[u] \varphi=\llbracket \nu(\chi)\left(\nabla \varphi_{u}+\nabla \varphi_{u}^{\top}\right) \rrbracket \tag{3.5.102}
\end{equation*}
$$

for all $\varphi=\left(\varphi_{u}, \varphi_{B}, \varphi_{p}, \varphi_{\varpi}, \varphi_{h}\right) \in \mathcal{W}$. Thus, the Fréchet derivative $D I_{1}$ at $z=(u, B, p, \varpi, h)$ dependents only on $u$ and $h$, i.e.

$$
\begin{align*}
& D I_{1} \varphi=-\left(\left(D F \varphi_{u}\right) \mathcal{M}_{0} \nabla_{\Sigma} h+F[u] D\left(\mathcal{M}_{0} \nabla_{\Sigma} h\right) \varphi_{h}\right) \cdot n_{\Sigma}  \tag{3.5.103}\\
& =-\left(\left(D F \varphi_{u}\right) \alpha+F[u]\left(D \alpha \varphi_{h}\right)\right) \cdot n_{\Sigma} .
\end{align*}
$$

This implies the following estimate:

$$
\begin{align*}
& \left\|D I_{1} \varphi\right\|_{\mathcal{S}_{4}^{T}} \leq C\left(T_{0}, \Sigma\right)\left\|D F \varphi_{u}\right\|_{\mathcal{S}_{4}^{T}}\left(\|\alpha\|_{\mathcal{S}_{4}^{T}}+\|\alpha\|_{\infty}\right)+C\left(T_{0}, \Sigma\right)\|F[u]\|_{\mathcal{S}_{4}^{T}}\left\|D \alpha \varphi_{h}\right\|_{\mathcal{C}_{1}^{T}} \\
& \leq C\left(T_{0}, \Sigma\right)\left\|\varphi_{u}\right\|_{\mathcal{W}_{1}^{T}}\left(\|h\|_{\mathcal{W}_{5}^{T}}+\|h\|_{\infty}\right)+C\left(T_{0}, \Sigma\right)\|u\|_{\mathcal{W}_{1}^{T}}\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}^{T}} \\
& \leq C\left(\Sigma, T_{0}\right)\left(\|z\|_{\mathcal{W}^{T}}+\|h\|_{\infty}\right)\|\varphi\|_{\mathcal{W}^{T}} \tag{3.5.104}
\end{align*}
$$

where the constants are fixed for all $T \in\left(0, T_{0}\right]$.
To estimate $I_{2}$, we define $G: z \mapsto \mathcal{M}_{1} \nabla u$, whose derivative is

$$
\begin{equation*}
D G[z] \varphi=\left(D \mathcal{M}_{1} \varphi_{h}\right) \nabla u+\mathcal{M}_{1} \nabla \varphi_{u} \tag{3.5.105}
\end{equation*}
$$

Then we obtain

$$
\begin{align*}
& D I_{2}[z] \varphi=-\left(\llbracket \nu\left(D G \varphi_{h}+\left(D G \varphi_{h}\right)^{\top}\right) \rrbracket\left(n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h\right)\right) \cdot n_{\Sigma} \\
& \quad+\left(\llbracket \nu\left(G+G^{\top}\right) \rrbracket\left(D\left(\mathcal{M}_{0} \nabla_{\Sigma} h\right) \varphi_{h}\right)\right) \cdot n_{\Sigma}  \tag{3.5.106}\\
& =-\left(\llbracket \nu\left(D G \varphi_{h}+\left(D G \varphi_{h}\right)^{\top}\right) \rrbracket\left(n_{\Sigma}-\alpha\right)\right) \cdot n_{\Sigma}+\left(\llbracket \nu\left(G+G^{\top}\right) \rrbracket\left(D \alpha \varphi_{h}\right)\right) \cdot n_{\Sigma}
\end{align*}
$$

Thus, using the estimates of $\alpha$ and $D \alpha$, we have for all $T \in\left(0, T_{0}\right]$ that

$$
\begin{align*}
& \left\|D I_{2}[z] \varphi\right\|_{\mathcal{S}_{4}^{T}} \leq\left(\Sigma, M, T_{0}\right)\| \| \nu\left(D G \varphi_{h}+\left(D G \varphi_{h}\right)^{\top}\right) \rrbracket\left\|_{\mathscr{\mathcal { S }}_{4}}\right\|\left(n_{\Sigma}-\alpha\right) \|_{\mathcal{C}_{1}} \\
& +\left(\Sigma, M, T_{0}\right)\left\|\llbracket \nu\left(G+G^{\top}\right) \rrbracket\right\|_{\mathcal{S}_{4}}\left\|\left(D \alpha \varphi_{h}\right)\right\|_{\mathcal{C}_{1}} \\
& \leq C\left(\Sigma, M, T_{0}\right)\left(1+\|h\|_{\mathcal{C}_{2}}\right)\left\|D G \varphi_{h}\right\|_{\mathcal{W}_{6}}+C\left(\Sigma, M, T_{0}\right)\|G\|_{\mathcal{W}_{6}}\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}} \\
& \leq C\left(\Sigma, M, T_{0}\right)\left(1+\|h\|_{\mathcal{C}_{2}}\right)\left(\left\|\left(D \mathcal{M}_{1} \varphi_{h}\right) \nabla u\right\|_{\mathcal{W}_{6}}+\left\|\mathcal{M}_{1} \nabla \varphi_{u}\right\|_{\mathcal{W}_{6}}\right) \\
& +C\left(\Sigma, M, T_{0}\right)\left\|\mathcal{M}_{1} \nabla u\right\|_{\mathcal{W}_{6}}\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}} \\
& \leq C\left(\Sigma, M, T_{0}\right)\left\|D \mathcal{M}_{1} \varphi_{h}\right\|_{\mathcal{C}_{1}}\|\nabla u\|_{\mathcal{W}_{6}}+C\left(\Sigma, M, T_{0}\right)\left(\left\|\mathcal{M}_{1}\right\|_{\mathcal{W}_{6}}+\left\|\mathcal{M}_{1}\right\|_{\infty}\right)\left\|\nabla \varphi_{u}\right\|_{\mathcal{W}_{6}} \\
& +C\left(\Sigma, M, T_{0}\right)\left\|\mathcal{M}_{1}\right\|_{\mathcal{C}_{1}}\|\nabla u\|_{\mathcal{W}_{6}}\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}} \\
& \leq C\left(\Sigma, M, T_{0}\right)\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}}\|\nabla u\|_{\mathcal{W}_{6}}+C\left(\Sigma, M, T_{0}\right)\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{W}_{6}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\left\|\nabla \varphi_{u}\right\|_{\mathcal{W}_{6}} \\
& +C\left(\Sigma, M, T_{0}\right)\|h\|_{\mathcal{C}_{2}}\|\nabla u\|_{\mathcal{W}_{6}}\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{h}\right\|_{\mathcal{W}_{5}}\|u\|_{\mathcal{W}_{1}}+C\left(\Sigma, M, T_{0}\right)\left(\|h\|_{\mathcal{W}_{5}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\left\|\varphi_{u}\right\|_{\mathcal{W}_{1}} \\
& +C\left(\Sigma, T_{0}, M\right)\|h\|_{\mathcal{C}_{2}}\|u\|_{\mathcal{W}_{1}}\left\|\varphi_{h}\right\|_{\mathcal{W}_{5}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|z\|_{\mathcal{W}^{T}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\mathcal{W}^{T}}, \tag{3.5.107}
\end{align*}
$$

where and the last inequality is guaranteed by (3.5.58) and (3.5.59). For convenience, we ignored the parameter $T$ in some notations of function spaces.

From (3.5.104) and (3.5.106), we finally obtain

$$
\begin{equation*}
\left\|D \mathcal{G}_{1}[z] \varphi\right\|_{\hat{\mathcal{S}}_{4}^{T}} \leq C\left(\Sigma, M, T_{0}\right)\left(\|z\|_{\mathcal{W}^{T}}+\|h\|_{\mathcal{C}_{4}^{T}}\right)\|\varphi\|_{\mathcal{W}^{T}} . \tag{3.5.108}
\end{equation*}
$$

### 3.5.3.3 Estimate of $\mathcal{G}_{2}$

As a preparation of the estimate of $\mathcal{G}_{2}$, we first calculate the derivative of the mean curvature $H_{\Gamma}$ in (3.3.57):

$$
\begin{equation*}
H_{\Gamma}=\beta \operatorname{tr}\left(\mathcal{M}_{0}\left(L_{\Sigma}+\nabla_{\Sigma} \alpha\right)\right)-\beta^{3}\left(\mathcal{M}_{0} \alpha\right) \nabla_{\Sigma} \alpha \alpha^{\top} \tag{3.5.109}
\end{equation*}
$$

For the function $F(s):=1 / s$, we have

$$
\begin{equation*}
D F[s] r=-\frac{r}{s^{2}} \tag{3.5.110}
\end{equation*}
$$

For the Euclidean norm $G(x):=|x|=\sqrt{x_{1}^{2}+\cdots+x_{n}^{2}}$, its Fréchet derivative is

$$
\begin{equation*}
D G[x] v=\frac{x \cdot v}{|x|} . \tag{3.5.111}
\end{equation*}
$$

Letting $H(h):=n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h$, we have for all $\varphi \in \mathcal{W}_{5}^{T}$ that

$$
\begin{equation*}
D H[h] \varphi=-\left(D \mathcal{M}_{0}[h] \varphi\right)\left(\nabla_{\Sigma} h\right)-\left(\mathcal{M}_{0}[h]\right)\left(\nabla_{\Sigma} \varphi\right) . \tag{3.5.112}
\end{equation*}
$$

Since $\beta(h)=F \circ G \circ H(h)$, we have

$$
\begin{align*}
& D \beta[h] \varphi=D F[G(H(h))] D G[H(h)] D H[h] \varphi \\
& =\frac{\left(n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h\right) \cdot\left(\left(D \mathcal{M}_{0}[h] \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0}[h] \nabla_{\Sigma} \varphi\right)}{\left|n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h\right|^{3}}  \tag{3.5.113}\\
& =\beta^{3}\left(n_{\Sigma}-\alpha\right) \cdot\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi\right),
\end{align*}
$$

which implies

$$
\begin{equation*}
D\left(\beta^{3}\right)[h] \varphi=3 \beta^{2}(D \beta[h] \varphi)=3 \beta^{5}\left(n_{\Sigma}-\alpha\right) \cdot\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi\right) \tag{3.5.114}
\end{equation*}
$$

Now we calculate the derivative of $E: h \mapsto \operatorname{tr}\left(\mathcal{M}_{0}\left(L_{\Sigma}+\nabla_{\Sigma} \alpha\right)\right)$. Letting $F: h \mapsto L_{\Sigma}+\nabla_{\Sigma} \alpha$, we have

$$
\begin{equation*}
D F[h] \varphi=\nabla_{\Sigma}\left(\left(D \mathcal{M}_{0}[h] \varphi\right)\left(\nabla_{\Sigma} h\right)+\left(\mathcal{M}_{0}[h]\right)\left(\nabla_{\Sigma} \varphi\right)\right) \tag{3.5.115}
\end{equation*}
$$

Letting $G: h \mapsto \mathcal{M}_{0} F$, we have

$$
\begin{align*}
& D G[h] \varphi=\left(D \mathcal{M}_{0}[h] \varphi\right)(F[h])+\left(\mathcal{M}_{0}[h]\right)(D F[h] \varphi)  \tag{3.5.116}\\
& =\left(D \mathcal{M}_{0} \varphi\right)\left(L_{\Sigma}+\nabla_{\Sigma} \alpha\right)+\mathcal{M}_{0}\left(\nabla_{\Sigma}\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi\right)\right) .
\end{align*}
$$

Letting $H: A \mapsto \operatorname{tr}(A)$, we have

$$
\begin{align*}
& D E[h] \varphi=D H[G(h)] D G[h] \varphi  \tag{3.5.117}\\
& =\operatorname{tr}\left(\left(D \mathcal{M}_{0} \varphi\right)\left(L_{\Sigma}+\nabla_{\Sigma} \alpha\right)+\mathcal{M}_{0}\left(\nabla_{\Sigma}\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi\right)\right)\right)
\end{align*}
$$

Using (3.5.112), we have

$$
\begin{align*}
& D\left(\mathcal{M}_{0} \alpha\right)[h] \varphi=D\left(\mathcal{M}_{0} \mathcal{M}_{0} \nabla_{\Sigma} h\right)[h] \varphi  \tag{3.5.118}\\
& =\left(D \mathcal{M}_{0} \varphi\right)\left(\mathcal{M}_{0} \nabla_{\Sigma} h\right)+\left(\mathcal{M}_{0}\right)\left(D\left(\mathcal{M}_{0} \nabla_{\Sigma} h\right) \varphi\right) .
\end{align*}
$$

Using (3.5.112) and (3.5.115), we obtain

$$
\begin{align*}
& D\left(\nabla_{\Sigma} \alpha \alpha^{\top}\right)[h] \varphi=\left(D\left(\nabla_{\Sigma} \alpha\right)[h] \varphi\right)\left(\alpha^{\top}[h]\right)+\left(\nabla_{\Sigma} \alpha[h]\right)\left(\left(D\left(\alpha^{\top}\right)\right)[h] \varphi\right) \\
& =\left(\nabla_{\Sigma}\left(\left(D \mathcal{M}_{0}[h] \varphi\right)\left(\nabla_{\Sigma} h\right)+\left(\mathcal{M}_{0}[h]\right)\left(\nabla_{\Sigma} \varphi\right)\right)\right)\left(\alpha^{\top}[h]\right)  \tag{3.5.119}\\
& +\left(\nabla_{\Sigma} \alpha[h]\right)\left(\left(D \mathcal{M}_{0}[h] \varphi\right)\left(\nabla_{\Sigma} h\right)+\left(\mathcal{M}_{0}[h]\right)\left(\nabla_{\Sigma} \varphi\right)\right)^{\top}
\end{align*}
$$

Thus, we have

$$
\begin{align*}
& D H_{\Gamma}[h] \varphi=((D \beta) \varphi) \operatorname{tr}\left(\mathcal{M}_{0}\left(L_{\Sigma}+\nabla_{\Sigma} \alpha\right)\right)+(\beta)\left(D\left(\operatorname{tr}\left(\mathcal{M}_{0}\left(L_{\Sigma}+\nabla_{\Sigma} \alpha\right)\right)\right) \varphi\right) \\
& -\left(D\left(\beta^{3}\right) \varphi\right)\left(\mathcal{M}_{0} \alpha\right)\left(\nabla_{\Sigma} \alpha \alpha^{\top}\right) \\
& -\left(\beta^{3}\right)\left(D\left(\mathcal{M}_{0} \alpha\right) \varphi\right)\left(\nabla_{\Sigma} \alpha \alpha^{\top}\right)-\left(\beta^{3}\right)\left(\mathcal{M}_{0} \alpha\right)\left(D\left(\nabla_{\Sigma} \alpha \alpha^{\top}\right) \varphi\right) \\
& =\beta^{3}\left(n_{\Sigma}-\alpha\right)\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi_{h}\right)\left(\operatorname{tr}\left(\left(\mathcal{M}_{0}\right)\left(L_{\Sigma}+\nabla_{\Sigma} \alpha\right)\right)\right) \\
& +\beta\left(\operatorname{tr}\left(\left(D \mathcal{M}_{0} \varphi\right)\left(L_{\Sigma}+\nabla_{\Sigma} \alpha\right)+\mathcal{M}_{0}\left(\nabla_{\Sigma}\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi_{h}\right)\right)\right)\right) \\
& -3 \beta^{5}\left(n_{\Sigma}-\alpha\right) \cdot\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi_{h}\right)\left(\mathcal{M}_{0} \alpha\right)\left(\nabla_{\Sigma} \alpha \alpha^{\top}\right) \\
& -\beta^{3}\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\mathcal{M}_{0} \nabla_{\Sigma} h\right)+\left(\mathcal{M}_{0}\right)\left(D\left(\mathcal{M}_{0} \nabla_{\Sigma} h\right) \varphi\right)\right)\left(\nabla_{\Sigma} \alpha \alpha^{\top}\right) \\
& -\beta^{3} \mathcal{M}_{0} \alpha\left(\nabla_{\Sigma}\left(\left(D \mathcal{M}_{0} \varphi\right) \nabla_{\Sigma} h+\mathcal{M}_{0} \nabla_{\Sigma} \varphi_{h}\right) \alpha^{\top}+\nabla_{\Sigma} \alpha\left(\left(D \mathcal{M}_{0} \varphi\right) \nabla_{\Sigma} h+\mathcal{M}_{0} \nabla_{\Sigma} \varphi_{h}\right)^{\top}\right) \\
& =: I_{1}+I_{2}-I_{3}-I_{4}-I_{5} . \tag{3.5.120}
\end{align*}
$$

When $h=0$, we have $\mathcal{M}_{0}=I$ and $\nabla_{\Sigma} h=0$, which implies $\alpha=0$ and $\beta=1 /\left\|n_{\Sigma}\right\|=1$. Thus, the term $I_{1}$ turns to

$$
\begin{equation*}
I_{1}[0]=n_{\Sigma}\left(0+\nabla_{\Sigma} \varphi\right) \operatorname{tr} L_{\Sigma}=0 \tag{3.5.121}
\end{equation*}
$$

since $n_{\Sigma}$ is perpendicular to $\nabla_{\Sigma} \varphi$. The term $I_{2}$ turns to

$$
\begin{equation*}
I_{2}[0]=\operatorname{tr}\left(\varphi L_{\Sigma}\left(L_{\Sigma}+0\right)+\nabla_{\Sigma}\left(0+\nabla_{\Sigma} \varphi\right) I\right)=\left(\operatorname{tr} L_{\Sigma}^{2}+\triangle_{\Sigma}\right) \varphi . \tag{3.5.122}
\end{equation*}
$$

By definition, we have $\alpha[h]=0$ when $h=0$. Thus, we obtain

$$
\begin{equation*}
I_{3}[0]=I_{4}[0]=I_{5}[0]=0 \tag{3.5.123}
\end{equation*}
$$

with no need for calculation. Therefore, we have

$$
\begin{equation*}
D H_{\Gamma}[0]=\operatorname{tr} L_{\Sigma}^{2}+\triangle_{\Sigma} \tag{3.5.124}
\end{equation*}
$$

Since the mapping $F: h \mapsto D H_{\Gamma}[0] h$ is linear, its derivative is $D F[h]=D H_{\Gamma}[0]$ for all $h$. Thus, the Fréchet derivative of $\mathcal{G}_{2}$ is

$$
\begin{equation*}
D \mathcal{G}_{2}[h] \varphi=D\left(H_{\Gamma}[h]-D H_{\Gamma}[0] h\right) \varphi=I_{1}+I_{2}-I_{3}-I_{4}-I_{5}-\left(\operatorname{tr} L_{\Sigma}^{2}+\triangle_{\Sigma}\right) \varphi \tag{3.5.125}
\end{equation*}
$$

with $I_{1}$ to $I_{5}$ defined in (3.5.120). It remains to estimate $\left\|I_{1}\right\|,\left\|I_{3}\right\|,\left\|I_{4}\right\|$, $\left\|I_{5}\right\|$ and $\left\|I_{2}-\left(\operatorname{tr} L_{\Sigma}^{2}+\triangle_{\Sigma}\right) \varphi\right\|$ term by term.

For $I_{1}$, we first notice that the terms with structures like $n_{\Sigma} \cdot \nabla_{\Sigma} f$ or $n_{\Sigma} \cdot \mathcal{M}_{0} \nabla_{\Sigma} f$ will vanish. This is because the tangential gradient $\nabla_{\Sigma}$ of a function is a tangent vector, which is perpendicular to the normal vector $n_{\Sigma}$; moreover, the matrix $\mathcal{M}_{0}$ maps tangent vectors to tangent vectors. Thus, we obtain

$$
\begin{align*}
& \left(n_{\Sigma}-\alpha\right)\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi\right)  \tag{3.5.126}\\
& =n_{\Sigma}\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)-\alpha\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi\right)
\end{align*}
$$

which implies that

$$
\begin{align*}
& I_{1}=\beta^{3}\left(n_{\Sigma}-\alpha\right)\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi\right)\left(\operatorname{tr}\left(\mathcal{M}_{0}\left(L_{\Sigma}+\nabla_{\Sigma} \alpha\right)\right)\right) \\
& =\beta^{3}\left(n_{\Sigma}\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)-\alpha\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi\right)\right)\left(\operatorname{tr}\left(\mathcal{M}_{0}\left(L_{\Sigma}+\nabla_{\Sigma} \alpha\right)\right)\right) \\
& =: \beta^{3} I_{11} I_{12} \tag{3.5.127}
\end{align*}
$$

Using [28, (5.3)], we have

$$
\begin{equation*}
\left\|I_{1}\right\|_{\mathcal{S}_{4}} \leq C\left(\Sigma, T_{0}\right)\left\|\beta^{3}\right\|_{\mathcal{C}_{1}}\left\|I_{11}\right\|_{\mathcal{S}_{4}}\left(\left\|I_{12}\right\|_{\infty}+\left\|I_{12}\right\|_{\mathcal{S}_{4}}\right) \tag{3.5.128}
\end{equation*}
$$

From the formula of $\beta$ in (3.3.42), we can find a sufficiently small $\delta_{0}(\Sigma) \in(0,1)$, such that for all $\|h\|_{\mathcal{C}_{3}}<\delta_{0}$, if $\|h\|_{\mathcal{C}_{2}}<M$ for some $M>0$ then

$$
\begin{equation*}
\left\|\beta^{3}\right\|_{\mathcal{C}_{1}} \leq C(\Sigma, M) \tag{3.5.129}
\end{equation*}
$$

Without loss of generality, we can always use the same notation $\delta_{0}$ and $M$ in the derivation of (3.5.129). This is because we can always choose the smallest $\delta_{0}$ and the largest $M$ from finite many candidates. From $[28,(5.4)]$, we have for all $T \in\left(0, T_{0}\right]$ that

$$
\begin{align*}
& \left\|I_{11}\right\|_{\dot{S}_{4}^{T}}=\left\|n_{\Sigma}\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)-\alpha\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi_{h}\right)\right\|_{\dot{S}_{4}} \\
& \leq\left\|n_{\Sigma}\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)\right\|_{\mathcal{S}_{4}}+\left\|\alpha\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi_{h}\right)\right\|_{\dot{\mathcal{S}}_{4}} \\
& \leq C\left(\Sigma, T_{0}\right)\left\|D \mathcal{M}_{0} \varphi\right\|_{\delta_{\mathcal{S}}}\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{4}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right) \\
& \quad+C\left(\Sigma, T_{0}\right)\left(\|\alpha\|_{\mathcal{S}_{4}}+\|\alpha\|_{\infty}\right)\left\|\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi_{h}\right\|_{\mathcal{S}_{4}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{h}\right\|_{\mathcal{S}_{4}}\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{4}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right) \\
& \quad+C\left(\Sigma, T_{0}, M\right)\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{4}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\left(\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{4}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\left\|\varphi_{h}\right\|_{\dot{S}_{4}}+\left\|\nabla_{\Sigma} \varphi_{h}\right\|_{\delta_{4}}\right) \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|z\|_{\mathcal{W}^{T}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\mathcal{W}^{T}} . \tag{3.5.130}
\end{align*}
$$

The parameter $T$ in the notations of function spaces is ignored for convenience. When $\|h\|_{\mathcal{C}_{0}^{T_{0}}} \leq \delta_{0}$ and $\|h\|_{\mathcal{C}_{1}^{T_{0}}} \leq M$, for all $T \in\left(0, T_{0}\right]$ we have

$$
\begin{align*}
& \left\|I_{12}\right\|_{\mathcal{S}_{4}^{T}} \leq C\left(T_{0}, \Sigma\right)\left\|\mathcal{M}_{0}\right\|_{\mathcal{C}_{1}}\left\|L_{\Sigma}+\nabla_{\Sigma} \alpha\right\|_{\mathcal{S}_{4}} \\
& \leq C\left(T_{0}, \Sigma\right)\left\|\mathcal{M}_{0}\right\|_{\mathcal{C}_{1}}\left(\left\|L_{\Sigma}\right\|_{C^{1}(\Sigma)}+\left\|\nabla_{\Sigma} \alpha\right\|_{\mathcal{S}_{4}}\right)  \tag{3.5.131}\\
& \leq C\left(\Sigma, T_{0}, M\right)\left(1+\|\alpha\|_{\mathcal{S}_{5}}\right) \leq C\left(\Sigma, T_{0}, M\right)\left(1+\|h\|_{\mathcal{W}_{5}}\right) \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(1+\|z\|_{\mathcal{W}^{T}}\right)
\end{align*}
$$

Moreover, we have

$$
\begin{equation*}
\left\|I_{12}\right\|_{\mathcal{C}_{0}} \lesssim\left\|\mathcal{M}_{0}\right\|_{\mathcal{C}_{0}}\left\|L_{\Sigma}+\nabla_{\Sigma} \alpha\right\|_{\mathcal{C}_{0}} \leq C(\Sigma, M) \tag{3.5.132}
\end{equation*}
$$

Thus, when $\|h\|_{\mathcal{C}_{0}}<\delta_{0}$ and $\|h\|_{\mathcal{C}_{1}}<M$, for all $\varphi \in \mathcal{S}_{4}$ and $T \in\left(0, T_{0}\right]$ we have

$$
\begin{equation*}
\left\|I_{1}\right\|_{\mathcal{S}_{4}^{T}} \leq C\left(\Sigma, T_{0}, M\right)\left(1+\|z\|_{\mathcal{W}^{T}}\right)\left(\|z\|_{\mathcal{W}^{T}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\dot{\mathcal{S}}_{4}^{T}} . \tag{3.5.133}
\end{equation*}
$$

Similarly to the derivation of $I_{1}$, we remove those vanishing products of perpendicular terms in $I_{3}$ and $I_{4}$, which implies

$$
\begin{equation*}
\left\|I_{3}\right\|_{\mathcal{S}_{4}^{T}} \leq C\left(\Sigma, T_{0}, M\right)\left(1+\|z\|_{\mathcal{W}^{T}}\right)\left(\|h\|_{\mathcal{W}_{5}^{T}}+\|h\|_{\mathcal{C}_{4}^{T}}\right)\|\varphi\|_{\mathcal{W}_{5}^{T}} \tag{3.5.134}
\end{equation*}
$$

and

$$
\begin{align*}
& \left\|I_{4}\right\|_{\dot{\mathcal{S}}_{4}^{T}} \leq C\left(\Sigma, T_{0}, M\right)\left\|\left(D \mathcal{M}_{0} \varphi\right)\left(\mathcal{M}_{0} \nabla_{\Sigma} h\right)+\left(\mathcal{M}_{0}\right)\left(D\left(\mathcal{M}_{0} \nabla_{\Sigma} h\right) \varphi\right)\right\|_{\dot{\mathcal{C}}_{1}^{T}}\left\|\nabla_{\Sigma} \alpha\right\|_{\mathcal{S}_{4}^{T}}\left\|\alpha^{\top}\right\|_{\mathcal{C}_{1}^{T}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(1+\|h\|_{\mathcal{C}_{2}^{T}}\right)\|h\|_{\mathcal{C}_{2}^{T}}\|\varphi\|_{\mathcal{W}^{T}}\|z\|_{\mathcal{W}^{T}} \tag{3.5.135}
\end{align*}
$$

provided that $\|h\|_{\mathcal{C}_{0}^{T_{0}}}<\delta_{0}$ and $\|h\|_{\mathcal{C}_{2}^{T_{0}}}<M$. For the term $I_{5}$, we have to be careful with the selection of norms in order to estimate higher-order derivatives with our nonredundant regularity. We have for all $T \in\left(0, T_{0}\right]$ that

$$
\begin{align*}
& \left\|I_{5}\right\|_{\mathcal{S}_{4}^{T}} \leq C\left(\Sigma, T_{0}, M\right)\left\|\mathcal{M}_{0} \alpha\right\|_{\mathcal{C}_{1}}\left(\|\alpha\|_{\mathcal{S}_{4}}+\|\alpha\|_{\infty}\right)\left\|\nabla_{\Sigma}\left(\left(D \mathcal{M}_{0} \varphi_{h}\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi_{h}\right)\right\|_{\mathcal{S}_{4}} \\
& \quad+C\left(\Sigma, T_{0}, M\right)\left\|\mathcal{M}_{0} \alpha\right\|_{\mathcal{C}_{1}}\left\|\nabla_{\Sigma} \alpha\right\|_{\mathcal{S}_{4}}\left\|\left(D \mathcal{M}_{0} \varphi_{h}\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi_{h}\right\|_{\mathcal{C}_{1}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\|h\|_{\mathcal{C}_{2}}\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{4}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\left\|\left(D \mathcal{M}_{0} \varphi_{h}\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi_{h}\right\|_{\mathcal{S}_{5}} \\
& \quad+C\left(\Sigma, T_{0}, M\right)\|h\|_{\mathcal{C}_{2}}\|h\|_{\mathcal{W}_{5}}\left\|\left(D \mathcal{M}_{0} \varphi_{h}\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi_{h}\right\|_{\tilde{\mathcal{C}}_{1}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{4}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\left(\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}}\|h\|_{\mathcal{W}_{5}}+\left\|\varphi_{h}\right\|_{\mathcal{W}_{5}}\right) \\
& \quad+C\left(\Sigma, T_{0}, M\right)\|h\|_{\mathcal{W}_{5}}\left(\left\|\varphi_{h}\right\|_{\mathcal{C}_{1}}\|h\|_{\mathcal{C}_{2}}+\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}}\right) \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|h\|_{\mathcal{C}_{3}^{T}}+\|z\|_{\mathcal{W}^{T}}\right)\left(1+\|h\|_{\mathcal{C}_{2}^{T}}+\|z\|_{\mathcal{W}^{T}}\right)\|\varphi\|_{\mathcal{W}^{T}} \tag{3.5.136}
\end{align*}
$$

It remains to estimate $I_{2}-\left(\operatorname{tr} L_{\Sigma}^{2}+\triangle_{\Sigma}\right) \varphi_{h}$, which can be written as

$$
\begin{align*}
& I_{2}-\left(\operatorname{tr} L_{\Sigma}^{2}+\triangle_{\Sigma}\right) \varphi \\
& =\beta\left(\operatorname{tr}\left(\left(D \mathcal{M}_{0} \varphi\right)\left(L_{\Sigma}+\nabla_{\Sigma} \alpha\right)+\left(\nabla_{\Sigma}\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi\right)\right) \mathcal{M}_{0}\right)\right)-\left(\operatorname{tr} L_{\Sigma}^{2}+\triangle_{\Sigma}\right) \varphi \\
& =\operatorname{tr}\left(\beta\left(D \mathcal{M}_{0} \varphi\right)\left(L_{\Sigma}+\nabla_{\Sigma} \alpha\right)-L_{\Sigma}^{2} \varphi\right)+\operatorname{tr}\left(\beta\left(\nabla_{\Sigma}\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0} \nabla_{\Sigma} \varphi\right)\right) \mathcal{M}_{0}-\nabla_{\Sigma}^{2} \varphi\right) \\
& =\operatorname{tr}\left(\beta\left(D \mathcal{M}_{0} \varphi\right) L_{\Sigma}-L_{\Sigma}^{2} \varphi\right)+\operatorname{tr}\left(\beta\left(D \mathcal{M}_{0} \varphi\right) \nabla_{\Sigma} \alpha\right) \\
& \quad+\operatorname{tr}\left(\beta \nabla_{\Sigma}\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)\right) \mathcal{M}_{0}\right)+\operatorname{tr}\left(\beta \nabla_{\Sigma}\left(\mathcal{M}_{0} \nabla_{\Sigma} \varphi\right) \mathcal{M}_{0}-\nabla_{\Sigma}^{2} \varphi\right) \\
& =  \tag{3.5.137}\\
& \operatorname{tr}\left(I_{21}+I_{22}+I_{23}+I_{24}\right) .
\end{align*}
$$

We still assume that $\|h\|_{\mathcal{C}_{0}}<\delta_{0},\|h\|_{\mathcal{C}_{2}}<M$ and $T \in\left(0, T_{0}\right]$. We recall that the product of two bounded and Lipschitz continuous functions is still Lipschitz continuous. Thus, the
estimate of $I_{21}$ to $I_{24}$ can be simplified to the estimate of their factors. For $I_{21}$, we have for all $T \in\left(0, T_{0}\right.$ ] that

$$
\begin{align*}
& \left\|I_{21}\right\|_{\mathcal{S}_{4}^{T}}=\left\|\beta\left(D \mathcal{M}_{0} \varphi\right) L_{\Sigma}-L_{\Sigma}^{2} \varphi\right\|_{\delta_{4}^{T}} \\
& \leq\left\|\beta\left(D \mathcal{M}_{0} \varphi\right) L_{\Sigma}-\beta L_{\Sigma}^{2} \varphi\right\|_{\dot{\mathcal{S}}_{4}^{T}}+\left\|\beta L_{\Sigma}^{2} \varphi-L_{\Sigma}^{2} \varphi\right\|_{\dot{\mathcal{S}}_{4}^{T}}  \tag{3.5.138}\\
& \leq C\left(\Sigma, T_{0}\right)\|\beta\|_{\mathcal{C}_{1}}\left\|\mathcal{M}_{0} L_{\Sigma} \mathcal{M}_{0}-L_{\Sigma}\right\|_{\mathcal{S}_{4}}\left\|\varphi_{h}\right\|_{\tilde{\mathcal{C}}_{1}}+C\left(\Sigma, T_{0}\right)\|\beta-1\|_{\mathcal{S}_{4}}\left\|\varphi_{h}\right\|_{\dot{\mathcal{C}}_{1}} .
\end{align*}
$$

From the structure of $\beta$ in (3.3.42) and the fact that $\left|n_{\Sigma}\right|=1$, there exists $\delta_{0}(\Sigma) \in(0,1)$, such that when $\|h\|_{\mathcal{C}_{3}}<\delta_{0}$ and $\|h\|_{\mathcal{C}_{2}}<M$ we have

$$
\left\|n_{\Sigma}-\alpha\right\|_{\mathcal{C}_{0}} \geq \frac{1}{2} \quad \text { and } \quad\|\beta\|_{\mathcal{C}_{1}} \leq C(\Sigma, M)
$$

Then we can obtain that

$$
\begin{equation*}
|\beta-1|=\left|\frac{1}{\left|n_{\Sigma}-\alpha\right|}-1\right|=\left|\frac{\left|n_{\Sigma}\right|-\left|n_{\Sigma}-\alpha\right|}{\left|n_{\Sigma}-\alpha\right|}\right| \leq \frac{|\alpha|}{\left|n_{\Sigma}-\alpha\right|} \leq C|\alpha| . \tag{3.5.139}
\end{equation*}
$$

It then follows that

$$
\begin{equation*}
\|\beta-1\|_{\mathcal{S}_{4}} \leq C\left(\Sigma, M, T_{0}\right)\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{4}} \tag{3.5.140}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\beta-1\|_{\infty} \leq C(\Sigma)\left\|\nabla_{\Sigma} h\right\|_{\infty} \tag{3.5.141}
\end{equation*}
$$

Moreover, from the structure of $\mathcal{M}_{0}$ in (3.5.35), we have

$$
\begin{equation*}
\left\|\mathcal{M}_{0}-I\right\|_{\mathcal{S}_{4}}=\left\|\mathcal{M}_{0} L_{\Sigma} h\right\|_{\mathcal{S}_{4}} \leq C\left(\Sigma, M, T_{0}\right)\|h\|_{\mathcal{S}_{4}}, \tag{3.5.142}
\end{equation*}
$$

which implies that

$$
\begin{align*}
& \left\|\mathcal{M}_{0} L_{\Sigma} \mathcal{M}_{0}-L_{\Sigma}\right\|_{\mathcal{S}_{4}^{T}} \\
& \leq\left\|\left(\mathcal{M}_{0}-I\right) L_{\Sigma} \mathcal{M}_{0}\right\|_{\mathcal{S}_{4}}+\left\|L_{\Sigma}\left(\mathcal{M}_{0}-I\right)\right\|_{\mathcal{S}_{4}}  \tag{3.5.143}\\
& \leq C\left(T_{0}, \Sigma\right)\left\|L_{\Sigma} \mathcal{M}_{0}\right\|_{\mathcal{C}_{1}}\left\|\mathcal{M}_{0}-I\right\|_{\mathcal{S}_{4}}+C\left(T_{0}, \Sigma\right)\left\|L_{\Sigma}\right\|_{C^{1}(\Sigma)}\left\|\mathcal{M}_{0}-I\right\|_{\mathcal{S}_{4}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\mathcal{M}_{0}-I\right\|_{\mathcal{S}_{4}} \leq C\left(\Sigma, T_{0}, M\right)\|h\|_{\mathcal{S}_{4}^{T}}
\end{align*}
$$

From (3.5.138), (3.5.140) and (3.5.143), we have for all $T \in\left(0, T_{0}\right]$ that

$$
\begin{equation*}
\left\|I_{21}\right\|_{\mathcal{S}_{4}^{T}} \leq C\left(\Sigma, M, T_{0}\right)\|h\|_{\mathcal{W}^{T}}\left\|\varphi_{h}\right\|_{\mathcal{W}^{T}} \tag{3.5.144}
\end{equation*}
$$

Using estimates in [28, Lemma 5.2], we obtain the estimate of $I_{22}$ :

$$
\begin{align*}
& \left\|I_{22}\right\|_{\mathcal{S}_{4}^{T}} \leq C\left(\Sigma, T_{0}\right)\|\beta\|_{\mathcal{C}_{1}^{T}}\left\|D \mathcal{M}_{0} \varphi_{h}\right\|_{\dot{\mathcal{S}}_{4}^{T}}\left(\left\|\nabla_{\Sigma} \alpha\right\|_{\mathcal{S}_{4}^{T}}+\left\|\nabla_{\Sigma} \alpha\right\|_{\mathcal{C}_{0}^{T}}\right) \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|h\|_{\mathcal{W}_{5}^{T}}+\|h\|_{\mathcal{C}_{4}^{T}}\right)\left\|\varphi_{h}\right\|_{\tilde{\mathcal{S}}_{4}^{T}} \tag{3.5.145}
\end{align*}
$$

Since $\varphi_{h} \in \mathcal{\mathcal { W }}_{5}$, the term $I_{23}$ have the estimate

$$
\begin{align*}
& \left\|I_{23}\right\|_{\mathcal{S}_{4}^{T}} \leq C\left(\Sigma, T_{0}\right)\|\beta\|_{\mathcal{C}_{1}}\left\|\nabla_{\Sigma}\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)\right)\right\|_{\mathcal{S}_{4}}\left\|\mathcal{M}_{0}\right\|_{\mathcal{C}_{1}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\nabla_{\Sigma}\left(\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)\right)\right\|_{\AA_{4}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\nabla_{\Sigma}\left(D \mathcal{M}_{0} \varphi\right)\left(\nabla_{\Sigma} h\right)\right\|_{\mathcal{S}_{4}}+C\left(\Sigma, T_{0}, M\right)\left\|\left(D \mathcal{M}_{0} \varphi\right) \nabla_{\Sigma}\left(\nabla_{\Sigma} h\right)\right\|_{\delta_{4}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\nabla_{\Sigma}\left(D \mathcal{M}_{0} \varphi\right)\right\|_{\delta_{4}}\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{4}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)+C\left(\Sigma, T_{0}, M\right)\left\|D \mathcal{M}_{0} \varphi\right\|_{\mathcal{C}_{1}}\left\|\nabla_{\Sigma}^{2} h\right\|_{\mathcal{S}_{4}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|D \mathcal{M}_{0} \varphi\right\|_{\mathcal{S}_{5}}\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{4}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)+C\left(\Sigma, T_{0}, M\right)\|\varphi\|_{\tilde{\mathcal{C}}_{1}}\|h\|_{\mathcal{W}_{5}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|z\|_{\mathcal{W}^{T}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\mathcal{W}^{T}} . \tag{3.5.146}
\end{align*}
$$

Similarly, we obtain the estimate of $I_{24}$ :

$$
\begin{align*}
& \left\|I_{24}\right\|_{\mathcal{S}_{4}^{T}} \leq\left\|\beta\left(\nabla_{\Sigma}\left(\mathcal{M}_{0} \nabla_{\Sigma} \varphi_{h}\right) \mathcal{M}_{0}-\nabla_{\Sigma}^{2} \varphi_{h}\right)\right\|_{\dot{\mathcal{S}}_{4}}+\left\|(\beta-1) \nabla_{\Sigma}^{2} \varphi_{h}\right\|_{\mathfrak{S}_{4}} \\
& \leq C\left(T_{0}\right)\|\beta\|_{\mathcal{C}_{1}}\left\|\left(\mathcal{M}_{0} \nabla_{\Sigma} \varphi_{h}\right) \mathcal{M}_{0}-\nabla_{\Sigma} \varphi_{h}\right\|_{\mathcal{S}_{4}}+C\left(T_{0}\right)\left(\|\beta-1\|_{\mathcal{S}_{4}}+\|\beta-1\|_{\infty}\right)\left\|\nabla_{\Sigma}^{2} \varphi_{h}\right\|_{\delta_{4}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\|h\|_{\mathcal{S}_{4}}\left\|\nabla_{\Sigma} \varphi_{h}\right\|_{\mathcal{S}_{4}}+C\left(\Sigma, T_{0}, M\right)\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{4}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\left\|\nabla_{\Sigma}^{2} \varphi_{h}\right\|_{\delta_{4}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|h\|_{\mathcal{W}_{5}^{T}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\mathcal{W}^{T}} . \tag{3.5.147}
\end{align*}
$$

From the estimates of $I_{21}$ to $I_{24}$, we obtain the estimate of $I_{2}-\left(\operatorname{tr} L_{\Sigma}^{2}+\triangle_{\Sigma}\right) \varphi_{h}$. For all $T \in\left(0, T_{0}\right]$ we have

$$
\begin{equation*}
\left\|I_{2}-\left(\operatorname{tr} L_{\Sigma}^{2}+\triangle_{\Sigma}\right) \varphi_{h}\right\|_{\tilde{\mathcal{S}}_{4}^{T}} \leq C\left(\Sigma, T_{0}, M\right)\left(\|z\|_{\mathcal{W}^{T}}+\|h\|_{\mathcal{C}_{4}^{T}}\right)\|\varphi\|_{\mathcal{W}^{T}} \tag{3.5.148}
\end{equation*}
$$

Consequently, from (3.5.125) and the estimates in (3.5.133), (3.5.134), (3.5.135), (3.5.136) and (3.5.148), we obtain for all $T \in\left(0, T_{0}\right]$ that

$$
\begin{equation*}
\left\|D \mathcal{G}_{2}[z] \varphi\right\|_{\delta_{4}^{T}} \leq C\left(\Sigma, T_{0}, M\right)\left(\|h\|_{\mathcal{C}_{4}^{T}}+\|z\|_{\mathcal{W}^{T}}\right)\left(1+\|h\|_{\mathcal{C}_{2}^{T}}+\|z\|_{\mathcal{W}^{T}}\right)\|\varphi\|_{\dot{\mathcal{W}}^{T}} \tag{3.5.149}
\end{equation*}
$$

### 3.5.3.4 Estimate of $\mathcal{G}_{3}$

Now we study $\mathcal{G}_{3}$. We abbreviate it to

$$
\begin{align*}
\mathcal{G}_{3} & =\mathcal{P}_{\Sigma} \llbracket \nu(\chi)\left(\left(I-\mathcal{M}_{1}\right) \nabla u+\left(\left(I-\mathcal{M}_{1}\right) \nabla u\right)^{\top}\right) \rrbracket \mathcal{M}_{0} \nabla_{\Sigma} h \\
& +\mathcal{P}_{\Sigma} \llbracket \nu(\chi)\left(\mathcal{M}_{1} \nabla u+\left(\mathcal{M}_{1} \nabla u\right)^{\top}\right) \rrbracket n_{\Sigma} \\
& -\left(\left(\llbracket \nu(\chi)\left(\left(I-\mathcal{M}_{1}\right) \nabla u+\left(\left(I-\mathcal{M}_{1}\right) \nabla u\right)^{\top}\right) \rrbracket\left(n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h\right)\right) \cdot n_{\Sigma}\right) \mathcal{M}_{0} \nabla_{\Sigma} h \\
= & I_{1}+I_{2}-I_{3} . \tag{3.5.150}
\end{align*}
$$

To estimate $I_{1}$, we first calculate the Fréchet derivative of $F: z \mapsto\left(I-\mathcal{M}_{1}\right) \nabla u$ :

$$
\begin{equation*}
D F[z] \varphi=\left(-D \mathcal{M}_{1} \varphi_{h}\right)(\nabla u)+\left(I-\mathcal{M}_{1}\right)\left(\nabla \varphi_{u}\right) \tag{3.5.151}
\end{equation*}
$$

which implies that

$$
\begin{align*}
& D I_{1}[z] \varphi=\mathcal{P}_{\Sigma} \llbracket \nu\left(\left(-D \mathcal{M}_{1} \varphi_{h}\right)(\nabla u)+\left(I-\mathcal{M}_{1}\right)\left(\nabla \varphi_{u}\right)\right) \\
& \quad+\nu\left(\left(-D \mathcal{M}_{1} \varphi_{h}\right)(\nabla u)+\left(I-\mathcal{M}_{1}\right)\left(\nabla \varphi_{u}\right)\right)^{\top} \rrbracket \mathcal{M}_{0} \nabla_{\Sigma} h \\
& \quad+\mathcal{P}_{\Sigma} \llbracket \nu(\chi)\left(\left(I-\mathcal{M}_{1}\right) \nabla u+\left(\left(I-\mathcal{M}_{1}\right) \nabla u\right)^{\top}\right) \rrbracket\left(\left(\mathcal{M}_{0} \varphi_{h} L_{\Sigma} \mathcal{M}_{0}\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0}\left(\nabla_{\Sigma} \varphi_{h}\right)\right) \\
& =  \tag{3.5.152}\\
& I_{11}+I_{12} .
\end{align*}
$$

Notice that the estimation of $\llbracket A+A^{\top} \rrbracket$ is equivalent to the estimation of $\llbracket A \rrbracket$. Moreover, the projection matrix $\mathcal{P}_{\Sigma}$ is fixed and thus will only become a constant in the estimation. Suppose that $\|h\|_{\mathcal{C}_{4}}<\delta_{0}$ for some sufficiently small $\delta_{0}(\Sigma)$ and $\|h\|_{\mathcal{C}_{2}}<M$ for some $M$. In $I_{11}$, we first obtain

$$
\begin{align*}
& \left\|\mathbb{L}\left(-D \mathcal{M}_{1} \varphi_{h}\right)(\nabla u)+\left(I-\mathcal{M}_{1}\right)\left(\nabla \varphi_{u}\right) \rrbracket\right\|_{\mathcal{S}_{4}} \\
& \lesssim\left\|\left(-D \mathcal{M}_{1} \varphi_{h}\right)(\nabla u)+\left(I-\mathcal{M}_{1}\right)\left(\nabla \varphi_{u}\right)\right\|_{\mathcal{W}_{6}} \\
& \leq C\left(\Sigma, T_{0}\right)\left\|D \mathcal{M}_{1} \varphi_{h}\right\|_{\mathcal{C}_{1}}\|\nabla u\|_{\mathcal{W}_{6}}+C\left(\Sigma, T_{0}\right)\left\|I-\mathcal{M}_{1}\right\|_{\mathcal{C}_{1}}\left\|\nabla \varphi_{u}\right\|_{\mathcal{W}_{6}}  \tag{3.5.153}\\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}}\|u\|_{\mathcal{W}_{1}}+C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{u}\right\|_{\mathcal{W}_{1}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(1+\|z\|_{\mathcal{W}}\right)\|\varphi\|_{\dot{\mathcal{W}}}
\end{align*}
$$

The estimation of $\mathcal{M}_{0} \nabla_{\Sigma} h=: \alpha$ has been studied in Section 3.5.3.1. To estimate $I_{12}$, we use the same argument as in (3.5.153) to obtain

$$
\begin{equation*}
\left\|\llbracket\left(I-\mathcal{M}_{1}\right) \nabla u \rrbracket\right\|_{\mathcal{S}_{4}} \leq C\left(\Sigma, T_{0}, M\right)\|u\|_{\mathcal{W}_{1}} . \tag{3.5.154}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
\left\|\left(\mathcal{M}_{0} \varphi_{h} L_{\Sigma} \mathcal{M}_{0}\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0}\left(\nabla_{\Sigma} \varphi_{h}\right)\right\|_{\dot{\mathcal{C}}_{1}} \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{h}\right\|_{\tilde{\mathcal{C}}_{2}} \tag{3.5.155}
\end{equation*}
$$

Therefore, by (3.5.153), (3.5.154) and (3.5.155) we have
$\left\|D I_{1}[z] \varphi\right\|_{\dot{\mathcal{S}}_{4}} \leq C\left(\Sigma, T_{0}, M\right)\left(1+\|z\|_{\mathcal{W}}\right)\|\varphi\|_{\mathcal{W}}\left(\|h\|_{\mathcal{W}_{5}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)+C\left(\Sigma, T_{0}, M\right)\|u\|_{\mathcal{W}_{1}}\left\|\varphi_{h}\right\|_{\hat{\mathcal{C}}_{2}}$.

Using almost the same argument as for $I_{1}$, we obtain the Fréchet derivative of $I_{2}$ and $I_{3}$ :

$$
\begin{equation*}
D I_{2} \varphi=\mathcal{P}_{\Sigma} \llbracket \nu\left(\left(D \mathcal{M}_{1} \varphi_{h}\right)(\nabla u)+\mathcal{M}_{1} \nabla \varphi_{u}+\left(\left(D \mathcal{M}_{1} \varphi_{h}\right)(\nabla u)+\mathcal{M}_{1} \nabla \varphi_{u}\right)^{\top}\right) \rrbracket n_{\Sigma} \tag{3.5.157}
\end{equation*}
$$

and

$$
\begin{align*}
& D I_{3} \varphi=\left(\left(\llbracket \nu\left(\left(-D \mathcal{M}_{1} \varphi_{h}\right)(\nabla u)+\left(I-\mathcal{M}_{1}\right)\left(\nabla \varphi_{u}\right)\right)\right.\right. \\
& +\nu\left(\left(-D \mathcal{M}_{1} \varphi_{h}\right)(\nabla u)+\left(I-\mathcal{M}_{1}\right)\left(\nabla \varphi_{u}\right)\right)^{\top} \rrbracket\left(n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h\right) \\
& \left.\left.+\llbracket \nu\left(I-\mathcal{M}_{1}\right) \nabla u+\nu\left(\left(I-\mathcal{M}_{1}\right) \nabla u\right)^{\top} \rrbracket\left(\left(\mathcal{M}_{0} \varphi_{h} L_{\Sigma} \mathcal{M}_{0}\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0}\left(\nabla_{\Sigma} \varphi_{h}\right)\right)\right) \cdot n_{\Sigma}\right) \mathcal{M}_{0} \nabla_{\Sigma} h \\
& +\left(\left(\llbracket \nu\left(I-\mathcal{M}_{1}\right) \nabla u+\nu\left(\left(I-\mathcal{M}_{1}\right) \nabla u\right)^{\top} \rrbracket\left(n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h\right)\right) \cdot n_{\Sigma}\right)\left(D\left(\mathcal{M}_{0} \nabla_{\Sigma} h\right) \varphi_{h}\right) \\
& =: A_{1}+A_{2} . \tag{3.5.158}
\end{align*}
$$

We remind the readers to be careful with the brackets in the term $A_{1}$ due to its complexity. Using the estimates in [28, Proposition 5.1 (a)], we have

$$
\begin{align*}
& \left\|D I_{2} \varphi\right\|_{\mathcal{S}_{4}} \lesssim\left\|\llbracket\left(D \mathcal{M}_{1} \varphi_{h}\right)(\nabla u)+\mathcal{M}_{1} \nabla \varphi_{u} \rrbracket\right\|_{\mathcal{S}_{4}} \\
& \lesssim\left\|\left(D \mathcal{M}_{1} \varphi_{h}\right)(\nabla u)+\mathcal{M}_{1} \nabla \varphi_{u}\right\|_{\mathcal{W}_{6}} \\
& \leq C\left(\Sigma, T_{0}\right)\left\|D \mathcal{M}_{1} \varphi_{h}\right\|_{\mathcal{C}_{1}}\|\nabla u\|_{\mathcal{W}_{6}}+C\left(\Sigma, T_{0}\right)\left(\left\|\mathcal{M}_{1}\right\|_{\mathcal{W}_{6}}+\left\|\mathcal{M}_{1}\right\|_{\infty}\right)\left\|\nabla \varphi_{u}\right\|_{\mathcal{W}_{6}}  \tag{3.5.159}\\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}}\|\nabla u\|_{\mathcal{W}_{6}}+C\left(\Sigma, T_{0}, M\right)\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{W}_{6}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\left\|\nabla \varphi_{u}\right\|_{\mathcal{W}_{6}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{h}\right\|_{\mathcal{W}_{5}}\|u\|_{\mathcal{W}_{1}}+C\left(\Sigma, T_{0}, M\right)\left(\|h\|_{\mathcal{W}_{5}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\left\|\varphi_{u}\right\|_{\mathcal{W}_{1}}
\end{align*}
$$

To estimate $I_{3}$, we need the following estimates. For the term $A_{1}$ in (3.5.158), we abbreviate it to

$$
\begin{equation*}
\left(\left(\llbracket \nu\left(I_{31}+I_{31}^{\top}\right) \rrbracket I_{32}+\llbracket \nu\left(I_{33}+I_{33}^{\top}\right) \rrbracket I_{34}\right) \cdot n_{\Sigma}\right) I_{35}, \tag{3.5.160}
\end{equation*}
$$

where

$$
\begin{align*}
& I_{31}:=\left(-D \mathcal{M}_{1} \varphi_{h}\right)(\nabla u)+\left(I-\mathcal{M}_{1}\right)\left(\nabla \varphi_{u}\right), \\
& I_{32}:=n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h, \\
& I_{33}:=\left(I-\mathcal{M}_{1}\right) \nabla u,  \tag{3.5.161}\\
& I_{34}:=\left(\mathcal{M}_{0} \varphi_{h} L_{\Sigma} \mathcal{M}_{0}\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0}\left(\nabla_{\Sigma} \varphi_{h}\right), \\
& I_{35}:=\mathcal{M}_{0} \nabla_{\Sigma} h .
\end{align*}
$$

For $I_{31}$ we have

$$
\begin{align*}
& \left\|\left(D \mathcal{M}_{1} \varphi_{h}\right)(\nabla u)+\left(I-\mathcal{M}_{1}\right)\left(\nabla \varphi_{u}\right)\right\|_{\mathfrak{\mathcal { W }}_{6}} \\
& \leq C\left(\Sigma, T_{0}\right)\left\|D \mathcal{M}_{1} \varphi_{h}\right\|_{\mathcal{C}_{1}}\|\nabla u\|_{\mathcal{W}_{6}}+C\left(\Sigma, T_{0}\right)\left\|I-\mathcal{M}_{1}\right\|_{\mathcal{C}_{1}}\left\|\nabla \varphi_{u}\right\|_{\mathcal{W}_{6}}  \tag{3.5.162}\\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{h}\right\|_{\tilde{\mathcal{C}}_{2}}\|\nabla u\|_{\mathcal{W}_{6}}+C\left(\Sigma, T_{0}, M\right)\left\|\nabla \varphi_{u}\right\|_{\mathcal{W}_{6}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{h}\right\|_{\mathfrak{\mathcal { W }}_{5}}\|\nabla u\|_{\mathcal{W}_{6}}+C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{u}\right\|_{\mathcal{W}_{1}}
\end{align*}
$$

For $I_{32}$ we have

$$
\begin{equation*}
\left\|n_{\Sigma}-\mathcal{M}_{0} \nabla_{\Sigma} h\right\|_{\mathcal{C}_{1}} \leq C(\Sigma, M) \tag{3.5.163}
\end{equation*}
$$

For $I_{33}$ we have

$$
\begin{equation*}
\left\|\left(I-\mathcal{M}_{1}\right) \nabla u\right\|_{\mathcal{W}_{6}} \leq C\left(\Sigma, T_{0}\right)\left\|I-\mathcal{M}_{1}\right\|_{\mathcal{C}_{1}}\|\nabla u\|_{\mathcal{W}_{6}} \leq C\left(\Sigma, T_{0}, M\right)\|u\|_{\mathcal{W}_{1}} \tag{3.5.164}
\end{equation*}
$$

For $I_{34}$ we have

$$
\begin{align*}
& \left\|\left(\mathcal{M}_{0} \varphi_{h} L_{\Sigma} \mathcal{M}_{0}\right)\left(\nabla_{\Sigma} h\right)+\mathcal{M}_{0}\left(\nabla_{\Sigma} \varphi_{h}\right)\right\|_{\tilde{C}_{1}} \\
& \leq\left\|\mathcal{M}_{0} \varphi_{h} L_{\Sigma} \mathcal{M}_{0}\right\|_{\tilde{\mathcal{C}}_{1}}\left\|\nabla_{\Sigma} h\right\|_{\mathcal{C}_{1}}+\left\|\mathcal{M}_{0}\right\|_{\mathcal{C}_{1}}\left\|\nabla_{\Sigma} \varphi_{h}\right\|_{\mathcal{C}_{1}}  \tag{3.5.165}\\
& \leq C(\Sigma, M)\left\|\varphi_{h}\right\|_{\tilde{C}_{1}}\|h\|_{\mathcal{C}_{2}}+C(\Sigma, M)\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}}
\end{align*}
$$

For $I_{35}$ we have

$$
\begin{equation*}
\left\|\mathcal{M}_{0} \nabla_{\Sigma} h\right\|_{\mathcal{C}_{1}} \lesssim\left\|\mathcal{M}_{0}\right\|_{\mathcal{C}_{1}}\left\|\nabla_{\Sigma} h\right\|_{\mathcal{C}_{1}} \leq C(\Sigma, M)\|h\|_{\mathcal{C}_{2}} \tag{3.5.166}
\end{equation*}
$$

Thus, we have

$$
\begin{align*}
& \left\|\left(\left(\llbracket \nu\left(I_{31}+I_{31}^{\top}\right) \rrbracket I_{32}+\llbracket \nu\left(I_{33}+I_{33}^{\top}\right) \rrbracket I_{34}\right) \cdot n_{\Sigma}\right) I_{35}\right\|_{\mathfrak{S}_{4}} \\
& \leq C\left(\Sigma, T_{0}\right)\left(\left\|\llbracket I_{31} \rrbracket\right\|_{\mathcal{S}_{4}}\left\|I_{32}\right\|_{\mathcal{C}_{1}}+\left\|\llbracket I_{33} \rrbracket\right\|_{\mathcal{S}_{4}}\left\|I_{34}\right\|_{\mathcal{C}_{1}}\right)\left(\left\|I_{35}\right\|_{\mathcal{S}_{4}}+\left\|I_{35}\right\|_{\infty}\right) \\
& \leq C\left(\Sigma, T_{0}\right)\left(\left\|I_{31}\right\|_{\mathcal{W}_{6}}\left\|I_{32}\right\|_{\mathcal{C}_{1}}+\left\|I_{33}\right\|_{\mathcal{W}_{6}}\left\|I_{34}\right\|_{\mathcal{C}_{1}}\right)\left(\left\|I_{35}\right\|_{\mathcal{S}_{4}}+\left\|I_{35}\right\|_{\infty}\right) \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\left\|\varphi_{h}\right\|_{\mathcal{W}_{5}}\|\nabla u\|_{\mathcal{W}_{6}}+\left\|\varphi_{u}\right\|_{\mathcal{W}_{1}}+\|u\|_{\mathcal{W}_{1}}\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}}\|h\|_{\mathcal{C}_{2}}\right. \\
& \left.\quad+\|u\|_{\mathcal{W}_{1}}\left\|\varphi_{h}\right\|_{\tilde{C}_{2}}\right)\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{4}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right) \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|\varphi\|_{\mathcal{W}}\|z\|_{\mathcal{W}}+\|\varphi\|_{\mathcal{W}}+\|z\|_{\mathcal{W}}\|\varphi\|_{\mathcal{W}^{\mathcal{W}}}\|h\|_{\mathcal{C}_{2}}+\|z\|_{\mathcal{W}}\|\varphi\|_{\mathcal{W}}\right)\left(\|h\|_{\mathcal{W}_{5}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right) \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(1+\|z\|_{\mathcal{W}}\right)\left(\|h\|_{\mathcal{W}_{5}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\mathcal{W}} . \tag{3.5.167}
\end{align*}
$$

The term $A_{2}$ in (3.5.158) can be abbreviated to

$$
\begin{equation*}
\left(\left(\llbracket \nu\left(I_{33}+I_{33}^{\top}\right) \rrbracket I_{32}\right) \cdot n_{\Sigma}\right)\left(D \alpha \varphi_{h}\right), \tag{3.5.168}
\end{equation*}
$$

where $\alpha$ is defined in (3.5.98) and estimated in (3.5.96) and (3.5.99). Thus, we have

$$
\begin{align*}
& \left\|\left(\left(\llbracket \nu\left(I_{33}+I_{33}^{\top}\right) \rrbracket I_{32}\right) \cdot n_{\Sigma}\right)\left(D \alpha \varphi_{h}\right)\right\|_{\dot{\mathcal{S}}_{4}} \leq C\left(\Sigma, T_{0}\right)\left\|\llbracket I_{33} \rrbracket\right\|_{\mathcal{S}_{4}}\left\|I_{32}\right\|_{\mathcal{C}_{1}}\left\|D \alpha \varphi_{h}\right\|_{\tilde{\mathcal{C}}_{1}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|I_{33}\right\|_{\mathcal{W}_{6}}\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}} \leq C\left(\Sigma, T_{0}, M\right)\|u\|_{\mathcal{W}_{1}}\left\|\varphi_{h}\right\|_{\tilde{\mathcal{C}}_{2}} \leq C\left(\Sigma, T_{0}, M\right)\|z\|_{\mathcal{W}}\|\varphi\|_{\mathcal{W}} \tag{3.5.169}
\end{align*}
$$

From (3.5.167) and (3.5.169), we obtain

$$
\begin{equation*}
\left\|D I_{3} \varphi\right\|_{\mathcal{S}_{4}} \leq C\left(\Sigma, T_{0}, M\right)\left(1+\|z\|_{\mathcal{W}}\right)\left(\|h\|_{\mathcal{W}_{5}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\mathcal{W}}+C\left(\Sigma, T_{0}, M\right)\|z\|_{\mathcal{W}}\|\varphi\|_{\mathcal{W}} \tag{3.5.170}
\end{equation*}
$$

Consequently, the estimate of $D \mathcal{G}_{3}$ follows (3.5.156), (3.5.159) and (3.5.170). For all $T \in$ $\left(0, T_{0}\right.$ ] we have

$$
\begin{equation*}
\left\|D \mathcal{G}_{3}[z] \varphi\right\|_{\hat{\mathcal{S}}_{4}^{T}} \leq C\left(\Sigma, T_{0}, M\right)\left(1+\|z\|_{\mathcal{W}^{T}}\right)\left(\|z\|_{\mathcal{W}^{T}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\mathcal{W}^{T}} \tag{3.5.171}
\end{equation*}
$$

### 3.5.4 Estimates of nonlinear terms

In this section, we estimate the nonlinear operators $G_{i}$ using the $\mathcal{S}_{i}$ norm with $i=$ $1, \cdots, 5$, using similar ideas as in $[15,28]$. Similar to the arguments before, we still assume $\|h\|_{\mathcal{C}_{4}}<\delta_{0}$ for some sufficiently small $\delta_{0}(\Sigma)$ and $\|h\|_{\mathcal{C}_{2}}<M$. We will also ignore the parameter $T$ in function spaces when there is no confusion.

### 3.5.4.1 Term $G_{1}$

We start with the Fréchet derivative of $G_{1}$. We will use the $\mathcal{S}_{1}$ norm, i.e. the $L^{q}\left([0, T] ; L^{q}(\Omega)\right)$ norm. For the 1st term we have

$$
\begin{equation*}
D\left(\frac{1}{2} \nabla\left(|B|^{2}\right)\right) \varphi=D(\nabla B \cdot B) \varphi=\nabla \varphi_{B} \cdot B+\nabla B \cdot \varphi_{B} \tag{3.5.172}
\end{equation*}
$$

Its estimate is

$$
\begin{align*}
& \left\|\left(D \frac{1}{2} \nabla\left(|B|^{2}\right)\right) \varphi\right\|_{\delta_{1}} \lesssim\left\|\nabla \varphi_{B}\right\|_{\mathcal{C}_{0}}\|B\|_{\mathcal{S}_{1}}+\|\nabla B\|_{\mathcal{S}_{1}}\left\|\nabla \varphi_{B}\right\|_{\mathcal{C}_{0}} \\
& \lesssim\left\|\varphi_{B}\right\|_{\mathfrak{C}_{1}}\|B\|_{\mathcal{S}_{1}}+\|B\|_{\mathcal{W}_{6}}\left\|\varphi_{B}\right\|_{\grave{\mathcal{C}}_{0}}  \tag{3.5.173}\\
& \lesssim\left\|\varphi_{B}\right\|_{\mathcal{W}_{2}}\|B\|_{\mathcal{W}_{2}}+\|B\|_{\mathcal{W}_{2}}\left\|\varphi_{B}\right\|_{\mathcal{W}_{2}} \leq C\left(\Sigma, T_{0}\right)\|z\|_{\mathcal{W}}\|\varphi\|_{\mathcal{W}_{\mathcal{W}}}
\end{align*}
$$

The 2nd and 3rd terms can be estimated using exactly the same argument and function spaces. For the 4th term we have

$$
\begin{equation*}
D\left(\mathcal{M}_{3} \nabla u\right) \varphi=\left(D \mathcal{M}_{3} \varphi_{h}\right) \nabla u+\mathcal{M}_{3} \nabla \varphi_{u} \tag{3.5.174}
\end{equation*}
$$

Using (3.5.83), we have

$$
\begin{align*}
& \left\|D\left(\mathcal{M}_{3} \nabla u\right) \varphi\right\|_{\mathcal{S}_{1}} \lesssim\left\|D \mathcal{M}_{3} \varphi_{h}\right\|_{\mathfrak{C}_{0}}\|\nabla u\|_{\mathcal{S}_{1}}+\left\|\mathcal{M}_{3}\right\|_{\mathcal{S}_{1}}\left\|\nabla \varphi_{u}\right\|_{\mathcal{C}_{0}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{h}\right\|_{\mathcal{C}_{1}}\|u\|_{\mathcal{W}_{1}}+C\left(\Sigma, T_{0}, M\right)\left\|\partial_{t} h\right\|_{\mathcal{S}_{1}}\left\|\varphi_{u}\right\|_{\mathcal{W}_{1}}  \tag{3.5.175}\\
& \leq C\left(\Sigma, T_{0}, M\right)\|z\|_{\mathcal{W}}\|\varphi\|_{\dot{\mathcal{W}}} .
\end{align*}
$$

For the 5th term we have

$$
\begin{equation*}
D\left(u \mathcal{M}_{1} \nabla u\right) \varphi=\varphi_{u} \mathcal{M}_{1} \nabla u+u\left(D \mathcal{M}_{1} \varphi_{h}\right) \nabla u+u \mathcal{M}_{1} \nabla \varphi_{u} \tag{3.5.176}
\end{equation*}
$$

Its estimate is

$$
\begin{align*}
& \left\|D\left(u \mathcal{M}_{1} \nabla u\right) \varphi\right\|_{\mathcal{S}_{1}} \\
& \lesssim\left\|\varphi_{u}\right\|_{\mathcal{C}_{0}}\left\|\mathcal{M}_{1}\right\|_{\mathcal{C}_{0}}\|\nabla u\|_{\mathcal{S}_{1}}+\|u\|_{\infty}\left\|D \mathcal{M}_{1} \varphi_{h}\right\|_{\mathcal{C}_{0}}\|\nabla u\|_{\mathcal{S}_{1}}+\|u\|_{\mathcal{S}_{1}}\left\|\mathcal{M}_{1}\right\|_{\mathcal{C}_{0}}\left\|\nabla \varphi_{u}\right\|_{\mathcal{C}_{0}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\left\|\varphi_{u}\right\|_{\mathcal{C}_{0}}\|h\|_{\mathcal{C}_{3}}\|u\|_{\mathcal{W}_{1}}+\|u\|_{\infty}\left\|\varphi_{h}\right\|_{\mathcal{C}_{3}}\|u\|_{\mathcal{W}_{1}}+\|u\|_{\mathcal{W}_{1}}\|h\|_{\mathcal{C}_{3}}\left\|\varphi_{u}\right\|_{\mathcal{C}_{3}}\right) \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|h\|_{\mathcal{C}_{3}}+\|u\|_{\infty}\right)\|z\|_{\mathcal{W}}\|\varphi\|_{\mathcal{W}} . \tag{3.5.177}
\end{align*}
$$

Using the same argument, we obtain the estimate of the 6th term:

$$
\begin{equation*}
\left\|D\left(B \mathcal{M}_{1} \nabla B\right) \varphi\right\|_{\dot{\mathcal{S}}_{1}} \leq C\left(\Sigma, T_{0}, M\right)\left(\|h\|_{\mathcal{C}_{1}}+\|B\|_{\infty}\right)\|z\|_{\mathcal{W}}\|\varphi\|_{\dot{\mathcal{W}}} . \tag{3.5.178}
\end{equation*}
$$

For the 7th term we have

$$
\begin{equation*}
D\left(\frac{1}{2} \mathcal{M}_{1} \nabla\left(|B|^{2}\right)\right) \varphi=\left(D \mathcal{M}_{1} \varphi\right) \nabla B B+\mathcal{M}_{1} \nabla \varphi_{B} B+\mathcal{M}_{1} \nabla B \varphi_{B} \tag{3.5.179}
\end{equation*}
$$

Estimating by terms, we obtain

$$
\begin{align*}
& \left\|\left(D \mathcal{M}_{1} \varphi\right) \nabla B B\right\|_{\mathfrak{S}_{1}} \lesssim\left\|D \mathcal{M}_{1} \varphi_{h}\right\|_{\mathcal{C}_{0}}\|\nabla B\|_{\mathcal{S}_{1}}\|B\|_{\infty}  \tag{3.5.180}\\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{h}\right\|_{\mathcal{W}_{5}}\|B\|_{\mathcal{W}_{2}}\|B\|_{\infty} \leq C\left(\Sigma, T_{0}, M\right)\|\varphi\|_{\mathcal{W}}\|z\|_{\mathcal{W}}\|B\|_{\infty} \\
& \left\|\mathcal{M}_{1} \nabla \varphi_{B} B\right\|_{\mathcal{S}_{1}} \lesssim\left\|\mathcal{M}_{1}\right\|_{\mathcal{C}_{0}}\left\|\nabla \varphi_{B}\right\|_{\mathcal{C}_{0}}\|B\|_{\mathcal{S}_{1}}  \tag{3.5.181}\\
& \leq C\left(\Sigma, T_{0}, M\right)\|h\|_{\mathcal{C}_{3}}\left\|\varphi_{B}\right\|_{\mathfrak{\mathcal { W }}_{2}}\|B\|_{\mathcal{W}_{2}} \leq C\left(\Sigma, T_{0}, M\right)\|h\|_{\mathcal{C}_{3}}\|\varphi\|_{\mathcal{W}}\|z\|_{\mathcal{W}}
\end{align*}
$$

and

$$
\begin{align*}
& \left\|\mathcal{M}_{1} \nabla B \varphi_{B}\right\|_{\mathcal{S}_{1}} \lesssim\left\|\mathcal{M}_{1}\right\|_{\mathcal{C}_{0}}\left\|\varphi_{B}\right\|_{\mathcal{C}_{0}}\|\nabla B\|_{\mathcal{S}_{1}}  \tag{3.5.182}\\
& \leq C\left(\Sigma, T_{0}, M\right)\|h\|_{\mathcal{C}_{3}}\left\|\varphi_{B}\right\|_{\mathcal{W}_{2}}\|B\|_{\mathcal{W}_{2}} \leq C\left(\Sigma, T_{0}, M\right)\|h\|_{\mathcal{C}_{3}}\|\varphi\|_{\mathcal{W}}\|z\|_{\mathcal{W}} .
\end{align*}
$$

Thus, we have

$$
\begin{equation*}
\left\|D\left(\frac{1}{2} \mathcal{M}_{1} \nabla\left(|B|^{2}\right)\right) \varphi\right\|_{\delta_{\mathcal{S}}} \leq C\left(\Sigma, T_{0}, M\right)\left(\|h\|_{\mathcal{C}_{3}}+\|B\|_{\infty}\right)\|z\|_{\mathcal{W}}\|\varphi\|_{\mathfrak{W}} \tag{3.5.183}
\end{equation*}
$$

For the 8th term we have

$$
\begin{equation*}
D\left(\mathcal{M}_{1} \nabla p\right) \varphi=\left(D \mathcal{M}_{1} \varphi_{h}\right) \nabla p+\mathcal{M}_{1} \nabla \varphi_{p} . \tag{3.5.184}
\end{equation*}
$$

For any $\varphi \in \mathcal{W}$ we have the estimate

$$
\begin{align*}
& \left\|D\left(\mathcal{M}_{1} \nabla p\right) \varphi\right\|_{\mathcal{S}_{1}} \lesssim\left\|D \mathcal{M}_{1} \varphi_{h}\right\|_{\tilde{\mathcal{C}}_{0}}\|\nabla p\|_{\mathcal{S}_{1}}+\left\|\mathcal{M}_{1}\right\|_{\infty}\left\|\nabla \varphi_{p}\right\|_{\mathcal{S}_{1}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{h}\right\|_{\tilde{\mathcal{C}}_{1}}\|p\|_{\mathcal{W}_{3}}+C\left(\Sigma, T_{0}, M\right)\left\|\nabla_{\Sigma} h\right\|_{\infty}\left\|\varphi_{p}\right\|_{\mathcal{W}_{3}}  \tag{3.5.185}\\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{h}\right\|_{\mathcal{W}_{5}}\|p\|_{\mathcal{W}_{3}}+C\left(\Sigma, T_{0}, M\right)\left\|\nabla_{\Sigma} h\right\|_{\infty}\left\|\varphi_{p}\right\|_{\mathcal{W}_{3}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|z\|_{\mathcal{W}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\mathcal{W}} .
\end{align*}
$$

For the 9 th term, notice that the viscosity $\nu$ is a fixed function in the transformed equations since the interface has been pulled to a fixed interface. Thus, we have

$$
\begin{equation*}
D\left(\nu \mathcal{M}_{4}: \nabla^{2} u\right) \varphi=\nu\left(D \mathcal{M}_{4} \varphi_{h}\right): \nabla^{2} u+\nu \mathcal{M}_{4}: \nabla^{2} \varphi_{u} \tag{3.5.186}
\end{equation*}
$$

For any $\varphi \in \mathcal{W}$ we have the estimate

$$
\begin{align*}
& \left\|D\left(\nu \mathcal{M}_{4}: \nabla^{2} u\right) \varphi\right\|_{\mathcal{S}_{1}} \lesssim\left\|D \mathcal{M}_{4} \varphi_{h}\right\|_{\mathcal{C}_{0}}\left\|\nabla^{2} u\right\|_{\mathcal{S}_{1}}+\left\|\mathcal{M}_{4}\right\|_{\infty}\left\|\nabla^{2} \varphi_{u}\right\|_{\mathcal{S}_{1}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{h}\right\|_{\mathcal{C}_{3}}\|u\|_{\mathcal{W}_{1}}+C\left(\Sigma, T_{0}, M\right)\left\|\nabla_{\Sigma} h\right\|_{\infty}\left\|\varphi_{u}\right\|_{\mathcal{W}_{1}}  \tag{3.5.187}\\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{h}\right\|_{\mathcal{W}_{5}}\|u\|_{\mathcal{W}_{1}}+C\left(\Sigma, T_{0}, M\right)\left\|\nabla_{\Sigma} h\right\|_{\infty}\left\|\varphi_{u}\right\|_{\mathcal{W}_{1}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|z\|_{\mathcal{W}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\mathcal{W}} .
\end{align*}
$$

For the 10 th term we have

$$
\begin{equation*}
D\left(\nu \mathcal{M}_{2} \cdot(\nabla u)\right) \varphi=\nu\left(D \mathcal{M}_{2} \varphi_{h}\right) \cdot(\nabla u)+\nu \mathcal{M}_{2} \cdot\left(\nabla \varphi_{u}\right) \tag{3.5.188}
\end{equation*}
$$

For any $\varphi \in \mathcal{W}$ we have the estimate

$$
\begin{align*}
& \left\|D\left(\nu \mathcal{M}_{2} \cdot(\nabla u)\right) \varphi\right\|_{\mathcal{S}_{1}} \lesssim\left\|D \mathcal{M}_{2} \varphi_{h}\right\|_{\mathcal{C}_{0}}\|\nabla u\|_{\mathcal{S}_{1}}+\left\|\mathcal{M}_{2}\right\|_{\infty}\left\|\nabla \varphi_{u}\right\|_{\mathcal{S}_{1}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{h}\right\|_{\mathcal{C}_{4}}\|u\|_{\mathcal{W}_{1}}+C\left(\Sigma, T_{0}, M\right)\left\|\nabla_{\Sigma} h\right\|_{\infty}\left\|\varphi_{u}\right\|_{\mathcal{W}_{1}}  \tag{3.5.189}\\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|z\|_{\mathcal{W}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\dot{\mathcal{W}}} .
\end{align*}
$$

Combining the estimates of all these 10 terms, we obtain

$$
\begin{equation*}
\left\|D G_{1}[z] \varphi\right\|_{\mathcal{S}_{1}} \leq C\left(\Sigma, T_{0}, M\right)\left(\left\|\nabla_{\Sigma} h\right\|_{\infty}+\left(1+\|u\|_{\infty}+\|B\|_{\infty}\right)\|z\|_{\mathcal{W}}\right)\|\varphi\|_{\mathcal{W}} \tag{3.5.190}
\end{equation*}
$$

### 3.5.4.2 Term $G_{2}$

Now we estimate $G_{2}$ using the $\mathcal{S}_{2}$ norm, which is equal to the $\mathcal{S}_{1}$ norm. The 1 st and 2 nd terms $u \nabla B$ and $B \nabla u$ can be treated using the same argument as in (3.5.172) and (3.5.173) since their structures and spaces are exactly the same. Thus, we have

$$
\begin{equation*}
\|D(u \nabla B) \varphi\|_{\mathcal{S}_{2}} \leq C\|z\|_{\mathcal{W}}\|\varphi\|_{\mathcal{W}} \tag{3.5.191}
\end{equation*}
$$

and

$$
\begin{equation*}
\|D(B \nabla u) \varphi\|_{\mathcal{S}_{2}} \leq C\|z\|_{\mathcal{W}}\|\varphi\|_{\mathcal{W}} . \tag{3.5.192}
\end{equation*}
$$

The 3rd and 4th terms $u \mathcal{M}_{1} \nabla B$ and $B \mathcal{M}_{1} \nabla u$ can be treated using the same argument as in (3.5.176) and (3.5.177), which implies

$$
\begin{align*}
& \left\|D\left(u \mathcal{M}_{1} \nabla B\right) \varphi\right\|_{\mathcal{S}_{2}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left\|\varphi_{u}\right\|_{\mathcal{C}_{0}}\|h\|_{\mathcal{C}_{3}}\|B\|_{\mathcal{W}_{2}}+C\left(\Sigma, T_{0}, M\right)\|u\|_{\infty}\left\|\varphi_{h}\right\|_{\mathcal{C}_{3}}\|B\|_{\mathcal{W}_{2}}  \tag{3.5.193}\\
& \quad+C\left(\Sigma, T_{0}, M\right)\|u\|_{\mathcal{W}_{1}}\|h\|_{\mathcal{C}_{3}}\left\|\varphi_{B}\right\|_{\mathfrak{C}_{3}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|h\|_{\mathcal{C}_{3}}+\|u\|_{\infty}\right)\|z\|_{\mathcal{W}}\|\varphi\|_{\mathcal{W}},
\end{align*}
$$

and

$$
\begin{equation*}
\left\|D\left(B \mathcal{M}_{1} \nabla u\right) \varphi\right\|_{\mathcal{S}_{2}} \leq C\left(\Sigma, T_{0}, M\right)\left(\|h\|_{\mathcal{C}_{3}}+\|B\|_{\infty}\right)\|z\|_{\mathcal{W}}\|\varphi\|_{\mathcal{W}} \tag{3.5.194}
\end{equation*}
$$

The 5th, 6th and 7th terms $\mathcal{M}_{3} \nabla B, \sigma \mathcal{M}_{4}: \nabla^{2} B$, and $\sigma \mathcal{M}_{2} \cdot \nabla B$ can be treated using the same argument as in (3.5.175), (3.5.187), and (3.5.189), which implies

$$
\begin{gather*}
\left\|D\left(\mathcal{M}_{3} \nabla B\right) \varphi\right\|_{\mathcal{S}_{2}} \leq C\left(\Sigma, T_{0}, M\right)\|z\|_{\mathcal{W}}\|\varphi\|_{\mathcal{W}}  \tag{3.5.195}\\
\left\|D\left(\sigma \mathcal{M}_{4}: \nabla^{2} B\right) \varphi\right\|_{\mathcal{S}_{2}} \leq C\left(\Sigma, T_{0}, M\right)\left(\|z\|_{\mathcal{W}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\mathcal{W}} \tag{3.5.196}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|D\left(\sigma \mathcal{M}_{2} \cdot(\nabla B)\right) \varphi\right\|_{\mathcal{S}_{2}} \leq C\left(\Sigma, T_{0}, M\right)\left(\|z\|_{\mathcal{W}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\mathcal{W}} \tag{3.5.197}
\end{equation*}
$$

Consequently, we have the same estimate as in (3.5.190):

$$
\begin{equation*}
\left\|D G_{2}[z] \varphi\right\|_{\mathcal{S}_{2}} \leq C\left(\Sigma, T_{0}, M\right)\left(\left\|\nabla_{\Sigma} h\right\|_{\infty}+\left(1+\|u\|_{\infty}+\|B\|_{\infty}\right)\|z\|_{\mathcal{W}}\right)\|\varphi\|_{\mathcal{W}} . \tag{3.5.198}
\end{equation*}
$$

### 3.5.4.3 Term $G_{3}$

For term $G_{3}$, we only need to estimate $\mathcal{M}_{1}: \nabla u$. Its Fréchet derivative is

$$
\begin{equation*}
D G_{3} \varphi=D\left(\mathcal{M}_{1}: \nabla u\right) \varphi=\left(D \mathcal{M}_{1} \varphi_{h}\right): \nabla u+\mathcal{M}_{1}: \nabla \varphi_{u} \tag{3.5.199}
\end{equation*}
$$

Suppose that $\|h\|_{\mathcal{C}_{4}}<\delta_{0}$ and $\|h\|_{\mathcal{C}_{2}}<M$. For all $\varphi \in \mathcal{W}$, using similar ideas as in [28, (5.20)], we have

$$
\begin{align*}
& \left\|D G_{3} \varphi\right\|_{\mathcal{S}_{3}}=\left\|D\left(\mathcal{M}_{1}: \nabla u\right) \varphi\right\|_{\mathcal{S}_{3}} \\
& \leq\left\|D\left(\mathcal{M}_{1}: \nabla u\right) \varphi\right\|_{\dot{W}^{1, q}\left([0, T] ; \dot{W}^{-1, q}(\Omega)\right)}+\left\|D\left(\mathcal{M}_{1}: \nabla u\right) \varphi\right\|_{L^{q}\left([0, T] ; W^{1, q}(\Omega)\right)} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\left\|\nabla_{\Sigma} h\right\|_{\infty}+\|h\|_{\mathcal{W}_{5}^{T}}+\|u\|_{\mathcal{W}_{1}^{T}}\right)\left(\left\|\varphi_{u}\right\|_{\mathcal{W}_{1}^{T}}+\left\|\varphi_{h}\right\|_{\mathcal{W}_{5}^{T}}\right)  \tag{3.5.200}\\
& \quad+C\left\|D \mathcal{M}_{1} \varphi_{h}\right\|_{\mathcal{C}_{3}^{T}}\|\nabla u\|_{\mathcal{W}_{1}^{T}}+C\left\|\mathcal{M}_{1}\right\|_{\mathcal{C}_{3}^{T}}\left\|\nabla \varphi_{u}\right\|_{\mathcal{W}_{1}^{T}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\left\|\nabla_{\Sigma} h\right\|_{\infty}+\|z\|_{\mathcal{W}}\right)\|\varphi\|_{\mathcal{W}^{T}} .
\end{align*}
$$

### 3.5.4.4 Term $G_{4}$

For term $G_{4}$, all its components have been studied in Section 3.5.3. We estimate its Fréchet derivative

$$
\begin{equation*}
D G_{4} \varphi=\left(D \mathcal{G}_{1} \varphi_{h}+D \mathcal{G}_{2} \varphi_{h}+\kappa\left(\operatorname{tr} L_{\Sigma}^{2}\right) \varphi_{h}\right) n_{\Sigma}+D \mathcal{G}_{3} \varphi_{h} \tag{3.5.201}
\end{equation*}
$$

When $\|h\|_{\mathcal{C}_{4}}<\delta_{0}$ and $\|h\|_{\mathcal{C}_{2}}<M$, using (3.5.108), (3.5.149) and (3.5.171), we obtain for all $\varphi \in \mathcal{W}$ and all $T \in\left(0, T_{0}\right]$ that

$$
\begin{align*}
& \| D G_{4} \varphi\left\|_{\mathcal{S}_{4}^{T}} \lesssim\right\| D \mathcal{G}_{1} \varphi_{h}\left\|_{\mathcal{S}_{4}}+\right\| D \mathcal{G}_{2} \varphi_{h}\left\|_{\mathcal{S}_{4}}+\right\| \operatorname{tr} L_{\Sigma}^{2} \varphi_{h}\left\|_{\dot{\mathcal{S}}_{4}}+\right\| D \mathcal{G}_{3} \varphi_{h} \|_{\delta_{4}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|z\|_{\mathcal{W}}+\|h\|_{\mathcal{C}_{4}}\right)\|\varphi\|_{\mathcal{W}} \\
& \quad+C\left(\Sigma, T_{0}, M\right)\left(\|h\|_{\mathcal{C}_{4}}+\|z\|_{\mathcal{W}}\right)\left(1+\|h\|_{\mathcal{C}_{2}}+\|z\|_{\mathcal{W}}\right)\|\varphi\|_{\dot{\mathcal{W}}}+C\left\|\operatorname{tr} L_{\Sigma}^{2} \varphi_{h}\right\|_{\dot{S}_{4}} \\
& \quad+C\left(\Sigma, T_{0}, M\right)\left(1+\|z\|_{\mathcal{W}}\right)\left(\|h\|_{\mathcal{C}_{4}}+\|z\|_{\mathcal{W}}\right)\|\varphi\|_{\mathcal{W}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(1+\|h\|_{\mathcal{C}_{2}^{T}}+\|z\|_{\mathcal{W}^{T}}\right)\left(\|h\|_{\mathcal{C}_{4}^{T}}+\|z\|_{\mathcal{W}^{T}}\right)\|\varphi\|_{\mathcal{W}^{T}}+C\left\|\operatorname{tr} L_{\Sigma}^{2} \varphi_{h}\right\|_{\mathcal{S}_{4}^{T}} . \tag{3.5.202}
\end{align*}
$$

### 3.5.4.5 Term $G_{5}$

In the term $G_{5}$, we recall that $b$ is a fixed auxiliary function for linearity. The details of the term $b$ can be found in [15]. For all $\varphi \in \mathcal{W}$ we have

$$
\begin{align*}
D G_{5} \varphi=- & \left(\left(D \mathcal{M}_{0} \varphi_{h}\right)\left(\nabla_{\Sigma} h\right)\right) \cdot u+\left(\left(I-\mathcal{M}_{0}\right) \nabla_{\Sigma} \varphi_{h}\right) \cdot u \\
& +\left(\left(I-\mathcal{M}_{0}\right) \nabla_{\Sigma} h\right) \cdot \varphi_{u}-\varphi_{u} \cdot \nabla_{\Sigma} h+(b-u) \cdot \nabla_{\Sigma} \varphi_{h}  \tag{3.5.203}\\
= & -I_{1}+I_{2}+I_{3}-I_{4}+I_{5} .
\end{align*}
$$

Suppose that $\|h\|_{\mathcal{C}_{4}}<\delta_{0}$ and $\|h\|_{\mathcal{C}_{2}}<M$. From [26, Proposition 5.1 (a) and Lemma 5.5], we have for all $T \in\left(0, T_{0}\right]$ that

$$
\begin{align*}
& \left\|I_{1}\right\|_{\mathcal{S}_{5}^{T}} \leq C\left(\Sigma, T_{0}\right)\left\|u^{\top}\left(D \mathcal{M}_{0} \varphi_{h}\right)\right\|_{\mathcal{S}_{5}}\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{5}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right) \\
& \leq C\left(T_{0}\right)\|u\|_{\mathcal{S}_{5}}\left\|D \mathcal{M}_{0} \varphi_{h}\right\|_{\mathcal{C}_{2}}\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{5}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right) \\
& \leq C\left(\Sigma, T_{0}, M\right)\|u\|_{\mathcal{S}_{5}}\left\|\varphi_{h}\right\|_{\mathcal{C}_{2}}\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{5}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)  \tag{3.5.204}\\
& \leq C\left(\Sigma, T_{0}, M\right)\|u\|_{\mathcal{W}_{1}}\left\|\varphi_{h}\right\|_{\mathcal{W}_{5}}\left(\|h\|_{\mathcal{W}_{5}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right) \\
& \leq C\left(\Sigma, T_{0}, M\right)\|z\|_{\mathcal{W}^{T}}\left(\|z\|_{\mathcal{W}^{T}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\mathcal{W}^{T}} .
\end{align*}
$$

Since $I-\mathcal{M}_{0}=\left(I-h L_{\Sigma}\right)^{-1}\left(\left(I-h L_{\Sigma}\right)-I\right)=-\mathcal{M}_{0} L_{\Sigma} h$, we have

$$
\begin{align*}
& \left\|I_{2}\right\|_{\mathcal{S}_{5}^{T}}=\left\|\left(\left(\mathcal{M}_{0} L_{\Sigma} h\right) \nabla_{\Sigma} \varphi_{h}\right) \cdot u\right\|_{\mathcal{S}_{5}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|h\|_{\mathcal{S}_{5}}+\|h\|_{\infty}\right)\left(\|u\|_{\mathcal{S}_{5}}+\|u\|_{\infty}\right)\left\|\nabla_{\Sigma} \varphi_{h}\right\|_{\mathcal{S}_{5}}  \tag{3.5.205}\\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|z\|_{\mathcal{W}^{T}}+\|h\|_{\infty}\right)\left(\|z\|_{\mathcal{W}^{T}}+\|u\|_{\infty}\right)\|\varphi\|_{\mathcal{W}^{T}} .
\end{align*}
$$

Similarly, we obtain the estimates for $I_{3}, I_{4}$ and $I_{5}$ :

$$
\begin{align*}
& \left\|I_{3}\right\|_{\mathcal{S}_{5}^{T}}=\left\|\left(\left(\mathcal{M}_{0} L_{\Sigma} h\right) \nabla_{\Sigma} h\right) \cdot \varphi_{u}\right\|_{\mathcal{S}_{5}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|h\|_{\mathcal{S}_{5}}+\|h\|_{\infty}\right)\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{5}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\left\|\varphi_{u}\right\|_{\mathcal{S}_{5}}  \tag{3.5.206}\\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|h\|_{\mathcal{S}_{5}}+\|h\|_{\infty}\right)\left(\|h\|_{\mathcal{W}_{5}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\left\|\varphi_{u}\right\|_{\delta_{5}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(\|z\|_{\mathcal{W}^{T}}+\|h\|_{\infty}\right)\left(\|z\|_{\mathcal{W}^{T}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\mathcal{W}^{T}} \\
& \left\|I_{4}\right\|_{\mathcal{S}_{5}^{T}} \leq C\left(\Sigma, T_{0}\right)\left(\left\|\nabla_{\Sigma} h\right\|_{\mathcal{S}_{5}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\left\|\varphi_{u}\right\|_{\mathcal{S}_{5}}  \tag{3.5.207}\\
& \leq C\left(\Sigma, T_{0}\right)\left(\|z\|_{\mathcal{W}^{T}}+\left\|\nabla_{\Sigma} h\right\|_{\infty}\right)\|\varphi\|_{\mathcal{W}^{T}},
\end{align*}
$$

and

$$
\begin{align*}
& \left\|I_{5}\right\|_{\mathcal{S}_{5}^{T}} \leq C\left(\Sigma, T_{0}\right)\left(\|b-u\|_{\mathcal{S}_{5}}+\|b-u\|_{\infty}\right)\left\|\varphi_{h}\right\|_{\mathcal{S}_{5}} \\
& \leq C\left(\Sigma, T_{0}\right)\left(\|b-u\|_{\mathcal{S}_{5}^{T}}+\|b-u\|_{\infty}\right)\|\varphi\|_{\mathcal{W}^{T}} \tag{3.5.208}
\end{align*}
$$

Consequently, we have

$$
\begin{align*}
\left\|D G_{5} \varphi\right\|_{\mathcal{S}_{5}} \leq & C\left(\Sigma, T_{0}, M\right)\left(1+\|z\|_{\mathcal{W}}+\|h\|_{\infty}+\|u\|_{\infty}\right)\left(\|z\|_{\mathcal{W}}+\|h\|_{\mathcal{C}_{4}}\right)\|\varphi\|_{\mathcal{W}}  \tag{3.5.209}\\
& +C\left(\Sigma, T_{0}\right)\left(\|b-u\|_{\mathcal{S}_{5}}+\|b-u\|_{\infty}\right)\|\varphi\|_{\mathcal{W}}
\end{align*}
$$

### 3.5.4.6 Estimate of operator $G$

Combining (3.5.190), (3.5.198), (3.5.200), (3.5.202) and (3.5.209), we have the following estimate.

Proposition 3.5.5. Given any $C^{3}$ surface $\Sigma$, there exists $\delta_{0}(\Sigma) \in(0,1)$ sufficiently small, such that for all $T_{0}>0$ and all $z=(u, B, p, \varpi, h) \in \mathcal{W}$, if

1. $\|h\|_{\mathcal{C}_{4}^{T_{0}}}<\delta_{0}$;
2. $\|h\|_{\mathcal{C}_{2}^{T_{0}}} \leq M$ for some $M>0$;
then for all $T \in\left(0, T_{0}\right]$ we have the estimate

$$
\begin{align*}
& \|D G[z] \varphi\|_{\mathcal{S}^{T}} \\
& \leq C\left(\Sigma, T_{0}, M\right)\left(1+\|u\|_{L^{\infty}([0, T] \times \Omega)}+\|B\|_{L^{\infty}([0, T] \times \Omega)}+\|h\|_{\mathcal{C}_{2}^{T}}+\|z\|_{\mathcal{W}^{T}}\right) \\
& \quad \cdot\left(\|h\|_{\mathcal{C}_{4}^{T}}+\|z\|_{\mathcal{W}^{T}}\right)\|\varphi\|_{\mathcal{W}^{T}}  \tag{3.5.210}\\
& \quad+C\left\|\operatorname{tr} L_{\Sigma}^{2} \varphi_{h}\right\|_{\mathcal{S}_{4}^{T}}+C\left(\Sigma, T_{0}\right)\left(\|b-u\|_{\mathcal{S}_{5}^{T}}+\|b-u\|_{L^{\infty}([0, T] \times \Sigma)}\right)\|\varphi\|_{\mathcal{W}^{T}}
\end{align*}
$$

for all $\varphi=\left(\varphi_{u}, \varphi_{B}, \varphi_{p}, \varphi_{\varpi}, \varphi_{h}\right) \in \mathcal{W}^{T}$.

### 3.6 Local Existence

In this section, we study the existence of strong solutions. Without loss of generality, we fix $T_{0}>0$ and only consider time intervals $[0, T] \subseteq\left[0, T_{0}\right]$. We first consider the case that the initial interface is a $C^{3}$ surface. In this case, we choose the initial interface itself to be the reference surface, which implies that the initial height function $h_{0}=0$. Next, we study the case that the initial interface is a $W^{3-2 / q}$ surface and is close to some $C^{3}$ surface in the sense of $C^{2}$ norm.

### 3.6.1 $C^{3}$ initial interface

Suppose that we have the initial condition

$$
u_{0} \in W^{2-\frac{2}{q}, q}\left(\Omega \backslash \Gamma_{0}\right) \cap C(\Omega), \quad B_{0} \in W^{2-\frac{2}{q}, q}(\Omega), \quad \text { and } \quad \Gamma_{0} \in C^{3},
$$

which satisfy:

1. $\operatorname{div} u_{0}=0$ in $\Omega \backslash \Gamma_{0} ; \operatorname{div} B_{0}=0$ in $\Omega ;$
2. $u_{0}=B_{0}=0$ on $\partial \Omega$;
3. $\Gamma_{0}$ is a closed interface and $\Gamma_{0} \cap \partial \Omega=\emptyset$;
4. $\mathcal{P}_{\Gamma_{0}} \llbracket \nu \tilde{D} u_{0} \rrbracket n_{\Gamma_{0}}=0$.

Letting the reference surface be $\Sigma:=\Gamma_{0}$, then we have $h_{0}=0, \bar{u}_{0}=u_{0}$ and $\overline{B_{0}}=B_{0}$. The solution can be obtained by first finding an auxiliary solution with initial value $u_{0}$ and $B_{0}$, then finding the remaining part, which has an initial value of 0 .

Picking an arbitrary $T_{0}>0$, using the same argument as in [15, Theorem 2], we can extend the initial value $u_{0}$ to a function $u_{b} \in \mathcal{W}_{1}^{T_{0}}$. Letting $b$ be the restriction of $u_{b}$ to $\Sigma$, i.e.

$$
\begin{equation*}
b:=\left.u_{b}\right|_{\left[0, T_{0}\right] \times \Sigma} . \tag{3.6.1}
\end{equation*}
$$

We recall the solution operator $S$ in Section 3.4, which allows us to define the auxiliary solution by

$$
\begin{equation*}
z_{\alpha}:=\left(u_{\alpha}, B_{\alpha}, p_{\alpha}, \varpi_{\alpha}, h_{\alpha}\right):=S_{\left(u_{0}, B_{0}, 0, b\right)}(0,0,0,0,0) \tag{3.6.2}
\end{equation*}
$$

Next, similarly as in [15], we consider the equation

$$
\begin{equation*}
L\left(z+z_{\alpha}\right)=G\left(z+z_{\alpha}\right), \quad z(0)=0 \tag{3.6.3}
\end{equation*}
$$

with $z \in \mathcal{W}$. The sum $z+z_{\alpha}$ will then solve the transformed equations with initial value $\left(u_{0}, B_{0}, h_{0}\right)=\left(u_{0}, B_{0}, 0\right)$. The equation (3.6.3) implies

$$
L z=G\left(z+z_{\alpha}\right)-L z_{\alpha} .
$$

When $t=0$, the right-hand side turns to $G\left(z_{0}\right)-L\left(z_{0}\right)$. The compatibility conditions for $G\left(z_{0}\right)-L\left(z_{0}\right)$ are div $u_{0}=0$ and $\left(I-n_{\Gamma_{0}} \otimes n_{\Gamma_{0}}\right) \llbracket \nu\left(\nabla u_{0}+\nabla u_{0}^{\top}\right) \rrbracket n_{\Gamma_{0}}=0$, which are exactly included in the requirements of the initial conditions. Thus, using the solution operator $S_{(0,0,0, b)}$ and the fact that $L z_{\alpha}=0$, we obtain the equation

$$
\begin{equation*}
z=S_{(0,0,0, b)} G\left(z+z_{\alpha}\right)=: K(z) \tag{3.6.4}
\end{equation*}
$$

It remains to find the fixed point of $K$ in the space $\mathcal{W}$, which can be done by a contraction mapping argument. Let $r_{0}>0$ be a sufficiently large fixed number. For $r \in\left(0, r_{0}\right]$ and $T \in\left(0, T_{0}\right]$, we define

$$
\begin{equation*}
\mathcal{B}_{r}^{T}:=\left\{w \in \mathcal{W}^{T}:\|w\|_{\mathcal{W}^{T}} \leq r\right\} \tag{3.6.5}
\end{equation*}
$$

Our goal is to show that $K$ is a contraction mapping on $\mathcal{B}_{r}^{T}$ for suitable $r$ and $T$.
In the auxiliary solution $z_{\alpha}$, we have $h_{\alpha}(0)=h_{0}=0$, which implies that $\left\|h_{\alpha}(0)\right\|_{C^{2}}=0$. Moreover, by [28, Proposition 5.1] we have $h_{\alpha} \in \mathcal{W}_{5}^{T_{0}} \hookrightarrow \mathcal{C}_{2}^{T_{0}}$, which implies that $h_{\alpha} \in \mathcal{C}_{4}^{T}=$ $C\left([0, T] ; C^{2}(\Sigma)\right)$. Thus, given any $\varepsilon>0$, there exists a sufficiently small $T_{1}>0$ such that $\left\|h_{\alpha}(t)\right\|_{C^{2}(\Sigma)}<\varepsilon$ on $\left[0, T_{1}\right]$, i.e. $\left\|h_{\alpha}\right\|_{\mathcal{C}_{4}^{T_{1}}}<\varepsilon$.

Given any $z_{1}, z_{2} \in \mathcal{B}_{r}^{T_{0}}$, we have the estimate

$$
\begin{align*}
&\left\|K\left(z_{1}\right)-K\left(z_{2}\right)\right\|_{\mathcal{W}^{T}} \leq\|S\|\left\|G\left(z_{1}+z_{\alpha}\right)-G\left(z_{2}+z_{\alpha}\right)\right\| \\
& \leq C\|S\| \sup _{0 \leq c \leq 1}\left\|D G\left[c z_{1}+(1-c) z_{2}+z_{\alpha}\right]\right\|_{\mathcal{S}^{T}}\left\|z_{1}-z_{2}\right\|_{\mathcal{W}^{T}} \tag{3.6.6}
\end{align*}
$$

Letting $z_{\xi}:=c z_{1}+(1-c) z_{2}$ for abbreviation, we estimate the operator $D G$.
Proposition 3.6.1. The term $1+\|u\|_{\infty}+\|B\|_{\infty}+\|h\|_{\mathcal{C}_{2}}+\|z\|_{\mathcal{W}}$ in (3.5.210) is bounded on $\mathcal{B}_{r_{0}}^{T_{0}}$.

Proof. We start with the estimation of $\left\|u_{\xi}\right\|_{L^{\infty}\left(\left[0, T_{0}\right] \times \Omega\right)}$ and $\left\|u_{\alpha}\right\|_{L^{\infty}\left(\left[0, T_{0}\right] \times \Omega\right)}$.
Since $u_{\alpha} \in \mathcal{W}_{1}^{T_{0}} \hookrightarrow C\left(\left[0, T_{0}\right] ; C^{1}(\Omega \backslash \Sigma)\right)$ and $u_{0} \in W^{2-\frac{2}{q}, q} \hookrightarrow C^{1, \alpha}$ with $\alpha=1-(n+2) / q$ (see e.g. [15, Section 4]). There exists $M_{1}\left(T_{0}\right)>0$ such that

$$
\begin{equation*}
\left\|u_{\alpha}\right\|_{L^{\infty}\left(\left[0, T_{0}\right] \times \Omega\right)}<M_{1} . \tag{3.6.7}
\end{equation*}
$$

Since $u_{\xi} \in \mathcal{B}_{r}^{T_{0}}$, we have by $[28$, Proposition 5.1 (a)] that

$$
\begin{equation*}
\left\|u_{\xi}\right\|_{\AA_{C}\left(\left[0, T_{0}\right] ; C^{1}(\Omega \backslash \Sigma)\right)} \leq C\left\|u_{\xi}\right\|_{\mathcal{W}^{T_{0}}} \leq C r_{0}, \tag{3.6.8}
\end{equation*}
$$

where the constant $C$ is independent of $T_{0}$. Thus, we have

$$
\begin{equation*}
\left\|u_{\xi}+u_{\alpha}\right\|_{L^{\infty}\left(\left[0, T_{0}\right] \times \Omega\right)} \leq C r_{0}+M_{1} . \tag{3.6.9}
\end{equation*}
$$

Using the same argument and [28, Proposition 5.1 (d)], we can also obtain

$$
\begin{equation*}
\left\|B_{\xi}+B_{\alpha}\right\|_{L^{\infty}\left(\left[0, T_{0}\right] \times \Omega\right)} \leq C r_{0}+M_{1} \tag{3.6.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|h_{\xi}+h_{\alpha}\right\|_{\mathcal{C}_{2}^{T_{0}}} \leq C r_{0}+M_{1} \tag{3.6.11}
\end{equation*}
$$

where we still use the notation $M_{1}$ without loss of generality. For the term $\|z\|_{\mathcal{W}}$ we have

$$
\|z\|_{\mathcal{W}^{T}} \leq\left\|z_{\alpha}\right\|_{\mathcal{W}^{T}}+\left\|z_{\xi}\right\|_{\mathcal{W}^{T}} \leq C\left(z_{0}, T_{0}, \Sigma\right)+r_{0}
$$

for all $T \in\left(0, T_{0}\right]$, which completes the proof.
Next, using the same idea as in [15] we claim that the norm of $\|h\|_{\mathcal{C}_{4}^{T}}+\|z\|_{\mathcal{W}^{T}}$ in (3.5.210) can be as small as we need by picking a sufficiently small $T \in\left(0, T_{0}\right]$.

Proposition 3.6.2. There exists a constant $C_{1}$, such that for any $\varepsilon>0$, there exists $T(\varepsilon)>$ 0 and $r(\varepsilon)>0$, such that for all $z_{\xi} \in \mathcal{B}_{r}^{T}$ we have

$$
\begin{equation*}
\left\|h_{\xi}+h_{\alpha}\right\|_{\mathcal{C}_{4}^{T}}+\left\|z_{\xi}+z_{\alpha}\right\|_{\mathcal{W}^{T}}<C_{1} \varepsilon . \tag{3.6.12}
\end{equation*}
$$

Proof. Since $z_{\alpha} \in \mathcal{W}$, which consists of Sobolev spaces, we obtain

$$
\begin{equation*}
\lim _{T \rightarrow 0}\left\|z_{\alpha}\right\|_{\mathcal{W}^{T}}=0 \tag{3.6.13}
\end{equation*}
$$

using the Lebesgue dominated convergence theorem. Thus, we can pick a sufficiently small $T(\varepsilon) \leq T_{0}$ such that

$$
\begin{equation*}
\left\|z_{\alpha}\right\|_{\mathcal{W}^{T}}<\varepsilon . \tag{3.6.14}
\end{equation*}
$$

Without loss of generality, we assume $r<\varepsilon$, which implies that

$$
\begin{equation*}
\left\|z_{\xi}+z_{\alpha}\right\|_{\mathcal{W}^{T}}<\varepsilon+r<2 \varepsilon . \tag{3.6.15}
\end{equation*}
$$

Since $h_{\xi} \in \mathcal{W}_{5}^{T_{0}}$, for all $T \in\left(0, T_{0}\right]$, we have

$$
\begin{equation*}
\left\|h_{\xi}\right\|_{\mathcal{C}_{2}^{T}} \leq\left\|h_{\xi}\right\|_{\tilde{\mathcal{C}}_{2}^{T_{0}}} \leq C\left\|h_{\xi}\right\|_{\dot{\mathcal{W}}_{5}^{T_{0}}}<C r<C \varepsilon \tag{3.6.16}
\end{equation*}
$$

where the constant $C$ is independent of $T$ or $T_{0}$.
Since $h_{\alpha}(0)=0$ and $h_{\alpha} \in C\left(\left[0, T_{0}\right] ; C^{2}(\Sigma)\right)=: \mathcal{C}_{4}^{T_{0}}$, there exists a sufficiently small $T(\varepsilon)$ such that for all $t \in[0, T]$ we have

$$
\begin{equation*}
\left\|h_{\alpha}(t)\right\|_{C^{2}(\Sigma)}<\varepsilon \tag{3.6.17}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left\|h_{\alpha}\right\|_{\tilde{C}_{4}^{T}}<\varepsilon . \tag{3.6.18}
\end{equation*}
$$

This completes the proof.

Proposition 3.6.3. Let $q>5$ be fixed. Let $\Sigma$ be a compact $C^{3}$ surface in $\mathbb{R}^{3}$. For all $\varepsilon>0$, there exists $T(q, \Sigma, \varepsilon)>0$, such that

$$
\begin{equation*}
\left\|\operatorname{tr} L_{\Sigma}^{2} \varphi_{h}\right\|_{\dot{\mathcal{S}}_{4}^{T}}<\varepsilon\left\|\varphi_{h}\right\|_{\dot{\mathcal{S}}_{4}^{T}} \tag{3.6.19}
\end{equation*}
$$

for all $\varphi_{h} \in \mathcal{W}_{5}^{T}$.

Proof. For convenience, we abbreviate $\varphi_{h}$ by $\varphi$ and let

$$
r:=1-\frac{1}{q}, \quad s:=\frac{1}{2}-\frac{1}{2 q}, \quad \text { and } \quad f:=\operatorname{tr} L_{\Sigma}^{2}
$$

From the definition of $\mathcal{S}_{4}$, we have

$$
\begin{equation*}
\left\|\operatorname{tr} L_{\Sigma}^{2} \varphi\right\|_{\mathcal{S}_{4}^{T}}=\|f \varphi\|_{\dot{\mathcal{S}}_{4}^{T}} \leq\|f \varphi\|_{W^{s, q}\left([0, T] ; L^{q}(\Sigma)\right)}+\|f \varphi\|_{L^{q}\left([0, T] ; W^{r, q}(\Sigma)\right)} . \tag{3.6.20}
\end{equation*}
$$

Step 1:
Given any $t \in[0, T]$, we estimate $\|f \varphi\|_{W^{r, q}(\Sigma)}(t)$. First, we have

$$
\begin{equation*}
\|f \varphi\|_{L^{q}(\Sigma)} \leq\|f\|_{L^{\infty}(\Sigma)}\|\varphi\|_{L^{q}(\Sigma)} \tag{3.6.21}
\end{equation*}
$$

Next, we estimate the Gagliardo seminorm:

$$
\begin{align*}
& {[f \varphi]_{W^{r, q}(\Sigma)}:=\left(\int_{\Sigma} \int_{\Sigma} \frac{|f(x) \varphi(x)-f(y) \varphi(y)|^{q}}{|x-y|^{n+r q}} d y d x\right)^{\frac{1}{q}}} \\
& \leq C(q)\left(\int_{\Sigma} \int_{\Sigma} \frac{|f(x)|^{q}|\varphi(x)-\varphi(y)|^{q}+|f(x)-f(y)|^{q}|\varphi(y)|^{q}}{|x-y|^{n+r q}} d y d x\right)^{\frac{1}{q}}  \tag{3.6.22}\\
& \leq C(q)\|f\|_{L^{\infty}(\Sigma)}[\varphi]_{W^{r, q}(\Sigma)}+C(q)[f]_{W^{r, q}(\Sigma)}\|\varphi\|_{L^{\infty}(\Sigma)} .
\end{align*}
$$

Thus, we have

$$
\begin{align*}
& \|f \varphi\|_{W^{r, q}(\Sigma)}:=\|f \varphi\|_{L^{q}(\Sigma)}+[f \varphi]_{W^{r, q}(\Sigma)}  \tag{3.6.23}\\
& \leq C(q)\|f\|_{L^{\infty}(\Sigma)}\|\varphi\|_{W^{r, q}(\Sigma)}+C(q)[f]_{W^{r, q}(\Sigma)}\|\varphi\|_{L^{\infty}(\Sigma)} .
\end{align*}
$$

Taking the $L^{q}$ norm on $[0, T]$ and notice that $f$ is independent of $t$, we have

$$
\begin{array}{rl}
\| f & f\left\|_{L^{q}\left([0, T] ; W^{r, q}(\Sigma)\right)} \leq C(q)\right\| f\left\|_{L^{q}\left([0, T] ; L^{\infty}(\Sigma)\right)}\right\| \varphi \|_{L^{\infty}\left([0, T] ; W^{r, q}(\Sigma)\right)} \\
& +C(q)\|f\|_{L^{q}\left([0, T] ; W^{r, q}(\Sigma)\right)}\|\varphi\|_{L^{\infty}([0, T] \times \Sigma)}  \tag{3.6.24}\\
\leq & C(q, \Sigma) T^{\frac{1}{q}}\|f\|_{L^{\infty}(\Sigma)}\|\varphi\|_{\mathcal{W}_{5}^{T}}+C(q, \Sigma) T^{\frac{1}{q}}\|f\|_{W^{r, q}(\Sigma)}\|\varphi\|_{\mathcal{W}_{5}^{T}}
\end{array}
$$

where we used the embedding theory in [28, Proposition 5.1] in the 2nd inequality.
Step 2:
Now we estimate $\|f \varphi\|_{W^{s, q}\left([0, T] ; L^{q}(\Sigma)\right)}$. From (3.6.23) and (3.6.24), we have

$$
\begin{align*}
& \|f \varphi\|_{L^{q}\left([0, T] ; L^{q}(\Sigma)\right)} \leq C(q)\|f\|_{L^{q}\left([0, T] ; L^{\infty}(\Sigma)\right)}\|\varphi\|_{L^{\infty}\left([0, T] ; W^{r, q}(\Sigma)\right)}  \tag{3.6.25}\\
& \leq C(q, \Sigma) T^{\frac{1}{q}}\|f\|_{L^{\infty}(\Sigma)}\|\varphi\|_{\mathcal{W}_{5}^{T}} .
\end{align*}
$$

It remains to estimate the Gagliardo seminorm. Since $f$ is independent of time, we have

$$
\begin{align*}
& {[f \varphi]_{W^{s, q}\left([0, T] ; L^{q}(\Sigma)\right)}:=\left(\int_{0}^{T} \int_{0}^{T} \frac{\|f \varphi(t)-f \varphi(\tau)\|_{L^{q}(\Sigma)}^{q}}{|t-\tau|^{1+s q}} d t d \tau\right)^{\frac{1}{q}}} \\
& \leq\left(\int_{0}^{T} \int_{0}^{T} \frac{\left.\|f\|_{L^{q}(\Sigma)}^{q}\|\varphi(t)-\varphi(\tau)\|_{L^{\infty}(\Sigma)}^{q} d t d \tau\right)^{\frac{1}{q}}}{|t-\tau|^{1+s q}}\right. \\
& \leq\left(\int_{0}^{T} \int_{0}^{T} \frac{\|f\|_{L^{q}(\Sigma)}^{q}\|\varphi\|_{C^{1}\left([0, T] ; C^{1}(\Sigma)\right)}^{q}|t-\tau|^{q}}{|t-\tau|^{1+s q}} d t d \tau\right)^{\frac{1}{q}}  \tag{3.6.26}\\
& \leq\left(\|f\|_{L^{q}(\Sigma)}^{q}\|\varphi\|_{C^{1}\left([0, T] ; C^{1}(\Sigma)\right)}^{q} \int_{0}^{T} \int_{0}^{T}|t-\tau|^{\frac{q-1}{2}} d t d \tau\right)^{\frac{1}{q}} \\
& \leq C\left(\Sigma, T_{0}\right)\|f\|_{L^{\infty}(\Sigma)}\|\varphi\|_{\mathcal{W}_{5}^{T}}\left(\int_{0}^{T} \int_{0}^{T} T^{\frac{q-1}{2}} d t d \tau\right)^{\frac{1}{q}} \\
& \leq C\left(\Sigma, T_{0}\right) T^{\frac{q+3}{2 q}}\|f\|_{L^{\infty}(\Sigma)}\|\varphi\|_{\mathcal{W}_{5}^{T}} .
\end{align*}
$$

From (3.6.25) and (3.6.26), we obtain

$$
\begin{equation*}
\|f \varphi\|_{W^{s, q}\left([0, T] ; L^{q}(\Sigma)\right)} \leq C\left(q, \Sigma, T_{0}\right)\left(T^{\frac{1}{q}}+T^{\frac{q+3}{2 q}}\right)\|f\|_{L^{\infty}(\Sigma)}\|\varphi\|_{\mathcal{W}_{5}^{T}} \tag{3.6.27}
\end{equation*}
$$

Consequently, from (3.6.24) and (3.6.27), by assuming $T<1$ without any loss of generality, we have

$$
\begin{align*}
& \left\|\operatorname{tr} L_{\Sigma}^{2} \varphi\right\|_{\mathcal{S}_{4}^{T}} \leq C\left(q, \Sigma, T_{0}\right) T^{\frac{1}{q}}\left(\left\|\operatorname{tr} L_{\Sigma}^{2}\right\|_{L^{\infty}(\Sigma)}+\left\|\operatorname{tr} L_{\Sigma}^{2}\right\|_{W^{r, q}(\Sigma)}\right)\|\varphi\|_{\mathcal{W}_{5}^{T}}  \tag{3.6.28}\\
& \leq C_{1}\left(q, \Sigma, T_{0}\right) T^{\frac{1}{q}}\|\varphi\|_{\mathcal{W}_{5}^{T}}
\end{align*}
$$

For any $\varepsilon>0$, a sufficiently small $T$ such that $C_{1} T^{1 / q}<\varepsilon$ completes the proof.
Using the same idea as in [15, 28], we obtain the following result.

Proposition 3.6.4. There exists a constant $C(\Sigma)$ such that for any $\varepsilon>0$, there exists $T(\varepsilon)>0$ and $r(\varepsilon)>0$, such that for all $z_{\xi} \in \mathcal{B}_{r}^{T}$ we have

$$
\begin{equation*}
\|b-u\|_{\mathcal{S}_{5}^{T}}+\|b-u\|_{\grave{C}([0, T] ; C(\Sigma))}<C(\Sigma) \varepsilon \tag{3.6.29}
\end{equation*}
$$

Proof. Notice that $\mathcal{S}_{5}$ consists of Sobolev spaces and Lebesgue spaces. Without loss of generality, we require $r<\varepsilon$. Using the same arguments as in (3.6.13) and (3.6.14), we can find a sufficiently small $T$, such that

$$
\begin{equation*}
\|b-u\|_{\mathcal{S}_{5}^{T}} \leq\left\|b-u_{\alpha}\right\|_{\mathcal{S}_{5}^{T}}+\left\|u_{\xi}\right\|_{\mathcal{S}_{5}^{T}} \leq \varepsilon+r<2 \varepsilon \tag{3.6.30}
\end{equation*}
$$

On the other hand, for a sufficiently small $T$, we have

$$
\begin{equation*}
\|b-u\|_{\infty} \leq\left\|b-u_{\alpha}\right\|_{\delta_{C}([0, T] ; C(\Sigma))}+C\left(T_{0}, \Sigma\right)\left\|u_{\xi}\right\|_{\mathcal{W}_{1}^{T}}<\varepsilon+C(\Sigma) r, \tag{3.6.31}
\end{equation*}
$$

which finishes the proof.

Consequently, we can obtain the smallness of $D G$, which implies the existence of a strong solution.

Proof of Theorem 3.1.1. From Proposition 3.6.1, Proposition 3.6.2, Proposition 3.6.3 and Proposition 3.6.4, we can let $T$ and $r$ be sufficiently small such that

$$
\begin{equation*}
\left\|K\left(z_{1}\right)-K\left(z_{2}\right)\right\|_{\dot{\mathcal{W}}} \leq \frac{1}{2}\left\|z_{1}-z_{2}\right\|_{\mathcal{W}} \tag{3.6.32}
\end{equation*}
$$

for all $z_{1}, z_{2} \in \mathcal{B}_{r}^{T}$. Thus, by the contraction mapping theorem, the operator $K$ has a unique fixed point $z_{\beta} \in \mathcal{B}_{r}^{T}$, which implies that

$$
\bar{z}:=\left(\bar{u}_{\gamma}, \bar{B}_{\gamma}, \bar{p}_{\gamma}, \varpi_{\gamma}, h_{\gamma}\right):=z_{\alpha}+z_{\beta}
$$

is the unique solution to the transformed equations on $[0, T]$. Here we return the bars to transformed terms.

Now we recover the original solution. Since $\Sigma \in C^{3}$ and

$$
h \in \mathcal{W}_{5} \hookrightarrow C^{1}\left([0, T] ; C^{1}(\Sigma)\right) \cap C^{0}\left([0, T] ; C^{2}(\Sigma)\right)
$$

the diffeomorphism $\Theta_{h} \in C^{1}\left([0, T] ; C^{1}(\Sigma)\right) \cap C^{0}\left([0, T] ; C^{2}(\Sigma)\right)$. Thus, in the original solution, the terms $u=\bar{u} \circ \Theta_{h}^{-1}, B=\bar{B} \circ \Theta_{h}^{-1}$ and $p=\bar{p} \circ \Theta_{h}^{-1}$ have the same regularity as $\bar{u}, \bar{B}$ and $\bar{p}$ and the equations are satisfied almost everywhere on corresponding domains. The jump of the pressure $\llbracket p \rrbracket=\varpi \circ \Theta_{h}^{-1}$ also satisfies the requirement in Definition 3.1.1. This finishes the proof of the theorem.

### 3.6.2 $W^{3-\frac{2}{q}}$ initial interface

In this section, we prove Theorem 3.1.2. Suppose that we have a $C^{3}$ surface $\Sigma$ and the nearest point projection property is valid in $B\left(\Sigma ; \varrho_{0}\right)$ for some $\varrho_{0}(\Sigma)>0$. Let $M_{0}>0$ be an arbitrary number and $\varepsilon_{0}>0$ a number to be determined later. Let $\left(u_{0}, B_{0}, \Gamma_{0}\right)$ be an initial value and $h_{0}$ be the corresponding height function, such that:

1. $u_{0} \in W^{2-\frac{2}{q}, q}\left(\Omega \backslash \Gamma_{0}\right) \cap C(\Omega), \quad B_{0} \in W^{2-\frac{2}{q}, q}(\Omega), \quad$ and $\Gamma_{0}$ is a $W^{3-\frac{2}{q}, q}$ surface;
2. $\left\|u_{0}\right\|_{W^{2-\frac{2}{q}, q}\left(\Omega \backslash \Gamma_{0}\right)} \leq M_{0}, \quad\left\|u_{0}\right\|_{L^{\infty}(\Omega)} \leq M_{0}, \quad\left\|B_{0}\right\|_{W^{2-\frac{2}{q}, q}(\Omega)} \leq M_{0}, \quad\left\|B_{0}\right\|_{L^{\infty}(\Omega)} \leq M_{0} ;$
3. $\quad \Gamma_{0} \subseteq B\left(\Sigma ; \varrho_{0}\right), \quad\left\|h_{0}\right\|_{W^{3-\frac{2}{q}(\Sigma)}} \leq M_{0}, \quad\left\|h_{0}\right\|_{C^{2}(\Sigma)}<\varepsilon_{0}$;
4. $\operatorname{div} u_{0}=0$ in $\Omega \backslash \Gamma_{0}, \quad \operatorname{div} B_{0}=0$ in $\Omega$;
5. $u_{0}=B_{0}=0$ on $\partial \Omega$;
6. $\mathcal{P}_{\Gamma_{0}} \llbracket \nu \tilde{D} u_{0} \rrbracket n_{\Gamma_{0}}=0$.

Using the argument in Section 3.3, we obtain the initial condition of the transformed problem

$$
\left(\bar{u}_{0}, \bar{B}_{0}, h_{0}\right)=\left(u_{0} \circ \Theta_{h_{0}}, B_{0} \circ \Theta_{h_{0}}, h_{0}\right) .
$$

Let $T_{0}>0$ be a fixed, sufficiently large number. Using again the same argument as in $[15$, Theorem 2], we obtain the auxiliary term $b$ in (3.3.87) by extending $\bar{u}_{0}$ to $\bar{u}_{b} \in \mathcal{W}_{1}^{T_{0}}$ and letting

$$
b:=\left.\bar{u}_{b}\right|_{\left[0, T_{0}\right] \times \Sigma} .
$$

Using [15, Proposition 2], we can extend

$$
\operatorname{div} \bar{u}_{0} \quad \text { and } \quad 2 \mathcal{P}_{\Sigma} \llbracket \nu \tilde{D} \bar{u}_{0} \rrbracket n_{\Sigma}
$$

to two auxiliary functions $\alpha_{3} \in \mathcal{S}_{3}^{T_{0}}$ and $\alpha_{4} \in \mathcal{S}_{4}^{T_{0}}$. Using the solution operator $S$ from Section 3.4, we obtain an auxiliary solution

$$
\begin{equation*}
z_{\alpha}:=\left(u_{\alpha}, B_{\alpha}, p_{\alpha}, \varpi_{\alpha}, h_{\alpha}\right):=S_{\left(\bar{u}_{0}, \bar{B}_{0}, h_{0}, b\right)}\left(0,0, \alpha_{3}, \alpha_{4}, 0\right) . \tag{3.6.33}
\end{equation*}
$$

Similarly as in [15], we consider the equation

$$
\begin{equation*}
L\left(z+z_{\alpha}\right)=G\left(z+z_{\alpha}\right), \quad z(0)=0 \tag{3.6.34}
\end{equation*}
$$

with $z \in \mathcal{W}$, which can be rewritten as

$$
L z=G\left(z+z_{\alpha}\right)-L z_{\alpha} .
$$

The compatibility conditions for $G\left(z_{0}\right)-L\left(z_{0}\right)$ are exactly the transformation (via $\Theta_{h_{0}}$ ) of the initial conditions

$$
\operatorname{div} u_{0}=0 \quad \text { and } \quad \mathcal{P}_{\Gamma_{0}} \llbracket 2 \nu \tilde{D} u_{0} \rrbracket n_{\Gamma_{0}}=0
$$

Using the solution operator $S_{(0,0,0, b)}$, we rewrite the equation as

$$
\begin{equation*}
z=S_{(0,0,0, b)}\left(G\left(z+z_{\alpha}\right)-L z_{\alpha}\right)=: K(z) \tag{3.6.35}
\end{equation*}
$$

Similarly as in Section 3.6.1, we fix $r_{0}>0$ and define for all $r \in\left(0, r_{0}\right]$ and $T \in\left(0, T_{0}\right]$ that

$$
\begin{equation*}
\mathcal{B}_{r}^{T}:=\left\{w \in \mathcal{W}^{T}:\|w\|_{\mathcal{W}^{T}} \leq r\right\} . \tag{3.6.36}
\end{equation*}
$$

It remains to find suitable $r$ and $T$ such that $K$ is a contraction mapping on $\mathcal{B}_{r}^{T}$. Since $h_{0} \neq 0$, we need to slightly modify the estimates in Section 3.6.1.

Given any $z_{1}, z_{2} \in \mathcal{B}_{r}^{T}$, we consider the same estimate as stated in Section 3.6.1:

$$
\begin{align*}
& \left\|K\left(z_{1}\right)-K\left(z_{2}\right)\right\|_{\mathcal{W}^{T}} \leq\|S\|\left\|G\left(z_{1}+z_{\alpha}\right)-G\left(z_{2}+z_{\alpha}\right)\right\|_{\mathcal{S}^{T}} \\
& \leq C\|S\| \sup _{0 \leq c \leq 1}\left\|D G\left[c z_{1}+(1-c) z_{2}+z_{\alpha}\right]\right\|\left\|z_{1}-z_{2}\right\|_{\mathcal{W}^{T}} \tag{3.6.37}
\end{align*}
$$

Letting $z_{\xi}:=c z_{1}+(1-c) z_{2}$ and $\varphi:=z_{1}-z_{2}$, we need to estimate (3.5.210) using similar ideas as in $[15,28]$. We rewrite the inequality for convenience. Suppose $\|h\|_{\mathcal{C}_{2}^{T_{0}}} \leq M_{h}$, then for all $T \in\left(0, T_{0}\right]$ we have

$$
\begin{array}{r}
\left\|D G\left[z_{\alpha}+z_{\xi}\right] \varphi\right\|_{\mathcal{S}^{T}} \leq C\left(\Sigma, T_{0}, M_{h}\right)\left(1+\left\|u_{\alpha}+u_{\xi}\right\|_{L^{\infty}([0, T] \times \Omega)}+\left\|B_{\alpha}+B_{\xi}\right\|_{L^{\infty}([0, T] \times \Omega)}\right. \\
\left.+\left\|h_{\alpha}+h_{\xi}\right\|_{\mathcal{C}_{2}^{T}}+\left\|z_{\alpha}+z_{\xi}\right\|_{\mathcal{W}^{T}}\right)\left(\left\|h_{\alpha}+h_{\xi}\right\|_{\mathcal{C}_{4}^{T}}+\left\|z_{\alpha}+z_{\xi}\right\|_{\mathcal{W}^{T}}\right)\|\varphi\|_{\mathcal{W}^{T}} \\
+C\left\|\operatorname{tr} L_{\Sigma}^{2} \varphi_{h}\right\|_{\dot{\mathcal{S}}_{4}^{T}}+C\left(T_{0}, \Sigma\right)\left(\left\|b-u_{\alpha}-u_{\xi}\right\|_{\mathcal{S}_{5}^{T}}+\left\|b-u_{\alpha}-u_{\xi}\right\|_{L^{\infty}([0, T] \times \Sigma)}\right)\|\varphi\|_{\mathcal{W}^{T}} . \tag{3.6.38}
\end{array}
$$

The estimates in Proposition 3.6.3 and Proposition 3.6.4 can be obtained without any change. We slightly modify the arguments in Proposition 3.6.1 and Proposition 3.6.2.

Proposition 3.6.5 (Modification of Proposition 3.6.1). For $M_{0}$ and $\varepsilon_{0}$ defined in the beginning of Section 3.6.2. For all $T \in\left(0, T_{0}\right]$ and all $z_{\xi} \in \mathcal{B}_{r_{0}}^{T}$, we have

$$
\begin{equation*}
1+\left\|u_{\alpha}+u_{\xi}\right\|_{\infty}+\left\|B_{\alpha}+B_{\xi}\right\|_{\infty}+\left\|h_{\alpha}+h_{\xi}\right\|_{\mathcal{C}_{2}^{T}}+\left\|z_{\alpha}+z_{\xi}\right\|_{\mathcal{W}^{T}} \leq C\left(\Sigma, T_{0}, r_{0}, M_{0}\right) . \tag{3.6.39}
\end{equation*}
$$

The constant $C\left(\Sigma, T_{0}, r_{0}, M_{0}\right)$ is independent of $h_{0}$ or $\varepsilon_{0}$.

Proof. We recall that the solution operator $S$ in Section 3.4 is continuous with respect to the initial value. Since $\left\|u_{0}\right\|_{W^{2-\frac{2}{q}, q}\left(\Omega \backslash \Gamma_{0}\right)} \leq M_{0},\left\|B_{0}\right\|_{W^{2-\frac{2}{q}, q}(\Omega)} \leq M_{0}$ and $\left\|h_{0}\right\|_{W^{3-\frac{2}{q}, q}(\Sigma)} \leq M_{0}$, from the derivation of $z_{\alpha}$, we have for all $T \in\left(0, T_{0}\right]$ that

$$
\left\|z_{\alpha}\right\|_{\mathcal{W}^{T}} \leq\left\|z_{\alpha}\right\|_{\mathcal{W}^{T_{0}}} \leq C\left(M_{0}, T_{0}, \Sigma\right)
$$

From the embedding theory in [28, Proposition $5.1(\mathrm{~d})]$, we have for all $T \in\left(0, T_{0}\right.$ ] that

$$
\left\|h_{\alpha}\right\|_{\mathcal{C}_{2}^{T}} \leq\left\|h_{\alpha}\right\|_{\mathcal{C}_{2}^{T_{0}}} \leq C\left(T_{0}, \Sigma\right)\left\|h_{\alpha}\right\|_{\mathcal{W}_{5}^{T_{0}}} \leq C\left(M_{0}, T_{0}, \Sigma\right)
$$

The rest of the proof can be carried out using similar arguments as in Proposition 3.6.1, which implies (3.6.39).

We also modify Proposition 3.6.2 since $h_{0} \neq 0$ in the current case.

Proposition 3.6.6 (Modification of Proposition 3.6.2). There exists a constant $C_{1}$, such that for any $\varepsilon_{1}>0$, there exists $T\left(\varepsilon_{1}\right)>0$ and $r\left(\varepsilon_{1}\right)>0$, such that for all $z_{\xi} \in \mathcal{B}_{r}^{T}$ we have

$$
\begin{equation*}
\left\|h_{\xi}+h_{\alpha}\right\|_{\mathcal{C}_{4}^{T}}+\left\|z_{\xi}+z_{\alpha}\right\|_{\mathcal{W}^{T}}<\varepsilon_{0}+C_{1} \varepsilon_{1} . \tag{3.6.40}
\end{equation*}
$$

Here the number $\varepsilon_{0}$ is the upper bound of $\left\|h_{0}\right\|_{C^{2}(\Sigma)}$ as stated at the beginning of this section.
Proof. We only need to modify the estimate of $h_{\alpha}$ since $h_{0} \neq 0$ in the current case. Notice that $\left\|h_{\alpha}(0)\right\|_{C^{2}}=\left\|h_{0}\right\|_{C^{2}}<\varepsilon_{0}$ by the assumption of the initial conditions. Since $h_{\alpha} \in$ $C\left(\left[0, T_{0}\right] ; C^{2}(\Sigma)\right)=: \mathcal{C}_{4}^{T_{0}}$, we can let $T(\varepsilon)$ be sufficiently small, such that for all $t \in[0, T]$ we have

$$
\begin{equation*}
\left\|h_{\alpha}(t)\right\|_{C^{2}} \leq\left\|h_{0}\right\|_{C^{2}}+\left\|h_{\alpha}(t)-h_{0}\right\|_{C^{2}}<\varepsilon_{0}+\varepsilon_{1} \tag{3.6.41}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left\|h_{\alpha}\right\|_{\mathcal{C}_{4}^{T}}<\varepsilon_{0}+\varepsilon_{1} . \tag{3.6.42}
\end{equation*}
$$

This completes the proof.

We can now prove Theorem 3.1.2 using similar ideas as in [15, 28].

Proof of Theorem 3.1.2. First, we verify the condition

$$
\|h\|_{\mathcal{C}_{4}^{T}}:=\|h\|_{C\left([0, T] ; C^{2}(\Sigma)\right)}<\delta_{0}
$$

as stated in Proposition 3.5.5, which enables us to use the estimate in (3.5.210). Notice that $\delta_{0}$ only depends on $\Sigma$ and thus is a fixed number. Without loss of generality, we assume $\varepsilon_{0}<\delta_{0} / 4$ and $C_{1} \varepsilon_{1}<\delta_{0} / 4$. From Proposition 3.6.6, there exists $T_{1} \in\left(0, T_{0}\right]$, such that $\|h\|_{\mathcal{C}_{4}^{T_{1}}}<\delta_{0}$.

Given any $\varepsilon_{0}$ and $\varepsilon_{1}$, from Proposition 3.6.3, Proposition 3.6.4, Proposition 3.6.5 and Proposition 3.6.6, we can find $T \in\left(0, T_{1}\right]$ and $r \in\left(0, r_{0}\right]$ sufficiently small, such that

$$
\begin{align*}
\left\|D G\left[z_{\alpha}+z_{\xi}\right] \varphi\right\|_{\mathcal{S}^{T}} \leq & C_{2}\left(M_{0}, T_{0}, r_{0}\right)\left(\varepsilon_{0}+C_{1} \varepsilon_{1}\right)\|\varphi\|_{\mathcal{W}^{T}}+C_{3}\left(T_{0}\right) \varepsilon_{1}\left\|\varphi_{h}\right\|_{\mathcal{W}_{5}^{T}}  \tag{3.6.43}\\
& +C_{4}\left(T_{0}\right) \varepsilon_{1}\|\varphi\|_{\mathcal{W}^{T}} .
\end{align*}
$$

Thus, for sufficiently small $\varepsilon_{0}$ and $\varepsilon_{1}$, we can obtain a contraction mapping. The rest of the proof can be proceeded using the same arguments as in the proof of Theorem 3.1.1.

### 4.0 Weak-Strong Uniqueness of the Two-Phase MHD Equations

In this chapter, we consider the two-phase MHD equations in the whole space $\mathbb{R}^{3}$, i.e.

$$
\begin{align*}
& \partial_{t} u+(u \cdot \nabla) u-(\nabla \times B) \times B-\nu^{ \pm} \triangle u+\nabla p=0 \text { in } \mathbb{R}^{3} \backslash \Gamma(t),  \tag{4.0.1}\\
& \partial_{t} B-\nabla \times(u \times B)+\nabla \times(\sigma \nabla \times B)=0 \text { in } \mathbb{R}^{3},  \tag{4.0.2}\\
& \operatorname{div} u=0 \text { in } \mathbb{R}^{3} \backslash \Gamma(t),  \tag{4.0.3}\\
& \operatorname{div} B=0 \text { in } \mathbb{R}^{3},  \tag{4.0.4}\\
&-\llbracket 2 \nu(\chi) D u-p I \rrbracket n=\kappa H n \text { on } \Gamma(t),  \tag{4.0.5}\\
& V_{\Gamma}=u \cdot n \text { on } \Gamma(t),  \tag{4.0.6}\\
&\left.u\right|_{t=0}=u_{0},\left.B\right|_{t=0}=B_{0}, \Gamma(0)=\Gamma_{0} . \tag{4.0.7}
\end{align*}
$$

The two fluids occupy $\mathbb{R}^{3}$ and are separated by a closed interface $\Gamma(t)$. We denote the interior and exterior fluids by open sets $\Omega^{+}(t)$ and $\Omega^{-}(t)$ respectively. Then we have that $\Omega^{+}(t), \Omega^{-}(t)$ and $\Gamma(t)$ are disjoint and $\Omega^{+}(t) \cup \Gamma(t) \cup \Omega^{-}(t)=\mathbb{R}^{3}$. In our equations, the term $u$ denotes the fluid velocity; $B$ denotes the magnetic field; $p$ the pressure; $H$ the mean curvature of $\Gamma(t) ; V_{\Gamma}$ is the speed of the interface; $n$ is the normal vector of $\Gamma(t)$. The viscosity coefficient, magnetic diffusion coefficient and surface tension coefficient are denoted by $\nu^{ \pm}, \sigma$ and $\kappa$. Here $\nu^{ \pm}$takes different values in $\Omega^{ \pm}(t)$ and $\sigma$ remains a constant in $\mathbb{R}^{3}$. The initial interface $\Gamma_{0}$ is a compact $C^{3}$ surface. The notation $D u:=\left(\nabla u+\nabla u^{\top}\right) / 2$ is the strain rate tensor.

### 4.1 Preliminary and Main Result

In this section, we introduce some basic background knowledge and the main result. We first give the definition of strong solutions in the sense of [10].

Definition 4.1.1 (Strong solution). Let $q>5$ be a fixed number. Let $\left(u_{0}, B_{0}, \chi_{0}\right)$ be such that:

1. $\Gamma_{0}:=\partial\left\{x \in \mathbb{R}^{3}: \chi_{0}(x)=1\right\}$ is a compact $C^{3}$ surface;
2. $u_{0} \in W^{2-\frac{2}{q}, q}\left(\mathbb{R}^{3} \backslash \Gamma_{0}\right), \operatorname{div} u_{0}=0$ in $\mathbb{R}^{3} \backslash \Gamma_{0}, \llbracket u_{0} \rrbracket=0$ on $\Gamma_{0}, \mathcal{P}_{\Gamma_{0}} \llbracket \nu^{ \pm} D u_{0} \rrbracket n_{\Gamma_{0}}=0$ on $\Gamma_{0}$;
3. $B_{0} \in W^{2-\frac{2}{q}, q}\left(\mathbb{R}^{3}\right), \operatorname{div} B_{0}=0$ in $\mathbb{R}^{3}$.

Here $\llbracket \rrbracket$ denotes the jump of functions; $\mathcal{P}_{\Gamma_{0}}:=I-n_{\Gamma_{0}} \otimes n_{\Gamma_{0}}$ is the projection mapping; $D u_{0}:=\left(\nabla u_{0}+\nabla u_{0}^{\top}\right) / 2$ is the strain rate tensor.

A triple $(u, B, \chi)$ is called a strong solution to (4.0.1) - (4.0.7) with initial value ( $u_{0}, B_{0}, \chi_{0}$ ) if the following conditions are satisfied.

1. $u \in H^{1}\left(\left[0, T_{0}\right] ; L^{2}\left(\mathbb{R}^{3}\right)\right) \cap L^{\infty}\left(\left[0, T_{0}\right] ; H^{1}\left(\mathbb{R}^{3}\right)\right) . \nabla u \in L^{1}\left(\left[0, T_{0}\right] ; B V\left(\mathbb{R}^{3}\right)\right) ;$ div $u=0$;
2. $B \in H^{1}\left(\left[0, T_{0}\right] ; L^{2}\left(\mathbb{R}^{3}\right)\right) \cap L^{\infty}\left(\left[0, T_{0}\right] ; H^{1}\left(\mathbb{R}^{3}\right)\right) . \nabla B \in L^{1}\left(\left[0, T_{0}\right] ; B V\left(\mathbb{R}^{3}\right)\right)$.
3. $\chi \in L^{\infty}\left(\left[0, T_{0}\right] ; B V\left(\mathbb{R}^{3}\right)\right)$ is an indicator function.
4. For all $\varphi \in C_{c}^{\infty}\left(\left[0, T_{0}\right) \times \mathbb{R}^{3}\right)$ with $\operatorname{div} \varphi=0$ and almost all $t \in\left[0, T_{0}\right)$,

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} u(t) \cdot \varphi(t) d x-\int_{\mathbb{R}^{3}} u_{0} \cdot \varphi(0) d x=\int_{0}^{t} \int_{\mathbb{R}^{3}} u \cdot \partial_{t} \varphi d x d \tau+\int_{0}^{t} \int_{\mathbb{R}^{3}} u \otimes u: \nabla \varphi d x d \tau \\
& \quad-\int_{0}^{t} \int_{\mathbb{R}^{3}} B \otimes B: \nabla \varphi d x d \tau-\int_{0}^{t} \int_{\mathbb{R}^{3}} \nu(\chi)\left(\nabla u+\nabla u^{\top}\right): \nabla \varphi d x d \tau \\
& \quad+\kappa \int_{0}^{t} \int_{\Gamma(\tau)} H n \cdot \varphi d S d \tau \tag{4.1.1}
\end{align*}
$$

5. For almost all $\varphi \in C_{c}^{\infty}\left(\left[0, T_{0}\right) \times \mathbb{R}^{3}\right)$ with $\operatorname{div} \varphi=0$ and all $t \in\left[0, T_{0}\right)$,

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} B(t) \cdot \varphi(t) d x-\int_{\mathbb{R}^{3}} B_{0} \cdot \varphi(0) d x=\int_{0}^{t} \int_{\mathbb{R}^{3}} B \cdot \partial_{t} \varphi d x d \tau+\int_{0}^{t} \int_{\mathbb{R}^{3}} u \otimes B: \nabla \varphi d x d \tau \\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}} B \otimes u: \nabla \varphi d x d \tau-\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}} \nabla B: \nabla \varphi d x d \tau \tag{4.1.2}
\end{align*}
$$

6. For all $\varphi \in C_{c}^{\infty}\left(\left[0, T_{0}\right) \times \mathbb{R}^{3}\right)$ and almost all $t \in\left[0, T_{0}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \chi(t) \varphi(t) d x-\int_{\mathbb{R}^{3}} \chi_{0} \varphi(0) d x=\int_{0}^{t} \int_{\mathbb{R}^{3}} \chi \partial_{t} \varphi d x d \tau+\int_{0}^{t} \int_{\mathbb{R}^{3}} \chi u \cdot \nabla \varphi d x d \tau \tag{4.1.3}
\end{equation*}
$$

7. The terms $\nabla^{i} u$ and $\nabla^{i} B$ for $i=0,1,2,3$, and terms $\partial_{t} \nabla^{k} u$ and $\partial_{t} \nabla^{k} B$ for $k=0,1$, are all bounded on the set

$$
\bigcup_{t \in\left[0, T_{0}\right)}\left(\mathbb{R}^{3} \backslash \Gamma(t)\right) \times\{t\}
$$

8. There exists $\Theta(t, x):\left[0, T_{0}\right) \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$, which satisfies the following conditions.
a. For each $t \in\left[0, T_{0}\right), \Theta(t, \cdot)$ is a $C^{3}$ diffeomorphism.
b. For $t=0, \Theta(0, x)=x$.
c. The norm $\|\Theta\|_{L^{\infty}\left(\left[0, T_{0}\right) ; W^{3, \infty}\left(\mathbb{R}^{3}\right)\right)}$ is finite.
d. The time derivative $\partial_{t} \Theta \in C\left(\left[0, T_{0}\right) ; C^{2}\left(\mathbb{R}^{3}\right)\right)$.
e. There exists $\varrho_{0}>0$ such that for all $t \in\left[0, T_{0}\right)$ and $x \in \Gamma(t)$, the surface $\Gamma(t) \cap$ $B\left(x ; 2 \varrho_{0}\right)$ can be represented as the graph of a function on the tangent plane $T_{x} \Gamma(t)$. The sets that represent two fluids and the interface can be represented using $\Theta$ by $\Omega^{+}(t)=\Theta\left(t, \Omega_{0}^{+}\right), \Omega^{-}(t)=\Theta\left(t, \Omega_{0}^{-}\right)$and $\Gamma(t)=\Theta\left(t, \Gamma_{0}\right)$.

We now give the definition of varifold solutions in the whole space $\mathbb{R}^{3}$, which is based on the definition in $[10,14]$.

Definition 4.1.2 (Varifold solution). Let $u_{0}, B_{0} \in L^{2}\left(\mathbb{R}^{3}\right)$ such that $\operatorname{div} u_{0}=\operatorname{div} B_{0}=0$ weakly. Let $\Omega_{0}^{+} \subseteq \mathbb{R}^{3}$ be a bounded domain such that $\chi_{0}=\chi_{\Omega_{0}^{+}}$has finite perimeter. A quadruple ( $u, B, \chi, V$ ) with

$$
\begin{aligned}
& u \in L^{2}\left([0, T] ; H^{1}\left(\mathbb{R}^{3}\right)\right) \cap L^{\infty}\left([0, T] ; L^{2}\left(\mathbb{R}^{3}\right)\right) \\
& B \in L^{2}\left([0, T] ; H^{1}\left(\mathbb{R}^{3}\right)\right) \cap L^{\infty}\left([0, T] ; L^{2}\left(\mathbb{R}^{3}\right)\right) \\
& \operatorname{div} u=\operatorname{div} B=0 \\
& \chi \in L^{\infty}\left([0, T] ; B V\left(\mathbb{R}^{3} ;\{0,1\}\right)\right), \\
& V \in L^{\infty}\left([0, T] ; \mathcal{M}\left(\mathbb{R}^{3} \times \mathbb{S}^{2}\right)\right),
\end{aligned}
$$

is called a varifold solution to the two-phase MHD equations (2.1.1)-(2.1.8) with initial value $\left(u_{0}, B_{0}, \chi_{0}\right)$ if the following conditions are satisfied.

1. For almost every $t \in\left[0, T_{0}\right)$,

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} u(t) \varphi(t) d x-\int_{\mathbb{R}^{3}} u_{0} \varphi(0) d x-\int_{0}^{t} \int_{\mathbb{R}^{3}} u \partial_{t} \varphi d x d \tau-\int_{0}^{t} \int_{\mathbb{R}^{3}} u \otimes u: \nabla \varphi d x d \tau \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} B \otimes B: \nabla \varphi d x d \tau+2 \int_{0}^{t} \int_{\mathbb{R}^{3}} \nu(\chi) D u: D \varphi d x d \tau  \tag{4.1.4}\\
& +\kappa \int_{0}^{t} \int_{\mathbb{R}^{3} \times \mathbb{S}^{2}}(I-s \otimes s): \nabla \varphi d V d \tau=0
\end{align*}
$$

is satisfied for all $\varphi \in C_{c}^{\infty}\left(\left[0, T_{0}\right) \times \mathbb{R}^{3}\right)$ with $\operatorname{div} \varphi=0$.
2. For almost every $t \in\left[0, T_{0}\right)$,

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} B(t) \varphi(t) d x-\int_{\mathbb{R}^{3}} B_{0} \varphi(0) d x-\int_{0}^{t} \int_{\mathbb{R}^{3}} B \partial_{t} \varphi d x d \tau-\int_{0}^{t} \int_{\mathbb{R}^{3}} u \otimes B: \nabla \varphi d x d \tau  \tag{4.1.5}\\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} B \otimes u: \nabla \varphi d x d \tau+\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}} \nabla B: \nabla \varphi d x d \tau=0
\end{align*}
$$

is satisfied for all $\varphi \in C_{c}^{\infty}\left([0, T) \times \mathbb{R}^{3}\right)$ with $\operatorname{div} \varphi=0$.
3. For almost every $t \in\left[0, T_{0}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{3} \times \mathbb{S}^{2}} s \cdot \psi d V(t)=-\int_{\mathbb{R}^{3}} \psi d \nabla \chi(t) \tag{4.1.6}
\end{equation*}
$$

is satisfied for all $\psi \in C_{0}\left(\mathbb{R}^{3}\right)$.
4. For almost every $t \in\left[0, T_{0}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \chi(t) \varphi(t) d x-\int_{\mathbb{R}^{3}} \chi_{0} \varphi(0) d x-\int_{0}^{t} \int_{\mathbb{R}^{3}} \chi \partial_{t} \varphi d x d \tau-\int_{0}^{t} \int_{\mathbb{R}^{3}} \chi v \cdot \nabla \varphi d x d \tau=0 \tag{4.1.7}
\end{equation*}
$$

for all $\varphi \in C_{c}^{\infty}\left(\left[0, T_{0}\right) \times \mathbb{R}^{3}\right)$.
5 . The generalized energy inequality

$$
\begin{align*}
& \frac{1}{2}\|u(t)\|_{L^{2}}^{2}+\frac{1}{2}\|B(t)\|_{L^{2}}^{2}+\kappa\|V(t)\|_{\mathcal{M}\left(\mathbb{R}^{3} \times \mathbb{S}^{2}\right)}+2 \int_{0}^{t} \int_{\mathbb{R}^{3}} \nu(\chi)|D u|^{2} d x d \tau  \tag{4.1.8}\\
& \quad+\sigma \int_{0}^{t}\|\nabla B(\tau)\|_{L^{2}}^{2} d \tau \leq \frac{1}{2}\left\|u_{0}\right\|_{L^{2}}^{2}+\frac{1}{2}\left\|B_{0}\right\|_{L^{2}}^{2}+\kappa\left\|\nabla \chi_{0}\right\|_{\mathcal{M}\left(\mathbb{R}^{3}\right)}
\end{align*}
$$

holds for almost every $t \in\left[0, T_{0}\right)$.
6. The energy

$$
\begin{equation*}
\frac{1}{2}\|u(t)\|_{L^{2}}^{2}+\frac{1}{2}\|B(t)\|_{L^{2}}^{2}+\kappa\|V(t)\|_{\mathcal{M}\left(\mathbb{R}^{3} \times \mathbb{S}^{2}\right)} \tag{4.1.9}
\end{equation*}
$$

is a nonincreasing function of $t$.
To measure the scale of the error between a strong solution and a varifold solution, we introduce the concept of relative entropy, which is constructed based on the structure of the relative entropy for two-phase Navier-Stokes equations in [10].

Definition 4.1.3 (Relative entropy). Given a strong solution ( $v, B_{v}, \Gamma_{v}$ ) and a varifold solution ( $u, B_{u}, \chi_{u}, V_{u}$ ) to the two-phase MHD equations (3.1.1)-(3.1.8). Given an auxiliary function $w \in L^{2}\left(\left[0, T_{0}\right] ; H^{1}\left(\mathbb{R}^{3}\right)\right) \cap H^{1}\left(\left[0, T_{0}\right] ; L^{4 / 3}\left(\mathbb{R}^{3}\right)+L^{2}\left(\mathbb{R}^{3}\right)\right)$. Let $\varrho_{0}>0$ be such that the nearest point projection (see Section 3.2.4) is valid in $B\left(\Gamma(t) ; \varrho_{0}\right)$ for all $t \in\left[0, T_{0}\right)$. We define the relative entropy by

$$
\begin{align*}
& E(t):=\kappa \int_{\mathbb{R}^{3}} 1-\xi \cdot \frac{\nabla \chi_{u}}{\left|\nabla \chi_{u}\right|} d\left|\nabla \chi_{u}\right|+\int_{\mathbb{R}^{3}} \frac{1}{2}|u-v-w|^{2} d x \\
& +\int_{\mathbb{R}^{3}} \frac{1}{2}\left|B_{u}-B_{v}\right|^{2} d x+\kappa \int_{\mathbb{R}^{3}} 1-\theta(t) d V_{*}+\int_{\mathbb{R}^{3}}\left|\chi_{u}-\chi_{v}\right|\left|\beta\left(\frac{d(x)}{\varrho_{0}}\right)\right| d x \tag{4.1.10}
\end{align*}
$$

The term $\xi$ is the extension of the normal vector $n_{v}$ defined as

$$
\begin{equation*}
\xi(x):=\eta(d(x))\left(1-d^{2}(x)\right) n_{v}(\Pi(x)), \tag{4.1.11}
\end{equation*}
$$

where $d$ and $\Pi$ are the signed distance function and the projection mapping in the theory of nearest point projection (see Section 3.2 .4 for details); the function $\eta$ is a fixed cut-off function such that $\eta=1$ on $\left[-\varrho_{0} / 2, \varrho_{0} / 2\right]$ and $\eta=0$ on $\left(-\infty,-\varrho_{0}\right] \cup\left[\varrho_{0},+\infty\right)$; the function $\theta(t)$ is the Radon-Nikodym derivative

$$
\begin{equation*}
\theta(t):=\frac{d\left|\nabla \chi_{u}(t)\right|}{d V_{*}(t)} \tag{4.1.12}
\end{equation*}
$$

between the total variation measure $\left|\nabla \chi_{u}(t)\right|$ and the measure $V_{*}(t)$, which is defined as $\left(V_{*}(t)\right)(A):=|V(t)|\left(A \times \mathbb{S}^{2}\right)$ for $A \subseteq \mathbb{R}^{3}$ such that $A \times \mathbb{S}^{2}$ is measurable.

We now state our main result.
Theorem 4.1.1. Let $\left(v, B_{v}, \Gamma_{v}\right)$ and $\left(u, B_{u}, \chi_{u}, V_{u}\right)$ be the strong solution (in the sense of Definition 4.1.1) and a varifold solution (in the sense of Definition 4.1.2) to (3.1.1)-(3.1.8) with the same initial value $\left(u_{0}, B_{0}, \chi_{0}\right)$. Then

$$
u=v \text { and } B_{u}=B_{v} \text { in } L^{2}\left(\left[0, T_{0}\right] ; H^{1}\left(\mathbb{R}^{3}\right)\right) ; \quad \chi_{u}=\chi_{v} \text { in } L^{\infty}\left(\left[0, T_{0}\right] \times \mathbb{R}^{3}\right) ;
$$

and for almost every $t \in\left[0, T_{0}\right]$ and all $\varphi \in C_{0}\left(\mathbb{R}^{3} \times \mathbb{S}^{2}\right)$ we have

$$
\int_{\mathbb{R}^{3} \times \mathbb{S}^{2}} \varphi(x, s) d V(t)=\int_{\mathbb{R}^{3}} \varphi\left(x, n_{v}(x)\right) d\left|\nabla \chi_{v}\right| .
$$

Here $n_{v}$ is the Radon-Nikodym derivative $\nabla \chi_{v} /\left|\nabla \chi_{v}\right|$.

### 4.2 Relative Entropy Inequality

In this section, we derive an inequality of the relative entropy $E$. The terms in this inequality will be estimated in the next section, which allows us to control $E(t)$ by utilizing the Gronwall's inequality.

Let $\left(v, B_{v}, \chi_{v}\right)$ be a strong solution and $\left(u, B_{u}, \chi_{u}, V\right)$ be a varifold solution. Suppose that the strong solution exists on $\left[0, T_{0}\right)$.

The terms without the magnetic field can be treated using similar arguments as in [10], while the magnetic terms will be treated differently. We include some important formulas and steps from [10] for completeness and convenience. First, in the equations of the strong solution, we test (4.0.1) with $\varphi \in C_{c}^{\infty}\left(\left[0, T_{0}\right) \times \mathbb{R}^{3}\right)$, then for all $t \in\left[0, T_{0}\right)$ we have

$$
\begin{align*}
& -\int_{\mathbb{R}^{3}} v \cdot \varphi(t)+\int_{\mathbb{R}^{3}} v \cdot \varphi(0)=-\int_{0}^{t} \int_{\mathbb{R}^{3}} v \cdot \partial_{t} \varphi-\int_{0}^{t} \int_{\mathbb{R}^{3}} v \otimes v: \nabla \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes B_{v}: \nabla \varphi \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} \nu\left(\chi_{v}\right)(2 D v): D \varphi-\kappa \int_{0}^{t} \int_{\Gamma_{v}(\tau)} H n \cdot \varphi \tag{4.2.1}
\end{align*}
$$

Similarly as in $[10,(185)]$, we obtain from the transport equation of quantity $v \varphi$ that

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} v(t) \cdot \varphi(t)-\int_{\mathbb{R}^{3}} v_{0} \cdot \varphi(0)=\int_{0}^{t} \int_{\mathbb{R}^{3}} \partial_{t} v \cdot \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \cdot \partial_{t} \varphi  \tag{4.2.2}\\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} v \nabla \varphi v+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \nabla v \varphi .
\end{align*}
$$

Remark 4.2.1. When $\varphi$ is a scalar function, for all $1 \leq k \leq n$ we have

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} v_{k}(t) \varphi(t)-\int_{\mathbb{R}^{3}}\left(v_{0}\right)_{k} \varphi(0)=\int_{0}^{t} \int_{\mathbb{R}^{3}} \partial_{t}\left(v_{k} \varphi\right)+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \cdot \nabla\left(v_{k} \varphi\right) \\
& =\int_{0}^{t} \int_{\mathbb{R}^{3}} \partial_{t} v_{k} \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}} \sum_{j} v_{k} \partial_{t} \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}} \sum_{i} v_{i} \partial_{i} v_{k} \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}} \sum_{i} v_{i} v_{k} \partial_{i} \varphi, \tag{4.2.3}
\end{align*}
$$

which implies

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} v(t) \varphi(t)-\int_{\mathbb{R}^{3}} v_{0} \varphi(0)=\int_{0}^{t} \int_{\mathbb{R}^{3}} \partial_{t} v \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \partial_{t} \varphi  \tag{4.2.4}\\
& \quad+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \nabla v \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}}(v \cdot \nabla \varphi) v .
\end{align*}
$$

When $\varphi$ is a vector-valued function, we have

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} v(t) \cdot \varphi(t)-\int_{\mathbb{R}^{3}} v_{0} \cdot \varphi(0)=\int_{0}^{t} \int_{\mathbb{R}^{3}} \partial_{t}(v \cdot \varphi)+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \cdot \nabla(v \cdot \varphi) \\
& =\int_{0}^{t} \int_{\mathbb{R}^{3}} \partial_{t} \sum_{i} v_{i} \varphi_{i}+\int_{0}^{t} \int_{\mathbb{R}^{3}} \sum_{j} v_{j}\left(\partial_{j} \sum_{i} v_{i} \varphi_{i}\right) \\
& =\int_{0}^{t} \int_{\mathbb{R}^{3}} \sum_{i} \partial_{t} v_{i} \varphi_{i}+\int_{0}^{t} \int_{\mathbb{R}^{3}} \sum_{i} v_{i} \partial_{t} \varphi_{i}+\int_{0}^{t} \int_{\mathbb{R}^{3}} \sum_{j} v_{j}\left(\sum_{i} \partial_{j} v_{i} \varphi_{i}\right) \\
& \quad+\int_{0}^{t} \int_{\mathbb{R}^{3}} \sum_{j} v_{j}\left(\sum_{i} v_{i} \partial_{j} \varphi_{i}\right) \\
& =\int_{0}^{t} \int_{\mathbb{R}^{3}} \partial_{t} v \cdot \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \cdot \partial_{t} \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}} \sum_{j} \sum_{i} v_{j} \partial_{j} v_{i} \varphi_{i}+\int_{0}^{t} \int_{\mathbb{R}^{3}} \sum_{j} \sum_{i} v_{j} \partial_{j} \varphi_{i} v_{i} \\
& =\int_{0}^{t} \int_{\mathbb{R}^{3}} \partial_{t} v \cdot \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \cdot \partial_{t} \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \nabla v \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \nabla \varphi v . \tag{4.2.5}
\end{align*}
$$

Let $w$ be an auxiliary function as defined in [10]. Adding (4.2.1) and (4.2.2) and then let $\varphi=u-v-w$, we obtain

$$
\begin{align*}
& \int_{0}^{t} \int_{\mathbb{R}^{3}} \partial_{t} v \cdot(u-v-w)+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \cdot((\nabla v) \cdot(u-v-w))+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes B_{v}: \nabla(u-v-w) \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} \nu\left(\chi_{v}\right)(2 D v): \nabla(u-v-w)-\kappa \int_{0}^{t} \int_{\Gamma_{v}(\tau)} H n_{v} \cdot(u-v-w) d S d \tau=0 . \tag{4.2.6}
\end{align*}
$$

Next, we consider the equations of varifold solutions. Similarly as in [10, (184) ], we consider the transport equation of the quantity $|v+w|^{2} / 2$, which implies

$$
\begin{align*}
& \frac{1}{2} \int_{\mathbb{R}^{3}}|v+w|^{2}(t)-\frac{1}{2} \int_{\mathbb{R}^{3}}|v+w|^{2}(0) \\
& =\int_{0}^{t} \int_{\mathbb{R}^{3}}(v+w) \cdot \partial_{t}(v+w)+u \cdot(\nabla(v+w)(v+w)) \tag{4.2.7}
\end{align*}
$$

We recall the energy inequality of the varifold solution:

$$
\begin{align*}
& \frac{1}{2} \int_{\mathbb{R}^{3}}|u|^{2}(t)+\frac{1}{2} \int_{\mathbb{R}^{3}}\left|B_{u}\right|^{2}(t)+\kappa\|V(t)\|_{\mathcal{M}\left(\mathbb{R}^{3} \times \mathbb{S}^{2}\right)}+2 \int_{0}^{t} \int_{\mathbb{R}^{3}} \nu\left(\chi_{u}\right)|D u|^{2}+\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}}\left|\nabla B_{u}\right|^{2} \\
\leq & \frac{1}{2} \int_{\mathbb{R}^{3}}|u|^{2}(0)+\frac{1}{2} \int_{\mathbb{R}^{3}}\left|B_{u}\right|^{2}(0)+\kappa\left|\nabla \chi_{0}\right|\left(\mathbb{R}^{3}\right) . \tag{4.2.8}
\end{align*}
$$

Similarly as in [10], we test the momentum equation (4.0.1) of the varifold solution with $\varphi=v+w$, which implies

$$
\begin{align*}
& -\int_{\mathbb{R}^{3}} u(t) \cdot(v+w)(t)+\int_{\mathbb{R}^{3}} u(0) \cdot(v+w)(0) \\
& =-\int_{0}^{t} \int_{\mathbb{R}^{3}} u \cdot \partial_{t}(v+w)-\int_{0}^{t} \int_{\mathbb{R}^{3}} u \otimes u: \nabla(v+w)+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{u} \otimes B_{u}: \nabla(v+w)  \tag{4.2.9}\\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} \nu\left(\chi_{u}\right)(2 D u): \nabla(v+w)+\kappa \int_{0}^{t} \int_{\mathbb{R}^{3} \times \mathbb{S}^{2}}(I-s \otimes s): \nabla(v+w) d V(\tau) d \tau .
\end{align*}
$$

Now we consider the magnetic equation in the varifold solution. Similarly as in (4.2.7), we consider the transport equation (along velocity field $u$ ) of the quantity $\frac{1}{2}\left|B_{v}\right|^{2}$ :

$$
\begin{align*}
& \frac{1}{2} \int_{\mathbb{R}^{3}}\left|B_{v}\right|^{2}(t)-\frac{1}{2} \int_{\mathbb{R}^{3}}\left|B_{v}\right|^{2}(0)=\frac{1}{2} \int_{0}^{t} \int_{\mathbb{R}^{3}} \partial_{t}\left|B_{v}\right|^{2}+\frac{1}{2} \int_{0}^{t} \int_{\mathbb{R}^{3}} u \cdot \nabla\left(\left|B_{v}\right|^{2}\right)  \tag{4.2.10}\\
& =\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \cdot \partial_{t} B_{v}+\int_{0}^{t} \int_{\mathbb{R}^{3}} u \otimes B_{v}: \nabla B_{v} .
\end{align*}
$$

In the magnetic equation of the varifold solution, we let $\varphi=B_{v}$ and obtain

$$
\begin{align*}
& -\int_{\mathbb{R}^{3}} B_{u}(t) \cdot B_{v}(t)+\int_{\mathbb{R}^{3}} B_{u}(0) \cdot B_{v}(0)=-\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{u} \cdot \partial_{t} B_{v}-\int_{0}^{t} \int_{\mathbb{R}^{3}} u \otimes B_{u}: \nabla B_{v} \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{u} \otimes u: \nabla B_{v}+\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}} \nabla B_{u}: \nabla B_{v} \tag{4.2.11}
\end{align*}
$$

Letting (4.2.6) $+(4.2 .7)+(4.2 .8)+(4.2 .9)$, we obtain for almost all $t \in\left[0, T_{0}\right)$ that

$$
\begin{align*}
& \frac{1}{2} \int_{\mathbb{R}^{3}}|v+w|^{2}(t)-\frac{1}{2} \int_{\mathbb{R}^{3}}|v+w|^{2}(0)+\frac{1}{2} \int_{\mathbb{R}^{3}}|u|^{2}(t)+\frac{1}{2} \int_{\mathbb{R}^{3}}\left|B_{u}\right|^{2}(t) \\
& \quad+\kappa\|V(t)\|_{\mathcal{M}\left(\mathbb{R}^{3} \times \mathbb{S}^{2}\right)}+2 \int_{0}^{t} \int_{\mathbb{R}^{3}} \nu\left(\chi_{u}\right)|D u|^{2}+\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}}\left|\nabla B_{u}\right|^{2} \\
& \quad-\int_{\mathbb{R}^{3}} u(t) \cdot(v+w)(t)+\int_{\mathbb{R}^{3}} u(0) \cdot(v+w)(0) \\
& \leq \int_{0}^{t} \int_{\mathbb{R}^{3}} \partial_{t} v \cdot(u-v-w)+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \cdot(\nabla v(u-v-w)) \\
&+\int_{0}^{t} \int_{\mathbb{R}^{3}} \nu\left(\chi_{v}\right)(2 D v): \nabla(u-v-w)-\kappa \int_{0}^{t} \int_{\Gamma_{v}(\tau)} H n_{v} \cdot(u-v-w) d S d \tau  \tag{4.2.12}\\
&+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes B_{v}: \nabla(u-v-w)+\int_{0}^{t} \int_{\mathbb{R}^{3}}(v+w) \cdot \partial_{t}(v+w) \\
&+\int_{0}^{t} \int_{\mathbb{R}^{3}} u \cdot(\nabla(v+w)(v+w))+\frac{1}{2} \int_{\mathbb{R}^{3}}|u|^{2}(0)+\frac{1}{2} \int_{\mathbb{R}^{3}}\left|B_{u}\right|^{2}(0)+\kappa\left|\nabla \chi_{u, 0}\right|\left(\mathbb{R}^{3}\right) \\
& \quad-\int_{0}^{t} \int_{\mathbb{R}^{3}} u \cdot \partial_{t}(v+w)-\int_{0}^{t} \int_{\mathbb{R}^{3}} u \otimes u: \nabla(v+w)+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{u} \otimes B_{u}: \nabla(v+w) \\
& \quad+2 \int_{0}^{t} \int_{\mathbb{R}^{3}} \nu\left(\chi_{u}\right) D u: \nabla(v+w)+\kappa \int_{0}^{t} \int_{\mathbb{R}^{3} \times \mathbb{S}^{2}}(I-s \otimes s): \nabla(v+w) d V(t),
\end{align*}
$$

which is abbreviated to

$$
\begin{equation*}
I_{1}+\cdots+I_{9} \leq J_{1}+\cdots+J_{15} \tag{4.2.13}
\end{equation*}
$$

Now we reorder these terms and collect all the component terms of the relative entropy $E$. The terms without magnetic field can be treated in the same way as in $[10$, Section 7]. We include these terms in our arguments for convenience and completeness. First, the velocity term of the relative entropy $E$ can be obtained by

$$
\begin{align*}
& I_{1}+I_{3}+I_{8}=\frac{1}{2} \int_{\mathbb{R}^{3}}|u-v-w|^{2}(t) d x \\
& I_{2}+I_{9}-J_{8}=-\frac{1}{2} \int_{\mathbb{R}^{3}}|u-v-w|^{2}(0) d x \tag{4.2.14}
\end{align*}
$$

From $[10,(194)]$, we obtain the varifold term in $E$ :

$$
\begin{align*}
& I_{5}=\kappa\left|\nabla \chi_{u}(t)\right|\left(\mathbb{R}^{3}\right)+\kappa \int_{\mathbb{R}^{3}} 1-\theta(t) d V_{*}(t),  \tag{4.2.15}\\
& J_{10}=\kappa\left|\nabla \chi_{0}\right|\left(\mathbb{R}^{3}\right)
\end{align*}
$$

Since the two fluids have the same density $\rho=1$, the term $R_{d t}$ in [10] vanishes in our case. Thus, the terms $R_{a d v}, A_{a d v}, R_{d t}$ and $A_{d t}$ in [10] satisfies

$$
\begin{align*}
& \left(J_{2}+J_{7}+J_{12}\right)+\left(J_{1}+J_{6}+J_{11}\right) \\
& =-\int_{0}^{t} \int_{\mathbb{R}^{3}} v \nabla w(u-v-w)-\int_{0}^{t} \int_{\mathbb{R}^{3}}(u-v-w) \nabla v(u-v-w) \\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}} w \nabla(v+w)(u-v-w)-\int_{0}^{t} \int_{\mathbb{R}^{3}}(u-v-w) \nabla w(u-v-w)  \tag{4.2.16}\\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}}(u-v-w) \cdot \partial_{t} w=R_{a d v}+A_{a d v}+R_{d t}+A_{d t} .
\end{align*}
$$

The terms that contain mean curvature are

$$
\begin{align*}
& J_{4}+J_{15}=\kappa \int_{0}^{t} \int_{\mathbb{R}^{3} \times \mathbb{S}^{2}}(I-s \otimes s): \nabla v d V(\tau)-\kappa \int_{0}^{t} \int_{\Gamma_{v}(\tau)} H n_{v} \cdot(u-v) d S d \tau \\
& +\kappa \int_{0}^{t} \int_{\mathbb{R}^{3} \times \mathbb{S}^{2}}(I-s \otimes s): \nabla w d V(\tau)+\kappa \int_{0}^{t} \int_{\Gamma_{v}(\tau)} H n_{v} \cdot w d S d \tau \tag{4.2.17}
\end{align*}
$$

The viscosity terms $R_{v i s c}$ and $A_{v i s c}$ in [10] are treated by

$$
\begin{equation*}
J_{3}-I_{6}+J_{14}=R_{v i s c}+A_{v i s c}-2 \int_{0}^{t} \int_{\mathbb{R}^{3}} \nu\left(\chi_{u}\right)|D(u-v-w)|^{2} \tag{4.2.18}
\end{equation*}
$$

Therefore, we obtain:

$$
\begin{align*}
& \frac{1}{2} \int_{\mathbb{R}^{3}}|u-v-w|^{2}(t) d x+\kappa\left|\nabla \chi_{u}(t)\right|\left(\mathbb{R}^{3}\right)+\kappa \int_{\mathbb{R}^{3}} 1-\theta(t) d V_{*}(t) \\
& +\frac{1}{2} \int_{\mathbb{R}^{3}}\left|B_{u}\right|^{2}(t)+\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}}\left|\nabla B_{u}\right|^{2}+2 \int_{0}^{t} \int_{\mathbb{R}^{3}} \nu\left(\chi_{u}\right)|D(u-v-w)|^{2} \\
& \leq \frac{1}{2} \int_{\mathbb{R}^{3}}|u-v-w|^{2}(0) d x+\kappa\left|\nabla \chi_{u, 0}\right|\left(\mathbb{R}^{3}\right)+\frac{1}{2} \int_{\mathbb{R}^{3}}\left|B_{u}\right|^{2}(0)  \tag{4.2.19}\\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{u} \otimes B_{u}: \nabla(v+w)+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes B_{v}: \nabla(u-v-w) \\
& +R_{a d v}+A_{a d v}+R_{d t}+A_{d t}+R_{v i s c}+A_{v i s c}+J_{4}+J_{15} .
\end{align*}
$$

By (202), (208) and (210) in [10], we obtain

$$
\begin{align*}
- & \left.\kappa \int_{\mathbb{R}^{3}} n_{u}(t) \cdot \xi(t) d\left|\nabla \chi_{u}\right|+\int_{\mathbb{R}^{3}}\left|\chi_{u}(t)-\chi_{v}(t)\right| \beta\left(\frac{d(x)}{\varrho_{0}}\right) \right\rvert\, \\
& +\frac{1}{2} \int_{\mathbb{R}^{3}}|u-v-w|^{2}(t) d x+\kappa\left|\nabla \chi_{u}(t)\right|\left(\mathbb{R}^{3}\right)+\kappa \int_{\mathbb{R}^{3}} 1-\theta(t) d V_{*}(t) \\
& +\frac{1}{2} \int_{\mathbb{R}^{3}}\left|B_{u}\right|^{2}(t)+\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}}\left|\nabla B_{u}\right|^{2}+2 \int_{0}^{t} \int_{\mathbb{R}^{3}} \nu\left(\chi_{u}\right)|D(u-v-w)|^{2} \\
\leq & -\kappa \int_{\mathbb{R}^{3}} n_{u, 0} \xi(0) d\left|\nabla \chi_{u, 0}\right|+\frac{1}{2} \int_{\mathbb{R}^{3}}|u-v-w|^{2}(0) d x+\kappa\left|\nabla \chi_{u, 0}\right|\left(\mathbb{R}^{3}\right)+\frac{1}{2} \int_{\mathbb{R}^{3}}\left|B_{u}\right|^{2}(0) \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{u} \otimes B_{u}: \nabla(v+w)+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes B_{v}: \nabla(u-v-w) \\
& +R_{a d v}+A_{a d v}+R_{d t}+A_{d t}+R_{\text {visc }}+A_{\text {visc }}+R_{\text {surTen }}+A_{\text {surTen }}+R_{\text {weightVol }}+A_{\text {weightVol }} \\
& +\int_{\mathbb{R}^{3}}\left|\chi_{u, 0}-\chi_{v, 0}\right|\left|\beta\left(\frac{d(x)}{\varrho_{0}}\right)\right| \tag{4.2.20}
\end{align*}
$$

The definitions of $R_{\text {surTen }}, A_{\text {surTen }}, R_{\text {weightVol }}, A_{\text {weightVol }}$ and $\beta$ can be found in [10, Proposition 10]. It remains to obtain the term $\left|B_{u}-B_{v}\right|^{2}$ to complete the relative entropy. In order
to do this, we add (4.2.10) and (4.2.11) to (4.2.20), which implies

$$
\begin{align*}
- & \left.\kappa \int_{\mathbb{R}^{3}} n_{u}(t) \cdot \xi(t) d\left|\nabla \chi_{u}\right|+\int_{\mathbb{R}^{3}}\left|\chi_{u}(t)-\chi_{v}(t)\right| \beta\left(\frac{d(x)}{\varrho_{0}}\right) \right\rvert\, \\
& +\frac{1}{2} \int_{\mathbb{R}^{3}}|u-v-w|^{2}(t) d x+\kappa\left|\nabla \chi_{u}(t)\right|\left(\mathbb{R}^{3}\right)+\kappa \int_{\mathbb{R}^{3}} 1-\theta(t) d V_{*}(t) \\
& +\frac{1}{2} \int_{\mathbb{R}^{3}}\left|B_{u}\right|^{2}(t)-\int_{\mathbb{R}^{3}} B_{u}(t) \cdot B_{v}(t)+\int_{\mathbb{R}^{3}} \frac{1}{2}\left|B_{v}\right|^{2}(t) \\
& +\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}}\left|\nabla B_{u}\right|^{2}+2 \int_{0}^{t} \int_{\mathbb{R}^{3}} \nu\left(\chi_{u}\right)|D(u-v-w)|^{2} \\
\leq & -\kappa \int_{\mathbb{R}^{3}} n_{u, 0} \xi(0) d\left|\nabla \chi_{u, 0}\right|+\frac{1}{2} \int_{\mathbb{R}^{3}}|u-v-w|^{2}(0) d x+\kappa\left|\nabla \chi_{u, 0}\right|(\Omega) \\
& +\frac{1}{2} \int_{\mathbb{R}^{3}}\left|B_{u}\right|^{2}(0)-\int_{\mathbb{R}^{3}} B_{u}(0) \cdot B_{v}(0)+\int_{\mathbb{R}^{3}} \frac{1}{2}\left|B_{v}\right|^{2}(0) \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{u} \otimes B_{u}: \nabla(v+w)+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes B_{v}: \nabla(u-v-w) \\
& +R_{a d v}+A_{a d v}+R_{d t}+A_{d t}+R_{v i s c}+A_{\text {visc }}+R_{\text {surTen }}+A_{\text {surTen }}+R_{\text {weightVol }}+A_{\text {weightVol }} \\
& +\int_{\mathbb{R}^{3}}\left|\chi_{u, 0}-\chi_{v, 0}\right|\left|\beta\left(\frac{d(x)}{\varrho_{0}}\right)\right| \\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{u} \cdot \partial_{t} B_{v}-\int_{0}^{t} \int_{\mathbb{R}^{3}} u \otimes B_{u}: \nabla B_{v}+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{u} \otimes u: \nabla B_{v} \\
& +\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}} \nabla B_{u}: \nabla B_{v}+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \cdot \partial_{t} B_{v}+\int_{0}^{t} \int_{\mathbb{R}^{3}} u \otimes B_{v}: \nabla B_{v} . \tag{4.2.21}
\end{align*}
$$

We recall that

$$
\begin{equation*}
\kappa\left|\nabla \chi_{u}(t)\right|\left(\mathbb{R}^{3}\right)-\kappa \int_{\mathbb{R}^{3}} n_{u} \cdot \xi(t) d\left|\nabla \chi_{u}\right|=\int_{\mathbb{R}^{3}} 1-n_{u} \cdot \xi(t) d\left|\nabla \chi_{u}(t)\right| \tag{4.2.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \frac{1}{2}\left|B_{u}\right|^{2}(t)-\int_{\mathbb{R}^{3}} B_{u}(t) \cdot B_{v}(t)+\int_{\mathbb{R}^{3}} \frac{1}{2}\left|B_{v}\right|^{2}(t)=\int_{\mathbb{R}^{3}} \frac{1}{2}\left|B_{u}-B_{v}\right|^{2}(t) . \tag{4.2.23}
\end{equation*}
$$

Using the same argument, we combine corresponding terms in (4.2.21) and obtain terms

$$
\int_{\mathbb{R}^{3}} 1-n_{u, 0} \cdot \xi(0) d\left|\nabla \chi_{u}(0)\right| \quad \text { and } \quad \int_{\mathbb{R}^{3}} \frac{1}{2}\left|B_{u}-B_{v}\right|^{2}(0)
$$

We can now replace the corresponding terms with $E(t)$ and $E(0)$ and obtain

$$
\begin{align*}
& E(t)+\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}}\left|\nabla B_{u}\right|^{2}+2 \int_{0}^{t} \int_{\mathbb{R}^{3}} \nu\left(\chi_{u}\right)|D(u-v-w)|^{2} \\
& \leq E(0)+R_{a d v}+A_{a d v}+R_{d t}+A_{d t}+R_{v i s c}+A_{v i s c}+R_{\text {surTen }}+A_{\text {surTen }}+R_{\text {weightVol }}+A_{\text {weightVol }} \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{u} \otimes B_{u}: \nabla(v+w)+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes B_{v}: \nabla(u-v-w) \\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \cdot \partial_{t} B_{v}-\int_{0}^{t} \int_{\mathbb{R}^{3}} u \otimes\left(B_{u}-B_{v}\right): \nabla B_{v} \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{u} \otimes u: \nabla B_{v}+\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}} \nabla B_{u}: \nabla B_{v} \tag{4.2.24}
\end{align*}
$$

Combining the second term and the last term in (4.2.24), we have

$$
\begin{align*}
& \sigma \int_{0}^{t} \int_{\mathbb{R}^{3}}\left|\nabla B_{u}\right|^{2}-\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}} \nabla B_{u}: \nabla B_{v} \\
& =\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}}\left|\nabla\left(B_{u}-B_{v}\right)\right|^{2}+\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}} \nabla B_{v}: \nabla\left(B_{u}-B_{v}\right) . \tag{4.2.25}
\end{align*}
$$

Thus, we can rewrite (4.2.24) as

$$
\begin{align*}
& E(t)+2 \int_{0}^{t} \int_{\mathbb{R}^{3}} \nu\left(\chi_{u}\right)|D(u-v-w)|^{2}+\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}}\left|\nabla\left(B_{u}-B_{v}\right)\right|^{2} \\
& \leq E(0)+R_{\text {adv }}+A_{\text {adv }}+R_{d t}+A_{d t}+R_{\text {visc }}+A_{\text {visc }}+R_{\text {surTen }}+A_{\text {surTen }}  \tag{4.2.26}\\
& +R_{\text {weightVol }}+A_{\text {weightVol }}+I_{1}+\cdots+I_{6}
\end{align*}
$$

where $t \in\left[0, T_{0}\right)$ and

$$
\begin{align*}
& I_{1}+\cdots+I_{6} \\
& :=\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{u} \otimes B_{u}: \nabla(v+w)+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes B_{v}: \nabla(u-v-w) \\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \cdot \partial_{t} B_{v}-\int_{0}^{t} \int_{\mathbb{R}^{3}} u \otimes\left(B_{u}-B_{v}\right): \nabla B_{v}  \tag{4.2.27}\\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{u} \otimes u: \nabla B_{v}-\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}} \nabla B_{v}: \nabla\left(B_{u}-B_{v}\right) .
\end{align*}
$$

Now we rewrite terms $I_{1}, I_{4}$ and $I_{5}$. For $I_{1}$, we replace $B_{u}$ with $B_{u}-B_{v}+B_{v}$ and obtain

$$
\begin{align*}
& I_{1}=\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{u} \otimes B_{u}: \nabla(v+w) \\
& =\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}+B_{v}\right) \otimes\left(B_{u}-B_{v}+B_{v}\right): \nabla(v+w)  \tag{4.2.28}\\
& =\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \otimes\left(B_{u}-B_{v}\right): \nabla(v+w)+\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \otimes B_{v}: \nabla(v+w) \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes\left(B_{u}-B_{v}\right): \nabla(v+w)+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes B_{v}: \nabla(v+w) .
\end{align*}
$$

Using the same idea as for $I_{1}$, we obtain

$$
\begin{align*}
I_{4} & =-\int_{0}^{t} \int_{\mathbb{R}^{3}} u \otimes\left(B_{u}-B_{v}\right): \nabla B_{v} \\
& =-\int_{0}^{t} \int_{\mathbb{R}^{3}}(u-(v+w)+(v+w)) \otimes\left(B_{u}-B_{v}\right): \nabla B_{v}  \tag{4.2.29}\\
& =-\int_{0}^{t} \int_{\mathbb{R}^{3}}(u-v-w) \otimes\left(B_{u}-B_{v}\right): \nabla B_{v} \\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}}(v+w) \otimes\left(B_{u}-B_{v}\right): \nabla B_{v}
\end{align*}
$$

and

$$
\begin{align*}
& I_{5}=\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{u} \otimes u: \nabla B_{v} \\
& =\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}+B_{v}\right) \otimes(u-(v+w)+(v+w)): \nabla B_{v} \\
& =\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \otimes(u-v-w): \nabla B_{v}+\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \otimes(v+w): \nabla B_{v}  \tag{4.2.30}\\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes(u-v-w): \nabla B_{v}+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes(v+w): \nabla B_{v} .
\end{align*}
$$

Thus, we have

$$
\begin{align*}
& I_{1}+\cdots+I_{6}:=\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \otimes\left(B_{u}-B_{v}\right): \nabla(v+w) \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \otimes B_{v}: \nabla(v+w)+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes\left(B_{u}-B_{v}\right): \nabla(v+w) \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes B_{v}: \nabla(v+w)+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes B_{v}: \nabla(u-v-w) \\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \cdot \partial_{t} B_{v}-\int_{0}^{t} \int_{\mathbb{R}^{3}}(u-v-w) \otimes\left(B_{u}-B_{v}\right): \nabla B_{v}  \tag{4.2.31}\\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}}(v+w) \otimes\left(B_{u}-B_{v}\right): \nabla B_{v}+\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \otimes(u-v-w): \nabla B_{v} \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \otimes(v+w): \nabla B_{v}+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes(u-v-w): \nabla B_{v} \\
& +\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes(v+w): \nabla B_{v}-\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}} \nabla B_{v}: \nabla\left(B_{u}-B_{v}\right) .
\end{align*}
$$

Notice that term 4 cancels term 12 and term 5 cancels term 11. Thus, we finally obtain the relative entropy inequality:

$$
\begin{align*}
& E(t)+2 \int_{0}^{t} \int_{\mathbb{R}^{3}} \nu\left(\chi_{u}\right)|D(u-v-w)|^{2}+\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}}\left|\nabla\left(B_{u}-B_{v}\right)\right|^{2} \\
& \leq E(0)+R_{a d v}+A_{\text {adv }}+R_{d t}+A_{d t}+R_{v i s c}+A_{v i s c}+R_{\text {surTen }}+A_{\text {surTen }}  \tag{4.2.32}\\
& +R_{\text {weightVol }}+A_{\text {weightVol }}+I_{\text {good }}+I_{\text {bad }}
\end{align*}
$$

where $t \in\left[0, T_{0}\right)$. The terms $R$ and $A$ are defined in [10]. The two terms $I_{\text {good }}$ and $I_{\text {bad }}$ are defined as:

$$
\begin{align*}
& I_{\text {good }}:=\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \otimes\left(B_{u}-B_{v}\right): \nabla(v+w) \\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}}(u-v-w) \otimes\left(B_{u}-B_{v}\right): \nabla B_{v}+\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \otimes(u-v-w): \nabla B_{v} \tag{4.2.33}
\end{align*}
$$

and

$$
\begin{align*}
& I_{\mathrm{bad}}:=\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \otimes B_{v}: \nabla(v+w)+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes\left(B_{u}-B_{v}\right): \nabla(v+w) \\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}}(v+w) \otimes\left(B_{u}-B_{v}\right): \nabla B_{v}+\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \otimes(v+w): \nabla B_{v} \\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \cdot \partial_{t} B_{v}-\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}} \nabla B_{v}: \nabla\left(B_{u}-B_{v}\right) \\
& =\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes\left(B_{u}-B_{v}\right): \nabla(v+w) \\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}}(v+w) \otimes\left(B_{u}-B_{v}\right): \nabla B_{v}-\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \cdot \partial_{t} B_{v}-\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}} \nabla B_{v}: \nabla\left(B_{u}-B_{v}\right) . \tag{4.2.34}
\end{align*}
$$

The term $I_{\text {bad }}$ can only be controlled using $\int_{0}^{t} E(t)^{\frac{1}{2}}$ rather than $\int_{0}^{t} E(t)$. In order to utilize the Gronwall's inequality, we still need to treat $I_{\mathrm{bad}}$ using the equations of the strong solution. By the transport theorem we have

$$
\begin{align*}
& \int_{\mathbb{R}^{3}}\left(B_{v} \cdot \varphi\right)(t)-\int_{\mathbb{R}^{3}}\left(B_{0} \cdot \varphi\right)(0)=\int_{0}^{t} \int_{\mathbb{R}^{3}} \partial_{t}\left(B_{v} \cdot \varphi\right)+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \cdot \nabla\left(B_{v} \cdot \varphi\right)  \tag{4.2.35}\\
& =\int_{0}^{t} \int_{\mathbb{R}^{3}} \partial_{t} B_{v} \cdot \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \cdot \partial_{t} \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \otimes \varphi: \nabla B_{v}+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \otimes B_{v}: \nabla \varphi .
\end{align*}
$$

Next, we consider the magnetic equation (4.0.2) of the strong solution. Testing the equation with $\varphi \in C_{c}^{\infty}\left(\left[0, T_{0}\right) \times \mathbb{R}^{3}\right), \operatorname{div} \varphi=0$, we obtain for all $t \in\left[0, T_{0}\right)$ that

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} B_{v}(t) \cdot \varphi(t)-\int_{\mathbb{R}^{3}} B_{0} \cdot \varphi(0)=\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \cdot \partial_{t} \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \otimes B_{v}: \nabla \varphi  \tag{4.2.36}\\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes v: \nabla \varphi-\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}} \nabla B_{v}: \nabla \varphi
\end{align*}
$$

Subtracting (4.2.36) from (4.2.35), we have

$$
\begin{equation*}
\int_{0}^{t} \int_{\mathbb{R}^{3}} \partial_{t} B_{v} \cdot \varphi+\int_{0}^{t} \int_{\mathbb{R}^{3}} v \otimes \varphi: \nabla B_{v}+\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes v: \nabla \varphi+\sigma \int_{0}^{t} \int_{\mathbb{R}^{3}} \nabla B_{v}: \nabla \varphi=0 \tag{4.2.37}
\end{equation*}
$$

Letting $\varphi=B_{u}-B_{v}$ in (4.2.37) and combining it with $I_{\text {bad }}$, we finally obtain

$$
\begin{equation*}
I_{\mathrm{bad}}=-\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes w: \nabla\left(B_{u}-B_{v}\right)-\int_{0}^{t} \int_{\mathbb{R}^{3}} w \otimes\left(B_{u}-B_{v}\right): \nabla B_{v} \tag{4.2.38}
\end{equation*}
$$

### 4.3 Control of Relative Entropy

Now we can estimate $I_{\text {good }}$ and $I_{\text {bad }}$ in terms of the relative entropy $E$. We let

$$
\begin{align*}
& I_{\mathrm{good}}+I_{\mathrm{bad}}=\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \otimes\left(B_{u}-B_{v}\right): \nabla(v+w) \\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}}(u-v-w) \otimes\left(B_{u}-B_{v}\right): \nabla B_{v}+\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(B_{u}-B_{v}\right) \otimes(u-v-w): \nabla B_{v}  \tag{4.3.1}\\
& -\int_{0}^{t} \int_{\mathbb{R}^{3}} B_{v} \otimes w: \nabla\left(B_{u}-B_{v}\right)-\int_{0}^{t} \int_{\mathbb{R}^{3}} w \otimes\left(B_{u}-B_{v}\right): \nabla B_{v} \\
& =: I_{1}-I_{2}+I_{3}-I_{4}-I_{5} .
\end{align*}
$$

We assume in advance that $E(t) \leq \epsilon^{2}(t)$ for an auxiliary function $\epsilon(t) \in C^{1}\left(\left[0, T_{0}\right) ;\left[0, \varrho_{0}\right)\right)$. The auxiliary function $w$ has been carefully studied in [10, Proposition 28]. In the estimation of magnetic terms, we will use the following two properties of $w$ in [10]:

$$
\begin{align*}
& \|\nabla w(t)\|_{L^{\infty}\left(\mathbb{R}^{3}\right)} \leq C \frac{1}{\varrho_{0}^{4}}|\log \epsilon(t)|\|v\|_{W^{2, \infty}\left(\mathbb{R}^{3} \backslash \Gamma_{v}(t)\right)}+C \frac{1}{\varrho_{0}^{3}}\left\|\nabla^{3} v\right\|_{L^{\infty}\left(\mathbb{R}^{3} \backslash \Gamma_{v}(t)\right)}  \tag{4.3.2}\\
& +C \frac{1}{\varrho_{0}^{9}}\left(1+\mathcal{H}^{2}\left(\Gamma_{v}(t)\right)\right)\|v\|_{W^{2, \infty}\left(\mathbb{R}^{3} \backslash \Gamma_{v}(t)\right)}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{\mathbb{R}^{3}}|w(t)|^{2} d x \leq C\left(\frac{M^{2}}{\varrho_{0}^{4}}\|v\|_{W^{2, \infty}\left(\mathbb{R}^{3} \backslash \Gamma_{v}(t)\right)}+1\right) \\
& \quad \cdot\left(\int_{\Gamma_{v}(t)}\left|h_{\epsilon(t)}^{+}\right|^{2}+\left|\nabla h_{\epsilon(t)}^{+}\right|^{2}+\left|h_{\epsilon(t)}^{-}\right|^{2}+\left|\nabla h_{\epsilon(t)}^{-}\right|^{2} d S\right)  \tag{4.3.3}\\
& \leq C\left(v, \varrho_{0}\right) E(t)
\end{align*}
$$

where $M>0$ is a fixed number such that $B\left(\Gamma_{v}(t) ; \varrho_{0}\right) \subseteq B(0 ; M)$ and the functions $h_{\epsilon(t)}^{ \pm}$and $\nabla h_{\epsilon(t)}^{ \pm}$are defined in [10].

Now we estimate $I_{1}$ to $I_{5}$ in (4.3.1) term by term. Using (4.3.2), we obtain

$$
\begin{equation*}
\left|I_{1}\right| \lesssim \int_{0}^{t}\|\nabla(v+w)\|_{L^{\infty}}\left\|B_{u}-B_{v}\right\|_{L^{2}}^{2} \lesssim \int_{0}^{t} C(\tau) E(\tau) d \tau \tag{4.3.4}
\end{equation*}
$$

where

$$
\begin{align*}
& C(\tau)=\|\nabla v\|_{L^{\infty}\left(\mathbb{R}^{3} \backslash \Gamma_{v}(\tau)\right)}+\frac{1}{\varrho_{0}^{4}}|\log \epsilon(\tau)|\|v\|_{W^{2, \infty}\left(\mathbb{R}^{3} \backslash \Gamma_{v}(\tau)\right)}  \tag{4.3.5}\\
& +\frac{1}{\varrho_{0}^{3}}\left\|\nabla^{3} v\right\|_{L^{\infty}\left(\mathbb{R}^{3} \backslash \Gamma_{v}(\tau)\right)}+\frac{1}{\varrho_{0}^{9}}\left(1+\mathcal{H}^{2}\left(\Gamma_{v}(\tau)\right)\right)\|v\|_{W^{2, \infty}\left(\mathbb{R}^{3} \backslash \Gamma_{v}(\tau)\right)}
\end{align*}
$$

Using Hölder's inequality, we have

$$
\begin{align*}
& \left|I_{2}\right|+\left|I_{3}\right| \lesssim \int_{0}^{t} \int_{\mathbb{R}^{3}}|u-v-w|\left|B_{u}-B_{v}\right|\left|\nabla B_{v}\right| \\
& \lesssim \int_{0}^{t}\left\|\nabla B_{v}(\tau)\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)}\|u-v-w\|_{L^{2}\left(\mathbb{R}^{3}\right)}\left\|B_{u}-B_{v}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)} \\
& \lesssim \int_{0}^{t}\left\|\nabla B_{v}(\tau)\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)}\left(\|u-v-w\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2}+\left\|B_{u}-B_{v}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2}\right)  \tag{4.3.6}\\
& \lesssim \int_{0}^{t}\left\|\nabla B_{v}(\tau)\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)} E(\tau) d \tau .
\end{align*}
$$

Without loss of generality, we assume $\varrho_{0}<1$, then for all $\delta>0$ we have

$$
\begin{align*}
& \left|I_{4}\right| \lesssim \int_{0}^{t}\left\|B_{v}\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)}\|w\|_{L^{2}\left(\mathbb{R}^{3}\right)}\left\|\nabla\left(B_{u}-B_{v}\right)\right\|_{L^{2}\left(\mathbb{R}^{3}\right)} \\
& \lesssim \delta \int_{0}^{t}\left\|B_{v}\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)}\left\|\nabla\left(B_{u}-B_{v}\right)\right\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2}+\frac{1}{\delta} \int_{0}^{t}\left\|B_{v}\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)}\|w\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2} \\
& \lesssim \delta \int_{0}^{t}\left\|B_{v}\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)}\left\|\nabla\left(B_{u}-B_{v}\right)\right\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2}  \tag{4.3.7}\\
& +\frac{1}{\delta} \int_{0}^{t} \frac{C\left\|B_{v}\right\|_{L^{\infty}}}{\varrho_{0}^{4}}\left(\frac{1}{\varrho_{0}^{4}}\|v\|_{W^{2, \infty\left(\mathbb{R}^{3} \backslash \Gamma_{v}(\tau)\right)}}+1\right) E(\tau) .
\end{align*}
$$

Finally, using Hölder's inequality, we have

$$
\begin{align*}
& \left|I_{5}\right| \lesssim \int_{0}^{t}\left\|\nabla B_{v}\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)}\|w\|_{L^{2}\left(\mathbb{R}^{3}\right)}\left\|B_{u}-B_{v}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)} \\
& \lesssim \int_{0}^{t}\left\|\nabla B_{v}\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)}\left\|B_{u}-B_{v}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2}+\int_{0}^{t}\left\|\nabla B_{v}\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)}\|w\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2}  \tag{4.3.8}\\
& \lesssim \int_{0}^{t}\left\|\nabla B_{v}\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)} E(\tau)+\int_{0}^{t} \frac{\left\|\nabla B_{v}\right\|_{L^{\infty}}}{\varrho_{0}^{4}}\left(\frac{1}{\varrho_{0}^{4}}\|v\|_{W^{2, \infty}\left(\mathbb{R}^{3} \backslash \Gamma_{v}(\tau)\right)}+1\right) E(\tau) \\
& \lesssim \int_{0}^{t} \frac{\left\|\nabla B_{v}\right\|_{L^{\infty}}}{\varrho_{0}^{4}}\left(\frac{1}{\varrho_{0}^{4}}\|v\|_{W^{2, \infty}\left(\mathbb{R}^{3} \backslash \Gamma_{v}(\tau)\right)}+1\right) E(\tau) .
\end{align*}
$$

Thus, we obtain

$$
\begin{align*}
\left|I_{1}\right|+\cdots+\left|I_{5}\right| & \leq C\left(v, B_{v}, \Gamma_{v}, \varrho_{0}, \delta\right) \int_{0}^{t}(1+|\log \epsilon(\tau)|) E(\tau) d \tau  \tag{4.3.9}\\
& +C\left(B_{v}\right) \delta \int_{0}^{t}\left\|\nabla\left(B_{u}-B_{v}\right)\right\|_{L^{2}}^{2} d \tau
\end{align*}
$$

The estimates in the right-hand side of (4.3.9) do not change the structure of the relative entropy inequality in $[10,(176)]$. Thus, when the assumption $E(t) \leq \epsilon^{2}(t)$ holds, by choosing $\delta$ sufficiently small, we can find $c_{1}, c_{2}>0$, such that

$$
\begin{align*}
& E(t)+c_{1} \int_{0}^{t} \int_{\mathbb{R}^{3}}|\nabla(u-v-w)|^{2}+c_{2} \int_{0}^{t} \int_{\mathbb{R}^{3}}\left|\nabla\left(B_{u}-B_{v}\right)\right|^{2} \\
& \leq  \tag{4.3.10}\\
& \quad E(0)+C\left(v, B_{v}, \Gamma_{v}, \varrho_{0}, \delta\right) \int_{0}^{t}(1+|\log \epsilon(\tau)|) E(\tau) d \tau \\
& \quad+C\left(v, B_{v}, \Gamma_{v}, \varrho_{0}, \delta\right) \int_{0}^{t}(1+|\log \epsilon(t)|) \epsilon(\tau) E^{\frac{1}{2}}(\tau) d \tau \\
& \quad+C\left(v, B_{v}, \Gamma_{v}, \varrho_{0}, \delta\right) \int_{0}^{t} \epsilon^{\prime}(\tau) E(\tau) d \tau .
\end{align*}
$$

The right-hand side of (4.3.10) is the same as in [10, Section 6.9]. Therefore, the arguments in [10] can be carried out directly to obtain $E(t) \equiv 0$, which completes the proof of the weak-strong uniqueness.

## Appendix Basic Theorems and Details of Proofs

We include some useful details in the appendix for the readers' reference.
We state the Aubin-Lions lemma, which is used for obtaining stronger convergence in the study of varifold solutions.

Theorem A.0.1 ( [23], Theorem 1.71). Given Banach spaces $X, Y$ and $Z$ such that $X \hookrightarrow \hookrightarrow Y \hookrightarrow Z$. Let $q \in(1, \infty]$ be a fixed number. Let $\left\{f_{n}\right\}_{n=1}^{\infty}$ be a bounded sequence in $L^{q}([0, T] ; Y) \cap L^{1}([0, T] ; X)$. Suppose that $\left\{\partial_{t} f_{n}\right\}_{n=1}^{\infty}$ is bounded in $L^{1}([0, T] ; Z)$. Then for all $p \in[1, q)$, the sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ is relatively compact in $L^{p}([0, T] ; Y)$.

We write the estimate of the product of two functions from different spaces. The dependency of constant terms on parameters are carefully studied.

Proposition A.0.1. Let $\Omega$ be a bounded open set. Let $T_{0}>0, s \in(0,1), r \in(0,1)$ and $q \geq 1$ be fixed numbers. For all $T \in\left(0, T_{0}\right]$, suppose that $f \in C^{1}([0, T] ; C(\Omega)) \cap C\left([0, T] ; C^{1}(\Omega)\right)$ and $g \in W^{s, q}\left([0, T] ; L^{q}(\Omega)\right) \cap L^{q}\left([0, T] ; W^{r, q}(\Omega)\right)$. Then

$$
\|f g\|_{W^{s, q}, L^{q} \cap L^{q} W^{r, q}} \leq C\|f\|_{C^{1} C \cap C C^{1}}\|g\|_{W^{s, q} L_{L} q^{q} \cap L^{q} W^{r, q}} .
$$

Proof. Step 1:
For all $t \in[0, T]$ we have

$$
\|f g\|_{W^{r, q}(\Omega)}(t):=\|f g\|_{L^{q}}(t)+[f g]_{W^{r, q}}(t)
$$

We ignore the variable $t$ when there is no confusion. For the $L^{q}$ norm we have

$$
\|f g\|_{L^{q}(\Omega)} \leq\|f\|_{C(\Omega)}\|g\|_{L^{q}(\Omega)} .
$$

For the seminorm we have

$$
\begin{align*}
& {[f g]_{W^{r, q}(\Omega)}:=\left(\int_{\Omega} \int_{\Omega} \frac{|f(x) g(x)-f(y) g(y)|^{q}}{|x-y|^{n+r q}} d y d x\right)^{\frac{1}{q}}} \\
& \leq\left(C(q) \int_{\Omega} \int_{\Omega} \frac{|f(x)|^{q}|g(x)-g(y)|^{q}+|f(x)-f(y)|^{q}|g(y)|^{q}}{|x-y|^{n+r q}} d y d x\right)^{\frac{1}{q}} \\
& \leq\left(C(q) \int_{\Omega} \int_{\Omega} \frac{\|f\|_{C^{0}}^{q}|g(x)-g(y)|^{q}+\|f\|_{C^{1}}^{q}|x-y|^{q}|g(y)|^{q}}{|x-y|^{n+r q}} d y d x\right)^{\frac{1}{q}}  \tag{A.0.1}\\
& \leq C(q)\|f\|_{C^{0}}[g]_{W^{r, q}}+C(q)\|f\|_{C^{1}}\left(\int_{\Omega}|g(y)|^{q}\left(\int_{\Omega}|x-y|^{-n-r q+q} d x\right) d y\right)^{\frac{1}{q}} \\
& \leq C(q)\|f\|_{C^{0}}[g]_{W^{r, q}}+C(q, \operatorname{diam}(\Omega))\|f\|_{C^{1}}\|g\|_{L^{q}} \\
& \leq C(q, \operatorname{diam}(\Omega))\|f\|_{C^{1}}\|g\|_{W^{r, q}}
\end{align*}
$$

where $C(q, \operatorname{diam}(\Omega))$ is an increasing function of $\operatorname{diam}(\Omega)$. Thus, we have

$$
\begin{align*}
& \|f g\|_{L^{q} W^{r, q}}:=\left(\int_{0}^{T}\|f g\|_{W^{r, q}(\Omega)}^{q}(t) d t\right)^{\frac{1}{q}} \\
& \leq C(q, \operatorname{diam}(\Omega))\left(\int_{0}^{T}\|f\|_{C^{1}(\Omega)}^{q}(t)\|g\|_{W^{r, q}(\Omega)}^{q}(t) d t\right)^{\frac{1}{q}}  \tag{A.0.2}\\
& \leq C(q, \operatorname{diam}(\Omega))\|f\|_{C^{0} C^{1}}\|g\|_{L^{q} W^{r, q}},
\end{align*}
$$

where the constant is still an increasing function of $\operatorname{diam}(\Omega)$ and it is independent of $T_{0}$ or $T$.

Step 2: We recall that

$$
\|f g\|_{W^{s, q} L^{q}}:=\|f g\|_{L^{q} L^{q}}+[f g]_{W^{s, q} L^{q}}
$$

with the seminorm defined as

$$
[f]_{W^{s, q} L^{q}}:=\left(\int_{0}^{T} \int_{0}^{T} \frac{|f(t)-f(\tau)|^{q}}{|x-y|^{1+s q}} d t d \tau\right)^{\frac{1}{q}}
$$

We have the estimate

$$
\begin{align*}
& {[f g]_{W^{s, q} L^{q}}:=\left(\int_{0}^{T} \int_{0}^{T} \frac{\|f(t) g(t)-f(\tau) g(\tau)\|_{L^{q}(\Omega)}^{q}}{|t-\tau|^{1+s q}} d t d \tau\right)^{\frac{1}{q}}} \\
& \leq C(q)\left(\int_{0}^{T} \int_{0}^{T} \frac{\|f(t)(g(t)-g(\tau))\|_{L^{q}(\Omega)}^{q}+\|(f(t)-f(\tau)) g(\tau)\|_{L^{q}(\Omega)}^{q}}{|t-\tau|^{1+s q}} d t d \tau\right)^{\frac{1}{q}} \\
& \leq C(q)\left(\int_{0}^{T} \int_{0}^{T} \frac{\|f(t)\|_{C^{0}(\Omega)}^{q}\|g(t)-g(\tau)\|_{L^{q}(\Omega)}^{q}+\|f(t)-f(\tau)\|_{C^{0}(\Omega)}^{q}\|g(\tau)\|_{L^{q}}^{q}}{|t-\tau|^{1+s q}} d t d \tau\right)^{\frac{1}{q}} \\
& \leq C(q)\left(\int_{0}^{T} \int_{0}^{T} \frac{\|f(t)\|_{C^{0}(\Omega)}^{q}\|g(t)-g(\tau)\|_{L^{q}(\Omega)}^{q}+\|f\|_{C^{1} C^{0}}^{q}|t-\tau|^{q}\|g(\tau)\|_{L^{q}}^{q}}{|t-\tau|^{1+s q}} d t d \tau\right)^{\frac{1}{q}} \\
& \leq C(q)\|f\|_{C^{0} C^{0}}[g]_{W^{s, q} L^{q}}+C(q)\|f\|_{C^{1} C^{0}}\left(\int_{0}^{T}\|g(\tau)\|_{L^{q}}^{q}\left(\int_{0}^{T}|t-\tau|^{-1-s q+q} d t\right) d \tau\right)^{\frac{1}{q}} \\
& \leq C(q)\|f\|_{C^{0} C^{0}}[g]_{W^{s, q} L^{q}}+C(q, T)\|f\|_{C^{1} C^{0}}\|g\|_{L^{q} L^{q}} \\
& \leq C(q, T)\|f\|_{C^{1} C^{0}}\|g\|_{W^{s, q} L^{q}}, \tag{A.0.3}
\end{align*}
$$

where $C(q, T)$ is an increasing function of $T$.
Consequently, since $\Omega$ and $T_{0}$ are fixed and $T \leq T_{0}$, we obtain for all $T \in\left(0, T_{0}\right]$ that

$$
\begin{align*}
& \|f g\|_{W^{s, q}\left([0, T] ; L^{q}(\Omega)\right) \cap L^{q}\left([0, T] ; W^{r, q}(\Omega)\right)}:=\|f g\|_{L^{q} W^{r, q}}+\|f g\|_{W^{s, q} L^{q}} \\
& \leq C(q, \operatorname{diam}(\Omega))\|f\|_{C^{0} C^{1}}\|g\|_{L^{q} W^{r, q}}+C\left(q, T_{0}\right)\|f\|_{C^{1} C^{0}}\|g\|_{W^{s, q} L^{q}}  \tag{A.0.4}\\
& \leq C\left(q, \operatorname{diam}(\Omega), T_{0}\right)\|f\|_{C^{1}([0, T] ; C(\Omega)) \cap C\left([0, T] ; C^{1}(\Omega)\right)}\|g\|_{W^{s, q}\left([0, T] ; L^{q}(\Omega)\right) \cap L^{q}\left([0, T] ; W^{r, q}(\Omega)\right)} .
\end{align*}
$$
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