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Certain atoms, molecules, and clusters can bind an excess electron or positron in a

diffuse orbital. Given the weak binding energy of these states, usually on the order of tens to

hundreds of millielectron volts, the computed binding energies are sensitive to the correlations

between fermions in the system. In order to quantitatively describe these systems, one must

use computational methods that capture these correlation effects. In this work, we describe

several nonvalence anions and diffuse positron bound states, and in the process we gain

insight into the nature of correlation.

First, a series of dipole bound anions are treated using stochastic quantum Monte Carlo

(QMC) methods. It is found that quantum Monte Carlo methods can accurately describe

dipole bound anions in both a first-quantized basis using diffusion Monte Carlo (DMC) and a

second-quantized basis using auxiliary field quantum Monte Carlo (AFQMC). Additionally,

the use of correlated sampling is shown to increase the efficiency of QMC calculations to

resolve the small electron binding energies.

We use the insight gained to develop a strategy for treating nonvalence correlation bound

anions. In a follow-up study, a nonvalence anion model (H2O)4 cluster is treated using

QMC methods. The development of an accurate, compact, and relatively computationally

inexpensive ansatz for the anionic system is presented, which when used as a trial wave

function for DMC calculations performs similarly to more expensive configuration interaction

expansions. The importance of higher order correlation effects is explored in both equation

of motion coupled cluster calculations and in QMC calculations.

The lessons learned in this work about electron correlation and about the interpretabil-

ity of correlation effects in changes in the electron density assist in the treatment of the

chemisorption of a hydrogen atom on a graphene surface. The weak binding energy of the

hydrogen to the graphene sheet poses a theoretical challenge as the energy difference is sen-
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sitive to the electron correlation recovered. For example, by changing the functional is used

in density functional theory (DFT) calculations can change the predicted binding energy

by an order of magnitude. Using DMC calculations, we can resolve this discrepancy and

provides a benchmark value of the binding energy. The issues with certain DFT functionals

is explored in the context of shifts in the electron density.

In the final portion of this work, the treatment of positronic systems using QMC is

explored. Correlation bound positron states are analogues of nonvalence correlation bound

(NVCB) anions, and the importance of electron-positron correlation turns out to be even

more important in the former case than electron-electron correlation in the NVCB case.

This is due to the absence of coulombic repulsion and exchange effects in the positronic

case. Using the insight gained with NVCB anions, we develop a similar compact, correlated

ansatz for positronic systems, which performs extremely well. The results presented agree

extremely well with previous reference values from the literature.

In this work, small energy differences that are extremely sensitive to the treatment of

correlations in an accurate and balanced way are described using quantum Monte Carlo

methods. The ideas developed here work well for the systems studied and will also scale

favorably to larger systems.
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1.0 Introduction

Chemistry involves the study of molecules and materials constructed from nuclei and elec-

trons. The theoretical description of a chemical system requires a consideration of the size of

the system and of the target properties. An ideal computational chemistry theoretical model

would reproduce experimental observables in a computationally tractable amount of time.

In the following sections, nonvalence anions and the related nonvalence positronic bound

states are introduced along with the target properties of interest followed by a discussion of

the computational chemistry methods used to describe these systems.

1.1 Chemical Systems

1.1.1 Nonvalence Anions

Nonvalence anions are formed when a molecule weakly captures an electron in an ex-

tremely diffuse orbital. It is helpful to further differentiate nonvalence anions due to the

dominant mechanism of binding into nonvalence electrostatically-bound (NVEB) and non-

valence correlation-bound (NVCB) anions. NVEB anions bind an electron using a permanent

electrostatic moment. For example, an electron can be captured by a molecule or molecular

cluster with a sufficiently strong dipole moment, creating a NVEB anion also called a dipole

bound anion (DBA). Nonvalence correlation-bound anions require electron correlation effects

to account for the binding of the electron. This is not to say that the neutral system giving

rise to a NVCB lacks any permanent electric moments, but rather, that the uncorrelated

description of a system containing these permanent moments will not bind the electron.

1.1.1.1 Nonvalence Electrostatically Bound Anions

DBAs are formed when a molecule with sufficiently large dipole moments (1.625 D in the

Born-Oppenheimer approximation) capture an electron in a diffuse, nonvalence orbital..1–10
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Initially, one may be tempted to think that electron correlation would not play a significant

role in such systems given the diffuse nature of the excess electron. However the excess

electron is bound far from the valence electrons, there is a dispersion interaction between the

excess electron and the neutral molecule.11,12 However, considering the simplified expression

for London dispersion it can be seen that the dispersion interaction is dependent on the

polarizability of the two interacting entities.13

EDisp = −
(

3h

2R6

)
(αiαj)

(
νkνj
νk + νj

)
(1)

where α is the static polarizability, ν is the ionization potential, and R is the separation

distance. The diffuse electron is spread over a large volume, and therefore has a large

polarizability leading to a large dispersion interaction.

Nonvalence correlation-bound anions are similar to DBAs, but the leading contribution

to the binding energy comes from electronic correlation. Often this means NVCB anions do

not posses a dipole moment. For DBAs, Hartree-Fock can bind an electron for molecules with

dipole moments above the critical threshold, although the electron would be considerably

underbound. For NVCB anions, it has been shown that the Hartree-Fock (HF) solution is

qualitatively incorrect. Rather than binding the electron, the HF solution collapses onto the

continuum yielding a wavefunction for the neutral plus an excess electron in a continuum

orbital. When this occurs, methods that build upon the HF result such as single refer-

ence perturbation theory, or even coupled cluster methods, will also fail to bind the excess

electron. A simple example of this is a model water tetramer cluster that has been studied

previously in our group.14 This model system can be seen in fig. 1. This system has no dipole

moment, and the electron is bound by electrostatics and correlation effects. By increasing

the separation between the two pairs of water dimers, one can induce a crossover from a non-

valence electrostatically-bound anion to a nonvalence correlation-bound anion. DBAs can

serve as a pathway to valence-bound anions,15–18 and nonvalence correlation bound anions

can as well.19

Fig. 2 shows illustrative potential energy curves for a hypothetical bound anion. The

coordinate (R) represents a collective variable which captures the change in geometry (δR)

that the neutral molecule undergoes upon capturing an electron. The change in energy
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Figure 1: A model (H2O)4 system. The separation between the dimers R is variable, but

the separation of two waters within each dimer r = 2.775 14Å is fixed.
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Figure 2: Illustrative potential energy curves for a neutral molecule (blue) and its corre-

sponding dipole-bound or correlation-bound anion (purple) plotted with respect to a fictious

collective variable, R, which represents the distortion of the geometry due to the addition of

the excess electron. The energy difference at the minimum energy neutral geometry is the

vertical attachment energy. The energy difference at the minimum energy anion geometry

is the vertical detachment energy. The energy difference between the two respective minima

is the adiabatic electron affinity.
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associated with binding the electron and the subsequent change in geometry is termed the

adiabatic electron affinity. The change in energy associated only with binding the electron

may occur at either the neutral or anionic geometry and is termed the vertical electron

affinity and vertical detachment energy respectively. The extremely diffuse nature of the

excess electron in DBAs and NVCB anions often results in a very minor change in geometry.

In the limit of zero change in geometry (δR → 0), the adiabatic electron affinity, vertical

electron affinity, vertical detachment energy are equal. For the DBAs in this thesis the

geometrical distortions are minimal, and therefore it is sufficient to calculate only one of

these energies. In practice, and in this work, it is easiest to calculate the vertical electron

affinity as this only requires the ground state neutral geometry. The magnitude by which

the electron is bound is also referred to as the electron binding energy (EBE). The sign

convention adopted is that a positive EBEs indicates that the the electron is bound.

1.1.2 Positron bound states

Since the theoretical prediction20 and subsequent experimental observation21 of positrons,

the exotic antimatter has seen use in a variety of fields such as positron emission tomography

in the medical field or in defect characterization in condensed matter physics.22–25 Modern

applications have also included the formation of antihydrogen as a test of fundamental physics

regarding violations of charge, parity, and time-reversal symmetries.26–30

In chemistry, one is interested in the behavior of matter. It may seem that the study

of antimatter is of little interest to chemistry, however through electron-positron interac-

tions serve as an experimental probe to understand the electronic and vibronic structure of

molecules.

In order to understand how positrons yield insight into the behavior of molecules, it

helps to consider the interaction of a low energy positron with an idealized molecule. The

simplest picture of this process would imply that the positron and electron annihilation rate

would be proportional to the number of electrons present.31 Interestingly, the observed rate of

annihilation is orders of magnitude greater for most molecules.31–37 The major causes of this

increased annihilation rate is the formation of positron-molecule bound states and positron-
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molecule temporary states (vibrational Feschbach resonances).31,37–39 Since the process is

molecule dependent, the experimental characterization of positron annihilation allows one to

characterize different molecules. This also explains the motivation to computationally study

positron bound states. The diffuse positronic states are diffuse analogues to nonvalence

anions with direct connection to experiment.

1.2 Theoretical Methods

1.2.1 Molecular Quantum Mechanics

Computational chemistry has established itself as a tool for the elucidation and prediction

of chemical processes. For a wide variety of problems such as chemical reactivity, molecular

structure, and spectroscopic identification, molecular quantum mechanics provides great

insight.

1.2.1.1 Schrodinger’s Equation

Molecular quantum mechanics involves the solution of a quantum many body problem

for a chemical system. Since experimental observables can be represented as quantum me-

chanical operators, molecular quantum mechanics can both be verified by comparison to

experimental results and also provide atomistic insight into experimental results. The work

in this thesis will only include nonrelativistic systems and time independent states so the

time-independent Schrodinger equation will be the target equation which we seek to solve,

HmolΨ = EΨ, (2)

where

Hmol = Telec + Tnuc + Velec−elec + Velec−nuc + Vnuc−nuc. (3)

The nonrelativistic Schrodinger equation contains the sum over the kinetic energy operators

for the electrons and nuclei (T ) and their corresponding pairwise interaction potentials (V ).
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The dimensionality of this problem restricts its solution to simple, few-particle problems

such as the hydrogen atom or the hydrogen molecular anion.

1.2.1.2 Born-Oppenheimer Approximation

A common approximation which enables the solution of the Schrodinger equation is

the Born-Oppenheimer approximation (BO approximation). This approximation involves

an assumption that the nuclei are fixed and the electrons see the static potential of these

nuclei. A physical rationalization of this approximation relies on the mass difference between

electrons and nuclei as the lightest nucleus, a proton, is roughly 1800 times more massive

then an electron. Due to the extreme difference in masses, it can be assumed that any

rearrangement of the nuclei results in an instantaneous rearrangement of the electrons. This

approach has several practical advantages.

First, the dimensionality of the problem is greatly reduced. By fixing the nuclei, the nuclei

degrees of freedom are removed from the the problem. The nuclei’s kinetic energy operators

are also removed, and the pairwise interaction between the nuclei becomes a constant energy

shift.

Second, the BO approximation allows for a logical source for a basis expansion for the

electrons. The reason that the hydrogen atom can be solved without invoking the BO

approximation is that the Schrödinger equation is separable if the nucleus is assumed to

be a point charge. For the hydrogen molecular ion, with prolate spherical coordinates,

the Schrödinger equation is again separable.40 As the number of nuclei and electrons grows

attempting to separate the nuclear and electronic equations is impossible. By fixing the

nuclei and making the electronic wave function have only a parametric dependence on the

nuclei’s coordinates, we enable the use of atom centered basis functions. This approximation

is therefore central to the popular linear combination of atomic orbitals (LCAO) approach.

Third, the BO approximation gives us the concepts of a molecule and its associated

potential energy surface. A potential energy surface is a multidimensional scalar function of

a molecule in a particular electronic state in which the energy is a function of the nuclear

positions of a molecule. In modern computational chemistry, it is routine that we consider
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that we have a molecule and we can optimize the geometry optimization in ground or excited

states. One expects that these geometries and the associated observables correspond to

ground or excited states of chemical systems. This way of thinking about molecules depends

on a decoupling of the nuclei and electron coordinates enabled by the BO approximation.

1.2.2 Basis

Invoking the BO approximation, allows us to define a basis for the electronic degrees of

freedom. Since the goal is to represent the electron density that is expected to be localized

around the nuclei, a natural basis for representing this density is a set of atomic orbitals

(AOs) centered at the nuclei. For computational reasons, Gaussian orbitals are used to

represent molecular orbitals (MOs),

ψMO =
∑
i

ΦAO =
∑
i

N(L, α)Ylm(θ, ϕ)e
−α|r−RA|2 , (4)

where rA is the location of the atomic center where this Gaussian orbital is centered, Ylm(θ, ϕ)

is a spherical harmonic, and N(L, α) is a normalization constant. This approach is also called

the linear combination of atomic orbitals.

As a simple example for a two electron problem, we write the wave function using the

LCAO approach,

Ψ = ϕMO1(r1)ϕMO2(r2). (5)

However, since electrons are Fermions any wave function ansatz must be antisymmetric. The

ansatz in eq. 5, also known as the Hartree product, is not antisymmetric,

Ψ(1, 2) = ϕMO1(r1)ϕMO2(r2) ̸= −ϕMO1(r2)ϕMO2(r1) = −Ψ(2, 1). (6)

This can be remedied by writing the ansatz wave function as,

Ψ = ϕMO1(r1)ϕMO2(r2)− ϕMO1(r2)ϕMO2(r1), (7)
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which can be easily verified to be antisymmetric by interchanging the two particles. The

expansion in eq. 7 is the expansion of a determinant of a 2×2 matrix. The generalization of

the ansatz for N electrons is a Slater determinant (SD),

Ψ(r1, r2, ..., rN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣

ϕ1(r1) ϕ2(r1) . . . ϕN(r1)

ϕ1(r2) ϕ2(r2) . . . ϕN(r2)
...

...
...

ϕ1(rN) ϕ2(rN) . . . ϕN(rN)

∣∣∣∣∣∣∣∣∣∣∣∣
. (8)

Slater determinants (SDs) serve as the many electron wave function basis for our calcula-

tions.

1.2.3 Mean Field Methods

The electronic time independent Schrodinger equation is still a many body problem, and

due to its multidimensional nature, it does not lend itself to an easy solution. The com-

mon approximation for many body problems in physics is a mean-field (MF) approximation.

Mean-field approximations involve mapping an interacting problem onto a noninteracting

problem with averaged interactions. The HF method involves mapping the interacting quan-

tum many-body problem onto a noninteracting problem with each electron interacting with

the average potential of the other electrons. Since the average potential that each electron

experiences is dependent on the density of each of the other electrons, the solution to the

HF equations must be found iteratively. This means that the independent particle densities

yield averaged interaction potentials that yield new independent particle densities, and this

process is repeated. Eventually, the previous iteration’s densities are unchanged in an iter-

ation, a condition termed self-consistency. Once this condition has been fulfilled, we stop

iterating, and we have found the mean-field solution.

1.2.4 Correlated Methods

Once the HF method, has converged a single Slater determinant wave function is ob-

tained. The description of the wave function captures many of the salient properties of the
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system. For example, if we knew the exact nonrelativistic energy for a system, the HF en-

ergy accounts for ∼99% of the exact energy. We define the missing energy as the correlation

energy,

Ecorr = Eexact − EHF, (9)

since it is the portion of the energy missed due to the use of averaged interactions between

electrons.

If the correlation energy per electron were constant, then computational chemistry would

be much easier. For example, if one were calculating the atomization energy of a water

molecule,

Eatom = EH2O − 2EH − EO, (10)

each term would have a constant shift, and the relative energy difference Eatom would be

equivalent if calculated with the exact energy or the HF energy. Unfortunately this is not

the case, and thus we aim to capture the correlation energy accurately for a chemical system.

In this thesis three main approaches are used to recover electron correlation:

• Density Function Theory- Since the Hartree-Fock method neglects e− correlation by

using an averaged potential, density functional theory attempts to modify the effective

potential to recover correlation energy.

• Wave function based methods- Build upon a Hartree-Fock wavefunction and rein-

corporate correlation through methods such as perturbation theory.

• Stochastic methods- Randomly sample correlated forms of wave functions, which

would be difficult or impossible to solve deterministically, to recover correlation.

1.2.4.1 Density Functional Theory Methods

Density Functional Theory (DFT) has seen widespread use since it is an economical,

albeit approximate, treatment of electron correlation.41,42

DFT in theory is an exact method. The first Hohenberg-Kohn theorem establishes an

exact mapping between the interaction potential and the electron density.43 The second

Hohenberg-Kohn theorem shows that a variational principle for the energy as a functional of

the density exists.43 While these theorems and extensions for finite temperature, magnetic
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fields, and other generalizations,44–46 solidify DFT’s theoretical footing, they do not indicate

how one would practically use DFT.

In practice, the Kohn-Sham equations are used which maps the density-based Schrödinger

equation problem on to a fictious noninteracting problem with an effective field,

(T̂ + V̂eff)ψ(r) = Eψ(r). (11)

This formulation resembles a HF equation where the interaction potential has been replaced

by an effective potential. This allows one to utilize the standard HF machinery and incor-

porate electron correlation at minimal cost. The form of the effective potential is what is

commonly referred to as the DFT functional. These functionals are constructed and param-

eterized as the exact functional is not known. This means that although DFT is an exact

theory, in practice it is not ab initio.

1.2.4.2 Wave Function Based Methods

Wave function based correlated methods build upon a reference, usually the uncorrelated

HF reference, and attempt to reincorporate electron correlation. In HF, one assumes the wave

function can be written as a single Slater determinant. This single electronic configuration

misses electron correlation which can be divided into two categories:

• Static correlation - Some wave functions cannot be written as a single configuration.

If there are other electronic configurations of the same symmetry with similar energy,

then the true wave function for the system will have a nonneglible contribution from the

low lying electronic configurations. A well-known example is the Be atom. The 1s22s2

configuration is not significantly lower in energy that the 1s22p2 electronic configuration,

and therefore these configurations contribute to the true wave function.47–51

• Dynamic correlation - Since an averaged interaction potential is used in HF, the instan-

taneous interactions between electrons are neglected. In a time independent picture this

is manifested by a poorly resolved electron-electron cusp. Exact conditions exist for the

functional form of the wave function as two electrons coalesce, but HF doesn’t obey these

Kato cusp conditions.52 Including additional electronic configurations can improve the

description of this cusp.
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When a non-minimal basis, meaning there are more basis functions than electrons, is used

in HF, the resulting wave function has occupied orbitals and unoccupied virtual orbitals.

Other determinants can be constructed from the HF determinant by “exciting” an electron

from an occupied to unoccupied orbital. Post-HF methods write an ansatz for the correlated

wave function to include these excitations.

1.2.4.3 Full Configuration Interaction

Conceptually the most simple approach is to construct all of the possible excitations

from the HF determinant and to write the wave function as a superposition of all of these

determinants,

|Ψ⟩ = C0 |Φ0⟩+
∑

C |Φa
µ⟩+

∑
C |Φab

µν⟩+ · · · . (12)

With all possible excitations are generated, the resulting wave function is called the Full

Configuration Interaction (FCI) wave function. Once the ansatz has been constructed the

coefficients are variationally optimized yielding the correlated wave function. Unfortunately

the complexity of the FCI wave function means this method scales as N ! where N is the

number of electrons. This restricts its usage to small systems with a small number of electrons

and orbitals.

1.2.4.4 Truncated Configuration Interaction

The FCI wave function may also be written using excitation operators that generate the

excited electronic determinants,

|Ψ⟩ = (C01̂ +
∑

CR̂a
µ +

∑
CR̂ab

µν + · · · ) |Φ0⟩ , (13)

where R̂ are the excitation operators. Truncated Configuration Interaction (CI) expansions

work by limiting the sum of excitation operators. Truncated CI expansions are commonly

created by terminating the sum in eq. 13 at a certain excitation level. This forms a family

of truncated CI expansions such as Configuration Interaction Singles (CIS), Configuration

Interaction Singles and Doubles (CISD), Configuration Interaction Singles, Doubles, and

Triples (CISDT), and higher levels.
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Although this the most common truncated CI expansion, other truncations exist. For ex-

ample, senority CI truncates based on the number of unpaired electrons. The most common

variant of this type of truncated CI is doubly occupied configuration interaction (DOCI),

which is a senority zero CI meaning there are no unpaired electrons.53–56 DOCI is not a

widely used method compared to excitation based truncated CI, but senority based methods

have been experiencing renewed interest.56–63

The difficulty with truncated CI schemes is that one doesn’t have an a priori knowledge

of the relevant determinants. Selected CI methods, such as perturbatively selected config-

uration interaction scheme (CIPSI),64 attempt to address this deficiency by growing the CI

space iteratively. In the first iteration, single and double excitations from the HF determi-

nant are considered. The excitations are given a perturbative estimate of their importance,

and if the estimated importance is greater than a threshold the excitation is retained. The

CI eigenvalue is solved in the space of the retained determinants to obtain variational values

of each determinant’s contribution. The cycle is then restarted where single and double

excitations are generated from the previous iterations retained determinants. The iterative

process continues until the CI energy drops below a predefined threshold. This cyclic growth

allows for the generation of compact CI expansions with mainly important determinants

selected.

1.2.4.5 Coupled cluster methods

Coupled Cluster (CC) methods eschew the linear ansatz of CI, and instead adopt an

exponential ansatz,

|Ψ⟩ = eT̂1+T̂2+··· |Φ0⟩ . (14)

This exponential ansatz has the advantage of being size consistent unlike CI methods. Size

consistency is a property of quantum mechanical methods where the energy of two nonin-

teracting systems is equal to the sum of each subsystem’s energy,

E(A+B) = E(A) + E(B). (15)
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Truncated CI would correlate the subsystems more and yield lower energies for the subsys-

tems. CC by the nature of the exponential ansatz has a multiplicatively separable energy,

which leads to size consistency.65,66

The extension of coupled cluster to excited states is slight more complicated than the CI

case. For CC excited states, the Equation-of-Motion (EOM) formulation has be developed,

which conceptually is similar to performing a CI calculation on top of a CC wave function.67,68

This ansatz is similar to the CI ansatz with excitations applied to the CC wave function,

|Ψ⟩ = (C01̂ +
∑

CR̂a
µ +

∑
CR̂ab

µν + · · · )eT̂1+T̂2+··· |Φ0⟩ . (16)

In practice, this can be implemented similar to a configuration interaction calculation where

the matrix elements come from a similarity transformed Hamiltonian. This method is espe-

cially powerful as the excitation operators do not need to conserve particle number so one

can calculate ionization potentials and electron affinities as well.69–72

1.2.4.6 Stochastic Methods

1.2.4.7 Projector quantum Monte Carlo

This work involves the application of projector quantum Monte Carlo (QMC) methods to

locate ground state solutions to the imaginary time Schrödinger equation. The Schrödinger

equation in imaginary time (τ → it) shifted by a constant (Er) is given by eq. 17.

∂ |Ψ⟩
∂τ

= −(Ĥ − Er) |Ψ⟩ (17)

The formal solution expanded in energy eigenstates is eq. 18.

|Ψ(τ)⟩ =
∞∑
i=0

e−(ϵi−Er)τ |ϕi⟩ (18)

This means any initial state with nonzero ground state overlap converges to the ground state.

The constant Er is introduced to maintain normalization. To illustrate this consider setting

Er = 0, all positive energy states would die off exponentially, but all negative energy states

would grow exponentially. The ground state would grow the fastest so in the long time limit
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it would dominate, but numerically this involves exponential growth. This is mitigated by

introducing the Er, setting it as close to E0 as possible, and periodically updating it.

The ground state obeys the projection equation (eq. 19).

|Ψ0⟩ ∝ lim
τ→∞

e−τ(Ĥ−Er) |ΨT ⟩ (19)

We now introduce a basis |B⟩ with the only constraint that it is complete. The propagation of

a state in imaginary time (multiplying |B′⟩ and inserting a complete basis
∫
dB |B⟩ ⟨B| = 1)

⟨B′|Ψ(τ)⟩ =
∫
dB ⟨B′|e−(Ĥ−Er)τ |B⟩ ⟨B|Ψ(0)⟩ (20)

The term ⟨B′|e−(Ĥ−Er)τ |B⟩ is the propagator (Green’s function), which is unknown. The

short time approximation to the Green’s function (eq. 21) however can be be constructed by

Suzuki-Trotter decomposition of the exponential, which is exact as ∆τ → 0.73,74

⟨B′|Ψ(τ)⟩ =
∫
dBn · · · dB1dB ⟨B′|e−(Ĥ−Er)∆τ |Bn⟩

⟨Bn|e−(Ĥ−Er)∆τ |Bn−1⟩

· · ·

⟨B2|e−(Ĥ−Er)∆τ |B1⟩ ⟨B1|Ψ(0)⟩

(21)

For DMC, |B⟩ is chosen to be real space |R⟩. For auxiliary field quantum Monte Carlo

(AFQMC), |B⟩ is chosen to be an over-complete set of nonorthogonal determinants |D⟩.

This space may seem complicated, but its use is motivated by the fact that Fermionic an-

tisymmetry is built in. In order to use an exponential propagator, the space must be over-

complete and nonorthogonal.75–77 The methods differ in how the short time approximation

to the Green’s function is constructed.
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1.2.4.8 Diffusion Monte Carlo (DMC)

DMC performs the projection in real space.78,79

Ψ(R′, τ +∆τ) =

∫
R3

G(R→ R′,∆τ)Ψ(R, τ) (22)

As previously stated the short time approximation to the Green’s function can be constructed

(eq. 23).

G(R→ R′,∆τ) ≈ 1

(2π∆τ)3N/2
e−

(R−R′)2
2∆τ e−∆τ [

V (R)+V (R′)
2

−ET ] (23)

The first exponential term represents a diffusion term and the second represents a branch-

ing process. The stochastic evaluation of these processes is known from diffusing species

undergoing chemical reaction, hence the name diffusion Monte Carlo.

A problem with this approach is that the lowest energy solution is Bosonic, and therefore

propagating with the unmodified projector (eq. 23) leads to the Bosonic ground state. In

order to locate the Fermionic ground state, the mixed distribution f(R, τ) = Ψt(R)Φ(R, τ)

is propagated where Ψt is a trial wave function and Φ is the distribution of the “true”

distribution. Applying the propagator (eq. 20) to the mixed distribution results in the

importance-sampled propagator (eq. 24).

G̃(R→ R′,∆τ) = Ψt(R
′)G(R→ R′,∆τ)

1

Ψt(R)
(24)

The importance-sampled propagator is a similarity transformation of the standard propaga-

tor. By introducing the trial wave function Ψt, the nodes of the wave function can be fixed

allowing one to locate the Fermionic ground state. In practice, this means propagating con-

figurations according to the short time approximation to the importance-sampled Green’s

function (eq. 25) and rejecting any moves that cross the nodes of the trial wave function Ψt.

G̃(R→ R′,∆τ) ≈ 1

(2π∆τ)3N/2
e−

(R−R′−v(R′)∆τ)2

2∆τ e−
∆τ
2

[EL(R)+E(R′)−2ET ] (25)
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1.2.4.9 Auxiliary Field Quantum Monte Carlo (AFQMC)

AFQMC performs projection in Slater determinant space. The short time approximation

to the propagator consists of Suzuki-Trotter factorizations as shown in eq. 26, where H1

consists of the one body operators and H2 is the two body electron interaction term.

e−∆τĤ ≈ e−∆Ĥ1/2e−∆τĤ2e−∆τĤ1/2 (26)

In a determinant space, the application of a one body operator (e.g. Ĥ1) on a Slater deter-

minant results in another Slater determinant, however in general the application of a two

body operator (e.g. Ĥ2) does not. If at each application of the propagator the number of

determinants grew, then the algorithm would scale exponentially. To ensure that the prop-

agation of a determinant results in a single determinant rather than a linear combination of

determinants the two body operator must be linearized. The first step of the linearization

is to write the second quantized two-electron interaction operator as the square of one body

terms.

Ĥ2 = −
1

2

∑
α

v̂2α (27)

This linearization is completed by applying the Hubbard-Stratonovich transformation to

rewrite the two body operator as a collection of one body operators (eq. 28).80,81

e−∆τĤ ≈ e−∆Ĥ0/2

(∫ ∞

−∞
P (ϕ)B̂(ϕ)dϕ

)
e−∆τĤ0/2 (28)

where the terms P (ϕ) and B̂(ϕ) is given by

P (ϕ) =
1

2π
e−

ϕ2

2 (29)

B̂(ϕ) = e
√
τϕv̂α (30)

This transformation maps a set of interacting particles to a set of non-interacting particles

that interact with fluctuating external (auxiliary) fields. This in practice amounts to a

decomposition of the two-body electron interaction, followed by a sampling of the Gaussian

distributed auxiliary fields. Following this the short-time approximation to the propagator

is constructed directly and applied to some initial wave function.
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The sign problem manifests itself in a slightly different way in AFQMC than in DMC. The

antisymmetry of the problem is fulfilled implicitly by the nature of the Slater determinant

space. However, the decomposition of the two-body operators leads to an ambiguous phase

of the wave function. To alleviate the sign problem, a trial wave function can again be

introduced leading to the constrained path AFQMC method.75,76 The problems dealt with

here can also be treated by invoking a special case of the constrained path AFQMC where

the phase is fixed to the real plane also called phaseless AFQMC.77

1.2.5 Multicomponent Methods

Multicomponent methods allow for the treatment of multiple quantum particle types

in quantum chemistry. These methods can be used to coupled the electronic degrees of

freedom to the nuclear degrees of freedom by treating light nuclei, usually only hydrogen,

quantum mechanically. This allows one to study nuclear quantum effects and go beyond the

BO approximation. These methods can also be used to calculate the interactions between

electrons and antimatter such as positrons. The advantage of such an approach is that the

multicomponent methods are conceptually similar to standard electronic structure methods.

The development of multicomponent methods has occurred over many years begin-

ning from the seminal work of Thomas,82–85 which was soon followed by the application

of multicomponent methods to positrons.86–90 Since then, the application and develop-

ments of multicomponent methods have continued for quantum protons,91–197 positronic

systems,130,131,198–215 and other quantum particle types.206,216–223
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2.0 Accurate Predictions of Electron Binding Energies of Dipole-Bound

Anions via Quantum Monte Carlo Methods

Reprinted (adapted) with permission from Hao, H.; Shee, J.; Upadhyay, S.; Ataca, C.;

Jordan, K. D.; Rubenstein, B. M. Accurate Predictions of Electron Binding Energies of

Dipole-Bound Anions via Quantum Monte Carlo Methods. J. Phys. Chem. Lett. 2018, 9,

6185–6190, DOI: 10.1021/acs.jpclett.8b02733. Copyright 2018 American Chemical

Society. The author’s contribution to the work included developing a recipe to generate

appropriate trial wave functions for subsequent quantum Monte Carlo calculations, assisting

in the generation of figures, and revising the manuscript.

2.1 Summary

Neutral molecules with sufficiently large dipole moments can bind electrons in diffuse

nonvalence orbitals with most of their charge density far from the nuclei, forming so-called

dipole-bound anions. Because long-range correlation effects play an important role in the

binding of an excess electron and overall binding energies are often only of the order of 10-

100s of wave numbers, predictively modeling dipole-bound anions remains a challenge. Here,

we demonstrate that quantum Monte Carlo methods can accurately characterize molecular

dipole-bound anions with near threshold dipole moments. We also show that correlated

sampling Auxiliary Field Quantum Monte Carlo is particularly well-suited for resolving the

fine energy differences between the neutral and anionic species. These results shed light

on the fundamental limitations of quantum Monte Carlo methods and pave the way toward

using them for the study of weakly-bound species that are too large to model using traditional

electron structure methods.
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2.2 Introduction

Dipole-bound anions are intriguing species that bind excess electrons via their molecular

dipole moments.10,225 As the charge-dipole attraction is governed by a long-range poten-

tial that behaves as 1/r2 at large r, dipole-bound electrons are delicately bound in diffuse

orbitals with most of their charge density located far from the atomic centers of their par-

ent molecules.1–3 Within the Born-Oppenheimer approximation, the critical dipole moment

necessary for binding an electron is 1.625 D,4–6 but increases to 2.5 D or larger when cor-

rections to the Born-Oppenheimer approximation are made.7–9,226 Beyond being “doorways”

to the formation of valence-bound anions,15–18 dipole-bound anions may be key contributors

to the diffuse interstellar bands, a set of absorption peaks emanating from the interstellar

medium whose source has yet to be conclusively identified.227–233 The sheer experimental

challenge of resolving the exceedingly small binding energies of such fragile species has mo-

tivated spectroscopists to produce dipole-bound species via electron attachment234,235 and

Rydberg electron transfer,9,236,237 and to study them via field detachment and photoelectron

spectroscopy.238 From the theoretical perspective, dipole-bound anions are of particular in-

terest because they pose a formidable challenge for ab initio methods – only high levels of

theory, such as coupled cluster theories combined with large, flexible basis sets, are capable

of accurately predicting dipole-bound anion electron binding energies that are often of the

order of just a few hundred wave numbers in magnitude.2,10,69,239,240 However, these highly

accurate methods scale steeply with system size, severely restricting the size of systems to

which they can be applied.

Herein, we explore the accuracy with which Diffusion Monte Carlo (DMC)79,241,242 and

Auxiliary Field Quantum Monte Carlo (AFQMC),243–248 two highly accurate, stochastic

methods that scale as only O(N3)−O(N4) with system size, can model dipole-bound anions,

with the aim of uncovering a new set of approaches for modeling dipole- and correlation-

bound14 anions of large molecules. Interestingly, despite the different approximations they

employ, we find that both methods reproduce experimental results and distinguish molecules

that bind an extra electron from those that do not. Furthermore, we find that a newly-

developed correlated sampling AFQMC approach (C-AFQMC)249 is particularly well-suited
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for the task of studying energy differences involving weakly-bound species and converges

electron binding energies orders of magnitude faster than stochastic methods that do not

employ such sampling.

To gauge the viability of characterizing dipole-bound anions using QMC methods, we

compute vertical electron affinities for several systems known to form dipole-bound anions.

Vertical electron affinities may be obtained by taking the difference between the energies

of the neutral and anionic species both calculated at the neutral geometry. However, since

the dipole-bound excess electron makes almost no impact on the geometry of the molecule,

we can equate these electron affinities to the electron binding energies (EBEs), which are

typically defined using the geometry of the anion. In the following paragraphs, we summarize

the calculations performed; further details may be found in the Supplemental Information.

2.3 Computational Methods

In order to compute the EBEs, the neutral geometries were first optimized using the MP2

method250 together with the aug-cc-pVDZ basis set251,252 in Gaussian 09.253–257 Hartree-Fock

(HF) wave functions were then generated in Gaussian 09, GAMESS,258,259 or NWChem260

for use as trial wave functions, which guide sampling and curb the growth of the sign/phase

problem, an exponential decay in the signal to noise ratio, in DMC and AFQMC.261,262 In

order to obtain stable dipole-bound anions, it is essential to use flexible basis sets with very

diffuse basis functions. Here, we use the aug-cc-pVDZ basis set augmented with a set of

diffuse s and p functions, and in one case, also d functions, located near the positive end

of the dipole.2 DMC78,79,263 and AFQMC243,264 are performed on all of the species studied.

DMC calculations were conducted using the CASINO package.263,265 Averages were obtained

by sampling the configurations of 4650 walkers for 500,000 or more propagation steps. In

order to obtain DMC energies in the zero time-step (∆τ → 0) limit, DMC simulations were

conducted at three different time step sizes and then linearly extrapolated to zero time-step

to yield the final values reported.

Because the calculation of dipole-bound anion vertical binding energies involves en-
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Table 1: EBEs and dipole moments of selected species from experiment and Self-Consistent

Field [HF], Coupled Cluster [CCSD(T)], DMC, and C-AFQMC calculations.

Electron Binding Energy (cm−1)
Dipole Moment (D) Experiment ∆SCFa CCSD(T)a DMCb C-AFQMCc

SO 1.55266 NOT-BOUND -3.84 -4.13 -308.20 ± 70.82 -4.54 ± 0.64
HCN 2.98266 13267 11.00 7.44 46.17 ± 45.30 10.80 ± 2.95

CH2CHCN 3.87266 56 - 879,268 43.30 61.87 106.63 ± 58.12 65.70 ± 11.03
CH3CN 3.92266 93 - 1459,268 50.83 103.00 93.83 ± 36.21 95.85 ± 9.73
C3H2 4.14269 170 ± 50270 54.61 162.08 151.22 ± 64.25d 132.45 ± 9.43e

C3H2O3 4.55266 194 ± 24271 103.13 163.31 213.98 ± 116.15 157.70 ± 17.96
a HF and CCSD(T) calculations were preformed using Gaussian 09. b DMC calculations of the anion are
based on unrestricted Hartree Fock (UHF) trial wave functions obtained from Gaussian 09 or GAMESS. c

AFQMC calculations were based on UHF trial wave functions obtained from NWChem. d The DMC
calculations on the C3H2 dipole-bound anion used a restricted open-shell Hartree Fock (ROHF) trial wave
function. e To be consistent, the C-AFQMC calculations on the C3H2 dipole-bound anion were also based

on an ROHF trial wave function.

ergy differences between two species with identical molecular geometries, we employed C-

AFQMC249 for the majority of our AFQMC calculations. In this approach, differences be-

tween two quantities normally computed separately using independently generated auxiliary

field configurations are instead computed using the same set of configurations. For suffi-

ciently similar systems like many dipole-bound anions and their parent neutral molecules,

this can result in a systematic cancellation of errors, which markedly reduces the variance

associated with calculated observables. In our calculations, a set of randomly-seeded repeat

simulations were initialized, and after an initial equilibration period, the mean and stan-

dard error of the cumulative averages were computed among the repeats. Convergence is

attained when the mean is visually observed to plateau, and when the statistical error falls

below a target threshold. The ∆τ → 0 limit was estimated via linear extrapolations using

simulations performed at ∆τ = 0.01 and ∆τ = 0.005 a.u.
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2.4 Results

While DMC has been successfully employed to calculate cluster binding energies,272,273

here we analyze its performance predicting the electron binding energies of molecular dipole-

bound anions. As an initial test, we examined whether DMC could faithfully predict whether

a given species binds an extra electron or not. Thus, in addition to considering several species

known to form dipole-bound anions, we also consider SO, a molecule with a dipole moment

of 1.55 D, which is below the threshold required for binding. Our results are summarized

in Table 1. DMC calculations correctly predicted that all of the species studied, except SO,

would form dipole-bound anions.

In Figure 3, the charge densities of neutral CH3CN, the CH3CN anion, and the SO

molecule plus an extra electron are compared. While the DMC charge density for the neutral

CH3CN molecule is highly localized in the molecular region, that of the anion is far more

diffuse and protrudes continuously out from the positive side of the dipole. The charge

density plots of the other dipole-bound anions considered in this work manifest similar

features and are reported in the Supplemental Information. In stark contrast, the charge

density of SO plus an extra electron consists of two disjoint contributions – one associated

with the neutral molecule and a second representative of an additional unbound electron

positioned more than 50 Å from the molecule.

Interestingly, even though the fixed-node error in the energies of the neutral and anion

are greater in magnitude than the electron binding energy, DMC calculations using single

Slater determinant trial wave functions provide semi-qualitatively accurate EBEs of dipole-

bound anions. Nevertheless, obtaining quantitatively accurate EBEs with the DMC approach

employed here would be too computationally demanding to be practical. As presented in

Table 1, achieving DMC statistical error bars smaller than the binding energies can require

hundreds of thousands to millions of DMC iterations, even starting from a well-optimized

variational wave function. For example, as depicted in Figure 4, statistical fluctuations in the

energy of the CH3CN anion simulated with 4650 walkers hover around 65000 cm−1, meaning
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Figure 3: DMC charge densities of (a) neutral CH3CN, (b) the CH3CN anion, and (c) SO

plus an extra electron. The isosurface values taken for each of these plots are 4×10−14 e/Å3,

4× 10−14 e/Å3, and 1× 10−20 e/Å3, respectively. Molecules are placed in the center of the

simulation box.

that over 500,000 samples must be taken to achieve on the order of 100 cm−1 error bars.

Thus, while DMC EBEs that agree with experimental measurements and coupled cluster

calculations can be gleaned from the noise, it is only with error bars that are still too large

to make definitive statements and at great computational expense.

One stochastic technique capable of scaling to dipole-bound anions of large molecules with a

substantial reduction in statistical noise is C-AFQMC. As shown in Table 1, C-AFQMC error

bars are at least an order of magnitude smaller than DMC error bars using a similar number

of samples, but using two orders of magnitude shorter projection time (2000 a.u. was used

to obtain most DMC results; 20 a.u. was used to obtain the C-AFQMC results). The C-

AFQMC results presented were moreover obtained starting from just HF wave functions. One

might question whether the source of this improvement stems from the AFQMC algorithm
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Figure 4: The time evolution of the DMC energy and walker population for the CH3CN anion

using ∆τ = 0.01 a.u. with 4650 walkers. Walkers were initialized with a UHF trial wave

function expanded in terms of the aug-cc-pVDZ basis with a 7s7p set of diffuse gaussian-type

orbitals. In the Figure, reference energy refers to ET (see Supplemental Information), the

average local energy refers to the local energy averaged over walkers at a given imaginary

time, and best estimate of the energy refers to the energy averaged over all samples taken

up to a certain imaginary time.
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Figure 5: Comparison of energies from AFQMC calculations with and without correlated

sampling for CH3CN using the aug-cc-pvdz+7s7p basis, an HF reference wave function,

∆τ = 0.01 a.u., 384 walkers per simulation, and 17 repeated simulations. (a) Mean values

of the EBE (circles) among the repeats at each τ along the imaginary-time propagation; (b)

Mean values of the cumulative averages taken for τ > 8 a.u. The error bars give the standard

errors, defined as the standard deviation times 1√
Nr

, where Nr is the number of simulation

repeats, and are plotted in the insets for clarity.
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or from the use of correlated sampling. Figure 5, which depicts the energy as a function

of imaginary projection time for the CH3CN molecule, demonstrates that the improvement

may be attributed to both sources. Uncorrelated AFQMC simulations are accompanied

by statistical fluctuations on the order of 104 cm−1, which are smaller than the 105 cm−1

fluctuations associated with the EBE values from the DMC simulations (see Figure 4). C-

AFQMC calculations are accompanied by almost imperceptible statistical fluctuations on

the order of 22 cm−1. Thus, AFQMC’s sampling innovations yield meaningful gains above

DMC, yet it is the use of correlated sampling that yields, by far, the largest improvements.

As shown in Table 1, C-AFQMC yields energies with sufficiently small error bars that

meaningful comparisons can now be made against coupled cluster calculations and experi-

ment. In general, the EBEs predicted by C-AFQMC are within error bars of both exper-

imental and previous coupled cluster single, doubles, and perturbative triples (CCSD(T))

calculations. This demonstrates that phaseless approximation errors are mild and that for

dipole-bound anions AFQMC is as accurate as CCSD(T). The C3H2 anion, however, stands

as one cautionary tale. For the C3H2 anion, we located two different UHF solutions, nei-

ther of which proved suitable for trial functions in QMC calculations (see the Supplemental

Information for more details). For this reason, we employed an ROHF trial wave function

for the C3H2 anion instead. This example suggests that care must be taken when select-

ing trial wave functions for and ultimately simulating larger molecules that may have many

competing low-lying states.

2.5 Conclusions

In this work, we have demonstrated that low-scaling QMC methods, and in particu-

lar, C-AFQMC, are capable of resolving the fine energy differences required to accurately

predict electron binding energies of dipole-bound anions. Electron binding energies within

wave numbers of previous coupled cluster and experimental results were obtained for HCN,

CH2CHCN, CH3CN, C3H2, and C3H2O3. Our results demonstrate that, while uncorrelated

DMC and AFQMC methods can qualitatively describe dipole-bound species, only correlated
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sampling techniques such as C-AFQMC are capable of achieving quantitative accuracy within

computationally tractable amounts of time. The success of C-AFQMC in this work beckons

for the further development of correlated DMC methods capable of resolving the molecular

energy differences that lie at the heart of all chemical processes. These findings pave the way

toward using stochastic methods to study the much larger polycyclic aromatic hydrocarbons

(PAH)274 and long-chain carbon anions275 thought to contribute to the diffuse interstellar

bands, as well as correlation-bound anions14,276 and weakly bound clusters277 whose size puts

them beyond reach of most high accuracy methods.
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3.0 The Role of High-Order Electron Correlation Effects in a Model System

for Non-valence Correlation-bound Anions

The text and figures in this chapter have been reprinted from Upadhyay, S.; Dumi, A.;

Shee, J.; Jordan, K. D. The Role of High-Order Electron Correlation Effects in a Model

System for Non-Valence Correlation-Bound Anions. J. Chem. Phys. 2020, 153, 224118,

DOI: 10.1063/5.0030942, with the permission of AIP Publishing. The author’s contribu-

tion to the work included running the EOM calculations, generating the trial wavefunctions

and running the VMC/DMC with the exception of the CIPSI trial wavefunctions and the

coresponding QMC calculations. Additionally the author’s contribution included the gener-

ation of figures and writing the manuscript. See Supplementary Materials for geometries,

basis sets, additional simulation details, and instructions on generating radial orbital density

plots. The data that support the findings of this study are openly available in a pub-

lic, version-controlled repository at https://github.com/shivupa/Water4_JCP_Special_

Issue_Supplemental_Material.

3.1 Summary

The diffusion Monte Carlo (DMC), auxiliary field quantum Monte Carlo (AFQMC), and

equation-of-motion coupled cluster (EOM-CC) methods are used to calculate the electron

binding energy (EBE) of the non-valence anion state of a model (H2O)4 cluster. Two ge-

ometries are considered, one at which the anion is unbound and the other at which it is

bound in the Hartree-Fock (HF) approximation. It is demonstrated that DMC calculations

can recover from the use of a HF trial wave function that has collapsed onto a discretized

continuum solution, although larger electron binding energies are obtained when using a

trial wave function for the anion that provides a more realistic description of the charge

distribution, and, hence, of the nodal surface. For the geometry at which the cluster has a

non-valence correlation-bound anion, both the inclusion of triples in the EOM-CC method
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and the inclusion of supplemental diffuse d functions in the basis set are important. DMC

calculations with suitable trial wave functions give EBE values in good agreement with our

best estimate EOM-CC result. AFQMC using a trial wave function for the anion with a

realistic electron density gives a value of the EBE nearly identical to the EOM-CC result

when using the same basis set. For the geometry at which the anion is bound in the HF

approximation, the inclusion of triple excitations in the EOM-CC calculations is much less

important. The best estimate EOM-CC EBE value is in good agreement with the results of

DMC calculations with appropriate trial wave functions.

3.2 Introduction

In recent years, there has been growing interest in a class of anions known as non-valence

correlation-bound (NVCB) anions in which long-range correlation effects are crucial for the

binding of the excess electron.14,19,276,279–288 By definition, NVCB anions are unbound in the

Hartree-Fock (HF) approximation. Due to their highly spatially extended charge distribu-

tions, large, flexible basis sets are required for the theoretical characterization of NVCB

anions. However, with such basis sets, the wave function from Hartree-Fock (HF) calcula-

tions on the excess electron system collapses onto the neutral plus an electron in an orbital

that can be viewed as a discretized representation of a continuum solution.14 Methods that

start from the HF wave function including second-order Møller-Plesset perturbation theory

(MP2)250 or coupled-cluster singles and doubles with perturbative triples (CCSD(T))289 do

not recover from this collapse onto the continuum, while methods such as orbital-optimized

MP2 (OOMP2)290 or Bruckner coupled-cluster291 can overcome this problem.14 The majority

of calculations of NVCB anions have employed the equation-of-motion coupled-cluster singles

and doubles (EOM-CCSD) method.67 Among the NVCB anions studied computationally to

date are C60, C6F6, TCNE, (NaCl)2, Xen clusters, large polyaromatic hydrocarbons, and

certain (H2O)n clusters.14,19,276,279,280,285–288

The EOM-CCSD method displays an O(N6) scaling with system size, and higher order

EOM-CC methods are even more computationally demanding. As a result, most of the
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calculations of NVCB anions carried out to date have not been fully converged with respect

to basis set or the level of excitations treated in the EOM procedure. We note, however,

that by using domain-based local pair natural orbitals (DLPNO), electron affinity EOM-

CCSD calculations have recently been carried out on systems described by up to 4,500 basis

functions.292

In the present work, we apply two quantum Monte Carlo (QMC) methods to the problem

of calculating the electron binding energy (EBE) of the non-valence anion of a model (H2O)4

cluster. The first approach considered is fixed-node diffusion Monte Carlo (DMC),79,261,293,294

using various single Slater determinant (SD) and multideterminant (MD) trial wave func-

tions. DMC is a real-space method, with the major sources of error resulting from the use

of finite time steps and the fixed-node approximation. The finite time step error can be

largely eliminated by running calculations at different time steps and then extrapolating to

the zero time step limit. The fixed-node error results from imposition of a nodal surface via

a trial wave function, which is necessary to ensure Fermionic behavior, and can be addressed

by a variety of means including expanding the number of Slater determinants in the trial

wave function or by applying the backflow transformation.295 It is important to note that,

by virtue of working in real space, fixed-node DMC energies are much less sensitive to the

choice of the atomic basis set than methods such as EOM-CCSD that operate in a space of

Slater determinants.

The second QMC approach considered is the auxiliary field QMC (AFQMC)

method.75,77,243,296–299 AFQMC calculations sample an over-complete space of nonorthog-

onal Slater determinants. The finite time step error can be mitigated as in DMC. The error

that arises from constraining the phase of the wave function to zero can be systematically

reduced by improving the trial wave function. Phaseless AFQMC is additionally subject to

the limitations of the atomic basis set employed. DMC scales as ∼ O(N3) with system size,

while AFQMC displays an ∼ O(N4) scaling in most implementations. One of the goals of

these calculations is to determine whether DMC calculations can recover from the use of a

trial wave function that has collapsed onto a discretized continuum orbital in the case of

the excess electron. Additionally, we explore whether correlation effects that are missing in

EOM-CCSD are important for electron binding.
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3.3 Computational Methods

In our calculations, we employ a model (H2O)4 cluster that has been investigated in

earlier studies by our group.14,279 In this model, depicted in Figure 6, the monomers are

arranged so that the net dipole moment is zero. If the distance R is varied, with all other

geometrical parameters held fixed, the system can be tuned from a regime (large R) that the

excess electron weakly binds in the HF approximation to one (small R) at which it is not

bound in the HF approximation. i.e., at which it is NVCB in nature.

3.4 Methodology

3.4.1 EOM Coupled Cluster

The EOM methods considered in this study are EOM-MP2,72 EOM-CCSD,67 EOM-

CCSD(T)(a)∗,301 and EOM-CCSDT,302,303 listed in order of increasing sophistication in terms

of treatment of correlation effects. In the EOM-MP2 and EOM-CCSD methods, the neutral

molecule is treated at the MP2 and CCSD levels, respectively, and the amplitudes from these

calculations are used to perform unitary transformation of the Hamiltonian. This "dressed"

Hamiltonian is then used to carry out a 1-particle plus 2-particle-1-hole configuration inter-

action (CI) calculation on the anion. In the EOM-CCSDT method, the neutral species is first

treated at the CCSDT level, and the transformed Hamiltonian is used to do CI calculation

on the anion that includes up to 3-particle-2-hole configurations. The EOM-CCSD(T)(a)∗

method includes in an approximate manner both triple excitations in the ground state cou-

pled cluster calculations and 3-particle-2-hole excitations in the treatment of the anion.301

The main basis set used for the EOM calculations reported in this study is aug-cc-

pVTZ+7s7p, formed by supplementing the aug-cc-pVTZ Gaussian-type orbital (GTO) basis

set251,252 with a 7s7p set of diffuse functions centered at the middle of the cluster and similar

to the set from Ref.The exponents of the supplemental functions start at 0.023622, with

each successive exponent being smaller by a factor of 3.2. However, as seen from Table 2,
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Figure 6: The model (H2O)4 system considered in this study. R′ held fixed at 3.461 05Å,

and R is either 4Å or 7Å. Image generated using VMD.300
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the supplemental 7s7p set of diffuse functions can be truncated to 3s1p without significantly

impacting the EBE as calculated at the EOM-CCSD level. Moreover, as shown in Table 3,

expanding the main basis set (i.e., the non-supplemented portion) from aug-cc-pVTZ to

aug-cc-pVQZ251,252 makes only a small impact on the EBE ( 4% at R = 4Å) . In con-

trast, reducing the main basis set to aug-cc-pVDZ251,252 leads to a 14% reduction in the

EBE. (These results were obtained using the EOM-MP2 method, but as seen from compar-

ison of the results in Tables 2 and 3, using the aug-cc-pVTZ+3s1p basis set in both cases,

the EBEs from the calculations with the EOM-CCSD and EOM-MP2 methods agree to

within 0.5 meV.) The smaller aug-cc-pVDZ+3s1p basis will be used in the EOM-CCSDT

calculations, which would have been computationally prohibitive with aug-cc-pVTZ+7s7p

or aug-cc-pVTZ+3s1p basis sets. Finally, EOM-CCSD(T)(a)* calculations were carried out

with aug-cc-pVTZ+3s1p3d basis sets, where the exponents of the d functions match those

of the s and p functions, to assess the importance of supplemental d functions on the EBEs.

The EOM calculations utilized the frozen core approximation and were carried out using the

CFOUR program.304,305

3.4.2 DMC

The DMC calculations were carried out using trial wave functions represented as products

of one or more Slater determinants with a Jastrow factor with one-, two-, and three-body

terms.306–308 The parameters in the Jastrow factors were optimized using variational Monte

Carlo (VMC), and the resulting trial wave functions were then employed in subsequent DMC

calculations. Three types of SD trial wave functions were employed. These used HF orbitals,

Becke-Lee-Yang-Parr (B3LYP) DFT orbitals,309–312 and natural orbitals (NOs) from small

restricted single plus double excitation configuration interaction (SDCI) calculations designed

to bind the excess electron when it is not bound in the HF approximation. In addition, DMC

calculation were carried out using MD trial wave functions, with the determinants being

determined either from the restricted SDCI procedure or from configuration interaction using

a perturbative selection made iteratively (CIPSI) calculations.64 Details on these calculations

are provided below.
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Table 2: Dependence of the total energies and the EBE of the model (H2O)4 cluster at R

= 4Å on the supplemental diffuse basis functions. Results obtained using the EOM-CCSD

method.

basis set neutral (Ha) anion (Ha) EBE (meV)

aug-cc-pVTZ -305.327947 -305.331344 92.4

aug-cc-pVTZ+1s -305.327953 -305.332359 119.9

aug-cc-pVTZ+2s -305.327957 -305.334226 170.6

aug-cc-pVTZ+3s -305.327958 -305.334460 176.9

aug-cc-pVTZ+7s -305.327958 -305.334462 177.0

aug-cc-pVTZ+7s1p -305.327979 -305.334604 180.3

aug-cc-pVTZ+7s7p -305.327987 -305.334622 180.6

aug-cc-pVTZ+3s1p -305.327979 -305.334602 180.2

Table 3: Sensitivity of the EBE of the (H2O)4 model to the “core” basis set. Results obtained

using the EOM-MP2 method.

Neutral (Ha) Anion (Ha) EBE (meV)

R = 4.0Å

aug-cc-pVDZ+3s1p -305.0371957 -305.0428558 154.0

aug-cc-pVTZ+3s1p -305.3092869 -305.3159306 180.8

aug-cc-pVQZ+3s1p -305.4008845 -305.4078074 188.4

R = 7.0Å

aug-cc-pVDZ+3s1p -305.0383747 -305.0432259 132.0

aug-cc-pVTZ+3s1p -305.3104923 -305.3157472 143.0

aug-cc-pVQZ+3s1p -305.4021640 -305.4075716 147.1

35



To reduce the computational cost of the DMC calculations, the ccECP pseudopoten-

tials313,314 were employed together with GTO basis sets that we designate as cc-pVDZ /

ccECP, aug-cc-pVDZ / ccECP, aug-cc-pVDZ / ccECP + 3s1p, and aug-cc-pVDZ / ccECP

+ 7s7p. The "core" cc-pVDZ / ccECP313,314 basis set was designed for use with the ccECP

pseudopotentials; the "aug" indicates that the diffuse aug functions from the aug-cc-pVDZ

basis sets of Dunning and co-workers are included; and the 7s7p set of diffuse functions are

those described above in the Section 3.4.1.252 The T-moves scheme was used to control the

localization error for nonlocal pseudopotentials.315

The double-zeta rather than the larger triple-zeta basis set was used as the core basis

set due to the relative insensitivity of DMC calculations to the choice of the atomic basis

set. For most of the DMC calculations a fixed population of 16,000 walkers and time steps

of 0.001, 0.003, and 0.005 a.u. were employed, with the reported results obtained by linear

extrapolation to zero time step. However, this population is much larger and the time

steps much smaller than what is actually required to achieve well converged energies with

minimized finite time step and fixed population errors. Indeed, DMC calculations using

Hartree-Fock trial wave functions, larger time steps (specifically 0.05, 0.1, and 0.2 a.u.) and a

smaller population of only 1,000 walkers produce an electron binding energy within error bars

of that obtained using the smaller time steps and larger populations. Additionally, a DMC

calculation with a B3LYP trial wave function with a time step of 0.05 is in agreement with

the values obtained with the smaller time steps and larger populations suggesting that these

parameters do not depend strongly on the choice of starting orbitals. In light of this, the 0.05

a.u. time step and smaller walker population were employed in the DMC calculations using

CIPSI trial wave functions to mitigate the additional cost associated with the MD space. The

VMC and DMC calculations were carried out using the QMCPACK code.308,316 The orbitals

for the SD-based trial wave functions and the restricted SDCI MD wave function were both

generated using GAMESS,258,259,317 whereas the CIPSI wave functions were generated using

the Quantum Package 2.0 code.318
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3.4.3 Restricted CI and CIPSI-generated Trial Wave Functions for DMC Cal-

culations

The restricted SDCI procedure employed the HF wave function for the neutral molecule

and a specially tailored SDCI wave function for the anion, which included all symmetry-

allowed single and double excitations, with the latter restricted so that one of the electrons

excited is from the orbital occupied by the excess electron in the HF wave function. This

approach, when used with a flexible basis, gives a bound anion. NOs were generated from the

SDCI wave function of the anion and were used in a SD trial wave function for subsequent

DMC calculations. In addition, the SDCI wave function itself (expanded in terms of HF

orbitals) was used in MD DMC calculations on the anion for R = 4Å. In this case, a

threshold of 0.001 on the magnitude of coefficients in the CI expansion was used in choosing

the retained determinants. This resulted in a wave function with 1,392 Slater determinants.

By design, the restricted SDCI wave function does not allow for change of the correlation

energy of the valence electrons due to the presence of the excess electron. This possibility

is allowed for in the CIPSI MD trial wave functions. The CIPSI calculations were carried

out using B3LYP orbitals rather than Hartree-Fock orbitals because the former avoids the

problem of collapse onto a discretized continuum solution at R = 4Å.309–311 Since the CIPSI

calculations have not approached the full configuration interaction limit as indicated by the

second-order perturbative correction to the energy, a judicious choice of starting orbitals

is required to construct a physically meaningful trial wave function. In order to generate

compact wave functions for both the anion and the neutral, NOs were iteratively refined

through successive CIPSI calculations, each beginning from a single determinant reference

of natural orbitals from the previous iteration. For each NO-generating CIPSI calculation,

approximately 100,000 determinants were retained and used to generate NOs for the next

iteration, for a total of six NO generation cycles. With the determinant of resulting NOs

as a reference, a final CIPSI calculation was carried out, stopping when at least 150,000

determinants were included in the variational space for the anion and at least 100,000 deter-

minants for the neutral. The resulting determinant spaces were used as the DMC trial wave

functions.
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Both the restricted SDCI and the CIPSI calculations used to generate the trial wave

functions for subsequent DMC calculations were carried out using the ccECP pseudopoten-

tials. The aug-cc-pVDZ/ccECP+7s7p and aug-cc-pVDZ/ccECP+3s1p basis sets were used

for the SDCI and CIPSI calculations, respectively.

3.4.4 AFQMC

AFQMC75,77,243,296–299 utilizes the Hubbard-Stratonovich transformation80 to represent

the imaginary-time propagator as a multi-dimensional integral over auxiliary-fields. Ground-

state properties are sampled from a random walk in the space of non-orthogonal Slater deter-

minants subject to the phaseless constraint313 introducing a bias which can be systematically

reduced based on the quality of the nodal surface of the trial wave function employed. While

sophisticated trial wave functions based on regularized orbital-optimized MP2 (κ-OOMP2)319

or CASSCF320–322 are required to obtain quantitative predictions for some biradicaloids and

transition metals, high accuracy has been obtained, even for systems exhibiting non-trivial

electron correlation such as dipole-bound anions,224 with single-determinant trial wave func-

tions consisting of HF or Kohn-Sham orbitals.224,323

In this work we perform calculations with a GPU implementation of AFQMC,324 uti-

lizing single-precision floating-point arithmetic and two-electron integrals decomposed via a

modified Cholesky decomposition (10−5 cutoff).325 These calculations made use of the aug-cc-

pVTZ+7s7p basis set, a small imaginary-time step of 0.005 a.u, and correlated all electrons.

For the neutral species and electrostatically bound anion (R = 7Å), the Hartree-Fock wave

function was used as the trial wave function. For the NVCB anionic species (R = 4Å), a

SD trial wave function comprised of natural orbitals from the restricted SDCI calculation as

detailed in Section 3.4.3 (but now carried out without pseudopotentials) was used.

3.4.5 Radial orbital densities

To compare the description of the charge distribution of the excess electron as calculated

using different theoretical methods, we generate radial electron density plots. This choice

is motivated by the fact that the excess electron occupies an orbital belonging to the to-
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tally symmetric representation. The radial electron densities are generated by numerically

integrating over the angular components of the singly occupied molecular or natural orbital.

First, Molden files are created from the output data from the various generating programs

using cclib when supported.326 With the Molden files as input, PySCF is used to generate

the electron density on a uniform radial grid and 5810 point Lebedev-Laikov angular grid

as tabulated in quadpy.327–330 Finally, a numerical integration is performed over the angu-

lar components. An example of this workflow is presented in detail in the Supplementary

Information.

3.5 Results

The EBEs obtained from the EOM and AFQMC calculations are summarized in Table 4,

and the results from the various DMC calculations are summarized in Table 5. We consider

first the results obtained for R = 4Å, for which HF calculations do not bind the excess

electron.

3.5.1 Results for R = 4Å: the correlation bound region

From Table 4, it is seen that the EOM-CCSD/aug-cc-pVTZ+7s7p calculations give a

value of the EBE of 181 meV for the (H2O)4 cluster model at R = 4Å. This increases to 196

meV with the EOM-CCSD(T)(a)∗ method. The AFQMC calculations using the same basis

set and for the anion a single determinant of NOs from the restricted SDCI calculation for

the trial wave function produce an EBE value of 194 ± 10 meV, comparable to the EOM-

CCSD(T)(a)∗ result. The EOM-CCSD(T)(a)∗ and EOM-CCSDT EBE values calculated

with this basis set are nearly identical, demonstrating that the approximate treatment of

triples in the former procedure introduces a negligible error in the EBE. The contribution

of supplemental diffuse functions was checked using the EOM-CCSD(T)(a)∗ method and

the aug-cc-pVTZ+3s1p2d basis set. These calculations reveal that the inclusion of the

supplemental diffuse d functions leads to a ∼10 meV increase in the EBE. With the inclusion
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of this correction, we obtain an estimated EOM-CCSDT EBE of 212 meV. It is expected

that the inclusion of the supplemental d functions in the basis set used for the AFQMC

calculations would lead to a similar increase in the EBE obtained using that method.

The restricted SDCI procedure, by itself, is not expected to give an accurate value of

the EBE and is designed to generate appropriate trial wave functions for DMC or AFQMC

calculations on the anion. In fact, the EBE resulting from the HF treatment of the neutral

and the restricted SDCI treatment of the anion using the aug-cc-pVTZ+7s7p basis set is 345

meV, appreciably larger than the EOM and AFQMC values. This over-binding is due in part

to the fact that the restricted SDCI wave function, like the HF wave function, overestimates

the magnitude of the dipole moment of the water molecules, resulting in a too favorable

electrostatic interaction. We also constructed a single determinant trial wave function for

the anion using the natural orbitals of the restricted SDCI expansion. We note also that the

single determinant of NOs generated from the restricted SDCI wave function and using the

aug-cc-pVTZ+7s7p basis set places the anion 160 meV above the neutral when the latter

is treated in the HF approximation. This is not surprising since this calculation neglects

correlation effects other than those incorporated in the determination of the orbitals. What

is important is that the approaches based on the restricted SDCI procedure provide a realistic

description of the orbital occupied by the excess electron and avoid the collapse onto the

discretized continuum as was observed with the HOMO in the HF calculations.

In light of the close agreement between the EOM-CCSD(T)(a)∗ and AFQMC values of

the EBE of the (H2O)4 model at R = 4Å, when using a comparable basis sets in the two

approaches it is relevant to determine whether DMC calculations with sufficiently flexible

trial wave functions give an EBE close to the AFQMC and EOM values consistent with

these results. DMC calculations using HF trial wave functions together with the aug-cc-

pVDZ/ccECP+7s7p basis set give an EBE of 183 ± 10 meV, appreciably smaller than the

EOM-CCSD(T)(a)∗ and AFQMC values. Interestingly, essentially the same EBE is obtained

from the DMC calculations using a Slater determinant of HF orbitals expanded in the aug-

cc-pVDZ/ccECP basis set without the 7s7p supplemental set of diffuse functions. However,

if the aug diffuse functions are also removed, the DMC calculations fail to bind the excess

electron. We believe that this is a consequence of the fact that with the cc-pVDZ basis
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Table 4: EBEs of the (H2O)4 model calculated using HF, EOM, and AFQMC methods and

employing the aug-cc-pVTZ+7s7p basis set.

Method EBE (meV)

R = 4.0Å

HF -0.4

EOM-CCSD 180.6

EOM-CCSD(T)(a)∗ 195.8

EOM-CCSDT 197.51 (212.0)2

AFQMC SD/HF(N)//SD/NO SDCI(A) 194 ± 10

R = 7.0Å

HF 41.3

EOM-CCSD 140.2

EOM-CCSD(T)(a)∗ 141.7

EOM-CCSDT 143.31 (154.2)2

AFQMC SD/HF 181 ± 5

1 This EOM-CCSDT/aug-cc-pVTZ+7s7p value was estimated by adding the difference

of EBEs from the EOM-CCSD(T)(a)∗ and eom-ccsdt calculations with the aug-cc-

pVDZ+3s1p basis set to the value from EOM-CCSD(T)(a)∗/aug-cc-pVTZ+7s7p.
2 The EOM-CCSDT/aug-cc-pVTZ+7s7p3d value was estimated by adding the difference

between the EBEs calculated with the eom-ccsdpt(a)∗ with the aug-cc-pVTZ+3s1p and

aug-cc-pVTZ+3s1p3d basis sets to the eom-ccsdt/aug-cc-pVTZ+7s7p estimated value in

footnote [1] to assess the effect of incorporating diffuse d functions into the basis.

set there is a near zero probability of sampling regions of space at large distances from the

molecule, which are important for describing the charge distribution of the excess electron.

A significantly larger value of the EBE is obtained from SD DMC calculations using

B3LYP orbitals in place of HF orbitals. The resulting EBE of 212± 11 meV, within statistical
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Table 5: EBEs of the (H2O)4 model calculated using the DMC method and various trial

wave functions.1

wave function basis set EBE (meV)

R = 4.0Å

SD/HF aug-cc-pVDZ+7s7p 183 ± 10

SD/HF aug-cc-pVDZ 176 ± 12

SD/HF cc-pVDZ -528 ± 25

SD/B3LYP aug-cc-pVDZ+7s7p 212 ± 11

SD/HF(N)//SD/NO SDCI(A) aug-cc-pVDZ+7s7p 205 ± 10

SD/HF(N)//MD/NO SDCI(A) aug-cc-pVDZ+7s7p 202 ± 12

MD/CIPSI NO aug-cc-pVDZ+3s1p 190 ± 9

R = 7.0Å

SD/HF aug-cc-pVDZ+7s7p 141 ± 14

SD/B3LYP aug-cc-pVDZ+7s7p 164 ± 9

SD/HF(N)//SD/NO SDCI(A) aug-cc-pVDZ+7s7p 160 ± 9

MD/CIPSI NO aug-cc-pVDZ+3s1p 159 ± 8

1 SD/X indicates that the trial wave function employed a single Slater determinant with

X (either HF or B3LYP) orbitals. When different types of trial wave functions are used

for the neutral (N) and anion (A) this is indicated by the double slash.
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error, agrees with the EOM-CCSD(T)(a)∗ and AFQMC values. A similar value of the EBE

is obtained from DMC calculations using a single determinant of HF orbitals for the neutral

cluster and a single determinant of natural orbitals from the restricted SDCI procedure

described in Section 3.4.3 for the anion. DMC calculations using a SD of HF orbitals for

trial wave function of the neutral and a trial wave function for the anion retaining 1,392 of

the most important determinants from the restricted SDCI calculation gives an EBE of 202

± 12 meV, close to the values obtained using the single determinants B3LYP orbitals or of

NOs from the SDCI calculation (for the anion). The DMC value of the EBE resulting from

the anionic trial wave function using a SD of NOs from the restricted SDCI MD calculation

results is 205 ± 10meV, similar to that from DMC calculations using as trial wave functions

the MD restricted SDCI wave function for the anion and the HF wave function for the

neutral.

Figure 7 compares the radial charge distributions of the singly occupied orbital from the

HF and B3LYP calculations on the excess electron system as well as of the NOs associated

with the excess electron from EOM-CCSD, restricted SDCI and CIPSI calculations. The

collapse of the singly occupied orbital from the HF calculations onto a discretized continuum

orbital is readily apparent. In contrast, the NOs from the EOM-CCSD and restricted SDCI

calculations and the singly occupied orbital from the B3LYP calculation on the anion are

more localized and are qualitatively similar to one another. These results are consistent

with the nodal surface for the anion being significantly improved when using a SD trial

wave function that has a physically reasonable charge distribution for the orbital occupied

by the excess electron. Thus, although DMC calculations do recover from the collapse of

the HF trial wave function onto a discretized continuum solution in the case of the anion,

starting with such a trial function leads to a greater nodal surface error for the anion than for

the neutral cluster. However, we also note that the radial distribution function of the singly

occupied orbital from the B3LYP calculation on the anion has a spurious peak near 25 atomic

units from the center of the cluster. This is likely a consequence of the self-interaction error

in the B3LYP functional. The relevant NO extracted from the CIPSI calculations, which

were carried using B3LYP orbitals, exhibits a similar shoulder.

Our final set of DMC calculations at R = 4Å used MD trial wave functions determined
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Figure 7: Radially integrated charge densities of the singly occupied orbitals from HF and

B3LYP calculations and the singly occupied natural orbital from EOM-CCSD, SDCI, and

CIPSI calculations of the model ((H2O)4) cluster anion at R = 4Å. All plots generated using

Matplotlib.331

.

44



from CIPSI calculations for the neutral and anionic clusters. The strategy used in perform-

ing the CIPSI calculations was presented in Section 3.4.3, where it was noted that these

calculations, unlike those with the restricted SDCI wave functions, allow for the correlation

between the valence electrons change due to the the presence of the excess electron. The

DMC calculations using the CIPSI trial wave function resulted 190 ± 9 meV for R = 4Å,

slightly under-binding compared to the single determinant DMC value of the EBE obtained

using B3LYP orbitals though in close agreement with the results of DMC calculations carried

out with the restricted SDCI trial wave function.

3.5.2 Results for R = 7Å: the electrostatically bound region

We now consider the results obtained for the (H2O)4 cluster model at R = 7Å, for which

HF calculations with the aug-cc-pVTZ+7s7p basis set bind the excess electron by 41 meV.

In this case, the EOM-CCSD and EOM-CCSD(T)(a)∗ calculations give EBEs of 140 meV

and 142 meV, respectively. Thus unlike the situation for R = 4Å, the inclusion of triples in

the EOM-CC procedure is relatively unimportant at R = 7Å. The DMC calculations using

SD HF trial wave functions give an EBE of 141 ± 14 meV, while the DMC calculations using

as trial wave functions single determinants of B3LYP orbitals, single determinants generated

using the restricted SDCI procedure, or MD trial wavefunctions generated using the CIPSI

procedure give similar EBEs values ranging from 159 ± 8 to 164 ± 9 meV.

Since the anion is bound in the HF approximation at R = 7Å, we also were able to

calculate EBEs using separate, frozen-core coupled-cluster calculations for the neutral and

anion with the following coupled-cluster methods: coupled-cluster singles, doubles, and a

perturbative treatment of triples ∆CCSD(T),289 coupled-cluster singles, doubles, and triples

(∆CCSDT),332–335 and CCSDT with the perturbative treatment of quadruple excitations

(∆CCSDT(Q))336 methods. The ∆ indicates that the EBE is derived from the energy

difference between the separate calculations on the neutral and anion. The ∆CCSDT and

∆CCSDT(Q) calculations were carried out with only the aug-cc-pVDZ+3s1p basis set. These

calculations indicate that full treatment of the triples, and even approximate treatment of the

quadruple excitation contributions, has less than a 1 meV effect on the EBE of the (H2O)4
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cluster model at R = 7.0Å. On the other hand, the inclusion of diffuse d function in the

supplemental set of functions leads to a 12 meV increase in the EBE. With this correction

we obtain an estimated EOM-CCSDT EBE of 154 meV, which is in good agreement with

the DMC results using suitable trial wave functions.

The AFQMC calculations give an EBE of 181 ± 5 meV, significantly larger than the

EOM-CC results or DMC values. This most likely reflects an inadequacy of the HF wave

function used for the anion in the AFQMC calculations. Support for this interpretation is

provided by examination of Figure 8, which shows the radial charge distribution of the excess

electron for the (H2O)4 model at R = 7Å. From this figure it is seen that although that the

HF wave function has not collapsed onto the continuum as it did in the R = 4Å cluster, it is

still much more diffuse than that from calculations that include correlation effects. It is also

seen from comparisons of Figures 7 and 8 that the charge distribution associated with the

NO occupied by the excess electron in the EOM-CCSD calculations for the cluster with R =

7Å, is more radially extended than that at R = 4Å. Another noticeable difference between

the charge density plots for R = 7Å and 4Å is the reduction of the long-range shoulder

in the radial charge distribution of the HOMO from the B3LYP calculations on the anion

and in the relevant NO from the CIPSI calculations on the anion carried out using B3LYP

orbitals, suggesting that self-interaction errors are less problematical at R = 7Å.

3.6 Conclusions

In this study we have applied various EOM-CC methods and two different quantum

Monte Carlo methods to calculate the EBE of a model (H2O)4 cluster at two geometries,

one at which the anion is bound in the HF approximation and the other at which it is not.

Diffusion Monte Carlo calculations using single determinant trial functions based on Hartree-

Fock orbitals are shown to bind the excess electron even when the initial wave function for

the anion has collapsed onto the neutral plus discretized continuum orbital. However, such

calculations significantly underestimate the EBE, whereas SD DMC calculations using trial

wave functions for the anion with a more realistic charge distribution for the excess electron
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Figure 8: Radially integrated charge densities of the singly occupied orbitals from HF and

B3LYP calculations and the singly occupied natural orbital from EOM-CCSD, restricted

SDCI, and CIPSI calculations of the model ((H2O)4) cluster anion at R = 7Å.
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give larger EBE values that are in close agreement with our best estimate EOM-CCSDT

values for both geometries considered.

For R = 4Å, at which the anion is correlation bound, use of such trial wave functions

accurately reflecting the physical charge density resulted in AFQMC-predicted EBE values in

agreement with the EOM-CCSD(T)(a)∗ result (when using comparable basis sets). However,

at R = 7Å, AFQMC calculations with HF trial wave functions significantly overestimate

the EBE compared to EOM-CC and DMC values, suggesting the need for an improved trial

wave functions in this case. For the (H2O)4 model system, the restricted SDCI represents an

economical way to create trial wave functions for QMC calculations on non-valence anions

that are not bound in the Hartree-Fock approximation. However, it remains to be seen if

this strategy will be as effective for systems in which the neutral species is more strongly

correlated than the model (H2O)4 cluster.

Finally, we note that at R = 4Å, for which the anion is NVCB in nature, the most fre-

quently used method to characterize such anions, EOM-CCSD, underestimates the EBE by

about 10% compared to the result of EOM-CCSDT calculations. Both DMC and AFQMC

are viable alternatives to high order EOM methods, and while more computationally de-

manding for the (H2O)4 cluster, they demonstrate lower scaling with system size than EOM

methods, making them attractive for the characterization of non-valence anions of much

larger systems.
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4.0 The binding of atomic hydrogen on graphene from density functional

theory and diffusion Monte Carlo calculations

The text and figures in this chapter have been reprinted from Dumi, A.; Upadhyay,

S.; Bernasconi, L.; Shin, H.; Benali, A.; Jordan, K. D. The Binding of Atomic Hydrogen on

Graphene from Density Functional Theory and Diffusion Monte Carlo Calculations. J. Chem.

Phys. 2022, 156, 144702, DOI: 10.1063/5.0085982, with the permission of AIP Publishing.

The author’s contribution to the work included running the EOM calculations, generating

the trial wavefunctions and running the VMC/DMC with the exception of the CIPSI trial

wavefunctions and the coresponding QMC calculations. Additionally the author’s contri-

bution included the generation of figures and writing the manuscript. The Supplementary

Material includes the total energies and error bars for the quantum Monte Carlo calculations,

the total energies for the DFT calculations, and details of the convergence of the DFT total

energies with respect to the k-point grid and kinetic energy cutoff of the plane wave basis,

and a comparison of the density difference of DMC-PBE and DMC-HSE. The data that

support the findings of this study are openly available on the Materials Database Facility at

https://acdc.alcf.anl.gov/mdf/detail/dumi_dmc_hgraphene_v1.3, with the following

DOI: 10.18126/s1wc-tya.

4.1 Summary

In this work density functional theory (DFT) and diffusion Monte Carlo (DMC) methods

are used to calculate the binding energy of a H atom chemisorbed on the graphene surface.

The DMC value of the binding energy is about 16% smaller in magnitude than the Perdew-

Burke-Ernzerhof (PBE) result. The inclusion of exact exchange through the use of the

Heyd–Scuseria–Ernzerhof (HSE) functional brings the DFT value of the binding energy

closer in line with the DMC result. It is also found that there are significant differences in

the charge distributions determined using PBE and DMC approaches.
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4.2 Introduction

The unique electronic, optical, and transport properties of graphene make it an impor-

tant system for a wide range of applications, many of which involve or are impacted by

the adsorption of atoms or molecules. To bring these applications to fruition, a deeper un-

derstanding of the interaction of atoms and molecules with graphene is required, and, not

surprisingly, this has been the subject of several experimental and theoretical studies.338–350

The adsorption of H atoms on graphene has been the subject of multiple theoretical

studies.340,347,349,350 It is known that there is both a weakly absorbed state in which barriers

for diffusion are small and a much more strongly bound chemisorbed state,351,352 which is

the focus of this work. Chemisorbed H atoms open up the band gap and allow for tuning of

electronic properties.353 It has been demonstrated that even a single chemisorbed hydrogen

atom causes an extended magnetic moment in the graphene sheet.354,355 On the other hand,

there is evidence that given the ready diffusion of H in the physisorbed state, the H atoms

tend to pair up on the surface leading to non-magnetic species.355 Finally, interest in the

hydrogen/graphene system has also been motivated by the potential use of graphene and

graphitic surfaces for hydrogen storage.346 In spite of the interest in H chemisorbed on

graphene, we are unaware of experimental values of the binding energy.

Most computational studies of adsorption of atoms and molecules on graphene have em-

ployed density functional theory (DFT), primarily due to its favorable scaling with system

size, allowing for the treatment of larger periodic structures. However, a reliable theoret-

ical description of interactions at the graphene surface has proven to be challenging for

DFT.338–340,356 In recent years considerable progress has been made in extending correlated

wave function methods to periodic systems.357–362 Among these methods, the diffusion Monte

Carlo (DMC)337 method, which is a real-space stochastic approach to solving the many-

body Schrödinger equation is particularly attractive given its low scaling with the number

of electrons and high parallelizability. DMC also has the advantages of being systemati-

cally improvable and its energy being much less sensitive to the basis set employed than

methods that work in the space of Slater determinants. In DMC calculations, the atomic

basis set is important only to the extent that it impacts the nodal surface. DMC has been
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used to describe the adsorption of various species on graphene including O2,341 a water

molecule,342,363 and a platinum atom.343 In a study of a physisorbed H atom on graphene,

Ma et al. found that different DFT functionals gave binding energies ranging from 5 to 97

meV, while DMC calculations gave a value of only 5 ± 5 meV.340 Various DFT calculations

utilizing the Perdew-Burke-Ernzerhof (PBE)364 and Perdew-Wang (PW91)365 functionals

predict the chemisorbed H atom species to be bound by 480 to 1,440 meV.366–374 However,

this large spread is primarily a result of some calculations employing small supercells result-

ing in an unphysical description of the low-coverage situation, too small a k-point grid, or

small atom-localized basis sets that do not adequately describe the binding and introduce

large basis set superposition error (BSSE). In the present work, we use the DMC method to

calculate the binding energy of H to graphene in the chemisorbed state.

4.3 Methods

All calculations reported in this study used a 5x5x1 supercell of graphene, as it was large

enough to make inconsequential the interaction between periodic images of the adsorbed

hydrogen atom and to assure that there are essentially unperturbed C atoms between the

buckled regions in adjacent images in the x and y directions. The geometries of graphene,

both pristine and with a chemisorbed H atom, were provided by Kim et al.,375 and were

obtained using the PBE+D3 DFT method.364,376 For all systems, a vacuum spacing of 16Å

was used.

4.3.1 Density functional theory calculations

The single particle orbitals used in the trial wave functions for variational Monte Carlo

(VMC) and DMC calculations were calculated using the PBE functional with the correlation

consistent electron core potential (ccECP)313,314 pseudopotentials and a plane wave basis with

an energy cutoff of 3,400 eV. Monkhorst-Pack k-point grid meshes377 were employed with a

13.6 meV Marzari-Vanderbilt-DeVita-Payne cold smearing of the occupations.378 The PBE
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results were converged at a 6x6x1 k-point grid to 1 meV for graphene and graphene with

an adsorbed hydrogen atom. The hydrogen atom trial was generated using a 1x1x1 k-point

grid. Convergence studies can be found in Table S1 and S2 of the Supplementary Material.

In addition to the PBE calculations used to generate the trial wave functions for DMC,

DFT calculations were carried out with the PBE0379 and Heyd–Scuseria–Ernzerhof (HSE)

functionals380 to determine if inclusion of exact exchange proves important for the adsorption

energy. Due to the inclusion of exact exchange, these calculations would be computation-

ally prohibitive in a plane wave basis, particularly with the high energetic cutoff required

by the ccECP pseudopotential. For this reason, they were carried out all-electron with the

POB-TZVP Gaussian type orbital (GTO) basis set.381 Due to the use of GTOs, these calcu-

lations suffer from basis set superposition error (BSSE), which we corrected using Grimme’s

geometry-dependent counterpoise correction scheme.382,383 This correction resulted in a 113

meV reduction in the magnitude of the binding energy when using the PBE0 functional. For

the PBE0 and HSE calculations, a 12x12x1 k-point grid was used to assure binding energies

converged to within 2meV. Convergence data are supplied in Table S3 of the Supplementary

Material.

The plane wave DFT calculations were carried out with the QUANTUM ESPRESSO

version 6.3 code.384–386 The Gaussian basis DFT calculations were carried out with CRYS-

TAL17,387,388 save for the HSE calculation of the isolated hydrogen atom which was carried

out using NWChem version 6.8389 using the same basis as the calculations in CRYSTAL17.

4.3.2 Quantum Monte Carlo calculations

DMC is a projector quantum Monte Carlo (QMC) method, solving the Schrödinger

equation in imaginary time τ = it; any initial state |ψ⟩, that is not orthogonal to the true

ground state |ϕ0⟩ , will evolve to the ground state in the long time limit. When dealing

with Fermionic particles, the DMC method requires the use of the fixed-node approxima-

tion390 to maintain the antisymmetric property of the wave function. For efficient sampling

and to reduce statistical fluctuations, we use a Slater-Jastrow trial wave function fixing the

nodes through a Slater determinant comprised of single-particle orbitals, which, in this work,
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are expanded in a B-spline basis. The Jastrow factor is a function that reduces the vari-

ance by explicitly describing dynamic correlation. The Jastrow factor contains terms for

one-body (electron-ion), two-body (electron-electron) and three-body (electron-electron-ion)

interactions. The one- and two-body terms were described with spline functions,391 while

the three-body terms were represented by polynomials.307 10 parameters were used for the

one-body terms per atom type, and 10 parameters were employed per spin-channel for the

two-body terms. The cutoffs on the one- and two-body terms were fixed to the Wigner-Seitz

radius of the simulation cell. The three-body terms were comprised of 26 parameters per

term with a cutoff of 10 Bohr. The parameters in the Jastrow factor were separately opti-

mized for each geometry with the linear method392 using VMC. To reduce the cost of the

DMC calculations as well as to reduce the fluctuations near the ionic core regions, ccECP

pseudopotentials were used to replace the core electrons.313,314 The ccECP pseudopotentials

were designed to be used with high-accuracy many-body methods. The non-local effects due

to the pseudopotentials were addressed using the determinant-localization approximation

along with the t-moves method (DLTM).393,394 Finite size effects were addressed using twist

averaging.395 The twist angles were chosen to be the symmetry unique points of the 6x6x1

k-point grid shifted by half a grid step away from the gamma point in each direction.

The DMC calculations were performed using the branching scheme proposed by Zen et

al. (ZSGMA)396 with a population control target of 8,192 walkers and a time step of 0.005

a.u., which represented a balance between computational cost and finite timestep error in

previous work.341

We define the binding energy as

Eb = Edgr+H − (Egr + EH) (31)

where Edgr+H is the energy of the distorted graphene sheet with a chemisorbed atomic

hydrogen, EH is the energy of a hydrogen atom, and Egr is the energy of a pristine graphene

sheet. In the chemisorbed state, the hydrogen atom bonds directly over a carbon atom,

causing this carbon to be pulled out of the sheet towards the hydrogen.397,398 The adjacent

carbons are also pulled in the direction of the hydrogen leading to a distorted graphene sheet.
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Figure 9: Perpendicular view of the simulation cell (top) and a parallel view obtained by

projection onto the xz-plane (bottom). The carbon atoms are colored gray and the hydrogen

atom is denoted as white. For the perpendicular view, the cyan line represents the slice of the

cell used to visualized electron density differences. For the parallel view, the dotted cyan line

represents the mean carbon z position. Blue outlined atoms are greater than one standard

deviation away from the mean carbon z position, whereas yellow atoms are between 0.5-1.0

σ. 55



The QMC calculations were carried out using the QMCPACK code, with the workflow be-

tween QUANTUM ESPRESSO and QMCPACK managed by Nexus.308,316,399 Figures 9 and

11 were rendered with matplotlib331 and the density plots were generated using VESTA.400

4.4 Results & Discussion

4.4.1 Binding energy

Table 6: Binding energy (meV) of a hydrogen atom chemisorbed on graphene calculated

with various DFT functionals and with DMC.

Method Binding energy

This Work

PBE -821

PBE -871

PBE0 -851 (-800)

HSE -794 (-743)

DMC -691 ± 19

Previous Work

PW91 -810 to -830,367 -870368

PBE -790,369 -840,370 -980371

Calculation was done in the plane wave basis.

Calculation was done in the Gaussian basis set with corrections for BSSE. Values in

parentheses include a correction for the basis set incompleteness as described in the text.

Table 6 contains a summary of the binding energies of a hydrogen atom chemisorbed on

graphene from this work and selected values from previous publications using the PW91 and
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PBE functionals. These literature values range from -790 to -980 meV. This wide spread of

binding energies is caused by (1) the use in some studies of small supercells for which there are

sizable interactions between the CH groups in adjacent cells, and (2) the use in some studies

of small atom-centered basis sets without corrections for BSSE. Our calculations with the

PBE functional in conjunction with a plane wave basis set give a binding energy of -821 meV.

This should be contrasted with our -691 ± 19 meV DMC result. There are several possible

sources for the difference between the PBE and DMC values of the binding energy. These

include errors in the DFT calculations due to self interaction and planar graphene having

more multiconfigurational character than H/graphene, with this being better described with

DMC than with PBE. We note that the inclusion of the D3 dispersion correction with the

PBE functional only changes the magnitude of the binding energy by 0.03 eV.

The PBE binding energy is 51 meV lower in magnitude in the plane wave than in the GTO

basis set when the same k-point grid is used, and this value is used as a correction for the basis

set incompleteness error for the results with other functionals in Table 6. The calculations

in the GTO basis set give a slightly smaller in magnitude binding energy with PBE0 than

with PBE. However, with HSE, we obtain a binding energy 77 meV smaller in magnitude

than the PBE result. Applying the correction for the basis set incompleteness error, we

obtain -800 meV for the PBE0 binding energy and -743 meV for the HSE binding energy,

with the latter being in reasonable agreement with the DMC result of -691 meV. Although

the 130 meV difference between the plane-wave PBE and DMC values of the binding energy

may appear to be small, this energy difference, of that magnitude is consistent with an order

of magnitude change in the hydrogen evolution current at room temperature on graphene

electrodes.375

In order to better understand the origin of the difference in the PBE and HSE H-atom

adsorption energies, we also carried out non-self-consistent calculations, using PBE densities

to evaluate the HSE energies. These calculations gave a binding energy only 21 meV smaller

in magnitude than obtained from the self-consistent HSE calculations. This demonstrates

that the functional is more important than the density in establishing the binding energy.

Detailed information can be found in Table S4 of the Supplementary Material.

Detailed results of the DMC calculations can be found in Tables S5-S7 in the Supple-
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mentary Material.

4.4.2 Binding density

It is instructive to examine the change in the electron density associated with the binding

of the H atom to the distorted graphene as determined from the PBE and DMC calculations.

The density change is given by

ρb = ρdgr+H − (ρdgr + ρH), (32)

where ρH is the charge density of the hydrogen atom, and ρdgr+H and ρdgr are the charge

densities of the distorted graphene sheet with and without hydrogen, respectively. For the

QMC density, the density was accumulated during the VMC and DMC calculations, the

mixed estimator bias was found to be insignificant, and was thus not corrected.

The ρb density differences for both DMC and PBE are shown in Figure 10. The dark

blue and gold regions represent a loss and gain of electron density, respectively. As expected,

there is a shift in electron density from the carbon atom participating in the carbon-hydrogen

bond as well as to the three adjacent carbon atoms. These qualitative changes in the density

are consistent with previous theoretical and experimental studies.397,398 The rehybridization

from sp2 to sp3 of the carbon participating in the CH bond and the weakening of the π bonds

due to the distortion of the graphene lead to the electron density shift. The change in the

charge distribution is similar for PBE and DMC, with the most noticeable difference being

a greater increase of density at remote C atoms in the DMC than in the PBE calculations.

4.4.3 Charge density differences between DMC and PBE

In this section, the difference between the DMC and PBE charge densities for distorted

graphene with the adsorbed hydrogen atom as well as for pristine planar graphene without

the adsorbed hydrogen atom are considered. The charge density difference for each system

is calculated according to

∆ρsystem = ρDMC
system − ρPBE

system, (33)
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Figure 10: Change of the electron density due to the adsorption of the H atom to the distorted

graphene sheet (Eq. 32). ρb from PBE calculations is shown from an oblique angle (A) and

aligned along the c axis (B). ρb from DMC calculations (C) and (D) is shown from the same

perspectives. Gold and blue represent a gain and loss of electron density, respectively. Note

that there is a region of increased charge density at the C-H bond that is enveloped by a

region of loss in the charge density. The binding density was visualized using an isovalue of

2.8×10−5 for DMC and 3.9×10−5 for PBE, in both cases capturing 95% of the differential

charge density.
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where ρDMC
system is the DMC charge density of a given system (either distorted graphene with

the adsorbed hydrogen or pristine graphene) and ρPBE
system is the corresponding PBE charge

density. ∆ρgr and ∆ρdgr+H are reported in Figure 11 along the 110 slice through the unit

cell, which captures the carbon-hydrogen bond. From the top-down perspective in Figure 9,

the 110 lattice plane bisects the cell diagonally through the longer of the two diagonals and is

indicated by the solid cyan line. In Figure 11, blue represents areas where the PBE density is

larger, while gold areas represent areas where the DMC density is larger. The DMC density,

in comparison with the PBE density, has greater weight in the bonding region between atoms.

We note that the HSE density displays similar differences as the PBE density. Figure S2

of the Supplementary Material includes a visualization of the DMC-HSE density difference.

This is the case for both the planar graphene without hydrogen and the system with hydrogen

chemisorbed to graphene. Even though there are significant differences between the PBE

and DMC densities for both systems, the difference is similar in the two systems, consistent

with it not introducing a large error in the PBE value of the binding energy.

4.5 Conclusions

Calculations of the binding energy of a hydrogen atom on a graphene sheet were carried

out using various DFT methods and with DMC. The DMC calculations provide a benchmark

value of the binding energy.

Our best estimate of the binding energy from DMC calculations is -691 ± 19 meV. The

PBE result obtained with a plane-wave basis set gives a binding energy about 20% larger

in magnitude than the DMC result. The global hybrid functional, PBE0, gives a binding

energy close to that of PBE. In comparison, HSE, a range-separated hybrid functional,

gives a smaller binding energy of -743 meV, after a correction applied for the basis set

incompleteness error, and is much closer to the value from DMC calculations. Interestingly,

there are significant differences in the DMC and PBE charge densities of both graphene and

H/graphene.
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Figure 11: Visualization of the difference of PBE and DMC densities sliced along the 110 lat-

tice plane of the unit cell for the graphene sheet, ∆ρgr, (top) and H adsorbed onto graphene,

∆ρdgr+H , (bottom). The abscissa represents traversing the 110 plane in fractional coordi-

nates, while the ordinate represents traversing the c axis in fractional coordinates. Blue

regions represent places where the PBE density is larger, while the gold color represents

regions where the DMC density is larger.
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5.0 Capturing Correlation Effects for the Description of Positron Bound

States

The diffusion Monte Carlo method is used to calculate the positron affinity of Be. The

effect of electron-positron correlation on the nodal surface is explored. The best estimate of

the positron affinity (PA) is in excellent agreement with the best estimate from literature.

5.1 Summary

The diffusion Monte Carlo (DMC) method is used to calculate the PA of Be. The effect of

e– -e+ correlation on the nodal surface is explored. Results from the literature are analyzed

with respect to reference values for Be/e+. The best estimate of the PA is in excellent

agreement with the best estimate from literature.

5.2 Introduction

Positron chemistry can yield information about the electronic and vibrational proper-

ties of molecules.†Theoretical methods can yield insight into the nature of the interactions

between matter and antimatter. Specifically, the properties of interest are the energy of a

positron-matter bound state and the e+-e– annihilation rate. In this work, we will focus on

the formation and energetics of the bound state.

Multicomponent methods are a powerful tool to describe matter-antimatter interactions.

They are also conceptually similar to standard electronic structure methods. The origins

of multicomponent methods can be traced to Thomas for the description of quantum nu-

clei,82–85 and since then nuclear quantum effects have driven much of the development and

application of multicomponent methods.91–197 Soon after the first applications of multicom-

ponent methods for nuclear quantum effects, a similar multicomponent method was used
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to treat positron bound states.86–90 Since then many positronic systems have been studied

using multicomponent methods of varying accuracy and computational costs.130,131,198–215

The binding of a positron occurs in a diffuse nonvalence orbital, and are antimatter ana-

logues of nonvalence anions.†In previous work on nonvalence anions, we have demonstrated

the importance of e– -e– correlation effects for such states.278 Positron bound states are even

more sensitive to e– -e+ correlation effects as they have a favorable coulombic interaction and

the lack of an exchange interaction between the positron and the electrons.

In this work, we aim to capture e– -e+ correlation effects by developing accurate multi-

component wave function methods and then use these accurate correlated wave functions

as trial wave functions for subsequent quantum Monte Carlo (QMC) calculations. A crit-

ical contribution of our approach is demonstrating the viability of a physically motivated

configuration interaction ansatz, which incorporates the e– -e+ dispersion interaction. This

is motivated by a similar ansatz constructed for nonvalence correlation bound (NVCB) an-

ions.278

5.3 Theory

5.3.1 Notation

Given the increased complexity of treating multiple types of interacting quantum parti-

cles, the notation for the following equations is first introduced. Generally, tensor quantities

will be manipulated with the following labels,

γ
ξA

q
µν···, (34)

where ξ is the species index, γ is the spin index, µν · · · are the tensor indices, and q are the

qualifiers (e.g. “core” to distinguish a core contribution from the full tensor).
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5.3.2 Mean Field

Similar to standard electronic structure calculations, multicompoonent calculations begin

from a mean field description akin to the Hartree-Fock method for electrons. The wave

function ansatz used is a product ansatz,

ψMF =
∏
ξ

α
ξD

β
ξD, (35)

where the product runs over the number of quantum particle types and α
ξD and β

ξD are

the α and β determinants of particle ξ written in the Waller-Hartree double determinant

representation. Note that if only a single positron is present this reduces to the electronic

Slater determinant times a positronic orbital, and so this ansatz is a generalization of the

representation used in earlier work.86–90 Unlike previous multicomponent methods, we do

not restrict ourselves to two interacting quantum particle types.

The use of this ansatz in a Hartree-Fock type framework results in a set of coupled Fock

operators, which are solved self consistently. The elements of the Fock operator in an atomic

orbital basis are given,

γ
ξFµν = ξHµν +

∑
ζ≥ξ

∑
λ,σ

ζ
q

ξ
q
[[

γ
ζDλσ +

γ′

ζ Dλσ

] (
ξµν

∣∣
ζλσ

)
− δξζ

(
ξµλ

∣∣
ζνσ

)]
, (36)

where γ ∈ { α, β } and γ′ ∈ {α, β } − { γ } and µνλσ are a.o. indices.

If a particle is spin-restricted then only a single Fock operator is constructed, but the

normalization of the density matrix is kept the same as the unrestricted case. For example,

the restricted Fock operator for an electron-only calculation is given as,

e−Fµν = e−Hµν +
∑
λ,σ

[[ e−Dλσ + e−Dλσ] ( µν | λσ)− ( µλ | νσ)] . (37)

Each quantum particle contributes to the total energy,

ξE =
1

2

[(
γ
ξD + γ′

ξ D
)

ξH + γ
ξD

γ
ξF + γ′

ξ D
γ′

ξ F
]
, (38)

with the total energy given as the sum of the contributions plus the nuclear repulsion energy,

ET =
∑
ξ

ξE +Enuc. (39)
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5.3.2.1 Convergence of the Self-Consistent Process

A standard multicomponent approach converges the density in a step-wise fashion, i.e.

for an electron-positron calculation, converging the electron density followed by converging

the positron density and repeating this cycle until overall self-consistency is achieved.401

Recent work has found that iterating the densities simultaneously until self-consistency is

achieved is more efficient.401

In our work, we iterate the densities simultaneously, but with an important distinction,

we do not turn on interactions between quantum particle types until the non-interacting

densities are converged. This has an obvious computational advantage as less terms need to

be evaluated for the early Fock builds. However, this also has the advantage of more likely

finding a Hartree-Fock minimum for problematic cases. If there are several low lying orbitals,

HF may converge to a solution with an incorrect orbital occupied. In the multicompoent HF

case, if the densities are iterated without first converging the independent densities, one is

less likely to occupy the correct orbital finding a HF solution that is not a global minimum.

5.3.2.2 Implementation Details

The specific implementation chosen here is a direct SCF algorithm. The direct SCF al-

gorithm is extremely efficient when combined with incremental Fock formation plus integral-

based and density-based screening using the Cauchy-Schwarz inequality. Incremental Fock

formation has been implemented, but given the highly coupled nature of multicomponent

calculations, we have found screening must be handled with care. In further studies, we plan

to implement density based screening to achieve a linear scaling Fock build algorithm. DIIS

extrapolation is used to accelerate convergence. Symmetric orthogonalization and canonical

orthogonalization are implemented with a preference for canonical orthogonalization as it

handles linear dependencies in the a.o. basis.
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5.3.3 Configuration Interaction

The multicomponent configuration interaction ansatz is formed from a linear combination

of products of determinants,

ψCI =
∑
i

Ci

[∏
ξ

α
ξD

β
ξD

]
, (40)

similar to the standard electronic structure CI method. The CI expansions used in this work

are formed from excitations from a mean field solution. The excitation operators α
ξ T

a
i and

β
ξT

b
j perform an excitation for quantum particle type xi and spin α(β) from hole i(j) to

particle a(b). To make things explicit, we define our excitations in the following way

1. A maximum overall excitation level is specified.

2. For each particle type, a maximum excitation level is adopted for each spin along with a

combined maximum excitation level.

This allows for highly flexible configuration interaction calculations. This is crucial for cor-

relation bound positronic states as they are similar to nonvalence correlation bound anions,

and previous work has shown that a flexible compact ansatz including only the doubles

involving the excess electron to generate an excellent trial wave function for QMC. The

analogous CI in the multicomponent case involves two quantum particle types, electrons and

a positron, with single excitations and only the doubles with the positron, which is possible

in this framework.

5.3.3.1 Diagonalization to solve the CI eigenvalue problem

The CI eigenvalue problem,

HCIC = EC (41)

is solved using the Davidson diagonalization method.402 For small CI spaces, the Hamiltonian

matrix can be explicitly constructed, but for larger spaces a determinant-driven direct CI

method is used.

The advantage of a direct CI approach is that the Hamiltonian matrix is never explicitly

constructed. This represents a significant savings in memory usage and enables large CI
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calculations for systems where the CI matrix would not fit in memory. Central to this method

is the formation of the matrix-vector product in which the Hamiltonian is contracted with a

trial vector,

σ = Hc. (42)

In standard electronic structure theory, the formation of the σ vector is a well studied problem

and many efficient algorithms have been developed.

The sigma vector for one quantum particle type, A, involves 3 terms,

σ = σAαAα + σAβAβ + σAαAβ, (43)

and similarly for two quantum particle types, A and B,

σ = σAαAα+σBαBα+σAβAβ+σBβBβ+σAαAβ+σBαBβ+σAαBα+σAβBβ+σAαBβ+σAβBα. (44)

The general number of terms in a σ vector formation for a N quantum particle type system

is (
2N − 1

2

)
. (45)

The single quantum particle sigma formations require different algorithms for the same

spin (σAαAα and σAβAβ) and opposite spin (σAαAβ) cases. Similarly for the two particle sigma

formation, there are two classes of contributions:

1. same particle and same spin contributions (σAαAα, σAβAβ, σBαBα, σBβBβ)

2. different particle or different spin contributions (σAαAβ, σBαBβ, σAαBα, σAβBβ, σAαBβ,

σAβBα)

In the current iteration of the code, the matrix vector product is formed in a single step

that scales as O(Ndet
γ
ξN

γ′

ξ N , where Nmathrmdet is the total number of determinants and the

other factors of N are the number of spin determinants for the particle spin pair.

Additionally, natural spin orbitals are constructed from the one particle reduced density

matrices from the CI expansions in a state specific way. These natural orbitals can also be

used as a single determinant trial wave function for subsequent QMC calculations.
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CI calculations in a determinantal basis are not guaranteed to produce states that are spin

eigenfunctions unlike CI calculations in a configuration state function basis. The standard

solution to this is to implement a spin purification scheme in either a first or second order

form. Both approaches are implemented to enforce spin symmetry for problematic cases.

5.3.3.2 Implementation details

The storage and processing of determinants is central to the configuration interaction

code. We represent determinants using unsigned 64 bit integers for each particle and spin

type. The integers are zero padded from the left until the entire 64 bit int is filled. These

integers are stored in a list to represent a single spin determinant, γ
ξD. A list of unique

determinants is stored for each particle type and spin type. The complete variational space

is then stored as an unsorted map between a tuple of indices into the unique spin determinant

lists and the index of the determinant made of those spin determinants in the variational

space.

To speed up the Hamiltonian construction or sigma vector formation, we store a list of

unique single and double excitations within each unique particle and spin type. For example,

for a spin determinant γ
ξDi, we store all connected singles in a two dimensional list in row i

and all connected double excitations in another two dimensional list in row i. The storage of

double excitations is normally not done as the storage requirement grows quickly. However

for the same number of total determinants, the unique particle and spin determinant lists

are shorter in a multicomponent calculation than an electron only calculation by nature of

the product ansatz so we are able to accept the storage cost for the efficiency gain.

5.4 Results & Discussion

5.4.1 Be

We first consider a positron binding to a Be atom. Table 7 contains the positron affinity

for Be calculated with several methods. Also tabulated are results from the literature using
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Table 7: PAs of Be calculated using various methods. The methods and basis used as

reported as "without e+ method or basis // with e+ method or basis". We also report if the

s2 → p2 near degeneracy is handled in the trial wave function.

method PA (meV) s2 → p2

HF // HF 1 -1.9 no

HF // rSDCI 1 152.3 no

FCI // FCI 1 10.5 yes

DMC403 100 ± 5 no

DMC403 33 ± 11 yes

SVM404 86 yes

DMC212 34 ± 8 yes

DMC212 54 ± 10 yes

1 These calculations used the aug-cc-pVQZ basis set for the electrons and an 11s8p6d6f3g

basis for the positron.
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the DMC and SVM methods. As expected, the HF treatment fails to bind the positron. The

restricted single double configuration interaction (rSDCI) approach, which includes all single

excitations and only the double excitations that involve the positron, greatly increases the

binding energy, in fact giving a value about 60% too large in magnitude. In the FCI results,

the binding energy drops significantly. Since this is calculated using a Gaussian basis, we

expect that this is still not fully resolving the electron-positron cusp.

The DMC results for the positron affinity of Be is presented in table 8. The positron

affinities are presented for the zero time step extrapolated DMC energies with various trial

wave functions. Using the Jastrow factor with a multi-Slater determinant trial function

explicitly includes the electron-positron cusp. The three single determinant references yield

similar PA. The single determinant energy versus time step for Be with a positron is presented

in figure 12. For each of the single determinant wave functions, the extrapolated DMC

energies are within error bars of each other. The HF nodal surface is expected to be the

poorest as the positron is unbound in that case, which manifests as it has the largest time

step dependence and the largest error bars in the same projection time. These results also

show that the s2 → p2 near degeneracy cannot be captured by a single Slater determinant

as the FCI wave function captures this effect, but the natural orbitals from the FCI wave

function do not.

The DMC results from the literature, tabulated in table 7, show the same marked decrease

in the PA by including the s2 → p2 excitations. With a more sophisticated treatment of

electron-positron correlation, the PA nearly doubles as seen in table 7.212 This indicates a

strong impact of the correlation on the nodal surface.

To elucidate the importance of the nodal surface, we plot the DMC energy of the Be/e+

system in figure 13. The energy of the DMC calculation with a HF trial wave function lies

significantly far above the correlated trial wave functions. Including the dispersion effects

with the rSDCI multi-determinant trial wave function, improves the DMC energy, but clearly

a significant change in the nodal surface happens once the s2 → p2 excitations are included.

Including those excitations by using the FCI trial wave function, the DMC energy drops

into excellent agreement with the SVM reference. The results from previous DMC studies

lie higher in energy are included in the plot for reference.212,403
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Table 8: PAs of Be calculated using the DMC method and various trial wave functions. The

trial wave functions used are reported as "single or multi- determinant/ without e+ wfn //

SD or MD / with e+ wfn".

trial wave function PA (meV)

SD/HF//SD/HF 96 ± 5

SD/HF//SD/NO rSDCI 104 ± 4

SD/FCI NO//SD/FCI NO 95 ± 4

SD/HF//MD/rSDCI 151 ± 4

MD/FCI //MD/FCI 91 ± 4

We additionally want to comment on a topic with wider implications for the QMC

field, time step extrapolations for energy differences. In the literature it has been found

that for exitonic binding energies, one can use a very large time step and still resolve the

correct energy difference even if the individual energies have an associated time step error.405

In figure 14, we find that for diffuse states such as positron bound states, the time step

dependence is still severe. For a sufficiently small time step however, one is within error

bars without extrapolation. This leads us to recommend caution when resolving energy

differences for systems with large relevant length scales, the diffuse positron in this case.

5.5 Conclusions

In this work, we exhaustively explore the binding of a positron to Be. We also compare

our results to those from the literature. Our calculations with the most sophisticated trial

wave functions give a positron binding energy for Be of 91±4 meV. This is in excellent

agreement with the previous theoretical best estimate. Applications of the DMC method to

Be clusters and molecules is underway.
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Figure 12: The DMC energy versus time step for Be with a bound positron using a trial

wave function of a single determinant of Hartree-Fock orbitals, frozen core rSDCI natural

orbitals, and frozen core FCI natural orbitals. Note at the largest timestep the DMC energies

are overlapping. The shading represents the uncertainty in the linear fit to the DMC data.

All plots generated using Matplotlib.331

.
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Figure 13: The DMC energy versus time step for Be with a bound positron with a Hartree-

Fock single determinant trial wave function, frozen core rSDCI multi-determinant trial wave

function, and frozen core FCI multi-determinant trial wave function. The reference energies

are from (reference 1) SVM,404 (reference 2) DMC with an explicitly correlated trial wave

function for the positron,212 and (reference 3) DMC with a positronic orbital obtained from

a model potential calculation.403 Reference values 2 and 3 are extrapolated to the zero time

step limit and the shading represents the error bar on the extrapolated energy.
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Figure 14: DMC positron affinity for Be calculated using an rSDCI multi-determinant trial

wave function at several time steps sizes.
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6.0 Conclusions

In this work, the importance of correlation effects in the binding of Fermions was explored.

The first part of this work involved the study of e– -e– correlation effects in the diffuse anionic

states of nonvalence anions. First, the binding of an electron in an dipole field was studied

using quantum Monte Carlo methods. It was found that quantum Monte Carlo methods are

viable theoretical methods for the description of dipole bound anions. This motivated the

study of a model (H2O)4 nonvalence correlation bound anion system. This model system

exhibits a crossover between a correlation-bound anion and electrostatically-bound anion by

tuning a single geometric parameter. In this model system, QMC methods were shown to

provide quantitavely accurate electron binding energies in both the electrostatically-bound

region and the correlation-bound region. In this work, a compact correlated ansatz was

developed that yielded excellent nodal surfaces for QMC calculations. This work was then

extended to positron binding to atoms and molecules. In a similar manner to the nonvalence

correlation bound anion states, we developed a physically motivated CI ansatz for trial

wavefunctions. This improved the nodal surfaces for subsequent DMC calculations. In

the future, we envision that QMC will become the method of choice for the description of

positron bound states. The favorable scaling with respect to the number of electrons and

the ability to capture electron-positron correlation accurate will motivate this choice. The

lessons learned and tools developed in the current work will serve as an important step in

this direction. The chemisorption of a hydrogen atom on a graphene sheet was studied. This

is a relatively weak interaction, and so the accurate description of electron correlation was

crucial in this study.
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Appendix Q-GPU: A Recipe of Optimizations for Quantum Circuit Simulation

Using GPUs

The test and figures in this chapter have been adapted from Zhao, Y.; Guo, Y.; Yao, Y.;

Dumi, A.; Mulvey, D. M.; Upadhyay, S.; Zhang, Y.; Jordan, K. D.; Yang, J.; Tang, X. In

2022 IEEE Int. Symp. High-Perform. Comput. Archit. HPCA, 2022 IEEE International

Symposium on High-Performance Computer Architecture (HPCA), 2022, pp 726–740, DOI:

10.1109/HPCA53966.2022.00059 with the permission of IEEE. The author’s contribution

to the work is the preparation of the chemistry example and assisting in the benchmarking.

Additionally the author assisted in the preparation of the manuscript.

A.1 Summary

In recent years, quantum computing has undergone significant developments and has

established its supremacy in many application domains. Unfortunately, modern quantum

computing is still positioned in the Noisy Intermediate-Scale Quantum (NISQ) era that is lim-

ited by the number of qubits, short qubit lifetime, and imperfect operations. While quantum

hardware is accessible to the public through the cloud environment, a robust and efficient

quantum circuit simulator is necessary to investigate the constraints and foster quantum

computer development, such as quantum algorithm development and quantum device archi-

tecture exploration. In this paper, we observe that most of the publicly available quantum

circuit simulators (e.g., QISKit from IBM) are not optimized and suffer from slow simulation

and poor scalability. To this end, we systematically studied the deficiencies in modern quan-

tum simulators and propose Q-GPU, a framework that leverages GPUs with comprehensive

optimizations to allow efficient and scalable quantum circuit simulation (QCS). Specifically,

Q-GPU features i) proactive state amplitude transfer, ii) zero state amplitudes pruning,

iii) delayed qubit involvement, and iv) non-zero state compression. Experimental results

across eight representative quantum circuits indicate that Q-GPU significantly improves the
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simulation performance over the state-of-the-art GPU-based QCS by 2.53× on average. It

also outperforms the most recent OpenMP CPU implementation, the Google Qsim-Cirq

simulator, and the Microsoft QDK simulator.

A.2 Introduction

Quantum computing is a promising computing paradigm that has the potential to solve

problems that cannot be handled by classical computers in a feasible amount of time.407 In

the past decade, there has been steady progress towards building a large quantum computer.

The number of qubits in a real quantum machine has increased from 14 in 2011408 to 76

in 2020.409 IBM promises 1000 qubits quantum machine by the year 2023.410 Despite this

rapid progress, current quantum computing is still positioned in the Noisy Intermediate-Scale

Quantum (NISQ) era where the public has very limited access to quantum machines. These

machines are also constrained by the limited number of qubits, short lifetimes of qubits,

and imperfect operations.411 Thus, quantum circuit simulation (QCS) toolsets provide an

essential platform to satisfy many needs, e.g., developing many different algorithms with

a large number of qubits, validating and evaluating newly proposed quantum circuits, and

design space exploration of future quantum machine architectures. Many companies, such

as IBM, Google, Intel, and Microsoft have developed their quantum circuit simulators to

provide precise end-end simulation.

In general, QCS is challenging as it is both compute-intensive and memory-intensive.412,413

The reasons are: i) fully and accurately tracking the evolution of quantum system through

classical simulation414 requires storing all the quantum state amplitudes, which carries a

memory cost that grows exponentially as the number of qubits in the simulated quantum

circuit increases, and ii) applying a gate within a quantum circuit requires a traversal of

all the stored state amplitudes, leading to exponentially scaling computational complexity.

Modern GPUs have been used to fuel QCS in high-performance computing (HPC) platforms.

Specifically, when applying a gate to a n-qubit quantum circuit, the 2n state amplitudes are

evenly divided into groups, and each group of amplitudes is updated independently in par-
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allel by GPU threads. However, the promising parallelism of GPUs is diminished by the

limited GPU on-board memory capacity. For example, simulating a quantum circuit with 34

qubits requires 256 GB of memory to store state amplitudes, which is beyond the memory

capacity of any modern GPUs.

There exist several works optimizing QCS, including multi-GPU supported simula-

tion,415,416 OpenMP and MPI based CPU simulation,417–419 and CPU-GPU collaborative

simulation.420 Most of these works focus on distributed simulation while failing to benefit

from GPU execution due to the memory constraint. In particular, our characterization shows

that the state-of-the-art GPU-based simulation420 has low GPU utilization when the number

of qubits in the quantum circuit is large. As a result, most state amplitudes are stored and

updated on the CPU, failing to take advantage of the GPU parallelization. Moreover, the

static and unbalanced allocation of state amplitudes introduces frequent amplitude exchange

between CPU and GPU, which introduces additional data movement and synchronization

overheads.

In this paper, we aim to provide a high-performance and scalable QCS using GPUs.

We propose Q-GPU, a framework that significantly enhances the simulation performance

for practical quantum circuits. The proposed framework leverages modern GPUs as the

main execution engine and is featured with several end-to-end optimizations to fully take

advantage of the rich computational parallelism on GPUs, while maintaining a minimum

amount of data movement between the CPU and GPU. Specifically, our approach includes

four optimizations. First, instead of statically assigning state amplitudes on GPU and CPU

as done in prior works,420 Q-GPU dynamically allocates groups of state amplitudes on the

GPU and proactively exchanges the state amplitudes between CPU and GPU. Doing so

maximizes the overlap of data transfer between CPU and GPU, thereby reducing the GPU

idleness. Second, Q-GPU prunes zero state amplitudes to avoid unnecessary data movement

between CPU and GPU. Third, we also propose compiler-assisted quantum gate reordering

(complying with the gate dependencies) to enlarge the opportunity of pruning zero state

amplitudes. Finally, we propose efficient GPU-supported lossless data compression to fur-

ther reduce data transfer caused by non-zero amplitudes. This paper makes the following

contributions:
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• We use the popular IBM QISKit-Aer with its state-of-the-art CPU-GPU implementa-

tion,421 and conduct an in-depth characterization of the simulation performance. We

observe that the performance degrades significantly as the number of qubits increases

due to the unbalanced amplitudes assignment, where most of the computation is done

by the CPU.

• We implement a dynamic state amplitude assignment to allow the GPU to update all

state amplitudes. However, such an implementation did not provide any performance

improvements and even worsened compared to the CPU execution due to the massive

and expensive data movement between CPU and GPU.

• We propose Q-GPU, a framework comprising end-to-end optimizations to mitigate the

data movement overheads and unleash the CPU capability in QCS. Specifically, the

proposed Q-GPU is featured with the following major optimizations: i) dynamic state

amplitudes allocation and proactive data exchange between CPU and GPU, ii) dynamic

zero state amplitude “pruning”, iii) dependency-aware quantum gate reordering to en-

large the potential of zero amplitude pruning, and iv) GPU-supported efficient lossless

compression for non-zero amplitudes.

• We evaluate the proposed Q-GPU framework using eight practical quantum circuits.

Experimental results indicate that in all circuits tested, Q-GPU significantly improves the

QCS performance and outperforms the baseline by 2.53× on average. We also compare

Q-GPU with Google Qsim-Cirq422 and Microsoft QDK,423 and results show that Q-GPU

approach outperforms Qsim-Cirq and QDK by 1.02× and 9.82×, respectively.

A.3 Background

A.3.1 Quantum Basics

Similar to the bit concept in classical computation, quantum computation is built upon

the quantum bit or qubit for short.424 A qubit is a two-level quantum system defined by two

computational orthonormal basis states |0⟩ and |1⟩. A quantum state |ψ⟩ can be expressed
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by any linear combination of the basis states.

|ψ⟩ = a0|0⟩+ a1|1⟩, (46)

where a0 and a1 are complex numbers whose squares represent the probability amplitudes of

basis states |0⟩ and |1⟩, respectively. Note that we have |a0|2 + |a1|2 = 1, meaning that after

measurement, the read out of state |ψ⟩ is either |0⟩ or |1⟩, with probabilities |a0|2 and |a1|2,

respectively. The states of a quantum system are generally represented by state vectors as

|0⟩ =

1
0

 , |1⟩ =
0
1

 . (47)

To be more general, for an n-qubit system, there are 2n state amplitudes. Then, the

quantum state |ψ⟩ can be expressed as a linear combination

|ψ⟩ = a0...00|0 . . . 00⟩+ a0...01|0 . . . 01⟩+ · · ·+ a1...11|1 . . . 11⟩. (48)

Similarly, the state of a n-qubit system can also be represented by a state vector with 2n

dimensions as

|ψ⟩ = a0...00


1

0
...

0

+ a0...01


0

1
...

0

+ · · ·+ a1...11


0

0
...

1

 =


a0...00

a0...01
...

a1...11

 . (49)

Quantum computation describes changes occurring in this state vector. A quantum

computer is built upon a quantum circuit containing quantum gates (or quantum operations),

and a quantum algorithm is described by a specific quantum circuit. In simple terms,

quantum gates are represented by unitary operations that are applied on qubits to map one

quantum state to another. A quantum gate that acts on k qubits is represented by a 2k× 2k

unitary matrix.

To illustrate how a quantum gate is applied to a state vector, let us consider a 2-qubit

system with a Hadamard gate/operation operating on qubit 0. A Hadamard gate can be

represented as

H ≡ 1√
2

1 1

1 −1

 . (50)
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Then the state vector of this 2-qubit system is updated through

a′00
a′01

 =
1√
2

1 1

1 −1

a00
a01

 , (51)

a′10
a′11

 =
1√
2

1 1

1 −1

a10
a11

 . (52)

For an n-qubit system, when a H gate is applied to qubit j the amplitudes are transformed

as:425

a′×···×0j×···×

a′×···×1j×···×

 =
1√
2

1 1

1 −1

a×···×0j×···×

a×···×1j×···×

 (53)

Therefore, the indices of every pair of amplitudes have either 0 or 1 in the jth bit, while all

other bits remain the same1. Note that each pair of amplitudes can be updated in parallel.

A.3.2 Quantum Circuit Simulation (QCS)

The purpose of QCS is to mimic the dynamics of a quantum system,414 and to reproduce

the outcomes of a quantum circuit with high accuracy. There are several approaches to sim-

ulating a quantum circuit, each offering different advantages and drawbacks. We summarize

the three most widely used approaches below.

• Schrödinger style simulation: Schrödinger simulation describes the evolution of a

quantum system by tracking its quantum state. It tracks the transformations of the

state vector according to Equation 53. Note that one can also track the density matrix

ρ = |ψ⟩⟨ψ|, which is useful when measurement is required during simulation.414,415 In

this work, we only consider quantum measurements at the end of circuits.

• Stabilizer formalism: Simulation based on the stabilizer formalism is efficient for a

restricted class of quantum circuits.414,424,426 Specifically, stabilizer circuits (a.k.a Clifford

circuits) can be simulated in O(poly(n)) space and time costs. Rather than tracking the

state vector, the quantum state is uniquely represented and tracked by its stabilizers,
1“×” can be 0 or 1; the “×” in the same position of a×××××××0 and a×××××××1 are the same.
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which is essentially a group of operators derived from the Clifford group. A detailed

description can be found in.426

• Tensor network: Tensor network simulators are useful when a single or few amplitudes

of the full state vector are being updated as tensor networks.427–430 For example, one

type of tensor network that are extremely common are matrix product states (MPS).

When applied to a single amplitude in Equation 48, the resulting state resembles a long

string of matrix multiplications

|ψ⟩ =
∑

j0...jn−1jn

aj0...jn−1jn|j0 . . . jn−1jn⟩ (54)

=
∑

j0...jn−1jn

Tr[Aj0 . . . Ajn−1Ajn ]|j0 . . . jn−1jn⟩ (55)

The matrices A (rank-2 tensors) in Equation 55 can be thought of as a decomposition

of the full coefficient tensor a. Despite the restriction of returning a limited number of

amplitudes, tensor networks states are efficient as they compress the dimension of the

problem from O(2n) to O(nd2) where d is the dimension of the individual tensors in

Equation 55.

Among all these simulation methods, Schrödinger style simulation is widely used

as the mainstream simulation method, and has been widely adopted in prior research

works.412,417–420,425,431–434 Also, industrial quantum circuit simulators such as IBM QISKit,421

Google Qsim-Cirq417,432 and Microsoft QDK423 use full state vector simulations. In this work,

we build Q-GPU based on IBM QISKit-Aer, a high-performance C++ simulation backend

of QISKit, since it contains the state-of-the-art GPU support.

A.4 Characterization of QCS

A.4.1 Quantum Circuit Benchmarks

In this paper, we characterize the performance of QCS using a rich set of quantum

circuits. Table 9 lists the circuit benchmarks.
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Table 9: List of quantum circuit benchmarks.

Abbrv. Application

hchain Linear hydrogen atom chain435

rqc Random quantum circuit407

qaoa Quantum approximate optimization algorithm436

gs Graph state437,438

hlf Hidden linear function439

qft Quantum Fourier transform440

iqp Instantaneous quantum polynomial-time441,442

qf Quadratic form443

• hchain: This circuit which describes a system of hydrogen atoms arranged linearly is a

representative quantum chemistry application.444–448 This circuit incorporates increased

circuit depth and an early entanglement in terms of total operations.

• rqc: The random quantum circuit from Google407,449 is used to represent the quantum

supremacy compared to classical computers.

• qaoa: Quantum approximate optimization is a promising quantum algorithm in the

NISQ era that produces approximate solutions for combinatorial optimization prob-

lems.436

• gs: This circuit is used to prepare graph states450 that are multi-particle entangled

states. Examples include many-body spin states of distributed quantum systems that

are important in quantum error correction.451

• hlf: This benchmark circuit solves the 2D hidden linear function problem.439

• qft: The quantum Fourier transform circuit440 is the quantum analog of the inverse

discrete Fourier transform. It is an important function in Shor’s algorithm.452

• iqp: The instantaneous quantum polynomial circuit provides evidence that sampling

the output probability distribution of a quantum circuit is difficult when using classical
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approaches.441,442

• qf: This circuit implements a quadratic form on binary variables encoded in qubit

registers. It is used to solve the quadratic unconstrained binary optimization problems.443

A.4.2 Baseline QCS

In this paper, we use the popular IBM QISKit-Aer simulator. We consider the state-of-

the-art GPU-supported simulation420 in QISKit-Aer as our baseline. We run all simulations

on a server with dual 10-core Intel Xeon Silver 4114 CPUs at 2.2 GHz, 384 GB of memory,

and an NVIDIA P100 GPU with 16 GB of memory connected through PCI-e2. We use

CUDA v10 and Nvprof453 to conduct our characterization. The simulation in QISKit-Aer

has three key steps: 1) state vector partitioning, 2) static state amplitudes allocation, and

3) on-demand amplitudes exchange.

Step 1: State vector partitioning: QISKit-Aer first partitions the state vectors into

"chunks". Chunk is the granularity used in the simulator to update the state vector. For

illustrative purposes, let us assume we have a 7-qubit circuit, i.e., that there are in total 27

different state amplitudes from a0000000 to a1111111. All the states are stored in a vector (i.e.,

the state vector), and this state vector is partitioned into chunks. For example, assuming we

divide the state vector into 8 chunks, each chunk contains 16 state amplitudes as shown in

Figure 15. The three most significant bits are used to index the chunks, and the remaining

bits are as offsets within a chunk.

Step 2: Static chunk allocation: After partitioning, these chunks are allocated into GPU

memory based on the GPU memory availability. As illustrated in Figure 15, if a GPU can

only store 3 chunks, the remaining 5 chunks will be stored in the host CPU memory. For

example, when 64 GB memory is needed to simulate 32 qubits, the first 16 GB is allocated

in GPU memory (in P100 GPU with 16 GB memory) and the remaining 48 GB is in the

CPU memory.

Step 3: Reactive chunk exchange: During circuit simulation, a chunk exchange between
2We used the P100 GPU as the HPC platform to test and evaluated the proposed Q-GPU. It is important

to emphasize that our approach is not bound to P100. Our proposed Q-GPU is applicable to any other GPU
architectures.
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the GPU and the CPU arises when the requested state amplitudes are not locally available on

the GPU. In QISKit-Aer, the chunk exchange between the CPU and the GPU is triggered

on-demand. That is, when both the chunks on the CPU and the GPU are involved in

one state-update calculation, the corresponding CPU chunks are transferred to GPU for

updating. After the operation, the updated chunks are transferred back to the CPU. Note

that, the amount of data exchange in the following scenarios is dependent on the qubits in

the specific gate simulation.

• Case 1: All the indices of the qubits involved in the current gate are smaller

than the chunk size:. For example, a gate on qubit 0 requires amplitudes a×××××××0

and a×××××××1 (see Equation 53). In this case, each chunk can be updated independently

without requiring extra data movement.

• Case 2: Some indices of qubits involved in the current gate are outside the

chunk boundary: In this scenario, let us assume there is a gate that operates on q6,

thereby the required pairs of amplitudes are a×0×××××× and a×1××××××. However, as

depicted in Figure 15, none of the chunks contains a pair of required amplitudes, i.e.,

the computation for updating amplitudes involves more than one chunk. Specifically, to

update the pairs of amplitudes, we need (chunk0, chunk2), (chunk1, chunk3), . . . , and

(chunk5, chunk7). However, (chunk1, chunk3) involves one chunk on the GPU and one

chunk on the CPU. In this scenario, data exchange is required. In the baseline QISKit-

Aer simulation, the requested chunks are always copied from CPU to GPU. That is,

in the example above, the CPU copies chunk3 to GPU. After the chunk3 is updated

together with chunk1, it is copied back to the CPU memory.

Note that, as the GPU memory capacity is much less compared to the CPU host memory,

a large number of chunks are statically allocated on CPU memory when the number of qubits

is large. For instance, on the P100 GPU with 16 GB memory, we observe from experiments

that when simulating a circuit that has 34 qubits, the state vector is divided into 8192

chunks, 496 chunks are allocated on GPU, while the remaining 7696 chunks are all on CPU.

Therefore, one can expect that most of the time, the CPU does the state amplitude update

without benefiting from the GPU acceleration.

86



0000000~0001111

0010000~0011111

0100000~0101111

0110000~0111111

1000000~1001111

1010000~1011111

1110000~1111111

1100000~1101111

0000000~0001111

0010000~0011111

0100000~0101111

0110000~0111111

1000000~1001111

1010000~1011111

1110000~1111111

1100000~1101111

CPU memory

GPU memory

𝒄𝒉𝒖𝒏𝒌𝟎
𝒄𝒉𝒖𝒏𝒌𝟏

…

𝒄𝒉𝒖𝒏𝒌𝟕

𝒄𝒉𝒖𝒏𝒌𝟎
𝒄𝒉𝒖𝒏𝒌𝟏

𝒄𝒉𝒖𝒏𝒌𝟐

𝒄𝒉𝒖𝒏𝒌𝟑
𝒄𝒉𝒖𝒏𝒌𝟒
𝒄𝒉𝒖𝒏𝒌𝟓
𝒄𝒉𝒖𝒏𝒌𝟔

𝒄𝒉𝒖𝒏𝒌𝟕

Figure 15: Example of baseline execution where the state vector is statically partitioned and

allocated on CPU and GPU.

A.4.3 Characterization and Observations

In this section, we quantify the simulation performance of the baseline QISKit-Aer.

We first study the scalability when the number of qubits increases. We observe that, if

there are less than 30 qubits in the circuit, the baseline GPU simulates much faster than

compared CPU-based simulation (e.g. 9.67× speedup for 29-qubit circuits on average), since

the entire state vector fits in the P100 GPU memory and there is no need for data exchange

and synchronization. However, the baseline GPU performance significantly drops when the

number of qubits is larger than 30. It becomes even worse than running on the CPU alone

when the number of qubits reaches 32. In particular, we observe a factor of 1.8× slowdown
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for qft_333 as an example.
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Figure 16: Baseline execution time breakdown.

To investigate the reason for this slowdown, we show the breakdown of the execution

time in Figure 16. One can observe that, on average, 89.34% of the execution is spent

on the CPU, indicating that the GPUs are not properly used in the baseline execution

for large number qubit circuits. Moreover, the overheads involve amplitude exchange and

synchronization occupies 9.91% of the average execution time, and the computation time of

GPU only occupies 0.71% of total time on average. In other words, most of the computation

is performed by the CPU and the GPU is idle due to the static state chunk allocation in the

baseline GPU execution. In Figure 20, I depicts the execution timeline of the baseline.

A.4.4 Will a Naive Optimization Work?

To improve the GPU utilization during simulation, an intuitive optimization would dy-

namically allocate the chunks and transfer the chunks to GPU for updates. In this section,

we investigate whether the naive implementation works well or not.

We implemented the dynamic state vector chunk allocation in QISKit-Aer. Figure 17

depicts the execution time of the naive optimization normalized to the baseline execution.

Surprisingly, none of the quantum circuits we studied show improvements when using dy-

namic allocation. To further investigate the reason, we break down the execution time and
3In this paper, we use n in the circuit name (e.g., circ_n) to represent a circuit with n qubits.
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Figure 18: Execution time breakdown of naive optimization.

show the results in Figure 18. As can be seen from the figure, while CPU execution time

significantly reduces and the data movement dominates, indicating that the GPU is waiting

for data most of the time during execution. Therefore, naive dynamic allocation alone does

not work to deliver good QCS performance. More sophisticated end-to-end optimizations

are required to systematically improve the QCS performance and scalability.
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Figure 19: High level overview of Q-GPU.

A.5 Q-GPU

In this paper, we propose Q-GPU, a framework that features several end-to-end optimiza-

tions. Figure 19 depicts the high-level overview of Q-GPU. ( 1 ) Q-GPU performs proactive

state amplitude transfer to fully utilize the bi-directional data transfer bandwidth between

CPU and GPU (Section A.5.1). ( 2 ) Before copying state amplitudes to GPU, Q-GPU per-

forms dynamic redundancy elimination that prunes zero state amplitudes to avoid unneces-

sary data movements (Section A.5.2). ( 3 ) Q-GPU features a compiler-assisted, dependency-

aware quantum gate reordering to enlarge the potential of pruning (i.e., the number of zero

amplitudes). ( 4 ) Q-GPU implements a GPU-supported, lossless amplitude compression to

further reduce the data transfer caused by non-zero state amplitudes with minimal runtime

overheads (Section A.5.4).
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A.5.1 Proactive State Amplitudes Transfer

In the naive execution, one reason behind the poor GPU utilization is the sequential state

amplitude transfer between CPU and GPU. Specifically, when the GPU finishes updating

all local chunks, those chunks are first copied back to CPU memory before the CPU can

transfer the next batch of un-updated chunks to the GPU. This restriction is reasonable in

the scenarios when particular chunks are involved in consecutive updates since the chunks

being copied from the GPU’s memory cannot be overwritten during the copying. In other

words, data movements are synchronized to avoid data conflicts. However, if the subsequent

chunks from the CPU are not copied to the same memory locations on the GPU where

current chunks are stored, such data conflict does not exist. As a result, one can transfer

the chunks simultaneously from the CPU to the GPU and from the GPU to the CPU.

In our work, Q-GPU leverages CUDA streams to enable concurrent and bi-directional

chunk copy to fully utilize the available bandwidth between the CPU and GPU. To avoid

potential data conflict, Q-GPU implements two CUDA streams and partitions the GPU

memory into two halves. One stream is responsible for the first half partition that acts as a

buffer holding the chunks the GPU is currently updating. The other stream is responsible

for the second half partition that acts as a buffer for “prefetching” the next chunks for the

GPU to update. The two memory partitions work as “circular buffers” to feed the GPU with

the required chunks. These two streams can potentially overlap and execute concurrently.

Figure 20 illustrates the timeline of the baseline and each of our optimizations. The

proposed proactive state amplitude transfer ( III ) achieves A cycles savings compared with

the baseline ( I ). We also show that the naive approach ( II ) performs worse than the baseline.

A.5.2 Pruning Zero State Amplitudes

While overlapping improves the bandwidth utilization, the total amount of amplitudes that

are transferred remains unchanged. To reduce the data movement, we observe that there

exist a considerable amount of zero state amplitudes that do not need to be updated during

simulation. Thus, those zero state amplitudes can be pruned before transferring the chunks.

Source of zero amplitudes: Let us assume there are n qubits, the initial states are
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usually set as |0⟩⊗n in the general QCS, indicating that all qubits have zero probability of

being measured as |1⟩. Hence, all state amplitudes are zeros, except for a0102...0n which is 1.

As the state of a particular qubit is unchanged until an operation is being applied on it, its

state remains |0⟩ until that operation happens. For instance, if a particular qubit qk is |0⟩,

all the state amplitudes a×···×1k×···× are zeros since qk has zero probability to be measured as

|1⟩. In general, if m of n-qubits are not involved, amplitudes a×0k1×0k2 ···×0km×× are possible

to be non-zero values, whereas the remaining amplitudes are guaranteed to be zero values,

i.e. 2n − 2n−m amplitudes are zero values. Therefore, even if only one qubit is not involved,

then half of the state amplitudes are zeros.

Pruning potential: To investigate the potential of pruning, Table 10 lists the number of

total operations and the number of operations before all qubits are involved. For circuits like

iqp, we can expect a significant reduction of data movement after pruning since many qubits
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are not involved until the end of execution. However, for qft and qf, all qubits are involved

at the beginning of execution, diminishing the potential of pruning benefits. We also use

hchain_18 as an example and plot the distribution of state amplitudes after each operation

(i.e., quantum gate) being applied in a quantum circuit. Figure 21 shows the state amplitude

distribution after 0, 30, 60 and 90 operations. One can observe that a large portion of state

amplitudes are zeros at the beginning of the simulation. During simulation, the amplitudes

are gradually updated to non-zero values since more qubits are involved.
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Figure 21: State amplitudes distribution of hchain_18, after 0, 30, 60 and 90 operations

from left to right. Blue and orange lines denote real and imaginary parts of an amplitude

respectively.

In general, let us assume we have an operation involving m states, if all of the states are

zero, these m states remain zeros after applying any operation. As a result, we do not need to

transfer the zero state amplitudes to the GPU as their values will not change. Therefore, one

can reduce the data movement between CPU and GPU by pruning the zero state amplitudes.

One intuitive approach is to check each state value by traversing all states. However, a more

efficient approach can be adopted, as we illustrate below.

Pruning Mechanism: In the proposed Q-GPU, we use bits in a binary string as flags

to indicate whether a qubit has been involved after a set of gate operations (denoted as

involvement in Algorithm 1). Initially, all the bits in involvement are set to 0. When qk is

involved, the kth bit in involvement is set to 1. Recall that the state vector is partitioned into

chunks, the index of a chunk, i.e., iChunk, determines whether a chunk will be transferred or

not. To compare iChunk with flag bits in involvement, we define iChunk′ as the left-shifted

iChunk to align with involvements. When iChunk′ is larger than involvement, it indicates
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Table 10: The number of total operations and the number of operations before all qubits are

involved for all circuits with 34 qubits.

Circuit Total Operations Operations Before Completely Involved

hchain 1786 272

rqc 124 54

qaoa 754 19

gs 37 16

hlf 48 16

qft 184 13

iqp 146 132

qf 222 16

that at least one bit of iChunk′ is 1 and the corresponding flag bit in involvement is 0. In

this situation, the corresponding qubit (i.e., indexed by this flag bit) has not been involved

by any operation. As such, we skip the remaining chunks and stop the iteration (line 5). On

the other hand, if iChunk′ is smaller than or equal to involvement, the redundancy within a

chunk is determined by iChunk′ & involvement (line 8). For a qubit whose corresponding bit

in iChunk′ is 1, if it has already been involved by previous operations, its corresponding bit

in involvement is also 1. Therefore, for all the qubits that is 1 in iChunk′, if all of them have

already been involved by previous operations, iChunk′ & involvement results in iChunk′

itself. Otherwise, all the state amplitudes within this chunk are zeros, and we can prune this

chunk. Moreover, the chunkSize here is dynamically determined rather than a statically

fixed value, which enhances the benefit of the above-discussed strategy. Specifically, we select

chunkSize by finding the least non-zero bit of involvement. This is useful, especially at the

beginning of the simulation where many state amplitudes are zeros. For instance, assuming

we have an 8-qubit circuit and the involvement flag is 00000011 at the early execution stage,

the chunkSize is dynamically set to 2, which has fewer zeros within a chunk compared to
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Algorithm 1: Pruning zero state amplitudes.
Variable list: N Total chunks number in CPU,

involvementFlag indicating which qubits are involved

1 /* Determine chunkSize by locating the least non-zero bit of

involvement */

2 chunkSize, N = getChunkSize(involvement)

3 for iChunk ← 0 to N − 1 do

4 iChunk′ = iChunk << chunkSize

5 if iChunk′ > involvement then

6 break

7 if iChunk′&involvement ̸= iChunk′ then

8 continue

9 /* Amplitudes update */

10 . . .

11 updateInvolvement(involvement)

a larger chunk. The involvement flag bits are updated according to the qubits involved in

each operation (line 14). In Figure 20, the proposed pruning mechanism ( IV ) further saves

( B ) cycle over III .

A.5.3 Reordering to Delay Qubit Involvement

In order to enlarge the potential of pruning, such that more state amplitudes are zeros during

simulation, we propose compiler-assisted, dependency-aware quantum operation reordering

to delay the involvement of qubits. Specifically, when applying a gate, we choose the one

that incurs the minimum number of additional qubits to be involved with those qubits that

have been already involved by previous operations. For example, Figure 22a shows the

gs_5 circuit in the original execution order. The first five gates are H gates, where each

gate applies to an individual qubit. As a result, once these gates have been applied, all
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Figure 22: A walk-through example to illustrate the reordering benefits using gs_5. The

red number denotes the operation orders before and after reordering.

the five qubits are involved. The next operation is a CNOT gate applied to qubits q0 and

q1 (CNOT6). All the state amplitudes are likely non-zero because the qubits are involved

by the H gates. Therefore, applying this CNOT gate requires updating all the non-zero

amplitudes in the state vector, leading to moving and traversing the entire state vector on

the GPU. However, the CNOT6 can be executed before some of theH gates without violating

the circuit semantics. This gate reordering allows more zero state amplitudes (fewer data

movements) when simulating the CNOT6 gate. It is also important to emphasize that any

reordering must ensure that the gate dependencies are presented. For instance, CNOT6 and

CNOT7 cannot be reordered due to the dependency on q0.

To this end, we propose a compiler-assisted optimization to reorder the gate sequence

with the goal of delaying the qubit involvement. Specifically, gates that are applied on differ-

ent qubits in a quantum circuit can be executed independently in any order and the execution

sequence of these independent gates does not affect the final simulation result.412,454,455 This

provides us the opportunity to reorder the independent gates, we use a directed acyclic graph

(DAG) to represent the gate dependency in a circuit. Based on the DAG, we reorder the
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independent gates such that the simulation sequence involves the minimum number of new

qubits when simulating each gate. Specifically, we investigate two heuristic strategies: 1)

greedy reordering, and 2) forward-looking reordering.

Greedy reordering: greedy reordering traverses the DAG in topological order and greedily

selects the gate (i.e., node in the DAG) that introduces the minimum number of new qubits

to the list of updated qubits. The details of this method are illustrated in Algorithm 2.

First, gates without predecessors in the DAG can be executed at the first steps and are put

into exeList. Second, we traverse the gates in exeList and find the one that introduces the

minimum number of newly involved qubits (lines 13 to 19). Then, we remove this gate from

exeList and append it to the list of re-ordered gates. Third, we traverse the descendants of

this gate and if a descendant does not have any predecessors other than this current gate, it

will be added to exeList (lines 22 to 27). The second and the third steps are repeated until

exeList is empty. In the rest of this section, we use Figure 22a as the example to illustrate

how we perform reordering. At first, the exeList is [g1, g2, g3, g4, g5]. Since each of these five

gates involves one new qubit, we randomly select one gate among them to start simulation.

In this example, g1 is selected as the starting gate. After traversing all its descendants, no

new gates can be added into exeList. Next, the exeList becomes [g2, g3, g4, g5]. In the

next three steps, we randomly select g3, g5 and g2 since no new gates can be executed and

all gates in exeList have equal priority. Then the exeList becomes [g4, g6]. At this time,

involvedQubits is [q0, q1, q2, q4]. Therefore, g4 involves one new qubit (q3), whereas g6 will

not introduce any new qubits since it acts on q0 and q1 that are already in the involved list.

Therefore, we will greedily select g4 to execute since it involves the least new qubits. One

can follow these reordering steps to reach the new ordering shown in Figure 22b. As a result,

the number of involved qubits at each step is 1→ 2→ 3→ 4→ 4→ 4→ 5→ 5→ 5. Since

the baseline is 1 → 2 → 3 → 4 → 5 → 5 → 5 → 5 → 5, the final involvement is delayed by

two steps. However, a better solution for reordering is to select g2 and g6 in the second and

the third step, since applying these two gates only adds one qubit to exeList, while applying

g3 and g5 adds two. Thus greedy reordering may misses the optimal choice.

Forward-looking reordering: To address the deficiency in greedy-reordering, we propose

Forward-looking reordering that looks ahead of all the equal-priority gate candidates before
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Algorithm 2: Quantum operation reorder.
Input : DAG A DAG representing circuit dependencies.

Output: gatesListList of gates after reordering,

1 gatesList = [ ]

2 exeList = [ ]

3 /* First we build DAG and push gates without predecessors to an

execution list */

4 for g in DAG do

5 if g.numPredecessors() == 0 then

6 exeList.append(g)

7 /* Then we traverse DAG in topological order and greedily decides the

execution order of the gates */

8 while exeList ̸= ∅ do

9 nextGate = NULL

10 minCost = 0

11 for g in exeList do

12 cost = g.getCost()

13 if cost < minCost then

14 minCost = cost

15 nextGate = g

16 exeList.erase(nextGate)

17 gatesList.append(nextGate)

18 for g in nextGate.descendants() do

19 g.numPredecessors() = g.numPredecessors()− 1

20 if g.numPredecessors() == 0 then

21 exeList.append(g)
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making a decision. We implemented a cost counter to determine the priority of the gates

in exeList. In greedy reordering, the cost is simply computed by counting new involved

qubits (line 3-8 in Algorithm 3). The cost in forward-looking reordering is computed using

Algorithm 3. Note that, exeList and involvedQubits are just copies of the original ones, thus

their original values are not changed. In forward-looking reordering, the cost of selecting a

gate in exeList consists of two components: costCurrent and costLookAhead (line 1). The

costCurrent is the same with the cost used in greedy reordering. Let us still use the example

in Figure 22a to illustrate Algorithm 3. Initially, the exeList is also [g1, g2, g3, g4, g5]. We

take g1 as an example to explain the computation of costLookAhead. First, we assume g1

has already been executed. Then, the costCurrent is 1 and involvedQubits becomes [q0]

(lines 3-8). Since no descendants of g1 can be executed, the exeList becomes [g2, g3, g4,

g5] (lines 9-14). Then, we traverse the exeList. For each gate in exeList, we compute the

cost of selecting this gate by counting the new involved qubits (lines 18-21) and selecting

the least cost as costLookAhead. Now, executing any gate in exeList will involve one new

qubit, thus costLookAhead is computed as 1 (lines 16-26). Similarly, one can find that all

gates at the first step have equal priority. For the purpose of illustration, we assume g1 is

randomly selected. Then the exeList becomes [g2, g3, g4, g5]. Although all gates still have

equal costCurrent, we can find that g2 has the least costLookAhead. The reason is that,

when we assume executing g2 and look ahead from g2, we find that executing g6 introduces

no new qubits. In contrast, look ahead after executing other gates will introduce new qubits.

Finally, we get the result of forward-looking reorder as shown in Figure 22c. Clearly, the

involvement at each step become 1 → 2 → 2 → 3 → 3 → 4 → 4 → 4 → 5. Compared with

greedy reordering, we further delay the final involvement by two steps.

Reorder effectiveness: To assess the performance of the reordering algorithms discussed

above, we implement them to reorder the original operation sequences for all benchmark

circuits that have 22 qubits and plot the involvement (Algorithm 1 in Section A.5.2) after

each gate has been applied. For the purpose of illustration, we depict the results of three

representative benchmark circuits in Figure 23. For each order, i.e original order, greedy-

reorder, and forward-looking reorder, the “speed” of reaching the maximum involvement

indicates the pruning potential. We observe that, forward-looking reordering results in the
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Figure 23: Qubit Involvement during simulation in three representative circuits.

largest pruning potential, while greedy reordering only works for qft_22 and even results

less pruning potential than baseline for gs_22. Particularly. for gs_22 and qft_22, forward-

looking reordering effectively delays the involvement of qubits. Thus, we can expect the

pruning potentials of these circuits to be enlarged by forward looking reordering. However,

for qaoa_22, none of the reordering algorithms work due to the prevalent dependencies among

the gates. Refering back to Figure 20, when reordering ( V ) is employed, we can prune more

chunks, which saves additional C cycles compared to IV .

A.5.4 Non-zero State Compression

Compressibility: While pruning removes the zero state amplitudes, those non-zero am-

plitudes still cause data movement overheads especially for circuits that do not have large

pruning potentials (e.g., qaoa in Figure 23). Targeting reducing the data movement caused

by non-zero state amplitudes, we investigate the potential compressibility and propose a

GPU-supported efficient lossless data compression in Q-GPU. Specifically, we observe that

many non-zero entries within a state vector, after each operation, have similar amplitude

values. In other words, there is a significant “spatial” similarly among consecutive state am-
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plitudes in the state vector. To demonstrate the compressibility, we use qaoa_20 and iqp_20

as examples and show the residuals by subtracting the consecutive state amplitudes. As one

can observe from Figure 24, for qaoa_20, most of the residuals are zero or very close to zero,

indicating a potential for residual-based compression. However, iqp will be less compressible

due to more diverse distribution.
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Figure 24: Residual distributions for qaoa_20 and iqp_20.

Compression Strategy: We use the GFC algorithm456 in Q-GPU. We implement the

GFC as GPU kernels to perform the compression in parallel, thereby reducing the com-

pression and decompression overheads. Specifically, the amplitudes on the GPU are par-

titioned into micro-chunks with a size of 32 amplitudes. Each GPU warp iteratively com-

presses/decompresses in parallel. Figure 25 (on the top) shows the compressed format. For

the 32 values of a micro-chunk, we first store a 4-bit prefix for each of them, where one

bit is used to record the sign of the residual and another three bits are a count of leading

zero bytes of the residual. Figure 25 also illustrates the GPU support of compression and

decompression in Q-GPU. The compression is performed on the GPU after updating the

chunk before copying it to the CPU. All of the chunks are equally divided into “segments”.

We empirically choose the segment size to match the GPU parallelism such that the GPU is

properly utilized during compression. The compressed segments are transferred to the CPU
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Figure 25: Overview of compression in Q-GPU.

instead of the original state chunks. The CPU keeps the compressed segments and copies the

compressed segments to the GPUs upon request. Once the chunks are copied to the GPU,

the amplitudes are decompressed, updated, and then compressed. As can be seen from Fig-

ure 20, compression (VI ) saves D cycles over V and introduces negligible overhead. Later,

in section A.6, we quantify the overheads incurred by the compression and decompression

procedures.

A.6 Experimental Evaluation

In this section, we evaluate Q-GPU using the eight circuits in Table 9. We implement

Q-GPU by substantially extending IBM QISKit-Aer. The evaluation is conducted on the

same CPU-GPU platform used for characterization. For all experiments, the default opti-
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mizations in QISKit-Aer are turned on in both baseline and Q-GPU evaluation. To show the

effectiveness of each optimization, we test six different versions of executions for all quantum

circuit benchmarks:

• Baseline: This version is the implementation with state-of-the-art GPU support421 in

QISKit-Aer that supports GPU acceleration. As illustrated in Section A.4.2, state am-

plitudes are statically allocated on the GPU and CPU in this version.

• Naive: This version is the intuitive implementation discussed in Section A.4.4, which

dynamically allocates state amplitudes to GPU. The performance of this version is dom-

inated by expensive data movements.

• Overlap: This version implements the first optimization – proactive state amplitude

transfer – in Q-GPU. This version is built upon the Naive version and its details are

discussed in Section A.5.1.

• Pruning: This version adds the proposed pruning mechanism (Section A.5.2) to Overlap.

By skipping the data movement of zero state amplitudes, the amount of data movement

is reduced.

• Reorder: In this version, we implement forward-looking reorder algorithm (Section A.5.3)

to enlarge the potential for pruning. This reordering is performed by a simple compiler

pass integrated in the Q-GPU.

• Compression/Q-GPU: In this version, all optimizations are employed with compression.

We also call it Q-GPU. Compression (Section A.5.4) is added on top of Reorder. This

version achieved the best performance.

A.6.1 Overall Performance

Figure 26 shows the overall performance and scalability among the six versions for all

eight quantum circuits. The y-axis in the figure denotes the normalized execution time

to the Baseline version. From the figure, one can make the following observations. First,

by adding the proposed optimization in Q-GPU, our approach significantly reduces the

execution time of QCS across all the circuits. Specifically, Overlap, Pruning, Reorder, and

Compression/Q-GPU see a 24.96%, 44.54%, 56.78%, and 71.66% execution time reduction
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Figure 26: Normalized simulation time for circuits with different number of qubits (the lower

the better).

over the baseline execution for the largest number of qubits that can run on our platform.

Second, the scalability of QCS performances is significantly improved by “breaking” the

memory capacity in Q-GPU. The average achieved performance outperforms baseline by

2.53× for 34 qubits. Although we only simulate up to 34 qubits due to the CPU memory

limitation (384 GB) in our system (Section A.4.3), one can infer from the trend that our

optimizations are scalable to larger sized circuits. Third, Q-GPU has different accelerations

for different circuits. Specifically, for gs, qft, qaoa and iqp, higher execution time reduction

is observed, whereas for hchain and rqc, less speedup is observed. This is because, for

hchain and rqc, reordering cannot enlarge the pruning potential because of dependent

gates. Their amplitude residuals also have disperse distribution (similar to iqp in Figure 24).

Thus, either Reorder or Compression improves little for these two benchmarks. Finally, for

different circuits, a certain version may not have the same acceleration effects. For example,

Overlap version generates a similar execution time reduction in all circuits tested. However,

for Pruning, Reorder and Compression, the runtime reduction is different between different

circuits. For example, Pruning and Reorder improve little for qaoa and qf because these two

circuits do not have much potential of pruning the zero amplitudes. That is, their qubits get

involved quickly with dependent operations. However, qaoa achieves significant benefits by

compression as the great potential of compressibility. (discussed in Section A.5.4).
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Figure 27: Normalized data transfer time (lower the better).

To further understand the execution reduction, Figure 27 plots, for each version, the

exposed data movement time. In this figure, the y-axis represents the data movement time

normalized to the Naive version. Clearly, one can observe a step-wise data movement re-

duction in the versions with our optimizations. First, Overlap uniformly reduces the data

transfer time by an average of 46.14%. Note that, the savings generated in Overlap are in-

dependent of circuit types, that is the reason behind execution time reduction in Figure 26.

For Pruning and Reorder, the reduction of data movement time varies in different circuits.

This is because the number of zero state amplitudes and the potential of pruning heavily rely

on the circuit type. For example, qaoa, qft, and qf get all qubits involved at early stage

of simulation. Hence, pruning is less effective for these circuits compared to others. Also,

as discussed in Section A.5.3, Reorder has little effects on hchain, rqc, qaoa, and qf due to

dependent operations in these circuits. Therefore, Reorder delivers similar data transfer time

reduction with Pruning for these circuits. However, for those circuits with less dependent

operations, Reorder significantly reduces their data movement time by enlarging the pruning

potential. For circuits like qaoa, gs, qft and qf, Compression effectively reduces the data

movement by leveraging the spatial similarity discussed in Section A.5.4. In a nutshell, for all

circuit benchmarks tested, the reductions of data transfer time are the main reason behind

the execution time reduction in Figure 26.
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Figure 28: Compression and decompression overheads.

We also quantify the computation time of compression and decompression in Figure

28. Overall, the compression and decompression overhead is 3.12% and 2.74% of the GPU

execution time. Potentially one may further optimize the compression and decompression

by overlapping them on GPU, but we found the overhead is negligible compared to the

significant reduction in execution time that we achieved. We also want to emphasize that

the execution times reported in Figure 26 have all the sources of overhead included.

A.6.2 Comparison with OpenMP

Many publicly available quantum simulators and existing works employ OpenMP to

parallelize the QCS on CPUs.412,419,432 We compare Q-GPU with these OpenMP imple-

mentations. Specifically, we chose the OpenMP implementation in the most recent QISKit

simulator and plot the results in Figure 29. We also compared our approach with other

simulators in the next section, where the OpenMP is used by default in the simulators. On

average, across eight circuits, Q-GPU outperforms the OpenMP QISKit by 1.79×. Particu-

larly, Q-GPU achieved 12.79× speedup in qft. For gs, iqp and qf, Q-GPU achieves more

than 2× speedup. However, for hchain and rqc, Q-GPU performs worse than OpenMP.

This is because the pruning potential and the compressibility are low in both circuits where
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Figure 29: Comparison with OpenMP.

Q-GPU is less effective.

A.6.3 Comparison with Other Simulators

We compare Q-GPU with other simulators, including Google Qsim-Cirq v0.8.0 plus Cirq

v0.9.2422 and Microsoft QDK v0.15.423 In our experiments, we run these simulators on the

same CPU (Section A.4.2). Note that, both Qsim-Cirq and QDK are OpenMP enabled and

we observe that they used all available threads during execution on the CPU. We report the

results in Figure 30.

It is important to note that, to enable the simulation of the same circuits on Qsim-Cirq,

we need to first transform our circuit benchmarks into OpenQASM codes.457 Then, we need

to import the OpenQASM codes to Qsim-Cirq for execution. Unfortunately, not all the

transformed circuits can be simulated on Qsim-Cirq due to the lack of support for particular

gates (i.e., the “cp” gate cannot be recognized by Qsim-Cirq). As a result, we can only run

gs and hlf successfully. This motivates our future research on uniform support of Quantum

programming models. Figure 30a shows the normalized speedup of the proposed Q-GPU

compared to Qsim-Cirq. Q-GPU outperforms the Google Qsim-Cirq by 1.02× on average.

To run the same quantum circuit on Microsoft QDK v0.15, we have to further convert
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Figure 30: Comparisons of Q-GPU to the simulator from Microsoft QDK v0.15 and Google

Qsim-Cirq v0.8.0.

.

the OpenQASM codes to “qsharp", i.e., the quantum language used in Microsoft. The

conversion only succeeded for qft, iqp, hlf, and gs. The normalized simulation time is

plotted in Figure 30b. On average, Q-GPU performs 9.82× better than Microsoft QDK.

A.7 Related Works

To the best of our knowledge, Q-GPU is the first work that systematically optimizes

quantum circuit simulation on a GPUs. We summarize the related prior efforts below.

Prior works have focused on QCS optimizations on different platforms, from readily avail-

able devices to cloud environments.412,417–419,428,431,432,458 Thomas et al.417 simulated 45-qubits

circuit using 8,192 nodes. They optimized single node performance by using automatic code

generation and optimization of compute kernels. Edwin et al.419 claimed to simulate more

than 49 qubits by partitioning quantum circuits to “subcircuits” and delay their entangle-

ments. In,418 the authors proposed lossy data compression to reduce the memory requirement

of simulating large-scale quantum circuits. Aneeqa et al.412 focused on fully exploiting single

CPU performance for simulating a large number of qubits. The developed algorithm aims
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to reorder circuits such that more gates can be simulated in parallel. Compared with all

these efforts, Q-GPU takes advantage of GPUs while managing the data movement between

CPU and GPU. First, we identify the source of zero state amplitudes in QCS, and propose

a pruning mechanism to safely reduce unnecessary computation on these states, which saves

not only computation but also data movement. Unlike prior works using reordering to ag-

gregate gates,412,455,459 we propose reordering algorithms to enlarge the pruning potential.

Moreover, Q-GPU is the first framework that leverages the GPU to implement a lossless

compression that does not affect accuracy of QCS. Finally, it is important to emphasize that

Q-GPU is complementary to existing cloud-based quantum simulation frameworks, and can

be integrated within these frameworks for further QCS improvements.

There are also several works that utilize GPUs to accelerate QCS.415,416,420,434,460–462 Most

of these works have limited capability in simulating large quantum circuits due to the limited

memory capacity of GPUs. Ang et al.415 proposed a multi-GPU centric QCS framework

that tracks the density matrix. However, their framework cannot simulate a large number

of qubits since it is limited by the aggregated memory capacity of multi-GPUs. For a

single-node, they can only simulate up to 14 qubits on an NVIDIA V100 GPU. Jun et al.420

proposed a CPU-GPU co-simulation method that enables simulation using a GPU even when

the required memory exceeds the GPU memory capacity. Their method is also integrated

into the IBM QISKit and is used as the baseline in this paper. In summary, compared to

prior work, Q-GPU breaks the GPU memory capacity limitation, i.e., it is able to simulate 34

qubits which require 256 GB memory on a 16 GB memory GPU, and fully takes advantage

of GPU parallelization. The fundamental design innovation behind this is to dynamically

and proactively transfer the state amplitudes through end-to-end optimizations to minimize

the data movement overheads caused by state amplitudes transfer.

A.8 Concluding Remarks

In this paper, we propose Q-GPU, a framework tailored with GPU optimizations to effec-

tively improve the quantum circuit simulation performance for quantum circuits with a large
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number of qubits. The Q-GPU is able to deliver scalable simulation performance based on

the four internal end-to-end optimizations, including i) proactive state amplitudes transfer,

ii) zero state amplitudes pruning, iii) delayed qubit involvement, and iv) lossless non-zero

state compression. Experimental results across eight representative quantum circuits indi-

cate that Q-GPU achieves 2.53× average execution time reduction on a single GPU. It also

outperforms the most recent OpenMP CPU implementation and other publicly available

quantum simulators.
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Algorithm 3: Cost calculation in forward-looking reordering.
Input : g Gates from exeList,

exeList List of gates that are executable,

involvedQubitsSet of qubits which have already been acted on.

Output: cost Potential involved qubits after executing g.

1 costCurrent = 0, costLookAhead = 0

2 /* First we compute additional qubits that will be acted on by

executing current gate */

3 for q in g.qubits() do

4 if q not in involvedQubits then

5 costCurrent = costCurrent+ 1

6 involvedQubits.insert(q)

7 exeList.erase(g)

8 for g′ in g.descendants() do

9 if g′.numPredecessors() == 1 then

10 exeList.push(g′)

11 /* Then we traverse current exeList and compute the cost of selecting

a gate that involve least additional qubits */

12 for g′′ in exeList do

13 curCostLookAhead = 0

14 for q′ in g′′.qubits() do

15 if q′ not in involvedQubits then

16 curCostLookAhead = curCostLookAhead+ 1

17 if curCostLookAhead < costLookAhead then

18 costLookAhead = curCostLookAhead

19 cost = costCurrent+ costLookAhead

20 return cost
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