
 

  

Title Page  

Sensory and Cognitive Factors Underlying Self-Perceived Listening Difficulties in Adults 

with Normal Hearing Thresholds 

 

 

 

 

 

 

 

 

by 

 

Jacie R. McHaney 

 

B.S. Psychology, University of Texas at Austin, 2015 

 

 

 

 

 

 

 

 

 

 

Submitted to the Graduate Faculty of the 

 

School of Health and Rehabilitation Sciences in partial fulfillment 

  

of the requirements for the degree of 

 

Doctor of Philosophy 

 

 

 

 

 

 

 

 

 

University of Pittsburgh 

 

2023  



 ii 

Committee Membership Page  

UNIVERSITY OF PITTSBURGH 

 

SCHOOL OF HEALTH AND REHABILITATION SCIENCES 

 

 

 

 

 

 

 

 

 

This dissertation was presented 

 

by 

 

 

Jacie R. McHaney 

 

 

It was defended on 

 

March 17, 2023 

 

and approved by 

 

Aravindakshan Parthasarathy, Ph.D.; Assistant Professor, Department of Communication 

Science and Disorders, University of Pittsburgh 

 

Amanda Hampton Wray, Ph.D., CCC-SLP, Assistant Professor, Department of Communication 

Science and Disorders, University of Pittsburgh 

 

G. Nike Gnanateja, Ph.D., Assistant Professor, Department of Communication Science and 

Disorders, University of Wisconsin-Madison 

 

Dissertation Director: Bharath Chandrasekaran, Ph.D., F-ASHA, Professor, Department of 

Communication Science and Disorders, University of Pittsburgh 

  



 iii 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Copyright © by Jacie R. McHaney 

 

2023 

 

  



 iv 

Abstract 

Sensory and Cognitive Factors Underlying Individual Variability in Self-Perceived 

Listening Difficulties in Adults with Normal Hearing Thresholds 

 

Jacie R. McHaney, Ph.D. 

 

University of Pittsburgh, 2023 

 

 

 

 

One in ten adults seeking help at audiology clinics present with a primary complaint of 

listening difficulties yet have normal hearing thresholds. These adults with complaints of listening 

difficulties particularly struggle with speech perception in noise, which requires a combination of 

bottom-up and top-down processes. Prior research has largely focused on dysfunctions in bottom-

up processing, yet it remains unclear how top-down processes, like decisional and linguistic 

processes, may contribute to self-perceived listening difficulties (SPLDs) in adults with normal 

hearing thresholds. Therefore, there is a critical need to understand the extent to which top-down 

decisional and linguistic processes during speech perception underlie SPLDs in order for clinicians 

to provide targeted interventions for SPLDs. In this dissertation, I examined SPLDs in adults ages 

18-53 with normal hearing thresholds across two studies. In Study 1, I examined decisional 

processes that support speech categorization in a phoneme in noise categorization task using a 

computational modeling approach. I found that the rate at which listeners accumulate critical 

sensory evidence to make a categorization decision increases when there is less interference from 

background noise. Moreover, individuals with fewer SPLDs benefit from more supportive 

listening contexts to a greater extent than those with more SPLDs. In study 2, I examined the extent 

to which listeners with more SPLDs relied on different types of linguistic information to aid speech 

comprehension using more naturalistic stimuli in an electroencephalography experiment. I found 

that speech comprehension performance did not differ based on SPLDs. However, listeners with 



 v 

more SPLDs had increased representations of sentence-level information during listening, relative 

to those with fewer SPLDs. These findings suggest that listeners with more SPLDs may rely on 

sentence-level information as a compensatory strategy to aid comprehension performance. Taken 

together, the findings from this dissertation demonstrate that listeners with more SPLDs have 

different approaches to listening. These results encourage further investigation into SPLDs in 

adults with normal hearing thresholds.  
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1.0 Background 

Processing speech in noisy listening situations is a complex skill that most individuals 

encounter on a near-daily basis. Advancing age and hearing loss often lead to difficulties with 

speech perception in noise (Dinino et al., 2021; Helfer & Wilber, 1990; Peelle et al., 2011). 

However, even adults without overt hearing loss can struggle with understanding speech in noisy 

environments. When a client presents to an audiology clinic with a primary complaint of these 

hearing difficulties, they are typically worked through the standard audiometric battery to assess 

peripheral hearing and speech reception thresholds. However, approximately ten percent of the 

clients who undergo this battery are provided a ‘clean bill’ of hearing health (Hind et al., 2011; 

Parthasarathy et al., 2020; Pryce & Wainwright, 2008; Spankovich et al., 2018; Tremblay et al., 

2015). It can be very upsetting for a client to learn that there is a disconnect between their self-

perceived listening difficulties (SPLDs) and their hearing thresholds. Listening difficulties can 

impact the client’s personal relationships, overall well-being, personal productivity, and can lead 

to social isolation (Bainbridge & Wallhagen, 2014; Huddle et al., 2017; Lin & Albert, 2014; Pryce 

& Wainwright, 2008). Therefore, it is critical to understand the underlying physiology of SPLDs 

in adults with clinically normal hearing thresholds. A better understanding of the processes that 

drive SPLDs will help to develop a scalable, clinically viable behavioral test for SPLDs that can 

complement the current audiometric battery and lead to individualized, rehabilitative approaches 

for SPLDs.  

Individuals with SPLDs tend to particularly struggle with speech perception in noisy 

listening situations. Speech perception in noise involves a combination of bottom-up sensory 

encoding and top-down cognitive resources for accurate perception. However, speech perception 
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tests that are regularly used in audiology clinics do not capture decisional and linguistic factors 

that significantly contribute to speech processing and hearing abilities. The goal of this dissertation 

was to examine the extent to which individual differences in sensory decision-making processes 

and neural tracking of acoustic and linguistic information in speech underlies SPLDs in adults with 

normal hearing.  

1.1 Measuring Self-Perceived Listening Difficulties 

One important hurdle to investigating SPLDs is how to adequately quantify the listener’s 

perceived difficulty. Clients often are self-aware of their hearing difficulties, which is typically 

noted in the client’s file. A few self-assessment scales have been developed to quantify the level 

of general hearing difficulties, including the Hearing Handicap Inventory for Adults (HHIA; 

Newman et al., 1990) and the Speech, Spatial, and Qualities of Hearing Scale (SSQ) (Gatehouse 

& Noble, 2004).  

The HHIA is a self-assessment scale that describes a client’s reaction to their hearing loss 

in their personal life (Newman et al., 1990). The HHIA is widely used in audiology clinics and has 

been shown to have significant correlations with pure-tone thresholds and word recognition ability, 

with high test-retest reliability (Newman et al., 1990, 1991; Saccone & Steiger, 2007). For each of 

the 25 questions in the HHIA, the client responds with a ‘yes’, ‘sometimes’, or ‘no’, where each 

value is given four, two, or zero points, respectively. There are thirteen questions that pertain to 

emotional reactions, such as “Does a hearing problem cause you to feel embarrassed to meet new 

people?”, and twelve questions on a social/situational subscale (e.g., “Does a hearing problem 

cause you difficulty when visiting friends, relatives, or neighbors?”). While the questions 
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pertaining to social/situational effects of hearing loss do quantify some aspects of SPLDs, the ‘yes’ 

/ ‘sometimes’ / ‘no’ scoring system has some downfalls. Particularly, it forces a client to select 

‘yes’ if the problem is present, but another client may also choose ‘yes’ to the same problem, even 

when the problem may be less severe for the second client. Thus, it may not adequately quantify 

SPLDs. 

The SSQ is a self-report questionnaire that covers three domains: speech, spatial, and 

general hearing qualities (Gatehouse & Noble, 2004). Under the speech domain, listeners rate their 

ability to perceive speech under a variety of listening situations with a range of assumed difficulty. 

The questions encompass visibility of other talkers, number of competing talkers, and background 

noise. The spatial domain addresses components of hearing such as direction, distance, and 

movement judgements. Lastly, the hearing domain covers other qualities of hearing not addressed 

in the speech and spatial domains. These qualities of hearing include segregating sounds, clarity 

of sounds, and listening effort. There are 14 speech, 17 spatial, and 18 hearing questions. Each 

question is on a Likert rating scale from 0-10, with the left-hand end of the scale (0) reflecting 

complete inability or the complete absence of the quality. The right-hand end (10) represents 

complete ability or the complete presence of that quality. As such, high scores reflect greater 

ability. Each question also has a ‘Not Applicable’ response option. 

The SSQ was developed as a questionnaire to capture aspects of listening abilities and 

capacities and to assess how those measures related to hearing handicap (Gatehouse & Noble, 

2004). The authors of the SSQ developed the questionnaire to understand what is disabling about 

hearing impairments and how those disabilities determine the experiences of hearing handicaps. 

The original study found that spatial and hearing aspects of the SSQ were strongly associated with 

a measure of hearing handicap (Gatehouse & Noble, 2004). Follow-up studies have also 
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demonstrated that the SSQ has very good test-retest reliability and validity (Demeester et al., 2012; 

Noble et al., 2013; Singh & Pichora-Fuller, 2010). However, the SSQ is not widely used in 

audiology clinics to measure hearing difficulties, which may be partly due to the length of the 

questionnaire. Several studies have developed shortened versions of the SSQ with the goal of 

optimizing its use in clinical settings, narrowing the questionnaire down to five questions 

(Demeester et al., 2012) and twelve questions (Noble et al., 2013). Even still, the SSQ is primarily 

used in research settings to evaluate the benefit of hearing aids and cochlear implants (Noble et 

al., 2008; Noble & Gatehouse, 2004, 2006; Singh & Pichora-Fuller, 2010; Summerfield et al., 

2009; van Deun et al., 2010; Zhang et al., 2015) and has yet to be regularly deployed in audiology 

clinics.  

Given the breadth of listening abilities that the SSQ captures, it should serve as an adequate 

metric of SPLDs. Additionally, the SSQ has an advantage in calculating four distinct scores: one 

score for each subdomain (i.e., speech, spatial, and hearing) and an overall score. The forthcoming 

studies in this dissertation leverage the SSQ to quantify SPLDs in adults with normal hearing 

thresholds. 

1.2 The Current State of Evaluations for Self-Perceived Listening Difficulties 

In the absence of elevated hearing thresholds, central auditory processing disorder (CAPD) 

is often attributed to SPLDs. CAPD is defined as a deficit in “the neural processing of auditory 

information in the central auditory nervous system not due to higher order language or cognition” 

(American Speech-Language-Hearing Association, n.d.). However, a CAPD diagnosis is rare 

relative to the prevalence of SPLDs in the presence of normal hearing threshold (Cancel et al., in 
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review). The lack of CAPD diagnoses is partially because there are no standardized guidelines for 

referring an individual for CAPD testing.  

Standard audiological tests assess peripheral hearing, physiology, and speech perception 

abilities. When a client presents to an audiology clinic with complaints of SPLDs, an audiogram 

to measure hearing thresholds is typically the first test they will receive in an audiological battery. 

For adults, this typically consists of presenting pure tones at different frequencies and finding the 

softest level (i.e., threshold) at which the pure tone can be detected. Hearing thresholds are 

considered clinically normal when thresholds are at or below 20 dB HL for all octave frequencies 

(Katz, 2015). If thresholds are greater than 20 dB HL, which indicates hearing loss, then additional 

testing is performed to evaluate the client’s overall hearing profile. However, as noted previously, 

a significant portion of clients complain of hearing difficulties yet have normal hearing thresholds 

(Hind et al., 2011; Parthasarathy et al., 2020; Pryce & Wainwright, 2008; Spankovich et al., 2018; 

Tremblay et al., 2015). In an analysis of 47,009 client records from 2015 to 2020 from the 

University of Pittsburgh Medical Center Audiology Clinics, 7,203 had normal hearing thresholds 

in both ears, comprising ~15% of the client population (Figure 1). Of these 7,203 clients, 42% 

complained of hearing loss or hearing in noise difficulties (Cancel et al., in review). These data 

closely align with the proportions observed in several other studies (Hind et al., 2011; 

Parthasarathy et al., 2020; Pryce & Wainwright, 2008; Spankovich et al., 2018; Tremblay et al., 

2015). 
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Figure 1: Analysis of University of Pittsburgh Medical Center Audiological Data. A) Client records from 

2015-2020 from the Unviersity of Pittsburgh Medical Center Audiology were analyzed to examine the 

number of clients who had clinically-normal hearing thresholds in both ears. Out of 47,009 clients, 7,203 

clients were identified as having normal hearing threshodls in both ears. B) Average audiogram thresholds 

for the 7,203 clients. C) Age ranges of the clients with normal hearing thresholds. The median age is denoted 

by the diamond (Mdn = 35 years). D) Primary complaints of the clients with normal hearing thresholds. 

Approximatly 42% of clients with normal hearing thresholds in both ears presented with complaints of 

hearing loss or hearing in noise difficulties. Figure adapted from Cancel et al. (in review). 

 

Beyond an audiogram, additional tests can be performed to assess the peripheral and central 

auditory systems, including health of inner and outer hair cells in the cochlea, middle-ear muscle 

reflexes, and functioning of auditory structures in the brainstem. Human auditory communication 

is primarily comprised of continuous speech, which the aforementioned audiological tests do not 

precisely capture. To combat this issue, several speech perception tests have been developed and 

validated for use in audiology clinics (Table 1). These tests vary in the type of speech stimuli (i.e., 

words vs. sentences) and whether background noise is a component. The Speech Recognition 

Threshold (SRT) test is used to determine the minimum threshold level for hearing speech in quiet 

that an individual can correctly recognize 50% of the time (American Speech-Language-Hearing 

Association, 1987). The test often consists of 36 spondaic words, which are bisyllabic words that 

have equal stress across both syllables, presented in quiet. The SRT is typically obtained via a 
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descending technique, wherein the list is presented 30-40 dB above the estimated SRT. Subsequent 

spondees after a correct repetition are presented 10 dB lower, and the hearing level is increased by 

5 dB for every missed spondee. Testing ceases when five of the last six words are missed. The 

SRT is then calculated by estimating the 50% point on the psychometric function. 

For measuring speech perception in noise, two tests are commonly used: 1) the Words in 

Noise (WIN) test (Wilson, 2003) and 2) the Quick Speech-in-Noise (QuickSIN) test (Killion et 

al., 2004). The WIN test consists of monosyllabic words masked in multi-talker babble at seven 

SNR levels from 0 dB to 24 dB in 4 dB steps. Six words are presented at each SNR level, and the 

client is instructed to repeat back the words heard. The output of the WIN test is a SNR level at 

which the client can correctly identify words 50% of the time. QuickSIN also measures speech 

perception in noise but uses sentences rather than words.  The QuickSIN test consists of a list of 

six sentences masked in multi-talker babble at SNR levels starting at 25 dB. Each successive 

sentence in the list decreases in SNR level in 5 dB steps, with the final sentence presented at 0 dB 

SNR. The client is instructed to repeat the target sentence to the best of their ability, even if they 

can only recall a few words. There are five keywords per sentence for identification. The sum of 

keywords correctly identified at each SNR level is entered into an equation to calculate the SNR 

level at which the client can correctly identify sentences 50% of the time. 
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Table 1: Standard Speech Perception Tests Commonly Used in Audiology Clinics 

Test Stimulus Signal-to-

Noise Ratios 

Noise Type Outcome Measure 

Speech 

Recognition 

Thresholds 

Bisyllabic 

words 

None None Minimum hearing level for 

speech for 50% correct 

identification 

Words in 

Noise 

Monosyllabic 

words 

Seven signal-

to-noise ratio 

levels from 24 

to 0 dB in 4 dB 

steps 

Multi-talker 

babble 

Signal-to-noise ratio level at 

which a listener can 

understand words in 

background noises 50% of the 

time  

Quick 

Speech-in 

Noise 

Sentences  Six signal-to-

noise ratio 

levels from 25 

to 0 dB in 5 dB 

steps 

Four-talker 

babble 

Signal-to-noise ratio level at 

which a listener can 

understand speech in 

background 50% of the time 

 

The SRT, WIN, and QuickSIN tests reviewed above each provide the level at which the 

client can accurately perceive speech in quiet or in noise half of the time. While these tests provide 

a measure of the client’s speech perception abilities, they do not account for additional cognitive 

aspects that drive speech perception performance. For example, consider a situation where a client 

who presents to an audiology clinic with a primary complaint of speech perception in noise 

difficulties performs equally as well as a second client with no complaints of speech perception in 

noise difficulties on both the WIN and QuickSIN tests. The first client may have had to exert 

substantially more listening effort to reach the same level of performance as the second client. 

However, simply marking the keywords as correctly identified or not does not inform the 

audiologist about how much effort the listener had to put forth. Listeners similarly also tend to 

take longer to respond in difficult listening situations (Gatehouse & Gordon, 1990), which 

indicates that response times can provide insight into some the cognitive processes during 
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listening. Therefore, measuring accuracies on clinical speech tests alone misses important aspects 

of a client’s speech perception in noise abilities.  

1.3 Sources of Speech Perception Difficulties 

A combination of bottom-up sensory and top-down cognitive processes contributes to 

speech perception abilities (Bonte et al., 2006; Parthasarathy et al., 2020; Pichora-Fuller, 2008; 

Zekveld et al., 2006). Individual differences in speech perception can arise at any point along the 

auditory pathway to the cortex and require a multifaceted approach to understand. The incoming 

speech stream must first be represented in the ascending auditory pathway with high fidelity. 

Hearing loss caused by aging or noise exposure can lead to damage to the hair cells and to the 

synapses between inner hair cells and the auditory nerve fibers (Furman et al., 2013; Kujawa & 

Liberman, 2009; Valero et al., 2017), both of which impact the fidelity with which the auditory 

signal is encoded.  

Once the encoded auditory signal travels along the ascending auditory pathway and reaches 

the auditory the cortex, the signal is mapped onto established cortical representations in the 

superior temporal gyrus (Benson et al., 2001; Chandrasekaran et al., 2010; Scott et al., 2000; Scott 

& Johnsrude, 2003). Once the auditory signal has reached the cortex, the time and frequency 

information are mapped onto established neural representations for that sound. When a speech 

signal is acoustically degraded, whether it be from background noise, hearing difficulties, or 

language barriers, it can be difficult to map the sound onto the correct neural representation for 

perception (Peelle, 2018). Moreover, additional brain regions beyond the auditory cortex have 

been shown to be recruited to assist with speech perception (Du et al., 2016; Peelle et al., 2010; 
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Vaden et al., 2015; Wong et al., 2009). For instance, activation in the superior temporal gyrus has 

been shown to be coupled with activity in the dorsal prefrontal cortex in the presence of noise and 

was associated with speech perception in noise performance (Wong et al., 2009). The recruitment 

of these extra-auditory regions is hypothesized to serve as a compensatory mechanism to aid 

speech perception in challenging listening situations and have primarily been demonstrated in 

older adults (Du et al., 2016; Wong et al., 2009). As such, the extent to which listeners with SPLDs 

employ similar compensatory mechanisms to aid speech perception remains unclear. 

Top-down cognitive processes, like working memory and selective attention, also play 

critical roles in speech processing under challenging listening conditions (Gordon-Salant & 

Fitzgibbons, 1997; Pichora-Fuller et al., 1995) and are hypothesized to be associated with the 

compensatory recruitment that has been observed in prior speech perception in noise research (Du 

et al., 2016). During listening, selective attention is used to actively focus on the target speech, and 

working memory is used to hold onto the incoming speech while repairing the degraded signal 

(Shinn-Cunningham, 2008). Individual differences in selective attention (Holt et al., 2018; 

Oberfeld & Klöckner-Nowotny, 2016; Shinn-Cunningham & Best, 2008; Tierney et al., 2019) and 

working memory (Gatehouse & Gordon, 1990; Ng & Rönnberg, 2020; Rönnberg et al., 2010, 

2013; Souza & Arehart, 2015; Xie et al., 2015) can contribute to speech perception in noise 

performance. For instance, listeners with poorer selective attention abilities tend to perform worse 

in multi-talker listening scenarios because of difficulties attending to the target speaker and 

ignoring irrelevant information from other speakers (Shinn-Cunningham, 2017). Additionally, 

listeners with lower working memory also perform worse in noisy listening situations because of 

reduced capacity to hold onto speech for repairing and recognition (Füllgrabe & Rosen, 2016; 

Rönnberg et al., 2010).  
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When a speech signal is degraded, the listener can use their stored linguistic knowledge to 

make inferences about the missing information and to make predictions for upcoming speech (N. 

Ding et al., 2016; Hickok & Poeppel, 2007; Hunter & Humes, 2022; Pichora-Fuller, 2008). 

Predicting upcoming speech based on stored linguistic knowledge is a critical process that has 

significant implications for speech comprehension. For example, prior supportive sentence-level 

context tends to benefit speech comprehension in listeners with hearing impairments more than 

listeners with normal hearing (Hunter & Humes, 2022; Pichora-Fuller, 2008). This suggests that 

when the speech signal is acoustically degraded, listeners rely on knowledge at larger linguistic 

units (i.e., words and phrases) for speech comprehension. Furthermore, the use of stored linguistic 

knowledge assumes the listener can correctly and rapidly access higher-order information, like 

words and meaning. Differences in the use of supportive linguistic context has been observed in 

listeners with hearing impairments as well as older adults with normal hearing (Hunter & Humes, 

2022; Milburn et al., 2021; Pichora-Fuller, 2008). However, it remains unclear the extent to which 

reliance on linguistic knowledge to aid speech comprehension may differ in listeners with SPLDs 

who have normal hearing thresholds. 

There are also several other sources of individual differences in speech perception 

performance that must be noted. First, depressive symptoms have been shown to negatively affect 

speech perception performance in single-talker masking conditions (Chandrasekaran et al., 2015; 

Xie, Zinszer, et al., 2019; Yi et al., 2019). These studies hypothesize that depression alters the 

cognitive symptoms that support speech perception in noise performance, making it difficult to 

attend to the target speaker. Individual differences in musical experience have also been shown to 

impact speech perception in noise performance. Specifically, individuals with more musical 

experience show an advantage in multi-talker listening scenarios as opposed to those with less 
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experience (Parbery-Clark et al., 2009, 2011; Slater et al., 2015; Tierney et al., 2019). However, 

the presence of a musician-advantage in speech perception in noise remains under debate because 

several studies have been unable to replicate it (Boebinger et al., 2015; Madsen et al., 2017, 2019; 

Ruggles et al., 2014; Yeend et al., 2017). Furthermore, overall language experience (Xie et al., 

2014) and genetic factors that impact cognitive processes (Xie et al., 2015) have also been linked 

with individual differences in speech perception. In summary, there are many sources of individual 

differences in top-down cognitive processes that can impact speech perception in noise abilities in 

adults with normal hearing thresholds. 

Taken together, individual differences in SPLDs may arise from a combination of bottom-

up sensory or top-down cognitive processes. Prior research on SPLDs in adults with normal 

hearing thresholds has primarily focused on bottom-up sensory related components (Spankovich 

et al., 2018; Tremblay et al., 2015). To this end, there is a critical gap in our understanding of 

SPLDs because much remains unknown about the extent to which top-down processes, such as 

decisional or linguistic processing, may impact SPLDs. 

1.4 Integrating Accuracies and Response Times to Understand Speech Perception 

The process of mapping phonemes from an incoming speech stream onto neural 

representations requires categorization decisions. Individuals with more SPLDs may differ in the 

decisional processes underlying sound categorization as opposed to those with fewer SPLDs. 

However, the examination of accuracies alone from speech perception tasks fails to capture the 

decisional processes involved in categorization. One straightforward option to better understand 

the decision-making component of speech perception abilities is to integrate the use of response 
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times. Response times show a trade-off with accuracies; response times lengthen when accuracy 

decreases, but faster response times can also come at the cost of poorer accuracy (Binder et al., 

2004). Therefore, response times are considered an appropriate behavioral correlate of the 

decision-making component of auditory processing.  

The combination of accuracies and response times may be key to understanding perceptual 

decision-making processes during listening. Perceptual decision-making models, like drift-

diffusion models (DDM), may provide a promising approach to understanding these perceptual 

processes during listening in noisy situations. DDMs are neurobiologically driven models that use 

accuracies and response times to understand the underlying processes of perceptual decision-

making (Ratcliff, 1978; Ratcliff et al., 2016). Theoretically, DDMs assume that, when a stimulus 

is presented, evidence is noisily accumulated from the stimulus towards each decision alternative, 

and a decision is made when a particular evidence threshold has been reached (Figure 2)(Ratcliff, 

1978; Ratcliff et al., 2016). Evidence accumulation rate and decision threshold are two primary 

parameters output from a DDM. Evidence accumulation rate reflects how efficient the listener is 

at extracting information from the stimulus to make a decision, while decision threshold reflects 

how much information the listener needs to accumulate before a decision is reached (Ratcliff, 

1978; Ratcliff et al., 2016). The decision threshold is also referred to as response caution, which 

is the tradeoff between speed and accuracy of decision-making (Bogacz et al., 2010). Both 

parameters have been shown to be associated with distinct neural activity.  
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Figure 2: Drift-diffusion model for perceptual decision-making with four response options. When a stimulus 

is presented and initially encoded (vertical black line), evidence for each response option begins to accumulate 

(). A decision (d) is made when an evidence accumulator (d,s) reaches its corresponding decision threshold 

(bd,s). Here, the stimulus (s) for response option 1 was presented and correctly identified. W() reflects the 

decision process on the y-axis and relative time () from stimulus presentation is on the x-axis. This figure is 

adapted from Paulon et al. (2020). 

 

DDMs are typically applied to accuracies and response times from categorization tasks 

involving at least two decision-alternatives and have been applied both in the auditory (Roark et 

al., 2021; Vaden et al., 2022) and visual domains (Kayser et al., 2010; Ratcliff et al., 2001, 2006b, 

2006a). In these categorization tasks, a stimulus is presented, and the participant is instructed to 

categorize the stimulus as quickly and as accurately as possibly by a button press on a keyboard 

or a mouse click. While DDMs have been applied in the auditory domain, little research has 

examined perceptual decision-making during speech perception in noise. Vaden et al. (2022) 

applied a similar diffusion model to accuracies and response time data from a words-in-noise task 

to understand the decisional processes underlying word recognition. They found that signal-to-



 15 

noise ratio (SNR) levels modulated both evidence accumulation rates and decision thresholds. 

Vaden and colleagues (2022) also demonstrated an association between decision thresholds and 

activity in the cingulo-opercular network prior to stimulus presentation. Moreover, prior work 

suggests that pre-stimulus cingulo-opercular network activity is predictive of word recognition in 

noise performance (Vaden et al., 2013, 2016). Not only do these results demonstrate that 

background noise impacts decisional processes during speech perception in noise, but it also 

establishes a neurobiological connection between decisional processes and speech perception in 

noise performance. Therefore, this begs the question as to whether evidence accumulation rates 

and decision thresholds during speech perception in noise may differ as a function of SPLDs. 

1.5 Evaluating Speech Perception in Naturalistic Listening Situations 

Traditionally, speech perception has been measured using very controlled experimental 

designs that use shortened stimuli comprised of isolated syllables and words or sentences. 

However, isolated syllables, words, and sentences are not representative of everyday listening 

situations (Hamilton & Huth, 2018). More recently, research investigating speech perception has 

converted to using more naturalistic stimuli in the form of continuous speech. Continuous speech 

in the form of narrated passages and stories allow us to examine speech processing in more 

naturalistic listening situations (Aiken & Picton, 2008; Broderick et al., 2018; Hamilton & Huth, 

2018; Huth et al., 2016; Moerel et al., 2012; Xie, Reetzke, et al., 2019). Additionally, continuous 

speech stimuli can be used to investigate the neural mechanisms that drive speech perception use 

neurophysiological methods like electroencephalography (EEG) (Crosse et al., 2016; Di Liberto 

et al., 2015; Etard & Reichenbach, 2019; Horton et al., 2013; Lesenfants, Vanthornhout, 
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Verschueren, & Francart, 2019; Lesenfants, Vanthornhout, Verschueren, Decruy, et al., 2019; 

McHaney et al., 2021; Petersen et al., 2016; Reetzke et al., 2021; Xie et al., 2023) or 

magnetoencephalography (Brodbeck et al., 2020; Brodbeck, Presacco, et al., 2018; Decruy et al., 

2019; Ding et al., 2014; Ding & Simon, 2012, 2013; Presacco et al., 2016).  

Neural tracking of the acoustic speech envelope has been shown to be associated with 

speech comprehension in a variety of listening conditions (Brodbeck et al., 2020; Ding et al., 2014; 

Ding & Simon, 2012; Lesenfants, Vanthornhout, Verschueren, Decruy, et al., 2019; McHaney et 

al., 2021; Reetzke et al., 2021; Vanthornhout et al., 2018). However, studies have begun to 

demonstrate that neural tracking is driven by the acoustic and linguistic information in continuous 

speech (Brodbeck et al., 2022; Brodbeck, Hong, et al., 2018; Hamilton et al., 2018; Xie et al., 

2023). For instance, in multi-talker listening situations, acoustic information from the attended and 

unattended speakers were represented in the neural response, but only lexical information from the 

attended speaker was present in the response (Brodbeck, Hong, et al., 2018). Studies have also 

shown that linguistic information at different contextual levels—phoneme, word, and sentence—

significantly contributed to the neural responses evoked by continuous speech (Brodbeck et al., 

2022; Xie et al., 2023). Furthermore, neural representations of linguistic information during speech 

processing may impact speech comprehension (Xie et al., 2023). However, the extent to which 

individuals with SPLDs differentially leverage acoustic and linguistic information in continuous 

speech remains unknown.  
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1.6 Specific Aims 

This dissertation is comprised of two specific aims across two studies. Aim 1 (Chapter 2) 

examined the role of perceptual decision-making in SPLDs, while Aim 2 (Chapter 3) examined 

the extent to which the use of acoustic and linguistic information in speech differed based on 

SPLDs. The realization of these aims will provide insight into potential differences in sensory 

decision-making and use of acoustic and linguistic information during listening, which may 

underlie SPLDs. 

1.6.1 Aim 1  

The primary goal of Aim 1 (Study 1 in Chapter 2) was to examine the extent to which 

evidence accumulation rate and decision thresholds from DDMs explain individual differences in 

SPLDs. Adults between the ages of 18-53 with thresholds ≤25 dB at octave frequencies .25-8 kHz 

participated in Study 1. These participants completed a phoneme in noise categorization task, 

which used synthetically generated (Klatt, 1980) /ba/, /da/, and /ga/ phonemes, which primarily 

differed in their second formant transition (Johnson et al., 2008). The phonemes were presented in 

the context of a syllable in quiet and in speech-shaped noise (SSN) at various signal-to-noise ratio 

(SNR) levels. I hypothesized that individuals with more SPLDs would have lower evidence 

accumulation rates and decision thresholds than those with fewer SPLDs. Study 1 provided insight 

into how neurobiologically driven processes of perceptual decision-making contribute to 

individual differences in SPLDs. 
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1.6.2 Aim 2 

Aim 2 (Study 2 in Chapter 3) takes a neural tracking approach to understand whether 

listeners with more SPLDs utilize different types of acoustic and linguistic information during 

listening than those with fewer SPLDs. Here, EEG was recorded while participants listened to 

continuous speech from an audiobook under two listening conditions: 1) in quiet and 2) masked in 

speech-shaped noise (SSN) at -2 dB SNR. Multivariate temporal response function encoding 

models were then fit to predict EEG responses to acoustic and linguistic speech features at various 

representation levels, including the acoustic envelope and information-theoretic models of 

sublexical-, word-form-, and sentence-level representations in the audiobook speech stimuli in 

both listening conditions. These acoustic and linguistic models provide insight into how listeners 

leverage acoustic and linguistic information in speech to assist with speech comprehension and the 

extent to which this information is used differently as a function of SPLDs. 
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2.0 Study 1: Decision-Making Processes Underlie an Aspect of Self-Perceived Listening 

Difficulties in Adults with Normal Hearing 

2.1 Introduction 

Processing speech in noisy listening situations is a complex task that we encounter on a 

near daily basis. For instance, when having a conversation with a friend in a crowded room, you 

need to be able to focus on your friend’s speech while ignoring the irrelevant background noise. 

This task can be difficult, but we often perform it remarkably well. Successful speech perception 

in noise requires both bottom-up sensory encoding and top-down cognitive processes (Lam et al., 

2017; Parthasarathy et al., 2020; Pichora-Fuller et al., 2016; Rönnberg et al., 2013). Hearing loss 

due to age and noise exposure can contribute to speech perception difficulties (Dinino et al., 2021; 

Helfer & Wilber, 1990; Peelle et al., 2011). However, individual variability in speech perception 

in noise still exists even when listeners have clinically normal hearing thresholds (Lam et al., 2017; 

Meister et al., 2018; Parbery-Clark et al., 2011; Ross et al., 2007; Xie et al., 2014, 2015). 

Approximately 10% of clients at audiology clinics who complain of listening difficulties have 

clinically normal hearing thresholds (Hind et al., 2011; Parthasarathy et al., 2020; Pryce & 

Wainwright, 2008; Spankovich et al., 2018; Tremblay et al., 2015). The reasons for these self-

perceived listening difficulties (SPLDs) in the absence of overt hearing loss remain unclear. 

Understanding the factors driving SPLDs in adults with normal hearing thresholds is 

clinically relevant because listening difficulties have been shown to be associated with increased 

rates of social isolation (Lin & Albert, 2014), decreased productivity (Huddle et al., 2017), and 

impacts to overall well-being (Bainbridge & Wallhagen, 2014; Pryce & Wainwright, 2008). Prior 
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research has examined a myriad of deficits in bottom-up processing as contributing to SPLDs. 

These bottom-up deficits include auditory neuropathy (Starr et al., 1996), central auditory 

processing disorder (Jerger & Musiek, 2000), central presbycusis (Welsh et al., 1985), and 

idiopathic discriminatory dysfunction (Rappaport et al., 1993). Recently, anatomical studies in 

animal models have demonstrated a loss of synapses between the inner hair cells in the cochlea 

and the auditory nerve (Kujawa & Liberman, 2009; Parthasarathy & Kujawa, 2018; Sergeyenko 

et al., 2013). This pathology has been referred to as cochlear synaptopathy (Kujawa & Liberman, 

2015) and has been observed in both noise-traumatized  (Furman et al., 2013) and aging rodent 

models (Parthasarathy & Kujawa, 2018). The potential loss of cochlear synapses in humans with 

normal hearing thresholds is hypothesized to contribute to speech perception difficulties in noisy 

listening conditions (Bharadwaj, Verhulst, et al., 2014; Grant et al., 2022). 

While age-related and noise-induced cochlear synaptopathy have been well documented in 

animal models (Kujawa & Liberman, 2009; Parthasarathy & Kujawa, 2018; Sergeyenko et al., 

2013; Shaheen et al., 2015) and have also been demonstrated in post-mortem temporal bone studies 

in humans (Makary et al., 2011; Wu et al., 2019), there have been considerable inconsistencies in 

identifying a marker for the presence of cochlear synaptopathy in humans in vivo (Bramhall et al., 

2019). For instance, some studies have found reduced auditory brainstem response (ABR) wave I 

amplitudes in humans with high noise exposure who have normal hearing thresholds (Bramhall et 

al., 2017; Liberman et al., 2016b; Stamper & Johnson, 2015a, 2015b; Valderrama et al., 2018), 

which aligns with cochlear synaptopathy findings in rodents (Kujawa & Liberman, 2009; 

Sergeyenko et al., 2013). However, other studies observed no effect of noise exposure on ABR 

wave I amplitudes in humans (Fulbright et al., 2017; Grinn et al., 2017; Guest et al., 2017; 

Prendergast et al., 2017, 2018). Moreover, some research has demonstrated a small relationship 
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between reduced envelope following responses and noise-exposure in adults with normal hearing 

thresholds (Bharadwaj et al., 2015; Bharadwaj, Verhulst, et al., 2014; Paul et al., 2017; Verhulst 

et al., 2018), but other studies have failed to replicate this relationship (Guest et al., 2017; 

Prendergast et al., 2017). Therefore, a clear link between deficits in bottom-up processing and 

SPLDs in adults with normal hearing thresholds has yet to be established. 

Although there has been extensive research on bottom-up processes, much less is 

understood about the role of top-down processes in SPLDs. Prior research has identified at least 

three neural networks beyond the auditory cortex that are active during speech perception (Du et 

al., 2016; Peelle & Wingfield, 2016; Shinn-Cunningham, 2017; Vaden et al., 2013). For instance, 

when a listener engages top-down selective attention to focus on spatial auditory cues, frontal and 

parietal regions show increased activation as opposed to when the listener selectively attends to 

spectro-temporal acoustic cues (Bharadwaj, Lee, et al., 2014; Hill & Miller, 2010; Lee et al., 2012). 

Older adults have also been shown to upregulate activity in frontal articulatory regions, which is 

hypothesized to serve as a compensatory mechanism to aid speech perception in noisy listening 

conditions (Du et al., 2016). Moreover, the cingulo-opercular network (CON) has been proposed 

as a critical system for processing degraded speech (Peelle & Wingfield, 2016). Activity in the 

CON prior to a word being presented is associated with word recognition accuracy on that trial 

(Vaden et al., 2013). This association between CON activity and word recognition suggests that 

the CON may serve as a performance-monitoring and adaptive control mechanism for word 

recognition in noise. Collectively, activity in any one of these neural networks could partially 

account for individual differences in speech perception.  

There have been few attempts to link potential neural network dysfunctions to individual 

differences in speech perception in noise. One exception is a study by Vaden and colleagues 
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(2022), which used a Shifted-Wald diffusion model to examine the association between decisional 

processes during a word recognition in noise task and CON activity. This study found that elevated 

CON activity was associated with higher decision criteria. Higher decision criteria are associated 

with more cautious responding, which allows an individual to collect more evidence before making 

a decision. In the context of word recognition, the CON may serve as an adaptive control to adjust 

decision criteria to optimize word recognition performance (Vaden et al., 2022). This begs the 

question as to whether individual differences in top-down processes, such as CON adaptive 

control, can be attributed to SPLDs in adults with normal hearing thresholds. 

In the current study, I applied drift-diffusion models (DDM) to accuracies and response 

times from a phoneme in noise categorization task to understand individual differences in 

decisional processes as a function of SPLDs. DDMs assume that the brain accumulates sensory 

evidence to make a categorical decision (Ratcliff et al., 2016). This sensory evidence accumulation 

process is reflected by an increase in local neuronal firing rates associated with each category 

alternative. When neuronal firing rates associated with a category option crosses a particular 

threshold, a category decision is made (Brody & Hanks, 2016; Gold & Shadlen, 2007). The two 

parameters from the DDM that are of interest to the current study are evidence accumulation rate 

and decision threshold. Each category has its own decision threshold, where larger thresholds 

reflect more cautious responding because more evidence must accumulate before a category 

decision can be made (Bogacz et al., 2010). Here, I examined the extent to which evidence 

accumulation rate and decision thresholds may differ based on SPLDs. Prior research has 

demonstrated that better word recognition performance is associated with higher decision 

thresholds (Vaden et al., 2022). Therefore, I hypothesized that adults with fewer SPLDs would 

have higher decision thresholds and be more cautious responders than those with more SPLDs. 
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Additionally, I hypothesized that listeners with fewer SPLDs would be more efficient evidence 

accumulators, which would indicate that they are better able to extract critical information from a 

stimulus to make a category decision. 

2.2 Methods 

2.2.1 Participants 

A total of 77 native English-speaking participants between the ages of 18-53 years (Figure 

3A; M = 27.58, SD = 11.22) were recruited for this study from the greater Pittsburgh, PA 

community. All participants had normal otoscopy and hearing thresholds ≤25 dB for frequencies 

250-4000 Hz in octave steps and ≤30 dB at 8000 Hz. A subset of participants (n = 41) was a part 

of a larger study examining speech perception in noise in aging and underwent several additional 

testing procedures not covered in the scope of the present study. Participants received either 

monetary compensation or research credit for their participation. This research protocol was 

approved by the Institutional Review Board at the University of Pittsburgh. 

2.2.2 Behavioral Measures 

2.2.2.1 Speech, Spatial, and Qualities of Hearing Scale 

All participants completed the Speech, Spatial, and Qualities of Hearing Scale (SSQ) 

(Gatehouse & Noble, 2004). The SSQ is a self-report measure of hearing abilities across several 

domains, including speech hearing, spatial hearing, and other qualities of hearing. Fourteen 
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questions in the speech hearing section assess realistic speech contexts such as competing sounds, 

differences in background conditions, and visibility of other talkers (e.g., Can you have a 

conversation with someone when another person is speaking whose voice is the same pitch as the 

person you’re talking to?). The spatial hearing questions (n = 17) assess directional and distance 

aspects of hearing (e.g., In the street, can you tell how far away someone is, from the sound of 

their voice or footsteps?). The final section of the SSQ has eighteen questions that address other 

hearing qualities, such as clarity, recognition, and listening effort (e.g., Do you find it easy to 

recognize different people you know by the sound of each one’s voice?). All questions are on a 

Likert-scale from 0-10.  

Domain scores for each section of the SSQ were calculated for each participant by 

averaging the responses in each section. The domain scores were then averaged into a composite 

SSQ score (Figure 3B), which was used as a metric of SPLD. Higher SSQ scores reflect fewer 

SPLD, while lower SSQ scores reflect more SPLD. 

2.2.2.2 Audiometry 

The hearing sensitivity for all participants was evaluated using pure tone audiometry. Air 

conduction hearing thresholds were measured via insert earphones for octave frequencies 250 

through 8000 Hz. A modified Hughson and Westlake method (Carhart & Jerger, 1959) was used 

to estimate the threshold at each frequency. Pure tone thresholds for all participants are shown in 

Figure 3C. 
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2.2.3 Phoneme in Noise Categorization 

2.2.3.1 Stimuli 

Participants categorized synthetically generated /ba/, /da/, and /ga/ stimuli (Johnson et al., 

2008). The three stimuli were synthesized at a sampling rate of 20 kHz using a Klatt 

cascade/parallel formant synthesizer (Klatt, 1980). Each stimulus was 170 ms long, with a voicing 

onset (100 Hz F0) at 10 ms. Each stimulus had an identical and constant fundamental frequency 

(F0) throughout. The stimuli had the same formant transition durations (50 ms), a linearly rising 

first formant (400-720 Hz), and flat fourth (3300 Hz), fifth (3750 Hz), and sixth (4900 Hz) 

formants. The second (F2) and third (F3) formant starting positions differ between stimuli but 

remain constant after their transition endpoints (F2: 1240 Hz; F3: 2500 Hz). F2 rises from 900 Hz 

for /ba/, falls from 1700 Hz for /da/, and falls from 3000 Hz for /ga/. F3 rises from 2400 Hz for 

/ba/, falls from 2580 Hz for /da/, and falls from 3100 Hz for /ga/ (Figure 3D). 

The stimuli were presented in quiet as well as in SSN. The SSN masker was derived from 

the three phoneme stimuli and all stimuli from the Quick Speech in Noise (QuickSIN) test lists 1-

8 (Killion et al., 2004). The QuickSIN test is a standardized test for measuring speech perception 

in noise abilities in individuals with hearing loss. The stimuli from QuickSIN were chosen to add 

more speech samples for the SSN masker. The SSN masker was created using the following steps. 

First, the fast Fourier Transform (FFT) was derived from all stimuli files combined. The FFT was 

then manipulated such that the phases of the spectral components were randomized. The modified 

FFT was then converted back into the time domain using an inverse Fourier Transform. Thus, the 

spectrum from the resulting SSN closely matched the spectrum of the original stimuli files. 
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Figure 3: Study 1 Behavioral Measures and Stimuli. A) Distribution of ages of study participants in years. B) 

Distribution of self-perceived listening difficulties (SPLDs) as measured by the composite Speech, Spatial, and 

Qualities of Hearing Scale (SSQ). Here, larger composite SSQ scores reflect fewer SPLDs, while smaller SSQ 

scores reflect more SPLDs. C) Audiogram thresholds for all study participants. The solid lines denote average 

thresholds. Individual participant thresholds for right ear are denoted by circles and left ear by an X. All 

participants were required to have thresholds ≤25 dB in both ears at frequencies 250-4000 Hz to participate 

in the study. D) Spectrogram of the stimuli from the phoneme in noise categorization task.  
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2.2.3.2 Categorization Task Procedure 

Participants categorized consonant-vowel stop syllable phonemes (/ba/, /da/, /ga/) in quiet 

or masked in speech-shaped noise (SSN) at SNR levels: +8, -2, -6, and -9 dB. The task began with 

four practice trials per phoneme in quiet (4 trials x 3 phonemes = 12 trials). Participants were 

instructed to categorize the sound as a ‘BA’, ‘DA’, or ‘GA’ by pressing the appropriate button on 

the keyboard. Feedback in the form of ‘Correct!’ or ‘Incorrect.’ was provided on each practice 

trial. After completing the practice trials, participants moved onto the main categorization task. 

This task consisted of five blocks of 60 trials in noise (3 phonemes X 4 SNRs X 5 trials) and 15 

trials in quiet, for a total of 75 trials per block. Participants were provided 1500 ms to make their 

keyboard response. Unlike the practice trials, participants did not receive feedback on their 

categorization decision during the main task. Stimuli were presented through Sennheiser 

Headphones at a comfortable listening level. Participants who were a part of the larger speech 

perception in noise study in aging (n = 41) completed the task in MATLAB 2020b (Mathworks 

Inc., Natick, Massachusetts). The remaining 36 participants who were not a part of the larger study 

completed the task using Gorilla Experiment Builder (Anwyl-Irvine et al., 2020).   

2.2.4 Drift-Diffusion Modeling 

The DDMs developed by Paulon and colleagues (2020) were applied to the accuracies and 

response time data from the phoneme in noise categorization task using the lddmm package, 

version 0.1.0 (Paulon & Sarkar, 2021) in R, version 4.1.3 (R Core Team, 2022). For every 

combination of phoneme s and decision response d, the DDM fits an evidence accumulation rate 

parameter μd,s and a decision threshold parameter bd,s. which is the tradeoff between speed of 

decision making and accuracy. An offset parameter 𝛿s is also fit for each phoneme, which 
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represents the time taken by all actions that are not directly relevant to the decision-making 

component. These include actions such as stimulus encoding and the physical motor response for 

the button press. The DDM allows for μd,s and bd,s to differ between individuals, which captures 

the variability across participants. The bottom one percent of trials based on response times were 

removed (Roark et al., 2021), however, the top one percent were kept because participants were 

constrained to a 1500 ms response period.  

The DDM analyses use a Bayesian framework that relies on posterior samples from a 

Markov chain Monte Carlo (MCMC) algorithm for estimation and inference. The algorithm was 

run for 6000 iterations with the first 2000 iterations discarded as burn-in. To reduce 

autocorrelation, the remaining 4000 iterations were thinned in intervals of five. The DDM was 

performed on all trials from the task, but only trials that were categorized correctly were used for 

further statistical analyses outlined in the Statistical Analyses section below (Roark et al., 2021). 

Posterior means for correct responses are reported as point estimates with 95% pointwise credible 

intervals to assess uncertainty. 

2.2.5 Statistical Analyses 

All data were analyzed using R, version 4.1.3 (R Core Team, 2022)  and visualized using 

the ggplot2 package, version 3.3.6 (Wickham, 2016). First, pairwise t-tests were performed using 

the package rstatix, version 0.7.0 (Kassambara, 2021) to assess whether accuracies and response 

times in the quiet condition were significantly different than performance at +8 dB. If performance 

in the quiet condition was similar to SNR 8, then the remaining analyses would focus solely on the 

noise condition (SNRs +8, -2, -6, and -9 dB) in order to examine the effects of decision-making in 

noisy listening environments of varying complexity.  
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Separate linear mixed effects models were estimated to examine accuracies and response 

times from the phoneme in noise categorization task using the package lme4, version 1.1-30 (Bates 

et al., 2015). The lmerTest package, version 3.1-3 (Kuznetsova et al., 2017) was used to estimate 

p-values with Swatterthwaite’s method. At each SNR level, the average accuracy and response 

time was calculated for each subject, which served as the outcome measure of the linear mixed 

effects models. Each model had fixed effects of SNR and SSQ score. The random effect structure 

began with a random slope of SSQ score per subject and a random slope of SSQ per age. The final 

random effect structure was determined based on the maximal model that converged and provided 

a non-singular fit. Similar models were fit with outcome measures of evidence accumulation rates 

and decision thresholds. Multiple pairwise comparisons at each SNR level were performed using 

the emmeans and emtrends functions in the emmeans package, version 1.7.3 (Lenth, 2022). 

Benjamini-Hochberg adjusted p-values were reported to control for the false discovery rate 

(Benjamini & Hochberg, 1995). 

2.3 Results 

2.3.1 Phoneme in Noise Categorization Performance 

Mean accuracies and response times between quiet and SNR 8 dB on the phoneme in noise 

categorization task were compared to determine whether the quiet condition should be included in 

the remainder of the analyses. A pairwise t-test comparing average accuracies in quiet (M = .889, 

SD = .129) and SNR 8 (M = .882, SD = .127) revealed no significant differences, t(76) = 0.709, p 

= .481, d = 0.081, 95% CI [-0.024, 0.012]. For response times, a pairwise t-test revealed no 
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significant differences between quiet (M = 693.070 ms, SD = 176.521ms) and SNR 8 (M = 708.924 

ms, SD = 184.453 ms), t(76) = 1.977, p = .052, d = 0.167, 95% CI [-0.116, 31.825]. As such, all 

quiet trials were removed from the remainder of the analyses in order to focus on decision-making 

processes in noisy listening environments. 

Linear mixed effects models were fit to analyze changes in accuracies and response times 

across SNR levels as a function of SPLDs, as measured by the SSQ (Figure 4). Multiple 

comparisons were performed to assess differences between each SNR level. Benjamini-Hochberg 

adjusted p-values are reported. For mean accuracies, the maximal random effect structure that 

resulted in non-singular fit included a random slope of SSQ per subject and a random intercept of 

age. Results from the linear mixed effects model on accuracies (Table 2) revealed that there were 

significant effects of SNR level, such that accuracies increased for higher SNR levels (ps < .001). 

Additionally, there was a significant interaction of SS Q and the difference in accuracies between 

SNR levels -9 and -2 dB (p = .031). This interaction indicates that the increase in accuracy from 

SNR -9 to SNR -2 was significantly larger for listeners with fewer SPLDs. However, there were 

no significant effects of SSQ score (ps > .05), which suggests that accuracies at each individual 

SNR level did not significantly differ based on SPLDs. Collectively, these results indicated that 

listeners with fewer SPLDs may have received greater benefit from decreasing background noise 

but overall accuracy at each SNR level was not impacted by SPLDs. 

Regarding the linear mixed effects model on response times, the maximal random effect 

structure consisted of a single random intercept of subject. All other random effect structures 

resulted in a singular fit, or the model did not converge. This linear mixed effects model (Table 3) 

revealed that there were significant effects of SNR level (ps < .01), indicating that higher SNR 

levels had shorter response times than lower SNR levels. However, there were no significant 
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effects of SSQ score (ps > .05), which suggests that response times at each SNR level did not differ 

as a function of SPLDs. Additionally, no significant interactions of SNR level and SSQ score were 

observed (ps > .05). These null interactions indicate that the change in response times between 

SNR levels were not significantly different as a function of SPLDs. Taken together, accuracies 

and response times during phoneme in noise categorization differed as a function of SNR level but 

were largely not impacted by SPLDs.  
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Table 2: Linear Mixed Effects Model Results with Multiple Comparisons for Mean Accuracies. Note: SNR = 

Signal-to-noise Ratio; SSQ = Speech, Spatial, and Qualities of Hearing Scale; Benjamini-Hochberg adjusted 

p-values are reported; ***p < .001; *p ≤ .05. 

Fixed Effect Estimate SE t value p value 

SNR 8 vs. SNR -2 .081 .015 5.578 < .001*** 

SNR 8 vs. SNR -6 .329 .015 22.591 < .001*** 

SNR 8 vs. SNR -9 .471 .015 32.379 < .001*** 

SNR -2 vs. SNR -6 .248 .015 17.012 < .001*** 

SNR -2 vs. SNR -9 .390 .015 26.801 < .001*** 

SNR -6 vs. SNR -9 .143 .015 9.788 < .001*** 

SSQ score at SNR 8 -.113 .072 -1.563 .219 

SSQ score at SNR -2 -.172 .072 -2.374 .080 

SSQ score at SNR -6 -.102 .072 -1.405 .219 

SSQ score at SNR -9 .007 .072 0.097 .923 

SNR 8 vs. SNR -2 X SSQ Score -.013 .014 -0.928 .425 

SNR 8 vs. SNR -6 X SSQ Score .003 .014 0.181 .857 

SNR 8 vs. SNR -9 X SSQ Score .027 .014 1.899 .174 

SNR -2 vs. SNR -6 X SSQ Score .015 .014 1.109 .403 

SNR -2 vs. SNR -9 X SSQ Score .039 .014 2.827 .031* 

SNR -6 vs. SNR -9 X SSQ Score .024 .014 1.718 .174 
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Table 3: Linear Mixed Effects Model Results with Multiple Comparisons for Mean Response Times. Note: 

SNR = Signal-to-noise Ratio; SSQ = Speech, Spatial, and Qualities of Hearing Scale; Benjamini-Hochberg 

adjusted p-values are reported; ***p < .001; **p < .01. 

Fixed Effect Estimate SE t value p value 

SNR 8 vs. SNR -2 -33.314 11.214 -2.971 .003** 

SNR 8 vs. SNR -6 -86.130 11.214 -7.681 < .001*** 

SNR 8 vs. SNR -9 -119.399 11.214 -10.647 < .001*** 

SNR -2 vs. SNR -6 -52.816 11.214 -4.710 < .001*** 

SNR -2 vs. SNR -9 -86.084 11.214 -7.677 < .001*** 

SNR -6 vs. SNR -9 -33.268 11.214 -2.967 .003** 

SSQ score at SNR 8 -175.620 104.553 -1.680 .097 

SSQ score at SNR -2 -192.541 104.553 -1.842 .092 

SSQ score at SNR -6 -232.349 104.553 -2.222 .058 

SSQ score at SNR -9 -244.408 104.553 -2.338 .058 

SNR 8 vs. SNR -2 X SSQ Score -3.735 10.751 -0.347 .805 

SNR 8 vs. SNR -6 X SSQ Score -12.523 10.751 -1.165 .576 

SNR 8 vs. SNR -9 X SSQ Score -15.185 10.751 -1.412 .576 

SNR -2 vs. SNR -6 X SSQ Score -8.788 10.751 -0.817 .622 

SNR -2 vs. SNR -9 X SSQ Score -11.450 10.751 -1.065 .576 

SNR -6 vs. SNR -9 X SSQ Score -2.662 10.751 -0.248 .805 
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Figure 4: Accuracies and Response Times from the Phoneme in Noise Categorization Task. Left: Accuracies 

measured in proportion correct at each signal-to-noise ratio (SNR) level and in quiet for individuals with 

more and fewer self-perceived listening difficulties (SPLDs). Accuracies significantly increased for higher 

SNR levels. Accuracies did not differ at each SNR level based on SPLDs, although the increase in accuracy 

from SNR -9 dB to  Right: Reaction times measured in ms for each SNR level and in quiet. Reaction times 

significantly decrease for easier SNR levels. For visualization purposes only, SPLDs are based on a median 

split of Speech, Spatial, and Qualities of Hearing Scale (SSQ) scores. In both panels, the solid points and thick 

lines denote averages, and each individual lighter line or point (for Quiet) denotes a single participant’s data. 

Error bars denote standard error of the mean. 

2.3.2 Decision Processes During Phoneme in Noise Categorization 

Linear mixed effects models were separately fit for evidence accumulation rate and 

decision threshold parameters derived from the DDMs to understand the effect of SNR level and 

SPLDs on decision processes during phoneme in noise categorization (Figure 5). Multiple 

comparisons were performed to assess differences between each SNR level. Benjamini-Hochberg 

adjusted p-values are reported. The maximal random effect structure for the linear mixed effects 

model on evidence accumulation rates that resulted in a non-singular fit included random intercepts 

for subject and age. The results from this model (Table 4) revealed that evidence accumulation 
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rates significantly increased with higher SNR levels (ps < .001). There were also significant effects 

of SSQ at SNR 8 (p = .02), SNR -2 (p = .02), and SNR -6 (p = .05). However, the effect of SSQ 

was not significant at -9 dB SNR. These results indicated that listeners with fewer SPLDs had 

higher evidence accumulation rates at all SNR levels except for the lowest SNR level when 

interference from background noise was greatest. Lastly, there were significant interactions of SSQ 

with the increase in evidence accumulation rate between SNR levels -9 and -2 (p = .046), as well 

as the increase in evidence accumulation rate between SNR -9 and 8 (p = .046). These significant 

interactions suggest that listeners with more SPLDs received less benefit from decreasing 

background noise than those with fewer SPLDs. As such, listeners with more SPLDs were not as 

efficient at extracting relevant information from the stimulus to make a decision compared to those 

with fewer SPLDs. 
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Table 4: Linear Mixed Effects Model Results with Multiple Comparisons for Evidence Accumuation Rate. 

Note: SNR = Signal-to-noise Ratio; SSQ = Speech, Spatial, and Qualities of Hearing Scale; Benjamini-

Hochberg adjusted p-values are reported; ***p < .001; *p ≤ .05. 

Fixed Effect Estimate SE t value p value 

SNR 8 vs. SNR -2 0.245 0.030 8.118 < .001*** 

SNR 8 vs. SNR -6 0.960 0.030 31.877 < .001*** 

SNR 8 vs. SNR -9 1.536 0.030 51.004 < .001*** 

SNR -2 vs. SNR -6 0.716 0.030 23.759 < .001*** 

SNR -2 vs. SNR -9 1.292 0.030 42.886 < .001*** 

SNR -6 vs. SNR -9 0.576 0.030 19.126 < .001*** 

SSQ score at SNR 8 -0.857 0.316 -2.714 .020* 

SSQ score at SNR -2 -0.832 0.316 -2.634 .020* 

SSQ score at SNR -6 -0.667 0.316 -2.112 .050* 

SSQ score at SNR -9 -0.512 0.316 -1.622 .109 

SNR 8 vs. SNR -2 X SSQ Score 0.006 0.029 0.193 .848 

SNR 8 vs. SNR -6 X SSQ Score 0.042 0.029 1.452 .286 

SNR 8 vs. SNR -9 X SSQ Score 0.076 0.029 2.635 .046* 

SNR -2 vs. SNR -6 X SSQ Score 0.036 0.029 1.260 .286 

SNR -2 vs. SNR -9 X SSQ Score 0.071 0.029 2.443 .046* 

SNR -6 vs. SNR -9 X SSQ Score 0.034 0.029 1.183 .286 
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As for decision thresholds, the maximal random effect structure for the linear mixed effects 

model contained a single random intercept for subject. All other random effect structures resulted 

in a model with a singular fit or that did not converge. The linear mixed effects model revealed 

significant effects of SNR level (ps < .05; Table 5). Specifically, decision thresholds tended to 

increase with higher SNR levels. However, SNR -2 was the only SNR level that had a higher 

decision threshold than SNR 8 (p = .003). There were also significant effects of SSQ score at each 

SNR level (ps < .05). This indicates that listeners with more SPLDs had lower decision thresholds 

than those with fewer SPLDs. Lower decision thresholds are an indicator of less cautious 

responding (Bogacz et al., 2010), suggesting that listeners with more SPLDs tended to favor speed 

over accuracy of decision making. However, there were no significant interactions between SSQ 

score and SNR levels, which indicates that the change in decision thresholds between SNR levels 

did not significantly differ as a function of SPLDs. Collectively, the findings from the DDM 

suggest that listeners with more SPLDs were less efficient at extracting critical information from 

a stimulus with decreasing background noise and were more impulsive decision-makers during the 

phoneme in noise categorization task. 
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Table 5: Linear Mixed Effects Model with Multiple Comparisons for Decision Thresholds. Note: SNR = 

Signal-to-noise Ratio; SSQ = Speech, Spatial, and Qualities of Hearing Scale; Benjamini-Hochberg adjusted 

p-values are reported; ***p < .001; **p < .01 *p ≤ .05. 

Fixed Effect Estimate SE t value p value 

SNR 8 vs. SNR -2 -0.025 0.008 -3.025 .003** 

SNR 8 vs. SNR -6 0.021 0.008 2.525 .012* 

SNR 8 vs. SNR -9 0.050 0.008 6.005 < .001*** 

SNR -2 vs. SNR -6 0.046 0.008 5.550 < .001*** 

SNR -2 vs. SNR -9 0.075 0.008 9.030 < .001 

SNR -6 vs. SNR -9 0.029 0.008 3.480  .001** 

SSQ score at SNR 8 -0.477 0.186 -2.566 .012* 

SSQ score at SNR -2 -0.500 0.186 -2.685 .012* 

SSQ score at SNR -6 -.508 0.186 -2.731 .012* 

SSQ score at SNR -9 -0.517 0.186 -2.777 .012* 

SNR 8 vs. SNR -2 X SSQ Score -0.005 0.008 -0.616 .812 

SNR 8 vs. SNR -6 X SSQ Score -0.007 0.008 -0.854 .812 

SNR 8 vs. SNR -9 X SSQ Score -0.009 0.008 -1.093 .812 

SNR -2 vs. SNR -6 X SSQ Score -0.002 0.008 -0.238 .812 

SNR -2 vs. SNR -9 X SSQ Score -0.004 0.008 -0.477 .812 

SNR -6 vs. SNR -9 X SSQ Score -0.002 0.008 -0.239 .812 
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Figure 5: Evidence Accumulation Rates and Decision Thresholds. Left: Evidence accumulation rates at each 

signal-to-noise ratio (SNR) level split by self-perceived listening difficulties (SPLDs). Evidence accumulation 

rates significantly increased with higher SNR levels. Overall, individuals with more SPLDs had lower 

evidence accumulation rates with higher SNR levels. Right: Decision thresholds at each SNR level. 

Individuals with more SPLDs had lower decision thresholds across SNR levels.  For visualization purposes 

only, SPLDs are based on a median split of Speech, Spatial, and Qualities of Hearing Scale (SSQ) scores. In 

both panels, the solid points and thick lines denote averages, and each individual lighter line denotes a single 

participant’s data. Error bars denote 95% credible intervals. 

2.4 Discussion 

This study investigated the extent to which individual differences in evidence accumulation 

rates and decision thresholds during phoneme in noise categorization were related to SPLDs in 

adults with normal hearing thresholds. Participants with more SPLDs had slower evidence 

accumulation rates and lower decision thresholds than those with fewer SPLDs. Additionally, 

participants had similar accuracies, regardless of SPLDs. These results suggests that dysfunctional 

decisional processes that support speech in noise categorization may underlie an aspect of SPLDs. 
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2.4.1 Self-Perceived Listening Difficulties Impact Evidence Accumulation 

While there were similar categorization accuracies across SPLDs, there were differences 

in the decisional processes that support categorization (i.e., evidence accumulation rates and 

decision thresholds). Evidence accumulation rates reflect the efficiency with which listeners 

extract critical information from the stimulus for categorization. Neural activity in frontoparietal 

regions has been shown to be associated with evidence accumulation rates (Gold & Shadlen, 2007; 

Heekeren et al., 2004; Mulder et al., 2014), as well as selective attention processes during speech 

perception in noise (Shinn-Cunningham, 2017). This suggests there may be an overlap in the 

neural regions that support the accumulation of critical evidence from an auditory stimulus for 

categorization in noisy listening situations and the cognitive processes for speech perception.  

In the current study, evidence accumulation rates increased with higher SNR levels. At the 

most difficult SNR level, evidence accumulation rates were low, indicating that listeners were 

slower to extract information from the phoneme stimulus to make a category decision. At the 

easiest SNR level, evidence accumulation rates were significantly higher than at more difficult 

SNR levels. Higher evidence accumulation rates indicated that listeners were more efficient and 

faster to gather information from the stimulus for categorization when there was less interference 

from background noise.  

There was also a clear differentiation in evidence accumulation rates as a function of 

SPLDs. Specifically, listeners with fewer SPLDs had a greater increase in evidence accumulation 

rates between the hardest and easiest SNR levels compared to those with more SPLDs. This 

difference in evidence accumulation rates based on SPLDs suggests that background noise 

interferes with the ability of listeners with more SPLDs to efficiently accrue information for the 
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stimulus for categorization to a greater extent than those with fewer SPLDs. Thus, those with more 

SPLDs were inefficient evidence accumulators in the presence of background noise.  

2.4.2 Listeners with More Self-Perceived Listening Difficulties are Impulsive Responders 

A second component of decisional processes is the decision threshold. Decision thresholds 

reflect the amount of information a listener needs to accumulate before a category decision can be 

made. The decision threshold also reflects response-caution, which is a trade-off between speed 

and accuracy of categorization. Participants were instructed to categorize the sounds as quickly 

and as accurately as possible. Yet, the decision thresholds differed based on SPLDs, regardless of 

the SNR level. The difference in decision thresholds across all SNR levels suggests that the amount 

of information listeners required to accumulate before making a categorization decision was 

independent of the level of background noise. Specifically, listeners with more SPLDs had lower 

decision thresholds than those with fewer SPLDs at all SNR levels. Lower decision thresholds 

reflect more impulsive responses and the prioritization of speed over the accuracy of the 

categorization decision. Therefore, listeners with more SPLDs were willing to make faster and 

riskier responses that had a higher likelihood of being inaccurate. 

2.4.3 Neural Implications for Self-Perceived Listening Difficulties 

The results from this study demonstrate that the top-down decisional processes that support 

speech sound categorization in noise are disrupted in listeners with more SPLDs. Prior research 

indicates that word in noise recognition is associated with decision thresholds and activity in the 

CON (Vaden et al., 2022).  Increased activity in the CON prior to correct word in noise recognition 
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is associated with higher decision thresholds, and thus, more cautious responding. As such, 

individuals with higher decision thresholds may benefit from more pre-stimulus CON activity. In 

the context of the current study, listeners with fewer SPLDs may have higher pre-stimulus CON 

activity, which may help to serve as an adaptive control mechanism in noisy listening situations to 

promote speech perception in noise. 

Furthermore, the neural basis of information accumulation suggests that groups of neurons 

are tuned to different decision alternatives and their firing rates increase based on the integration 

of information from sensory input neurons (Bogacz et al., 2010; Gold & Shadlen, 2007; Heekeren 

et al., 2008). A decision is made once the firing rates among a group of these integrator neurons 

reaches the given firing rate decision threshold (Roitman & Shadlen, 2002). For listeners with 

more SPLDs, these findings suggest that there may be a smaller distance between baseline firing 

rates of integrator neurons and their decision threshold, resulting in risky and impulsive decision-

making. Taken together, these findings could indicate that listeners with more SPLDs have a 

smaller dynamic range of activity in the CON. Additional studies are needed that specifically 

investigate individual differences in baseline CON activity and during speech in noise processing 

to understand how that may impact SPLDs in adults with normal hearing thresholds. 

Activity in the CON may not be the only neural basis of SPLDs. It is also plausible that 

listeners with more SPLDs are impulsive responders from a combination of poorer stimulus 

encoding quality and less efficient extraction of information from the stimulus. Future research is 

necessary to rule out temporal processing deficits in listeners with more SPLDs that may contribute 

to deficits in the decisional processes that support speech in noise categorization. 
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2.4.4 Study Limitations 

This study provides evidence for a link between individual differences in top-down 

decisional processes and SPLDs in adults with normal hearing thresholds. While all participants 

had pure tone air conduction hearing thresholds within normal range, there were a lack of measures 

to characterize middle- and inner-ear functioning. Thus, deficits in bottom-up processes on SPLDs 

cannot be completely ruled out. Future studies should collect a full audiometric profile, as well as 

examine the extent to which bottom-up processes, such as temporal processing, may be linked 

with the decisional processes that support speech categorization. 

2.4.5 Conclusion 

Complaints of listening difficulties are prevalent among adults with normal hearing 

thresholds. Often, these SPLDs are considered to be driven by bottom-up processing deficits. Prior 

research into SPLDs has focused almost exclusively on potential deficits in bottom-up processes, 

with little consideration into potential dysfunctions in top-down cognitive processes. The results 

from the current study demonstrate that top-down decisional processes that support speech 

categorization were disrupted in adults with more SPLDs. Listeners with more SPLDs were less 

efficient evidence accumulators and were more impulsive responders in noisy listening situations. 

Moreover, these deficits in the decisional processes supporting categorization may be associated 

with activity in the CON. These findings encourage further research into top-down cognitive 

processes in adults with normal hearing thresholds who have SPLDs. 
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3.0 Study 2: Neural Tracking of Linguistic Information in Continuous Speech Differs 

Based on Self-Perceived Listening Difficulties 

3.1 Introduction 

Communicating in noisy environments is a difficult task that our brains perform 

exceptionally well. In a crowded restaurant, there are multiple conversations happening around 

you. Each of these speech streams, including the speech from your friend across the table, gets 

encoded in the auditory system. The competing speech streams have overlapping acoustic and 

linguistic properties with your friend’s speech, yet you are able to ignore the irrelevant speech to 

focus exclusively on your friend’s voice. While most listeners can perform this task with relative 

ease, some individuals particularly struggle with speech perception in noise. Speech 

comprehension difficulties can derive from factors such as age-related hearing loss (Helfer & 

Wilber, 1990; Pichora-Fuller et al., 1995) and noise exposure (Hope et al., 2013; Liberman et al., 

2016b). However, speech comprehension difficulties can still occur when hearing thresholds 

remain intact (Chandrasekaran et al., 2015; Lam et al., 2017; Xie et al., 2014, 2015; Xie, Zinszer, 

et al., 2019). Approximately ten percent of clients who present to audiology clinics with complaints 

of hearing difficulties have no abnormal indicators of hearing health (Hind et al., 2011; 

Parthasarathy et al., 2020; Pryce & Wainwright, 2008; Spankovich et al., 2018; Tremblay et al., 

2015). Much prior research has focused on the roles of pitch tracking (Anderson et al., 2010), 

audiovisual cues (Smayda et al., 2016; Xie et al., 2014), and cognitive resources in speech 

comprehension performance (Rönnberg et al., 2010; Zekveld et al., 2011). However, the cause of 
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self-perceived listening difficulties (SPLDs) in adults with normal hearing thresholds remains 

unclear.  

During speech processing, the incoming speech signal is first broken down into the time 

and frequency representations at the level of the cochlea (Moore, 2008; Shamma, 1985). The time 

and frequency information then travels along the ascending auditory pathway to the auditory 

cortex, where the listener must decode this information into meaningful speech (Poeppel et al., 

2008). When background noise is present, it can be more difficult to reconstruct the auditory signal 

into meaningful speech because the noise can interfere with the perception of individual phonemes 

and words (Committee on Hearing Bioacoustics and Biomechanics, 1988). In cases where 

background noise leads to gaps in the perceived speech stream, the listener must use stored 

linguistic knowledge and memories to correctly reconstruct the speech signal based on contextual 

information in the speech (Pichora-Fuller, 2008). According to the information theory of 

communication (Shannon, 1948), listeners predict upcoming sounds based on prior context and 

their stored linguistic knowledge, which is known as conditional probability. The conditional 

probability of the next phoneme or word is continuously updated based on the prior perceived 

input. Thus, conditional probability requires a listener to successfully access their stored linguistic 

knowledge (Gwilliams & Davis, 2022).  

From conditional probability, two other measures can be derived that relate to how listeners 

extract linguistic content from speech: 1) entropy and 2) surprisal. Entropy is a probability measure 

of the amount of uncertainty for an upcoming sound, word, or other linguistic component. If 

entropy is high, the level of uncertainty is high. At the phoneme level, this suggests that based on 

a sequence of phonemes, the listener is uncertain what the next phoneme may be. On the other 

hand, surprisal is a measure of the overall information that is gained, i.e., how unpredictable is an 
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event given the preceding context (Shannon, 1948). For example, surprisal is high when a listener 

predicts a particular phoneme is upcoming next based on the preceding phonemes, but a different 

phoneme is spoken instead. More information is gained about the linguistic input when an 

unexpected phoneme is spoken than if the predicted phoneme had been presented, resulting in 

higher surprisal. Measuring a listener’s surprisal and entropy measures would inform on their 

access to higher-level linguistic knowledge during listening. 

Recent methodological advancements have made it possible to measure conditional 

probability during listening using neural tracking of continuous speech. Neural tracking is a metric 

of the coherence of cortical responses to the ongoing fluctuations in the acoustic speech envelope 

(Lalor & Foxe, 2010; Obleser & Kayser, 2019). Moreover, neural tracking of the acoustic speech 

envelope has been shown to also be modulated by linguistic features of the attended speech, such 

as phonemes, words, and sentences (Brodbeck et al., 2022; Brodbeck & Simon, 2020; Xie et al., 

2023). Greater neural tracking of phonemes, words, and sentences reflects enhanced surprisal 

and/or entropy measures. Therefore, neural tracking of linguistic information can serve as a metric 

of a listener’s reliance on higher-level linguistic knowledge during speech processing. The extent 

to which neural tracking of linguistic information at different contextual levels (i.e., phonemes, 

words, sentences) in continuous speech may differ based on SPLDs remains unclear.  

 In the current study, I examined the extent to which adults with normal hearing thresholds 

who report SPLDs differ in their reliance on linguistic knowledge during listening, as measured 

by neural tracking of linguistic information in speech in quiet or masked in speech-shaped noise 

(SSN). The Speech, Spatial, and Qualities of Hearing (SSQ) questionnaire, a self-report of hearing 

abilities, was used as a metric of SPLDs because the SSQ has consistently been shown to 

accurately reflect an individual’s perceived listening abilities and capacities (Demeester et al., 
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2012; Noble et al., 2008, 2013; Noble & Gatehouse, 2004, 2006; Singh & Pichora-Fuller, 2010). 

I first hypothesized that speech comprehension performance would be worse in SSN than in quiet 

and that listeners with more SPLDs would have poorer comprehension overall compared to those 

with fewer SPLDs. Prior research has demonstrated reduced neural tracking of the acoustic 

envelope when speech is masked in noise (McHaney et al., 2021). Additionally, neural tracking of 

linguistic information declines` when attention is diverted away from the target speech (Xie et al., 

2023). Therefore, for both acoustic and linguistic features, I predicted that neural tracking would 

be greater in quiet than in SSN.  

Lastly, I predicted that neural tracking of linguistic information would not differ based on 

SPLDs when listening to speech in quiet, but that differences would be present when listening to 

speech masked in SSN. Listeners often complain of difficulties listening in noisy environments 

(Dinino et al., 2021; Füllgrabe & Rosen, 2016; Mai et al., 2018; Pichora-Fuller et al., 1995). 

Therefore, I predicted that neural tracking of linguistic information would be greater in SSN for 

listeners with more SPLDs relative to those with fewer SPLDs. However, the extent to which 

neural tracking of linguistic information at different contextual levels differs based on SPLDs is 

unclear. On the one hand, listeners with more SPLDs may have greater neural tracking for each 

contextual level. Alternatively, listeners with more SPLDs may only have enhanced neural 

tracking at specific contextual levels of linguistic information, which would suggest that there may 

be greater reliance on specific linguistic information during listening. Overall, the findings from 

this study will help to inform our understanding on the sources of SPLDs in adults with normal 

hearing. 
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3.2 Methods 

3.2.1 Participants 

A total of 63 adults between the ages of 18-52 years (M = 26.714, SD = 10.726; Figure 6A) 

were recruited for this study from the greater Pittsburgh, PA community. Participants were self-

reported native English speakers. All participants were required to have hearing thresholds ≤25 dB 

for frequencies 250-4000 Hz in octave steps and normal otoscopy. Monetary compensation or 

research course credit was provided for participation. This research protocol was approved by the 

Institutional Review Board at the University of Pittsburgh.  

3.2.2 Behavioral Measures 

3.2.2.1 Audiometry 

The hearing sensitivity for all participants was evaluated using pure tone audiometry. Air 

conduction hearing thresholds were measured via insert earphones for octave frequencies 250 

through 8000 Hz. A modified Hughson and Westlake method (Carhart & Jerger, 1959) was used 

to estimate the threshold at each frequency. Individual hearing thresholds are displayed in Figure 

6B. 

3.2.2.2 Speech, Spatial, and Qualities of Hearing 

All participants completed the Speech, Spatial, and Qualities of Hearing Scale (SSQ) 

(Gatehouse & Noble, 2004). The SSQ is a self-report measure of hearing abilities across several 

domains, including speech hearing, spatial hearing, and other qualities of hearing. Fourteen 
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questions in the speech hearing section assess realistic speech contexts such as competing sounds, 

differences in background conditions, and visibility of other talkers (e.g., Can you have a 

conversation with someone when another person is speaking whose voice is the same pitch as the 

person you’re talking to?). The spatial hearing questions (n = 17) assess directional and distance 

aspects of hearing (e.g., In the street, can you tell how far away someone is, from the sound of 

their voice or footsteps?). The final section of the SSQ has eighteen questions that address other 

hearing qualities, such as clarity, recognition, and listening effort (e.g., Do you find it easy to 

recognize different people you know by the sound of each one’s voice?). All questions are on a 

Likert-scale from 0-10.  

Domain scores for each section of the SSQ were calculated for each participant by 

averaging the responses in each section. The domain scores were then averaged into a composite 

SSQ score (Figure 6C), which was used as a metric of SPLD. Participant were median split into 

groups of more or fewer SPLDs (Mdn = 8.47). Higher SSQ scores reflect fewer SPLDs, while 

lower SSQ scores reflect more SPLDs.  
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Figure 6: Participant information. A) The age distribution of pariticpants (18-52 years). B) Audiogram 

thresholds for all paritcipants. All thresholds were ≤ 25 dB for octave frequencies .25-4 kHz. C) Distribution 

of comoposite Speech, Spatial, and Qualitiess of Hearing Scale (SSQ). Higher scores reflect fewer self-

perceived listening difficultiess (SPLDs, and lower composite SSQ scores reflect more SPLDs. 

 

3.2.3 Continuous Speech Stimuli 

Participants listened to continuous speech from the public domain audiobook Alice’s 

Adventures in Wonderland (Carroll, 1865). The story was read in American English by a male 

speaker and sampled at a frequency of 22.05 kHz. Long speaker pauses were manually truncated 

to a maximum of 500 ms, and the resulting speech from the audiobook was divided into segments 

approximately 60 seconds in duration each (min: 57 s, max: 65 s). Segments began and ended with 

complete sentences. The mean syllable rate was ~6 Hz. Participants listened to the story in quiet, 

masked in speech-shaped noise (SSN) at -2 dB SNR, and masked in time-reversed speech at -2 dB 

SNR. In the quiet condition, participants listened to the normal audiobook story with no 

background noise. The SSN condition consisted of the audiobook story masked in SSN. The SSN 
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masker was derived from all sentence stimuli from QuickSIN test lists 1-8 using the following 

steps. First, all stimuli files were combined, and a fast Fourier Transform (FFT) was computed. 

Then, the phases of the spectral components from the FFT were randomized. An inverse Fourier 

Transform was then performed to convert the modified FFT back into the time domain. The third 

time-reversed speech condition consisted of the same speech as in the quiet condition but 

overlapped with time-reversed speech (noise) at -2 dB SNR from a different portion of the story 

that was unheard by the participants in this experiment. The focus of the current EEG study was 

to examine acoustic and linguistic features in response to the target speech during noisy listening 

situations. The masker in the time-reversed speech condition also contained some aspects of 

linguistic information. The analyses in this study do not include the reversed-speech condition 

because linguistic predictors for the reversed-speech masker could not be created. Therefore, it 

cannot be guaranteed that linguistic information from the masker was not represented in the 

analysis to the target speech. Thus, the analyses in the current study focused exclusively on the 

quiet and SSN listening conditions. 

The order of conditions was counterbalanced across participants. Fifteen segments of the 

story were presented in each condition in chronological order, regardless of condition order, such 

that the storyline was preserved without repetitions or discontinuities. Participants were presented 

with two multiple-choice comprehension questions with four answer choices after each segment 

assessing speech comprehension of the preceding segment. Participants were provided feedback 

on their performance in the format of “You got X correct out of 2 in this trial.” The average 

accuracy in each condition per participant was used for further analyses. Stimuli and 

comprehension questions were presented using E-Prime 3.0 (Psychology Software Tools, 

Pittsburgh, PA). 
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3.2.4 EEG Acquisition and Processing 

Electrophysiological responses to continuous speech were amplified and digitized with 

BrainVision actiCHAMP amplifier and collected using BrainVision PyCorder 1.0.7 (Brain 

Products, Gilching, Germany) with 64-channel actiCAP active electrodes (Brain Products) secured 

in an elastic cap (EasyCap; http://www.easycap.de/). Electrodes were placed on the scalp 

according to the International 10-20 system (Klem et al., 1999), and a common ground was placed 

at the AFz electrode site. Electrode impedance was less than 20 kΩ for all channels. Responses 

were recorded at a sampling rate of 25 kHz. 

The EEG data were preprocessed using EEGLAB 14.1.2 (Delorme & Makeig, 2004) in 

MATLAB (MathWorks Inc., Natick, Massachusetts, USA) with the following steps. The raw EEG 

data were downsampled to 128 Hz to improve computational efficiency. The down-sampled EEG 

was then filtered using minimum-phase causal windowed sinc FIR filters. The high pass filter cut-

off frequency was set at 1 Hz with a filter order of 846, while the low pass filter cut-off frequency 

was set at 15 Hz with a filter order of 212. The filtered EEG was then re-referenced to the average 

of the two mastoid channels (Di Liberto et al., 2015, 2018; O’Sullivan et al., 2014). Re-referenced 

channels with electrical activity greater/lower than 3 standard deviations of the surrounding 

channels were rejected, and their data were interpolated based on the activity in the surrounding 

channels using spherical spline interpolation. Artifacts in the EEG data were suppressed using 

artifact subspace reconstruction (ASR) (Mullen et al., 2015). Visually identified clean sections 

(~one minute) of the data were input as the calibration data for the ASR. The ASR cleaned data 

were then separated into epochs from -5 seconds to 70 seconds (re: trial onset), yielding 15 epochs 

in each condition. Independent component analysis (ICA) was performed on the epoched data to 

remove eye-movement and muscle artifacts. ICA was performed using the infomax algorithm and 
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was adjusted to extract only 50 components from the data to account for the reduced rank following 

channel interpolation and referencing. The independent components to be removed were visually 

identified based on time-course, topography, and spectrum. Components corresponding to ocular 

and muscular activity were removed. The clean EEG was reconstructed from the remaining 

independent components. 

3.2.5 Estimation of Neural Tracking 

Neural tracking of the speech envelope was estimated using the multivariate temporal 

response function (mTRF) approach (Crosse et al., 2016; Ding & Simon, 2012). I first estimated 

several acoustic and linguistic models (described in detail in subsequent sections) to predict the 

EEG signal using multiple time-delayed regressions. Each model implemented a model-specific 

hypothesis for predicting brain activity from predefined predictor variables. To evaluate the extent 

to which acoustic and linguistic models were associated with predictive power of the EEG, I tested 

the predictive power of different combinations of predictor variables. Thus, each predictor variable 

reflects the extent to which EEG responses were modulated by an acoustic or linguistic property 

of the speech signal (Brodbeck et al., 2022; Brodbeck, Hong, et al., 2018; Brodbeck & Simon, 

2020). This approach allowed us to assess the extent of neural representations of the acoustic and 

linguistic properties of the target speech in quiet and in SSN. Examples of each acoustic and 

linguistic predictor variable are displayed in Figure 7. 

Forward encoding mTRF models were fit using the boosting algorithm in the Eelbrain 

toolbox (Brodbeck et al., 2021) to predict EEG responses from the acoustic and linguistic 

predictors. A z-transformed Pearson’s correlation between the predicted and actual EEG responses 

served as a metric for how accurately the mTRF models could predict EEG responses to novel 
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trials from the same listening condition. Here, higher prediction accuracy corresponds to greater 

neural tracking of the given predictor. mTRFs were estimated separately for each participant and 

condition using a 5-fold cross-validation strategy. The EEG trials were divided into five test sets. 

EEG responses in each test set were predicted from the average of four mTRF models that were 

estimated from the remaining four test sets, wherein three of the four test sets served as training 

data and the fourth test set served as the validation data. A 50 ms Hamming basis function was 

used to reduce sparseness with a stimulus-EEG lag from -100 to 500 ms and to generate the 

mTRFs. The mTRFs were estimated for all acoustic and linguistic predictors with coordinate 

descent to minimize the ℓ1 error. The predicted responses from the five test sets were concatenated 

together before deriving the prediction accuracy measure. The mTRFs were then averaged across 

all five test sets for analysis purposes.  

To estimate neural tracking of a given acoustic or linguistic predictor, the change in 

prediction accuracy was calculated when the predictor(s) of interest was(ere) removed from the 

Full model that included all acoustic and linguistic predictors. This change in prediction accuracy 

(z) reflects the variability in EEG responses that can be uniquely attributed to the predictor(s) of 

interest and cannot be attributed to any other predictors. This method is appropriate for analyzing 

predictors of interest because properties of naturalistic speech tend to be correlated in time. The 

Full model differed in each condition. In the SSN listening condition, the Full model was 

comprised of all linguistic predictors, plus the acoustic predictors to the target speech, SSN masker, 

and the mixture of the target speech and SSN masker. The Full model in the quiet condition 

consisted of only the acoustic predictors to the target speech and the linguistic predictors. 
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Figure 7: Stimulus Features for Acoustic and Linguistic Predictors.  
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3.2.6 Acoustic Model 

The acoustic model was designed to assess the EEG in response to acoustic spectro-

temporal features in the stimuli. Acoustic predictors were created separately for the target speech, 

the SSN masker, and the mixture of the target speech and SSN masker. The acoustic predictors 

were derived from 256-band gammatone-based spectrograms of the given stimuli, with cut-off 

frequencies of .02 to 5 kHz. The 256-band spectrograms were down sampled to 1 kHz and scaled 

with an exponent of 0.6. A spectrogram predictor was then created by summing the 256-band 

spectrograms in eight logarithmically spaced frequency bands. An onset spectrogram predictor 

was also defined to control for representations of acoustic edges using an auditory edge detection 

model (Fishbach et al., 2001). The auditory edge detection model was applied to each frequency 

band from the 256-band spectrogram, using the parameters as outlined in Brodbeck et al. (2020). 

Eight logarithmically spaced frequency bands were created from the sum of the onsets across the 

256-band spectrograms to generate 8-band onset spectrogram predictors.  

3.2.7 Linguistic Models 

Information-theoretic models were used to assess linguistic processing. Information 

theoretic models assume that listeners maintain predictive models of speech that can be associated 

with brain activity through measures of surprisal and entropy (Brodbeck, Hong, et al., 2018). As 

such, predictive models were defined across phoneme sequences for the target speech using a 

Montreal Forced Aligner (McAuliffe et al., 2017). Three information-theoretic models were 

created: 1) sublexical model, 2) word-form model, and 3) sentence model. Each model consisted 

of a time-series of pulses at each phoneme onset. A word onset predictor was also included to 
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control for neural responses at the onset of each word-initial phoneme. Lastly, a phoneme onset 

predictor was included to control for neural responses to the onsets of all other phonemes. 

3.2.7.1 Sublexical Model 

The sublexical model assumes that listeners use local context to predict upcoming 

phonemes based on prior sounds. A 5-gram model (Heafield, 2011) was trained on phoneme 

sequences from the SUBTLEX-US corpus (Keuleers & Brysbaert, 2010). This 5-gram model 

functions such that a probability distribution is computed for each phoneme in the audiobook target 

stimuli that is based on the four preceding phonemes. Sublexical surprisal and sublexical entropy 

predictors were calculated based on the probability distribution. Sublexical surprisal captures the 

surprisal of a given phoneme at a given position and measures the amount of new information 

provided by a stimulus. Sublexical entropy reflects the uncertainty of what an upcoming phoneme 

will be. An entropy response indicates that listeners predict future input before encountering that 

phoneme (Pickering & Gambi, 2018). 

3.2.7.2 Word-form Model 

The word-form model assumes that listeners use a probabilistic model to recognize a word 

that is currently being heard based on all the information since the start of the current word. 

Notably, the word-form model does not account for any informational context prior to the start of 

the current word. The model uses the cohort model of word recognition (Brodbeck, Hong, et al., 

2018), which assigns each word in the stimuli a probability based on its count frequency in the 

SUBTLEX corpus (Keuleers & Brysbaert, 2010). The cohort model was applied to each word in 

the stimuli, which begins with the complete lexicon at the first phoneme position and removes 

words that are no longer compatible for each subsequent phoneme. The resulting probability 
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distribution provides phoneme surprisal and cohort entropy predictors. Phoneme surprisal was the 

inverse log of the posterior probability of a given phoneme based on the preceding phonemes. 

Cohort entropy is the amount of information over all the words in the cohort.  

3.2.7.3 Sentence Model 

The sentence model assumes that listeners use a wider, global context to modulate their 

phoneme-by-phoneme expectations and functions similarly to the word-form model. However, the 

sentence model differs from the word-form model in that the expectation for each word changes 

based on sentence context. A lexical 5-gram model (Heafield, 2011) was trained on the 

SUBTLEX-US corpus (Keuleers & Brysbaert, 2010) to create probabilities for each word in the 

lexicon based on the preceding four words. The resulting probability distributions provide 

predictors of phoneme surprisal and cohort entropy. For the sentence model, phoneme surprisal 

was the inverse log of the posterior probability of a given word based on the preceding words, and 

cohort entropy is the amount of information over all words in the cohort. 

3.2.8 Statistical Analyses 

Statistical tests were conducted using R, version 4.1.3 (R Core Team, 2022), unless 

otherwise noted. The following R packages were used: ggplot2, version 3.3.6 (Wickham, 2016) 

and rstatix version 0.7.0 (Kassambara, 2021).  

First, associations between age and comprehension scores, prediction accuracy, and SSQ 

scores were assessed to examine whether participant ages were related to speech comprehension 

and neural tracking. If age showed a significant relationship with comprehension scores, prediction 

accuracy, or SSQ scores, then age was included as a covariate in the analyses. Two-way repeated 
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measures analysis of variances (ANOVA) were performed with an alpha level of .05 to examine 

the effect of listening condition and SPLD group on speech comprehension scores and neural 

processing of acoustic and linguistic information. Tukey post hoc tests were performed on any 

significant effects or interactions. 

Neural processing of acoustic and linguistic information was calculated using mass-

univariate analysis by comparing the predictive accuracy (z) between the Full model and a model 

missing the predictors of interest. For each acoustic and linguistic model, I first averaged the 

predictive accuracy across both the quiet and SSN listening conditions at individual electrodes. 

Then, I used a mass-univariate, single-sample t-test to test whether the averaged difference in 

prediction accuracy (z) between the Full model and the model missing the predictors of interest 

was statistically greater than zero. The mass-univariate is a cluster-based permutation test 

implemented in the Eelbrain package that uses a t-value equivalent to uncorrected p ≤ .05 as the 

cluster-forming threshold. Clusters were based on the identification of meaningful effects across 

groups of adjacent electrodes that showed the same effect (Maris & Oostenveld, 2007). A corrected 

p-value was then computed for each cluster based on the cluster-mass statistician null distribution 

from 10,000 permutations (Maris & Oostenveld, 2007). The largest t-value from the cluster (tmax) 

is reported as an estimate of effect size (Brodbeck, Hong, et al., 2018). 

To understand the effects of SPLD and listening condition on neural tracking of acoustic 

information, prediction accuracy for the acoustic model to the target speaker was analyzed using 

a two-way repeated measures ANOVA with a within-subjects independent variable of listening 

condition (quiet, SSN) and a between-subjects independent variable of SPLD group (more, fewer). 

For each listening condition, the acoustic model to the target speaker was calculated as the 

difference between the Full model and a model with all predictors except for the gammatone 
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spectrogram to the target speaker and the gammatone onset spectrogram to the target speaker. The 

ANOVA was fit to examine the extent to which prediction accuracy of acoustic information from 

the target speaker differed as a function of SPLDs and listening condition. If the acoustic model 

showed significant effects or interaction, a follow-up ANOVA was used to examine the extent to 

which individual predictors, gammatone spectrogram and gammatone onsets spectrogram, 

contributed to the significant results. Then, a two-way repeated measures ANOVA was used to 

examine the extent to which prediction accuracy of linguistic features differed as a function of 

linguistic model (sublexical, word, sentence), listening condition, and SPLDs.  

Finally, I examined the effect of SPLDs on the mTRFs for any predictors that showed a 

significant effect of SPLDs on prediction accuracy. The global field power of the mTRF was 

calculated across the corresponding region of interest from the prediction accuracy analysis. The 

global field power of the mTRF was then compared between listeners with more and fewer SPLDs 

using an ANOVA. The mTRF analyses were implemented in the Eelbrain package with default 

parameters except for the analysis time window, which was modified to 0 to 500 ms. 

3.3 Results 

3.3.1 Speech comprehension performance is not affected by SPLDs 

First, comprehension question performance was analyzed to examine whether performance 

differed in quiet and SSN and whether listeners with more SPLDs performed worse than those 

with fewer SPLDs (Figure 8). The two-way repeated measures ANOVA revealed that there was a 

significant effect of condition (F(1,58)= 16.237, p < .001, ηp
2 = .219), which indicates that overall 
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speech comprehension performance was greater in quiet (M = .873 SE = .082) compared to the 

SSN (M = .817, SE = .123) listening condition. However, there was no significant effect of SPLD 

(F(1,58)= 2.387, p = .128, ηp
2 = .040), nor interaction of condition and SPLD (F(1,58)= 0.858, p 

= .358, ηp
2 = .015). These null results indicate that speech comprehension performance was not 

impacted by SPLDs. 

 

Figure 8: Comprehension Question Performance. Participants were median split into more self-perceived 

listening difficulties (SPLDs) or fewer SPLDs (Mdn = 8.469). Comprehension question performance in each 

listening condition and split by more and fewer SPLDs is displayed. Individual data points reflect average 

performance for each particpant. Performance was significantly poorer overall in the SSN listening condition, 

but speech comprehension performance did not differ as a function of SPLDs. 
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3.3.2 Neural tracking of acoustic information is affected by listening condition but not 

SPLDs 

The acoustic predictors of the target speech significantly contributed to model prediction 

beyond the linguistic predictors in a cluster that spread across all 61 electrodes (tmax = 12.082, p < 

.001; Figure 9A). This indicates that there was robust neural tracking of the acoustic information 

in speech. Results of the two-way repeated measures ANOVA revealed that prediction accuracy 

for the acoustic predictors was modulated by listening condition (F(1,58)= 98.735, p < .001, ηp
2 = 

.630). Prediction accuracy was significantly lower in the SSN listening condition (M = .004, SD = 

.002) than the quiet listening condition (M = .014, SD = .007; Figure 9B). Prediction accuracy did 

not differ by SPLDs (F(1,58)= 0.017, p = .898, ηp
2 < .001). The interaction between listening 

condition and SPLDs was also not significant (F(1,58)= 0.179, p = .674, ηp
2 = .003). These results 

suggest that neural tracking of acoustic information is reduced in the presence of background noise. 
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Figure 9: Neural Tracking of Acoustic Information Across Listening Conditions. A) Prediction accuracy to 

acoustic predictors (gammatone spectrogram and gammatone spectrogram onsets) were significantly above 

zero in a cluster of electrodes highlighted in yellow. B) Average prediction accuracy in quiet and speech 

shaped noise (SSN) for listeners with more and fewer self-perceived listening difficulties (SPLDs) for acoustic 

predictors (i.e., combined gammatone spectrogram and gammatone spectrogram onsets). Error bars denote 

standard error of the mean. Prediction accuracy decreases in SSN but does not differ by SPLDs. C) Global 

field power of multivariate temporal response functions (mTRFs) by SPLDs. Shaded areas denote standard 

error of the mean.  
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Next, I assessed the extent to which specific acoustic predictors of the target speech 

contributed to the condition effect. Both acoustic predictors significantly contributed to overall 

model prediction (gammatone spectrogram: 59 clusters; tmax = 6.309, p < .001; gammatone 

spectrogram onsets: 61 clusters; tmax = 10.218, p < .001; Figure 10A). A two-way repeated 

measures ANOVA revealed a significant interaction of acoustic predictor and listening condition 

(F(1,59)= 36.704, p < .001, ηp
2 = .384). Post hoc analysis showed that prediction accuracy for 

gammatone spectrogram onsets (M = .005, SD = .003) was significantly greater than gammatone 

spectrogram (M = .001, SD = .001) in the quiet condition (p < .001). Additionally, prediction 

accuracy for gammatone spectrogram onsets significantly decreased in SSN (p < .001). However, 

prediction accuracy of gammatone spectrogram (M = .001, SD = .001) and gammatone 

spectrogram onsets (M = .001, SD = .001) did not differ within the SSN listening condition (p = 

.827).  

There were also significant effects of acoustic predictor (F(1,59)= 47.408, p < .001, ηp
2 = 

.446) and listening condition (F(1,59)= 73.097, p < .001, ηp
2 = .553). These significant effects 

indicate that prediction accuracy was overall greater for gammatone spectrogram onsets compared 

to gammatone spectrogram, regardless of listening condition (gammatone spectrogram onsets: M 

= .003, SD = .003; gammatone spectrogram: M = .001, SD = .001). Moreover, the significant effect 

of listening condition indicates that overall neural tracking was higher in the quiet condition (M = 

.003, SD = .003) compared to the SSN condition (M = .001, SD = .001). Together, these significant 

findings indicate that prediction accuracy for acoustic information in the target speaker is driven 

by gammatone spectrogram onsets in quiet, but this effect is dampened in the presence of SSN 

(Figure 10B). 
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Figure 10: Neural Tracking of Acoustic Predictors. A) Increase in prediction accuracy due to gammatone 

spectrogram (left) and gammatone spectrogram onsets (right) was significantly above zero in clusters of 

electrodes highlighted in yellow. B) Prediction accuracy in quiet and speech shaped noise (SSN) listening 

condition for the gammatone spectrogram and gammatone spectrogram onsets. Prediction accuracy for 

gammatone spectrogram onsets significantly decreased in the SSN listening condition. However, prediction 

accuracy of each acoustic predictor did not differ based on self-perceived listening difficulties (SPLDs). Error 

bars denote standard error of the mean. C) Global field power of multivariate temporal response functions 

(mTRFs) by SPLDs. Shaded areas denote standard error of the mean.  
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In summary, neural tracking of acoustic information significantly dropped in the presence 

of background noise. However, listeners with more and fewer SPLDs did not differ in neural 

tracking of the acoustic information in continuous speech. 

3.3.3 Neural tracking of linguistic information is not modulated by SPLDs 

The linguistic predictors significantly contributed to overall model prediction, beyond the 

effect of acoustic predictors (55 clusters; tmax = 6.404, p < .001; Figure 11). This indicates that 

listeners tracked the linguistic information in the target speech. Age showed a significant 

Spearman’s rank correlation with overall linguistic prediction accuracy ( = -.330, p < .001), which 

suggests that older participants had lower prediction accuracy of linguistic information. Thus, age 

was included as a covariate in the ANOVA. The results from the two-way repeated measures 

analysis of covariance (ANCOVA) revealed no significant main effect of SPLDs (F(1,57)= 0.511, 

p = .478, ηp
2 = .009) nor interaction of condition and SPLDs (F(1,57)= 0.520, p = .474, ηp

2 = .009). 

However, there was a marginal main effect of condition (F(1,57)= 3.814, p = .056, ηp
2 = .063). 

This marginally significant main effect suggests that there was a trend for greater prediction 

accuracy for linguistic information in quiet (M = .002, SD = .003), relative to the SSN listening 

condition (M = .001, SD = .002). A significant main effect of age was also observed (F(1,57)= 

9.600, p = .003, ηp
2 = .144), which was expected given the significant correlation reported earlier. 

Collectively, these results suggest neural tracking of linguistic information overall decreases with 

age and is also reduced in the presence of background noise. 
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Figure 11: Neural Tracking of Linguistic Information. Prediction accuracy to linguistic information were 

significantly above zero in a cluster of electrodes highlighted in yellow. B) Average prediction accuracy in 

quiet and speech shaped noise (SSN) for listeners with more and fewer self-perceived listening difficulties 

(SPLDs) for linguistic predictors. Error bars denote standard error of the mean. Prediction accuracy did not 

differ by SPLDs nor listening condition. C) Global field power of multivariate temporal response functions 

(mTRFs) by SPLDs. Shaded areas denote standard error of the mean.  
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3.3.4 SPLDs affect neural tracking of sentence-level information 

Lastly, I conducted an analysis to examine the extent to which prediction accuracy of 

contextual information (i.e., sublexical, word, sentence) differed by condition and SPLDs (Figure 

12). Each level of contextual information significantly contributed to overall model prediction 

(sublexical: 50 clusters; tmax = 6.447, p < .001; word: 3 clusters; tmax = 3.617, p = .014; sentence: 8 

clusters; tmax = 3.621, p = .013). Similar to the linguistic model, age showed a significant 

relationship with sublexical prediction accuracy ( = -.270, p = .003). First, a three-way repeated 

measures ANCOVA with a between-subjects independent variable of SPLD group, within-

subjects independent variable of listening condition and linguistic predictor (sublexical, word-

form, sentence-level), and a covariate of age was performed. However, the ANCOVA revealed no 

significant effect of age on prediction accuracy (F(1,57)= 2.666, p = .108, ηp
2 = .045). This 

indicates that age did not have a significant main effect on prediction accuracy at the sublexical, 

word, or sentence-level. Therefore, a two-way repeated measures ANOVA, without age, was 

performed. Results from the ANOVA revealed a significant main effect of predictor (F(2,116)= 

7.267, p = .001, ηp
2 = .111). Post hoc analysis indicated that prediction accuracy was significantly 

higher at the sublexical level (M = .001, SD = .001) compared to the word level (M = .0004, SD = 

.001; p = .004). However, no significant main effects of SPLDs (F(1,58)= 1.194, p = .279, ηp
2 = 

.020) or condition (F(1,58)= 3.570, p = .064, ηp
2 = .058) were observed. 

There was a significant interaction of predictor and SPLDs (F(2,116)= 3.758, p = .026, ηp
2 

= .061, power = .954). Tukey’s post hoc analysis showed that listeners with more SPLDs had 

higher prediction accuracy for sentence-level information than listeners with fewer SPLDs (more 

SPLDs: M = .001, SD = .002; fewer SPLDs: M = .0003, SD = .001). No other significant 

interactions were present between SPLDs and condition (F(1,58)= 0.567, p = .454, ηp
2 = .010), 
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predictor and condition (F(2,116)= 2.182, p = .117, ηp
2 = .036), or SPLDs, predictor, and condition 

(F(2,116)= 0.015, p = .985, ηp
2 < .001). Collectively, these results indicate that: 1) neural tracking 

of sublexical information was greater than word and sentence-level information, and 2) listeners 

with more SPLDs had enhanced neural tracking of sentence-level information compared to 

listeners with fewer SPLDs. 
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Figure 12: Neural Tracking of Linguistic Information Across Contextual Levels. A) Increase in prediction 

accuracy due to sublexical (left), word-form (middle), and sentence-level information (right) was significantly 

above zero in clusters of electrodes highlighted in yellow. B) Prediction accuracy in quiet and speech shaped 

noise (SSN) listening conditions for sublexical, word-form, and sentence-level information. Prediction 

accuracy for sentence-level information was significantly greater for listeners with more self-perceived 

listening difficulties (SPLDs) relative to those with fewer SPLDs (p = .026), regardless of the listening 

condition. Error bars denote standard error of the mean. C) Global field power of multivariate temporal 

response functions (mTRFs) by SPLDs. Shaded areas denote standard error of the mean. mTRFs did not 

differ based on SPLDs. 
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3.4 Discussion 

This study investigated the extent to which neural tracking of acoustic and linguistic 

information in continuous speech differed based on SPLDs. I found that listeners with more SPLDs 

had enhanced neural tracking of sentence-level information than those with fewer SPLDs, 

regardless of the presence of background noise. Moreover, listeners with more SPLDs had 

comparable speech comprehension performance as those with fewer SPLDs. This suggests that 

listeners with more SPLDs may have increased reliance on sentence-level information as a 

compensatory mechanism to aid speech comprehension performance. 

Neural tracking of acoustic information significantly reduced in the presence of noise (i.e., 

SSN), which was consistent with prior findings demonstrating reduced neural tracking of acoustics 

when speech is masked by noise (Brodbeck et al., 2020; McHaney et al., 2021). In both listening 

conditions, I specifically examined acoustics of the target speech, but also accounted for acoustics 

of the SSN masker alone, and the mixture of the SSN masker and target speech. This was done 

because prior research has demonstrated that acoustics of the masker and mixture are encoded in 

the auditory system even when they are unattended (Brodbeck et al., 2020). However, listeners 

with more SPLDs had comparable neural tracking of acoustics of the target speech in both quiet 

and SSN as listeners with fewer SPLDs. Moreover, neural tracking of individual acoustic 

predictors (i.e., gammatone spectrogram and gammatone spectrogram onsets) was similar in quiet 

and SSN across SPLDs. This indicated that neural tracking of acoustic information in speech is 

not a contributing factor to SPLDs.  

Contrary to my prediction, neural tracking of linguistic information was only marginally 

reduced in SSN. Selective attention is necessary to focus on and attend to the target speaker when 

speech is masked in noise (Shinn-Cunningham, 2008; Shinn-Cunningham & Best, 2008). Prior 
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research has demonstrated a reduction in neural tracking of linguistic information when attentional 

demands are high (Xie et al., 2023). Thus, I predicted that there would be a significant reduction 

in neural tracking of linguistic information in the SSN listening condition. However, several 

factors in the current study may have contributed to the lack of a significant reduction in neural 

tracking of linguistic information. First, participants in the study included both younger and 

middle-aged adults and participant age was a significant covariate to neural tracking of linguistic 

information. This indicated that neural tracking of linguistic information in continuous speech 

decreased with age. Aging effects on neural tracking were not the focus of the current study, but 

additional research is needed to understand the extent to which age impacts neural tracking of 

linguistic information in continuous speech. Furthermore, the use of SSN as the masker may have 

contributed to the insignificant reduction of neural tracking of linguistic information. SSN is a type 

of energetic masker, which primarily interferes with speech perception at the level of the peripheral 

auditory system (Brungart, 2001). Therefore, energetic masking does not require cognitive 

resources to overcome the detrimental effects of masking to the degree that informational masking 

does, such as with multi-talker background noise (Brungart, 2001; Kidd et al., 1998).  

While SPLDs did not have an effect on overall neural tracking of overall linguistic 

information, SPLDs did have an effect on sublinguistic (sublexical, word-form, sentence-level) 

neural tracking. Specifically, those with more SPLDs had enhanced neural tracking of sentence-

level contextual information compared to those with fewer SPLDs, regardless of the presence of 

noise. However, only one cluster of electrodes was identified as being significantly different from 

zero in the sentence model, so the findings should be interpreted with caution. Based on the 

findings from this study, neural tracking of sentence-level information during listening may play 

one of two roles for listeners with more SPLDs in speech comprehension, but first it is important 
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to understand what neural tracking of sentence-level information means. The sentence model in 

the current study estimated the probability of the next phoneme based on the preceding four words, 

which means that the expectation of the next phoneme was modulated by broader sentence context. 

This suggests that listeners with more SPLDs utilize broader context clues from the combination 

of multiple preceding words to predict what the speaker will say next. Reliance on broader context 

likely requires greater working memory resources to hold onto larger linguistic units (i.e., words), 

while continuously updating predictions for upcoming sounds. Moreover, in the presence of 

background noise, working memory is also used to hold onto the perceived speech while filling in 

missing gaps in the speech stream caused by noise (Rönnberg et al., 2010). Thus, listeners with 

more SPLDs likely expend greater cognitive resources, both in quiet and in the presence of noise, 

to track sentence-level information when listening to continuous speech.  

Speech comprehension performance was comparable across listening conditions for those 

with more and fewer SPLDs, which suggests that listeners with more SPLDs may leverage broader 

sentence-level context as a compensatory strategy to aid listening. However, comparable speech 

comprehension performance does not beget ease of listening. Diverting cognitive resources (e.g., 

working memory) to support listening makes listening more effortful (Pichora-Fuller et al., 2016). 

When listening effort is high, listeners report greater instances of fatigue and difficulties 

understanding speech (Pichora-Fuller et al., 2016). However, some evidence suggests that reliance 

on sentence-level context actually reduces listening effort (Hunter & Humes, 2022). Therefore, it 

remains unclear how neural tracking of sentence-level context impacts listening effort in listeners 

with SPLDs. 

The findings from this study are similar to studies on aging, which found that older adults 

benefit from supportive context to predict upcoming words to a greater degree than younger adults 
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(Gordon-Salant & Fitzgibbons, 1997; Hunter & Humes, 2022; Milburn et al., 2021; Pichora-Fuller, 

2008; Pichora-Fuller et al., 1995). It is presumed that older adults largely have more life experience 

dealing with difficult listening situations, therefore, they have adopted a sentence-level listening 

strategy to aid speech comprehension performance (Pichora-Fuller, 2008). In the context of the 

findings from the current study, however, it is unlikely that listeners with more SPLDs have 

implemented this sentence-level listening strategy due to more life experience given that this study 

focused on adults under the age of 52. Additionally, the prior studies in older adults included 

listeners with elevated hearing thresholds (Gordon-Salant & Fitzgibbons, 1997; Hunter & Humes, 

2022; Pichora-Fuller et al., 1995), which could suggest that their reliance on sentence-level context 

was to compensate for degraded sensory input from hearing loss. However, all participants in the 

current study had clinically normal hearing thresholds. Thus, the listeners with more SPLDs likely 

did not have bottom-up sensory encoding deficiencies that led to using broader context to assist 

listening. Future research should focus on replicating the sentence-level findings from the current 

study to understand why listeners with SPLDs tend to rely on sentence-level contextual 

information and the extent to which it is driven by sensory encoding deficits. 

3.4.1 Conclusion 

Access to linguistic knowledge during listening is critical to speech comprehension 

performance (Gwilliams & Davis, 2022; Pichora-Fuller, 2008). This study provides novel insights 

into how individuals with SPLDs leverage linguistic information in continuous speech during 

listening. Specifically, listeners with more SPLDs rely on sentence-level contextual information 

to a greater degree than listeners with fewer SPLDs, which may serve as a listening strategy to aid 

speech comprehension performance. Sentence-level information leverages broader context to 
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predict upcoming sounds, which may result in greater listening difficulties because more cognitive 

resources are likely used to hold onto the larger linguistic units (i.e., words, phrases). Future 

research should examine the extent to which listeners with SPLDs employ this listening strategy 

in response to deficiencies in bottom-up sensory encoding, or if the listening strategy directly 

contributes to their SPLDs. 
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4.0 General Discussion 

Understanding speech in noisy listening environments becomes increasingly difficult with 

age (Helfer & Wilber, 1990; Peelle et al., 2010, 2011; Pichora-Fuller et al., 1995; Smayda et al., 

2016). Factors such as age-related hearing loss (Helfer & Wilber, 1990; Liberman et al., 2016b; 

Peelle & Wingfield, 2016) and lifetime noise exposure (Hope et al., 2013; Le Prell, 2019; Skoe et 

al., 2019) can contribute to speech perception difficulties. However, individual differences in 

speech perception can persist even in listeners with normal hearing thresholds (Lam et al., 2017; 

Oberfeld & Klöckner-Nowotny, 2016; Parbery-Clark et al., 2011; Souza & Arehart, 2015; Tierney 

et al., 2019; Xie et al., 2014, 2015). One in ten clients who visit audiology clinics with complaints 

of listening difficulties have normal audiograms (Hind et al., 2011; Parthasarathy et al., 2020; 

Pryce & Wainwright, 2008; Spankovich et al., 2018; Tremblay et al., 2015). In the presence of 

normal hearing thresholds, it can be difficult to devise a helpful treatment plan for the client’s 

SPLDs because the source driving their difficulties is unclear.  

Speech processing involves a combination of bottom-up and top-down cognitive processes 

(Lam et al., 2017; Parthasarathy et al., 2020; Pichora-Fuller et al., 2016; Rönnberg et al., 2013). 

Prior research into SPLDs in the presence of normal hearing thresholds has focused on potential 

deficits in bottom-up auditory processing (Bharadwaj et al., 2015; Bharadwaj, Verhulst, et al., 

2014; Bramhall et al., 2017; Liberman et al., 2016a; Paul et al., 2017; Stamper & Johnson, 2015a, 

2015b; Valderrama et al., 2018; Verhulst et al., 2018). However, much less is known about the 

contributions of top-down processes into SPLDs. The goal of this dissertation was to examine the 

contributions of top-down decisional and linguistic processes that support speech perception in 

SPLDs in young and middle-aged listeners with normal hearing thresholds. Aim 1 of this 
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dissertation study examined the extent to which the decisional processes that support speech in 

noise categorization differed in listeners with more SPLDs (Study 1). Aim 2 of this dissertation 

study investigated the extent to which SPLDs impacted the use of acoustic and linguistic 

information during continuous speech processing in quiet and noisy listening situations (Study 2).  

Collectively, the results from these studies demonstrate that listeners with SPLDs have 

different approaches to listening. Study 1 revealed that listeners with more SPLDs were less 

efficient at extracting relevant information from a stimulus to make a categorization decision and 

received less benefit from decreasing background noise. Those with more SPLDs were also more 

impulsive responders, making riskier decisions that had a higher likelihood of being inaccurate. 

These findings have significant implications for understanding the neurobiology of top-down 

cognitive resources in SPLDs. Prior research indicates that decision thresholds are associated with 

pre-stimulus CON activity during speech perception in noise (Vaden et al., 2022). The link 

between decision thresholds and CON activity suggests that CON activity benefits speech 

perception in noise by raising decision thresholds for more cautious responding. In the context of 

the findings from Study 1, listeners with fewer SPLDs may have higher pre-stimulus CON activity 

which may allow them to make speech in noise categorization decisions more efficiently.  

Additionally, Study 1 demonstrated that listeners with more SPLDs were more impulsive 

responders when categorizing phonemes in noise than those with fewer SPLDs, regardless of SNR 

level. Impulsive responding suggests that listeners with more SPLDs were prioritizing speed of 

categorization over accuracy of their response. This phenomenon is also known as the speed-

accuracy tradeoff (Bogacz et al., 2010). At first, it may seem as if impulsive responding does not 

negatively affect speech in noise categorization given that overall accuracies on the task did not 

differ as a function of SPLDs. However, it’s important to consider the combination of evidence 
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accumulation rates and decision thresholds when interpreting these findings. The lower decision 

threshold suggests that listeners with more SPLDs required less information to make a decision. 

Although listeners with more SPLDs needed less information for categorization, were not very 

efficient at extracting critical information from the speech stimulus to reach that lower threshold. 

Listeners wither fewer SPLDs had higher decision thresholds and faster evidence accumulation 

rates for easier SNR levels than those with more SPLDs. This indicates that listeners with fewer 

SPLDs were able to collect enough information to reach their higher threshold at a faster rate than 

listeners with more SPLDs did to reach their lower threshold. Overall, the findings from Study 1 

demonstrate that listeners with more SPLDs have a deficit in the decisional processes that support 

speech in noise categorization. 

Study 2 demonstrated that listeners with more SPLDs had enhanced neural tracking of 

sentence-level linguistic information in continuous speech compared to listeners with fewer 

SPLDs. Neural tracking of acoustic information in continuous speech did not differ as a function 

of SPLDs. Additionally, speech comprehension performance did not differ in quiet or in the SSN 

listening conditions based on SPLDs. These findings suggests that listeners with more SPLDs may 

leverage global sentence-level context as a strategy to aid speech comprehension. However, this 

‘strategy’ may have cognitive consequences for the listener. Neural tracking of sentence-level 

information means that the listener must hold onto larger linguistic units (i.e., multiple words) in 

working memory for speech comprehension. Actively holding onto words in memory to update 

predictions for upcoming speech sounds would leave fewer cognitive resources available for other 

tasks.  

Furthermore, increased representations of sentence-level linguistic information were 

evident in listeners with more SPLDs, regardless of the listening condition. This suggests that 



 79 

listeners with more SPLDs may leverage global context in all types of listening scenarios, which 

may not be beneficial. In a multi-talker listening scenario, there would be a higher probability for 

speech from a background talker to interfere with the words that are being held in working 

memory. Thus, the global context that is being used to update predictions for upcoming speech 

sounds would have a higher likelihood of being contaminated from background talkers. Thus, 

leveraging global context in the form of sentence-level information is likely a poor listening 

‘strategy’ and could very well contribute to SPLDs.  

When combining the data and findings from both studies, they provide evidence to suggest 

that individuals with more SPLDs process speech differently than those with fewer SPLDs. 

Listeners with more SPLDs received less benefit from decreasing background noise levels to 

extract critical information from an auditory stimulus for decision-making relative to listeners with 

fewer SPLDs. Additionally, listeners with more SPLDs may rely on sentence-level linguistic 

context during listening to aid speech comprehension. However, it remains unclear whether a 

causal relationship exists between evidence accumulation rates and enhanced neural tracking of 

sentence-level linguistic information. Do listeners upregulate neural tracking of sentence-level 

information because of poor sensory extraction of relevant information? Or does the cognitive load 

of tracking sentence-level information cause listeners to have poor sensory evidence 

accumulation? Future research should investigate the extent to which a shared, underlying 

mechanism exists between evidence accumulation rates and neural tracking of sentence-level 

information. 

Theoretically, overlapping mechanisms between evidence accumulation rate and neural 

tracking of sentence-level information are possible. Extant research has demonstrated that 

evidence accumulation rate (Gold & Shadlen, 2002; Heekeren et al., 2004; Rolls et al., 2010; 
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Wang, 2002) and cognitive processes, such as working memory (D’Esposito, 2007), are associated 

with activity in the prefrontal cortex. If enhanced neural tracking of sentence-level information is 

in fact more taxing on cognitive resources, as posited in Study 2, then neural tracking of sentence-

level information could be associated with increased prefrontal cortex activity during speech 

perception as well.  The EEG data from Study 2 cannot be used to examine precise neural sources 

of sentence-level neural tracking due to poor source localization from the EEG (Michel & Murray, 

2012). Prior research using functional magnetic resonance imaging has demonstrated that extra-

auditory regions in the prefrontal cortex are recruited to assist with listening in challenging 

environments (Du et al., 2016; Peelle & Wingfield, 2016; Shinn-Cunningham, 2017; Wong et al., 

2009). Thus, it is plausible that neural tracking of sentence-level information is associated with 

recruitment of similar frontal regions to aid listening. Carefully designed neuroimaging studies 

that assess neural tracking of linguistic information in continuous speech are needed to understand 

the extent to which neural tracking of linguistic information at different contextual levels and 

evidence accumulation share a common mechanism.  

4.1 Limitations 

While careful consideration was given to the designs of both studies and analyses in this 

dissertation, there are a few limitations to acknowledge. First, the range of SSQ scores across both 

studies were 5.2 to 9.9, where higher scores reflect fewer SPLDs, even though sample sizes in both 

studies were large (Study 1: n = 77; Study 2: n = 63). As such, it is unclear how evidence 

accumulation rates and neural tracking of sentence-level information may change with more 

extreme SPLDs (i.e., SSQ scores < 5). Extreme SPLDs may not have been observed because both 
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studies in this dissertation focused on adults with normal hearing thresholds. A prior study in 

younger and middle-aged adults used SSQ scores below 7.25 as a cutoff for overall speech, spatial, 

and hearing difficulties, even though some of the adults had measurable hearing impairment 

(Demeester et al., 2012). In addition to this, the researchers that developed the SSQ observed a 

mean SSQ score of 5.6 in older adults with hearing impairments (Gatehouse & Noble, 2004). 

Therefore, the SSQ scores across both studies in this dissertation closely align with scores observed 

in prior studies and are likely accurate reflections of SPLDs in adults with normal hearing 

thresholds. 

A second limitation of this dissertation surrounds the use of pure tone hearing thresholds 

as the sole exclusionary criteria for hearing acuity in both studies. Pure tone thresholds provide a 

quick and accurate measure of hearing sensitivity but do not provide a detailed view of hearing 

health. For instance, hearing thresholds can be within normal range, while other aspects of the 

auditory system show signs of impairments (Mepani et al., 2020; Mokrian et al., 2014). Therefore, 

it begs the question as to whether the participants in this dissertation may have exhibited other 

signs of hearing impairments that were not captured by the standard audiogram. A potential avenue 

for future research could examine the extent to which listeners with more SPLDs may have specific 

audiometric profiles across a battery of audiological tests. An in-depth audiological profile may 

help to explain the mechanisms underlying the decisional processes that support speech in noise 

categorization and enhanced representations of sentence-level information during listening. 

Finally, the significant result from Study 2 demonstrating increased representations of 

sentence-level information in listeners with more SPLDs was based off of a single significant 

cluster of electrodes. The mTRF results in Study 2 identified eight clusters of electrodes that 

showed similar patterns of activity that contributed to the overall neural tracking of both acoustic 
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and linguistic information. However, only one cluster out of the eight was identified as 

significantly contributing to overall neural tracking. As such, the results from Study 2 should be 

interpreted with caution. Although the finding was based off of a single cluster, the results are 

promising and encourage further investigation into individual differences in the use of local and 

global context to aid speech comprehension in adults with SPLDs. 

 

4.2 Conclusions 

The collective findings from this dissertation study contribute to our understanding of 

SPLDs in listeners with normal hearing thresholds. Study 1 provides novel insights into perceptual 

decision-making in adults with SPLDs and normal-hearing thresholds. Listeners with more SPLDs 

were less efficient evidence accumulators and more impulsive responders in noisy listening 

situations. Moreover, the findings from Study 2 provide neurophysiological evidence to indicate 

that listeners with more SPLDs may leverage global linguistic context as a potential listening 

strategy to aid speech comprehension performance. However, this strategy may be more taxing on 

cognitive resources, which may underlie an aspect of SPLDs. In summary, the findings from this 

dissertation study encourage further investigation into top-down cognitive processes in adults with 

normal hearing thresholds and SPLDs. 
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