
Metal Oxides for Hydrogen Activation and Sustainable Chemical Conversions

by

Evan V. Miu

B.S. in Chemical Engineering, Bucknell University, 2016

Submitted to the Graduate Faculty of

the Swanson School of Engineering in partial fulfillment

of the requirements for the degree of

Doctor of Philosophy

University of Pittsburgh

2023



UNIVERSITY OF PITTSBURGH

SWANSON SCHOOL OF ENGINEERING

This dissertation was presented

by

Evan V. Miu

It was defended on

June 13, 2023

and approved by
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Our green, renewable future remains an unsatisfyingly distant reality. Although we

are taking actions to suppress anthropogenic harm to the natural world, there is scientific

consensus that radical changes are needed today to avoid significant ecological and climate

damage. In this direction, a hydrogen-based economy has been proposed as a sustainable

alternative to a fossil-based economy. Hydrogen is receiving such attention because it has

the potential to be carbon-free, producing only water when used as a fuel. However, the

production of hydrogen is currently tightly linked to fossil fuels, and fossil-free methods

remain under-developed. Sourcing hydrogen from water and renewable electricity has been

proposed as a significant opportunity for making positive steps towards a more sustainable

future.

This dissertation focuses on the development of catalytic schemes that combine water

electrolysis and hydrogenation chemistries through mediated hydrogen transfers. The spe-

cific approach uses metal oxide hydrogen bronzes to electrocatalytically activate hydrogen

from water and then supply it for general hydrogenation chemistries. It is worth noting that

the chemical industry is the leading consumer of hydrogen, and it will remain so for many

decades. This work is driven by the hypothesis that these bronzes offer fine control over the

activity of hydrogen and can be tuned to accommodate specific hydrogenations. Research

herein includes fundamental studies of the thermodynamics, transport phenomena, and ki-

netics of hydrogen intercalation into metal oxides. Additionally, a mediated hydrogenation

using tungsten oxide is demonstrated. Overall, this research offers foundational knowledge of

bronze-mediated hydrogenations and presents a means for environmentally benign hydrogen

utilization, bringing us closer to a sustainable chemical industry.
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1.0 A Perspective on What Sustainable Hydrogen Could Look Like in

Chemical Manufacturing

The International Panel on Climate Change (IPCC) reported in April 2022 that global

surface temperatures are likely to rise at least 1.5 ◦C in the 21st century.[1] The report

projected this minimum temperature increase as a best case scenario, considering maximum

CO2 and greenhouse gas (GHG) emissions occurring between the years of 2020-2025. Pre-

venting larger surges in temperature immediately requires “rapid and deep reductions in

GHG emissions,” with net-zero CO2 emissions necessary by 2050. These reductions amount

to an average of 7.6% of GHG emissions per year—in comparison, the global halt in trade

precipitated by the COVID-19 pandemic reduced GHG emissions in 2020 by only 6.7% for

the full year versus 2019.[2, 3] If current policies and practices are maintained with no change,

then temperature increases are projected to exceed 3 ◦C by 2100 and will continue to rise

thereafter. The findings of the IPCC communicate a clear and urgent message: changes in

the operation of the world’s economies and industries are needed today, or else significant

climate damage is inevitable.

In pursuit of limiting GHG emissions, hydrogen has long been proposed as a carbon-free

alternative to petroleum-derived fuels and materials.[4] The great promise of hydrogen is

that, once burned or oxidized for energy, it produces only water as a byproduct. This clean

energy source can be used as a fuel for vehicles or for heating homes. It can also be used

as an accessible source of hydrogen atoms in the chemical industry, allowing for the sus-

tainable production of valuable materials and compounds. Nearly all of the current demand

for hydrogen is attributable to the manufacturing and chemical industries, and not to fuel

applications.[5] Continuing through 2030, this hydrogen demand will sink to just above 50%

in the IEA’s Net Zero Emissions by 2050 scenario, with cases such as transportation and

energy making up the other use streams. While H2 would be a clean resource, 99% of hydro-

gen is currently produced from fossil fuels.[6, 7] In the US, 95% of hydrogen is produced via

steam methane reforming (SMR), which is an energy intensive process that converts methane

and steam to hydrogen and carbon monoxide. To increase hydrogen output, water gas shift
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(WGS) is performed in conjunction with SMR, converting CO to CO2. A recent study[8]

has shown that SMR with WGS emits approximately 20% more GHGs per unit energy than

the direct burning of methane when the produced H2 is used as a fuel. Furthermore, SMR

produces 13 kg of CO2 per 1 kg of H2, resulting in ∼900 Mt of global CO2 emissions per

year.[9] Although the use of hydrogen is carbon-free, its synthesis and production is highly

polluting.

Acknowledging the carbon intensity of fossil-based hydrogen, carbon capture, utilization,

and storage (CCUS) has been proposed as a way of reducing CO2 emissions.[10] CCUS im-

plementations are added to (or modify) SMR processes, adsorbing, separating, or converting

CO2 to inhibit its emission. Hydrogen produced via SMR and CCUS is termed “blue” hydro-

gen, and is being pursued as a clean fossil-based hydrogen. Although a promising approach,

carbon capture is notoriously difficult to implement, limited by poor return on investment

that is inadequately offset by carbon credit programs or political incentives.[11] CCUS also

only offsets the carbon emission issue, necessitating either storage or use of the captured

CO2. It is not currently clear what a sustainable long-term CCUS solution will look like.

Recognizing the difficulties of CCUS implementation, there is growing evidence of a need for

fossil-free hydrogen.[12]

This need has motivated decades of research into electrochemical water splitting. In

general, water splitting (also electrolysis) generates H2 and O2 from water, constituting

what is known as “green hydrogen” when the input is renewable electricity. Today, green

hydrogen represents about 1% of the H2 that is produced, increasing to only 25% by the

year 2050 in net-zero scenarios.[13] Part of the reason water electrolysis is difficult to use

more frequently is because it remains a more expensive source of hydrogen than methods

such as SMR. Depending on natural gas prices, the highest performing electrolyzers can

approach cost equivalence with SMR, however, most implementations can only produce H2

that is twice as expensive.[7] More specifically, H2 derived from fossil resources (coal, natural

gas, etc.) currently carries a levelized cost of 0.5-2 USD/kg. By contrast, hydrogen from

renewable source (including “green hydrogen”) has a levelized cost of 3-8 USD/kg.[14] The

high cost of electrolysis therefore limits the proliferation of green hydrogen, even if the

approach represents a carbon-free (in terms of chemistry to produce H2) source of H2.
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The proposition of a hydrogen economy supported by “green hydrogen” from electrolysis

carries yet another intrinsic cost associated with H2. This concept is visualized in Figure 1.

In water splitting, H2 is generated in conjunction with the oxidation of water to O2, requiring

a thermodynamic minimum input of 1.23 V defined by the positions of the O2/H2O (+1.23 V

vs. RHE) and H+/H2 (0 V vs. RHE) redox couples. These couples are shown by vertical lines

in the top section of Figure 1. Building an industry around H2 as a hydrogen carrier therefore

embeds this +1.23 V energy expenditure into every hydrogen unit. This dissertation asks

the following question: is making H2 from water the best way to provide reactive hydrogen

for chemical manufacturing?

It is important to note that the chemical industry needs hydrogen for platform high-

volume chemistries such as ammonia and methanol synthesis. With SMR as our main means

of producing hydrogen, industrial chemical transformations have traditionally relied on H2

as a hydrogen source. Prototypical climate scenarios propose “green” H2 as a 1-to-1 swap

for SMR H2 in order to take advantage of existing chemical processes. In this approach, the

main hydrogenation inputs would not be different, only the progeny of the H2 would change.

We note that there only exists a small range of chemistries (Figure 1, highlighted in

pink) in which H2 is a practical hydrogen carrier. The bounds of this region are 1x10−9

atm (accessible vacuum) to 1000 atm (high pressure reactors). If “green hydrogen” were

to be a go to hydrogen input, then only hydrogenations which can be performed in this

range are feasible. Many important processes do operate in this range, however, Figure 1

communicates three opportunities in moving away from H2:

1. Easily accessible electrochemical potentials correspond to entirely intractable H2 fugaci-

ties (green region)

2. Electrolyzing H2O to H2 could be intrinsically wasteful, depending on the desired hydro-

genation (blue region)

3. For certain hydrogenations, H2O can thermodynamically behave as a hydrogen source

(orange region)

Using H2 as a hydrogen input to chemical processes limits the range of accessible hydro-

genation chemistries and the efficiency by which we can perform them. The bottom panel

3



Figure 1: Fugacity–potential duality of hydrogen transfers. The x-axes are shared and

equivalent, as defined by the Nernst equation. The top panel shows two vertical lines, one at

0.0 V vs. RHE representing the H+/H2 couples and one at +1.23 V vs. RHE corresponding

to the O2/H2O redox couple. The horizontal lines represent potential reactions, for example

electrochemical water splitting moving from O2/H2O to H+/H2. The small vertical lines

are example fictitious hydrogenations which lie in four different regions. The green region

requires fugacities of H2 which are physically unattainable in industry. The pink region,

spanning from 1000 atm to 1E-9 atm, is the space of fugacities which could be accessible when

using H2 as a hydrogen source. The blue region, between about +0.25 V vs. RHE to 1.23 V

vs. RHE is the hydrogen activity space in which using H2 as a hydrogen donor is energetically

wasteful. The orange region contains chemistries in which H2O could thermodynamically

be considered as a direct hydrogen donor. The bottom panel shows how H-mediators, the

dashed vertical lines, could be used as reductants in place of H2. Electrolysis could be

performed such that the product is H attached to some mediator instead of producing H2.
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of Figure 1 illustrates an alternative paradigm of hydrogenations in which H2O is used as a

process input and a hydrogen source in place of H2. In this manner, renewable electricity and

water are inputs to intensified reactor schemes: instead of making H2, protons and electrons

are attached to some active intermediate that has a reduction potential different than 0.0 V

vs. RHE. A suitably designed intermediate would exhibit a 1 H+ / 1 e− reduction potential

that is just negative of the desired hydrogenation target, which allows the intermediate to

then donate its hydrogen equivalents. Importantly, this scheme requires active materials

which can both selectively uptake hydrogen from water and intentionally deliver hydrogen

to another molecule. Specific examples are discussed later in this chapter. Here, we discuss

several relevant reports in literature which help frame this alternative approach to chemical

hydrogenations.

1.1 Interpreting Hydrogenation Chemistries Through the Lens of

Proton-Coupled Electron Transfers

We begin by emphasizing that hydrogen transfers are not restricted to the exchange of

an atomic H unit. The hydrogen atom is comprised of a proton and an electron—these

constituents are allowed to transfer sequentially and can also come from and go to different

locations. These steps are shown schematically in Figure 2, which is a square scheme for

proton-coupled electron transfer (PCET).[15] This image represents the conversion of some

substrate X (top left) to a hydrogenated product XH (bottom right). The diagonal line

shows a single H atom transfer, or a concerted proton-electron transfer. Horizontal lines

show proton transfers and vertical lines show electron transfers. Either is able to occur

first. These various mechanistic pathways can result in exotic reactivity and importantly

provide different handles for tuning reaction behavior, such as pH and applied electrochemical

potentials. Addition of a hydrogen atom to X can be written according to Equation 1.1.1.

X +
n

2
· H2 ⇀↽ XHn (1.1.1)

In Equation 1.1.1, X is a substrate, H2 is the dihydrogen molecule, and XHn is a hydro-
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Figure 2: Proton-coupled electron transfer square scheme for unit proton and unit electron

transfer, highlighting multiple mechanistic explanations for a general hydrogenation. A

hydrogen atom can react with some reactant A to form AH, following the diagonal line in

the center of the square. Also possible is the transfer of a proton (horizontal line) followed

by an electron (vertical line) and vice versa. The same mechanisms are feasible in the reverse

direction of dehydrogenation.

genated product. A total of n hydrogen atoms are added to X. As written, Equation 1.1.1

communicates that the underlying chemistry constitutes the transfer of atomic H units. We

can relax this by considering the following equilibrium:

H+ + e− ⇀↽
1

2
· H2 (1.1.2)

Combining Equations 1.1.1 and 1.1.2 gives:

X + H+ + e− ⇀↽ XH (1.1.3)

As written, Equation 1.1.3 communicates the possibility of decoupled proton and elec-

tron transfers. From a thermodynamic perspective, Equation 1.1.1 and Equation 1.1.3 are

equivalent. This same logic is the basis of the computational hydrogen electrode model,

which revolutionized the theoretical analysis of electrochemical catalysis.[16] We continue by

noting that Equation 1.1.3 looks like an electrochemical half reaction. As such, it has some

equilibrium reduction potential (or free energy of hydrogenation). If we wanted to select a

suitable hydrogen donor according to the scheme shown in Figure 4, then we could consider
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a similar half reaction which describes the hydrogen insertion equilibrium for a mediator.

M + H+ + e− ⇀↽ MH (1.1.4)

In Equation 1.1.4, M is a mediator and MH is its hydrogen carrying analog. Combining

with Equation 1.1.3 gives the following expression for a mediated net hydrogenation.

X + MH ⇀↽ XH + M (1.1.5)

There has been increasing evidence in the last few years that net hydrogenations can

be viewed as these coupled electrochemical half reactions.[17, 18, 19] This is schematized in

Figure 3a, where some catalyst S mediates the redox coupled hydrogenation of X to XH.

From the perspective of S, hydrogen uptake constitutes a reduction, and delivery of hydrogen

to X is an oxidation. Together, these half reactions comprise a full net hydrogenation of X.

One well-studied example of redox coupling is the thermochemical reduction of oxygen

to water and hydrogen peroxide. It has been shown to operate as coupled H2 oxidation and

O2 reduction when using H2 as a thermochemical reductant, rationalized by mixed potential

theory[17] These ties have been further evidenced by the same group of authors as they have

used analytical electrochemical techniques to successfully screen for active thermochemical

catalysts.[18] The identification of a paired redox mechanism for peroxide synthesis from H2

and O2 suggests that protons and electrons are exchanged through the course of reaction,

rather than individual H atoms. Individual catalyst particles can therefore be viewed as

short-circuited electrodes that are responsible for shuttling electrons between active sites.

Charge balancing protons are then free to independently diffuse across the surface of the

catalyst, or even exchange with a proton-conducting medium that is in contact with the

particle.

More recent work has investigated thermochemical nitrate reduction.[19] Here, nitrate

reduction to ammonia on bimetallic catalysts was shown to also proceed according to a

coupled electrochemical mechanism. The authors were able to demonstrate that the half

reactions were independently and uniquely catalyzed by the two metals (Pd, Cu) in their

catalyst. Using voltammetry, they were able to identify a potential at which HOR (on Pd)
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Figure 3: Mechanistic consequences of a proton-coupled electron transfer interpretation of

hydrogenations. a) Illustration of how a single catalytic site could be responsible for a net

hydrogenation by combining a reduction event and an oxidation event. b) Depiction of the

spatial separation of the reduction and oxidation event, a “spatially decoupled” hydrogena-

tion. c) Example of a hydrogen activation step that is followed at a later time by a hydrogen

transfer step, a “temporally decoupled” hydrogenation.
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and nitrate reduction (on Cu) occurred in equal, but opposite, rates. Under thermochemical

conditions, the authors observed a nearly identical open circuit potential, indicating that H2

and NO3
– chemically polarized the bimetallic catalyst. The authors term this phenomena

galvanic coupling.

These two examples are exergonic thermochemical reactions and simultaneously occur at

a single catalyst particle. They both used H2 as a reductant, which afforded a sufficient chem-

ical potential to hydrogenate the respective reactants. In the direction of net hydrogenation,

the initial oxidation to provide H+ and e− is exergonic, as is subsequent hydrogenation of

the target substrate. Coupled half reactions in this scenario operate analogously to fuel cells,

where these spontaneous chemical reactions shuttle electrons through short-circuited active

sites instead of an external power load to accomplish redox transformations. Considering

our interest in using H2O as a hydrogen source, it is important to recognize that activat-

ing H from H2O requires an energy input. So, if the same galvanic coupling mechanism is

to be leveraged to use H2O as a hydrogen source, then there needs to be energy added to

these reacting systems. This energy input has been achieved both electrochemically and

photochemically.

Practically, energizing these reactions has been accommplished through the spatial and

temporal separation of redox events, shown in Figure 3b and Figure 3c, respectively. In the

case of spatially separating the galvanically coupled redox events, one could imagine using a

suitable active material to physically separate, but chemically connect, two completely dif-

ferent reaction environments. This mode of operation is exemplified by palladium membrane

reactors.[20, 21, 22, 23] As shown in Figure 3b, the left compartment (orange) could be an

aqueous electrochemical environment and the right compartment (blue) could contain an

organic molecule. As long as the active material (green) can transport protons and electrons

at an adequate rate, protons from the left side of the system could be supplied as reactive

hydrogen to the right side.

Photochemical methods have also been used to supply this energy input to pull protons

and electrons from H-containing materials (typically alcohols instead of water). This scheme

is shown in Figure 3c, and has mostly been achieved in a temporally decoupled sense. UV

irradiation was shown to reduce ZnO and TiO2 nanoparticles, with the injected electrons
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accompanied by protons.[24] Ethanol was implicated as an electron hole scavenger and proton

source.[25] The injected protons and electrons were then removed by reacting with 2,4,6-

tri-tert-butylphenoxyl and 2,2,6,6-tetramethyl-piperidin-1-yl-oxyl radicals, as well as other

targets.[26] These studies make it clear that endergonic H activation from organic molecules

(i.e. PCET to some metal oxide nanoparticle) can be achieved photochemically, and the

activated H can be reacted with a range of oxidants.

Interpreting hydrogenations as PCET reactions provides unique opportunities for the

design of mediated hydrogenations. When using water as a terminal hydrogen source in a

hydrogenation reactor, there must be an input of energy in order to activate H equivalents.

This energy can be provided electrochemically or photochemically, and can also be supplied

in spatially or temporally decoupled manners. With the growing availability of cheap renew-

able electricity, we are particularly interested in exploring further electrochemically driven

hydrogenations.

Beyond specific process designs, mediated hydrogenations require certain active mate-

rials. There are several material types which can be considered as hydrogen mediators in

electrochemical schemes. At a high level, these mediators come in two major classes: homo-

geneous and heterogeneous. Homogeneous mediators are co-dispersed in the same medium

as the hydrogenation target, and therefore require separation after reaction. Although they

are highly active and selective,[27] the separation requirement makes homogeneous mediators

economically difficult to implement. Accordingly, we focus our attention on heterogeneous

hydrogen mediators.

Candidate heterogeneous H mediators must satisfy a particular set of minimal require-

ments. Mediators should reversibly uptake hydrogen without substantial changes in chemical

identity upon H activation or transfer (i.e. adequate materials will be catalytic). Materi-

als must also be able to conduct both protons and electrons. This differentiates solid H

mediators from proton conductors such as Nafion, which are commonly employed in proton-

conducting electrolyzers and stack architectures. Candidates should be solid and/or be able

to form macroscopic, rigid objects. This is especially the case when designing spatially sepa-

rated hydrogenations, since the mediator has the additional function of separating different

reaction environments. It is worth noting that these requirements are satisfied by essentially
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all electrode materials which are usable as electrodes in proton batteries.

As a specific example, metal hydrides are one of the most explored classes of materials

for mediating H transfers. Out of all hydrides, palladium has received the most attention

with respect to mediated hydrogenations.[21, 20, 28, 29, 30] Other metal hydrides are known

to form (Ti, Ni, etc.) and are of interest because they are cheaper than Pd and also pro-

vide H at wide range of chemical potentials.[31, 32] Numerous metal hydrides have also seen

use as an electrode in rechargeable nickel-metal hydride batteries. Examples include mix-

tures of cerium, neodymium, titanium, or vanadium with nickel, cobalt, iron, chromium, or

manganese. Alkali and alkaline earth metals also form hydrides.

Metal oxides are also a promising group of materials. As specific examples, V2O5, VO2,

TiO2, MoO3, and WO3 have all been explored as proton intercalation battery electrodes.[33,

34, 35, 36, 37, 38, 39, 40, 41, 42] WO3 is perhaps the most studied example from the group

of metal oxide hydrogen bronzes,[43] which are metal oxides that are known to intercalate

hydrogen into their bulk lattices. Hydrogen in these bronzes has been shown to thermo-

chemically hydrogenate organic oxidants,[44] further supporting observations made in the

oxide nanoparticle work discussed above.

Although bronzes have been shown to engage in reversible H uptake, it is still not clear

which metal oxides are appropriate for which chemical reactions. While there have been

extensive investigations into the functionality of tungsten oxide bronzes, there have been a

dramatically smaller number of studies on other bronzes, such as molybdenum, vanadium,

titanium, etc.[45, 46, 47] A large portion of the work in this dissertation therefore aimed to

answer the question of what drives hydrogen intercalation in metal oxides, such that they

can be sufficiently paired to particular hydrogenations.

In this dissertation, we are specifically interested in oxides because they are cheaper

than complementary metal hydrides (such as Pd). They also exhibit a huge accessible de-

sign space, owing to possibilities of doping, crystal structure engineering, and polymorph

expression. The insertion of hydrogen into these bronzes occurs in both electrochemical and

thermochemical environments[48, 49, 50] and is a reversible process. Hydrogen typically

bonds to the lattice oxygens of the bronzes, and results in dramatic changes in electronic

structure, optical properties, and catalytic function of the host metal oxide, offering a po-
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tential means of tuning material properties.

The majority of research described herein therefore examines fundamental aspects of

how hydrogen interacts with metal oxides. Chapter 2 investigates what characteristics of

the metal oxides influence hydrogen intercalation. Intercalation is a reversible redox reac-

tion, and so these studies are relevant both hydrogen insertion and hydrogen removal from

bulk oxides. Chapter 3 studies the transport of hydrogen in tungsten oxide thin films under

both thermochemical and electrochemical conditions. It both quantifies the diffusion of H

equivalents and provides an example of the fugacity–potential duality outlined above. Chap-

ter 4 considers how hydrogen intercalation influences the kinetics of the hydrogen evolution

reaction on tungsten oxide. Observations made in Chapter 4 have broad implications for

catalysis on metal oxides under reducing conditions in both electrochemical and thermo-

chemical settings. With these fundamental studies complete, Chapter 5 demonstrates the

full cycle of electrochemical hydrogen activation from water and delivery to a model hydro-

gen acceptor through the use of a tungsten oxide mediator. Chapter 6 then summarizes and

connects each of these individual efforts while making recommendations for future research

that could build on this body of work.
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2.0 Factors Influencing the Thermodynamics of Hydrogen Uptake by Metal

Oxides

The first part of this chapter is reproduced from “Predicting the energetics of hydro-

gen intercalation in metal oxides using acid–base properties,” which was published in ACS

Applied Materials & Interfaces.[51] The second part is taken from “Global and local connec-

tivities describe hydrogen intercalation in metal oxides,” which is currently under review at

Physical Review Letters.

2.1 Context

This Chapter investigates the thermodynamics of hydrogen intercalation and de-intercalation

in metal oxides. These thermodynamics define the driving forces for hydrogen transfers and

can differ between unique metal oxide types. The work in this Chapter frames the thermo-

dynamics of H intercalation in metal oxides through two complementary perspectives: elec-

tronic structure and geometric structure. Understanding the interplay between electronic

structure, geometry, and hydrogen insertion enables the targeted design of metal oxides for

H uptake. Accordingly, this Chapter presents the conceptual grounding necessary for the

implementation of the thermodynamic scheme presented in Figure 1 of Chapter 1.

2.2 Investigating Electronic Structure as the Driver of Hydrogen Intercalation

in Metal Oxides

2.2.1 Introduction

The ability to predict intercalation energetics from first principles is attractive for iden-

tifying candidate materials for energy storage, chemical sensing, and catalysis. In this work,
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we introduce a computational framework that can be used to predict the thermodynamics

of hydrogen intercalation in tungsten trioxide (WO3) Specifically, using density functional

theory (DFT), we investigated intercalation energetics as a function of adsorption site and

hydrogen stoichiometry. Site-specific acid-base properties determined using DFT were used

to develop linear structure screening models that informed a kernel ridge energy prediction

model. These regressions provided a series of hydrogen binding energy predictions across

stoichiometries ranging from WO3 to H0.625WO3, which were then converted to equilibrium

potentials for hydrogen intercalation. Experimental validation using cyclic voltammetry

(CV) measurements yielded good agreement with the predicted intercalation potentials.

This methodology enables fast exploration of a large geometric configuration space and re-

veals an intuitive physical relationship between acidity, basicity, and the thermodynamics

of hydrogen intercalation. Furthermore, the combination of theoretical and experimental

results suggests H0.500WO3 as a maximum stable stoichiometry for the bronzes that arises

from competition with hydrogen evolution rather than the inability of WO3 to accommo-

date additional hydrogen. Our experimental results further indicate hydrogen insertion in

WO3 is highly irreversible for low H-stoichiometries, which we propose to be a consequence

of the semiconductor-to-metal transition that occurs upon initial H-intercalation. Overall,

the agreement between theory and experiment suggests that local acid-base characteristics

govern hydrogen intercalation in tungsten trioxide, and this insight can aid the accelerated

discovery of redox-active metal oxides for catalytic hydrogenations.

Intercalation is a process where a host material accepts a guest atom into its lattice,

subsequently inducing a significant change in material properties. This process is the basis

of numerous chemical technologies, including electrochromic devices,[52, 53] sensors,[54, 55]

battery materials,[56, 57] and redox catalysis.[58, 59, 60, 61, 62] Tungsten trioxide (WO3) is

of particular interest as an intercalation host for its ability to form stable tungsten trioxide

bronzes (MxWO3) (where M is a metal or hydrogen).[48, 44, 63] Our specific interest in WO3

revolves around its use in redox catalysis, where it has been employed both as a catalyst and

a catalyst support. For example, methanol oxidation[58, 59] and CO2 reduction[61, 62] have

been shown to benefit from the use of WO3 or a closely related compound. At their core,

these reactions involve the net transfer of protons and electrons (i.e., hydrogen equivalents),
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which implies that the ability of WO3 to intercalate hydrogen to form hydrogen tungsten

bronze (HxWO3 where 0 ≤ x ≤ 0.5) may be a critical factor in its catalytic properties.

Tungsten oxide bronzes have also been explored for energy storage applications. Aside

from hydrogen, WO3 is also known to intercalate lithium, sodium, and potassium ions upon

the application of an electrochemical potential.[64, 65, 66] The process of electrochemical

intercalation involves coupled cation-electron charge transfer, where electrons are injected

into the WO3 along with charge-compensating cation under an appropriately negative elec-

trochemical potential. The reverse de-intercalation process proceeds upon application of a

positive potential. The rate of HxWO3 formation has been shown to be significantly enhanced

upon the inclusion of structural water, and WO3 · xH2O can also exhibit both battery-like

and pseudocapacitive behaviors.[67, 68] This behavior indicates that WO3 exhibits com-

plex intercalation mechanisms that depend on its precise composition, microstruture, and

chemical environment.

We recently reported that the classical picture of hydrogen spillover—the catalytic hy-

drogenation of a transition metal oxide—to crystalline WO3 is mechanistically congruent to

electrochemical intercalation, where both can be treated as heterogeneous proton-coupled

electron transfer (PCET) reactions.[69] Other work has also demonstrated the ability of

WO3 to engage in simultaneous, spatially separated thermal and electrochemical cataly-

sis, which could confer significant benefits on activity, selectivity, or stability.[70] Together,

these results point toward a unified thermodynamic description of the reactivity of hydro-

gen within metal-oxide hydrogen bronzes like HxWO3, which depends on the equilibrium

chemical potentials of protons and electrons within the oxide phase.[71]

Considering the inter-relationships between thermochemical and electrochemical reactiv-

ity in these systems, the ability to computationally predict the equilibrium potential, Ueq, for

a wide range of H-intercalation reactions would be valuable for enabling the design of new

metal-oxide based hydrogenation catalysts. In this context, hydrogen binding and diffusion in

WO3 has been extensively studied using density functional theory (DFT).[72, 73, 74, 75, 76]

Much of this work, however, has focused on narrow ranges of H stoichiometries or has not con-

sidered the effects of multiple possible atomic configurations of hydrogen within the HxWO3

lattice. To build a complete energetic description of hydrogen insertion and uptake, both
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denser sampling of compositions and specific examination of the bronze configuration space

are needed.

Computational methods for predicting the intercalation thermodynamics of metal ox-

ide materials have also been extensively developed in the context of energy storage ma-

terials. A common approach involves constructing a convex energy hull by using DFT

calculations.[77, 78, 79] In this method, multiple structural configurations are investigated

for a given stoichiometry, where the lowest-energy state is expected to be representative of

the experimentally-observed structure. This process is repeated for incremental changes in

composition, and all resulting formation energies are placed in the energy-composition plane.

A geometric convex hull is then drawn around the array of points, the vertices of which give

the stable compositions and the most thermodynamically plausible pathway for the inter-

calation reaction. Herein, we describe the prediction of proton intercalation in HxWO3 by

combining DFT calculations with linear and kernel ridge regression techniques to decrease

the overall computational expense that would normally be required to sample a wide variety

of atomic configurations. We have further coupled the computational results with experimen-

tal measurements of the H-intercalation potentials for monoclinic WO3 in aqueous sulfuric

acid solution. This combined computational-experimental approach significantly accelerates

the process of predicting H-intercalation potentials and provides additional physical insights

regarding how the acid-base and redox chemistries of oxide bronze materials are related.

2.2.2 Computational Methods

Spin-polarized density functional theory calculations were performed using the Vienna

Ab-Initio Simulation Package (VASP)[80] and all visualizations were performed using VESTA.[81]

The projector augmented wave method was used to model the electronic wavefunctions

and the Perdew-Burke-Ernzerhof functional[82] was used to approximate the exchange-

correlation energy. Grimme’s D3 correction[83] with Becke-Johnson damping[84] was in-

cluded to account for dispersion effects. The combination of PBE with the D3 correction

has been shown to improve the prediction of tungsten oxide bronze formation energies[85]

and metal oxide lattice parameters[86] with respect to uncorrected PBE. Integration of the
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Brillouin zone was performed using the tetrahedron method with Blöchl corrections.[87] A

kinetic energy cutoff of 520 eV was used to construct the plane wave basis set. During ge-

ometry relaxations, k-space was sampled using a 3 x 3 x 3 k-point mesh. Electronic energies

were converged to variations of less than 1E-6 eV and relaxations were conducted using the

conjugate gradient algorithm until all forces were smaller than 0.01 eV/Å.

Periodic calculations were performed using unit cells of WO3 that contained 8 W atoms,

24 O atoms, and the stoichiometrically relevant number of H atoms. Experimentally deter-

mined lattice parameters of monoclinic tungsten trioxide[88] were used to generate the initial,

non-intercalated metal oxide structure. Cell shape, volume, and ionic positions in the bare

WO3 were relaxed to find the initial structure for subsequent hydrogen intercalations. Table

4 in Appendix A contains the experimental and DFT relaxed lattice parameters. During

structural optimizations of the intercalated HxWO3 configurations, cell shape and volume

were kept fixed, whereas all atomic positions were allowed to relax. Bader charge analysis

was performed using the Henkelman method.[89] Local and projected electronic density of

states were generated for each optimized structure using a 5 x 5 x 5 k -point mesh. The

occupied and unoccupied electronic band centers were determined from the relevant local,

projected density of states.[90]

The binding energies (BE) of hydrogen within the HxWO3 lattice were calculated using

the following relationship:

∆Ej,bind = Ej,HxWO3 − EWO3 − 4x · EH2 (2.2.1)

where Ej,HxWO3 refers to the electronic energy of the bronze formed by binding a hydrogen at

oxygen atom j, and x is the ratio of H:W atoms included in the unit cell. EH2 is the energy

of a single diatomic hydrogen molecule. These binding energies were used in conjunction

with physicochemical descriptors to train the acid-base models.

All regression methods were performed using the scikit-learn package[91] implemented

in Python. The structural search models were built around multiple linear regressions. Data

were generated from random atomic configurations (i.e., positions of the H atoms within the

unit cell) at each investigated H-stoichiometry. Twelve data points were used for training

and four were used for validation.
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For H0.125WO3, the bare WO3 lattice has 24 possible intercalation configurations, as given

by the 24 O atoms in the unit cell. The lowest energy H0.125WO3 configuration was used as

the base geometry for H0.250WO3 calculations; hence, all investigated H0.250WO3 geometries

shared the same H0.125WO3 starting configuration. This procedure was continued for higher

H-stoichiometries, resulting in a linear model for each investigated level of x in HxWO3.

More rigorous energy predictions were then generated using a kernel ridge regression (KRR)

model. A Laplacian kernel with a width of 2.0 was used as the weighting function for the

KRR model and the L2 regularization strength was set to 0.03. Model performance was

assessed through mean absolute error (MAE) of validation data computed using 10-fold

cross-validation repeated 200 times. We define MAE as 1
n
·
∑

i |yi − xi|, where yi is the

model-predicted energy, xi is the DFT calculated energy, and n is the number of samples.

The site-specific energies predicted using the KRR model were converted to expectation

values by weighting and averaging according to the Boltzmann distribution:

pj =
e

−∆Ej,pred
kb·T∑

k e
−∆Ek,pred

kb·T

(2.2.2)

∆Eexp =
∑
j

pj · ∆Ej,pred (2.2.3)

Confidence intervals on the predicted energies were also computed according to these Boltz-

mann weightings. The full canonical partition function at each stoichiometry was approx-

imated using the k = 24 model-predicted energies that resulted from intercalation of the

lowest energy configuration from the previous stoichiometry. Model-predicted BE and as-

sociated confidence intervals were converted to equilibrium electrochemical potentials for

H-intercalation by applying the computational hydrogen electrode model (CHE)[92] to the

potential-dependent formation energies of two contiguous stoichiometries:

∆Eint = ∆EHx+∆xWO3,expected − ∆EHxWO3,expected − 8∆x · eU (2.2.4)

where e is the charge of the electron and U is the applied electric potential. The equilibrium

electrochemical hydrogen intercalation potential, Ueq, is the value of U that drives ∆Eint

to zero. This potential can be directly compared to the empirically observed equilibrium

potential versus the reversible hydrogen electrode (RHE). This formulation is mathematically
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identical to that used in the determination of equilibrium voltage via convex hulls.[77] The

full algorithm implementing linear screening models and kernel ridge predictions is outlined

in Figure 4.

2.2.3 Experimental Methods

Nanoparticulate WO3 was prepared using a previously reported ion exchange method.[69]

All electrochemical characterization was performed using a Gamry Interface 1000 poten-

tiostat in a three-electrode configuration. Counter and reference electrodes were graphite

(Electron Microscopy Sciences 0.25 in. diameter, Spectro-Grade) and Ag/Ag+ (CH Instru-

ments CHI111P), respectively. The working electrode was WO3 supported on glassy carbon

(GC, CH Instruments CHI104P). In a representative deposition of WO3 onto GC, 0.085 g

of Nafion dispersion (Ion Power, 1100 EW @ 20 wt% in IPA) was mixed with an equivalent

weight of synthesized WO3 powder and 100 µL of deionized water (>18 MΩ-cm, Millipore

Advantage A10). The slurry was sonicated for 20 minutes, and then 4 µL were deposited

onto the glassy carbon electrode. An infrared heat lamp was used to dry the sample for 10

minutes.

After cooling to room temperature, the sample was immersed in 0.5 M H2SO4(aq) elec-

trolyte for electrochemical characterization. The test cell was constructed of borosilicate

glass fitted with a custom teflon cap. A nitrogen purge was used to clear the electrolyte

of oxygen before testing, and was left running through the duration of each experiment.

Cyclic voltammetry experiments were conducted at a scan rate of 1 mV/s and all scans

reported herein were the first cycle observed, unless otherwise indicated. The working elec-

trode was thoroughly cleaned and coated with a fresh film after each voltammogram was

recorded. Electrochemical impedance spectroscopy (EIS) was performed in an identical cell

setup. Measurements were taken at DC potentials of +0.45, +0.30, +0.15, and 0.00 V vs.

RHE with an AC modulation of ± 10 mV. Each sample was pre-polarized at the relevant DC

potential for 5 minutes prior to the start of EIS data collection. The investigated frequency

range was 10 mHz to 100 kHz, moving from high to low frequencies. Data were fit in the

complex plane using a Randles circuit that included a Warburg impedance unit in series
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Figure 4: Screening and prediction algorithm used in this work. The goal was to restrict

energy predictions to the kernel ridge prediction (green) section, avoiding the expensive

DFT (red) sections. This was achieved by accelerating site selection using the linear models

(yellow).
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with a charge-transfer resistance.

2.2.4 Results and Discussion

Prior reports of hydrogen intercalation into tungsten trioxide have resulted in widely

variable observations and interpretations.[67, 68, 93, 94, 95, 96] Crystal structure, parti-

cle morphology, substrate, and electrolyte composition all influence the characteristics of

resulting voltammetry measurements. We focused on the monoclinic crystal structure be-

cause it is thermodynamically stable at ambient conditions and the most commonly observed

polymorph. The ion-exchange synthesis method employed here produces a disk-shaped nano-

material that we previously characterized in detail using XRD, SEM, and HR-TEM.[69] The

high aspect ratio of these disks helps to minimize the distance over which H-equivalents dif-

fuse in the bulk, resulting in improved resolution of intercalation features in CV. Figure 43

of Appendix A further demonstrates the benefit of using nanoparticulate WO3 rather than

dense WO3 prepared by thermal oxidation of W foils.

Figure 5 shows isometric and (001) zone-axis views of the bulk WO3 model used in this

work. H0.500WO3 is also shown to demonstrate the binding locations of hydrogen atoms as

well as the associated lattice distortion. The depicted H positions reflect the most exothermic

H binding sites, as discussed in detail below.

In principle, generating a rigorous convex energy hull requires the evaluation of every

possible atomic configuration for a given composition. Within the framework of DFT, this

approach would pose a prohibitive computational cost if attempted for every configuration.

For example, Figure 5a shows that a single unit cell of WO3 has 8 W atoms and 24 O atoms.

Even when considering that hydrogen would be expected to bind to the lattice oxygens to

form hydroxyl groups;[76, 74, 97] a single H atom insertion into the unit cell has at least

24 possible configurations. Accordingly, not considering symmetries or degeneracies, the

number of potential configurations is generally described by the combination 24–choose–x

(24Cx), where x is the number of H atoms in a unit cell of W. This rapidly grows to an

intractable problem for direct computation via DFT: for the stoichiometry of H0.500WO3,

there exist up to 24C4 (10,626) possible atomic configurations within the unit cell.
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Figure 5: Representative schematics of HxWO3 at two different degrees of H intercalation:

a) isometric view and b) (001) zone axis view of the WO3 unit cell; c) isometric and d) (001)

zone axis view of the lowest energy configuration of the H0.500WO3 unit cell.
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This issue is commonly remedied by employing the cluster expansion method to ap-

proximate the energies for viable configurations of the intercalated material.[98, 99] DFT

calculations are used to fit the expansion and find the effective cluster interactions, which

further enable the determination of relevant thermodynamic quantities using Monte Carlo

simulations. Cluster expansion highlights the geometric effects of bulk intercalation on sys-

tem energy; however, it provides limited information about the relationship between chemical

properties and system energy. In an effort to elucidate the relationship between intuitive

chemical properties and intercalation energies, we instead applied regression methods com-

monly used in data science.[100] By doing so, we accelerated the configurational-space search

similarly to cluster expansion, while also retaining the ability to describe the underlying

physics of the H-intercalation process in WO3.

Constructing such a model from DFT calculations requires first selecting appropriate

descriptors—readily calculable properties of the associated compounds that can then be

used to estimate the property of interest via regression models. We chose to use descriptors

of the acid-base character of metal oxides, which are widely understood to influence their

catalytic activity[101, 102, 103, 104, 105, 106] and also bear strongly on the thermochemistry

of PCET processes.[107] Consequently, we expected the intercalation of hydrogen into bulk

WO3 to exhibit a strong relationship between local acid-base character and site-specific

hydrogen BE. Mathematically, we represent this relationship as follows:

∆Ej,est = β0 +
∑
i

βixi (2.2.5)

In Equation 2.2.5, the features, xi, quantify the acidity or basicity of an individual site and

the coefficients, βi, are a series of parameters that can be fit to training data using linear

regression.

This formulation describes the screening portion of our approach, where we investigated

the candidate descriptors listed in Table 1. These metrics represent various interpretations

of local acidity and basicity. Each quantity was calculated for a given site, j. Items labeled

“before” were calculated before intercalation, and those labeled “after” were calculated after

intercalation occurs at that site. Bader charges were referenced to the number of valence

electrons considered for each atom type. The p-band centers were computed for occupied
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Table 1: All acid-base properties explored as model features in this work.

Bader Charges Projected Band Centers

Oj,before ϵp,j,before

Oj,after ϵp,j,after

Wj,before ϵd,j,before

Wj,after ϵd,j,after

σ Oj,after σ ϵp,j,after

σ Wj,after σ ϵd,j,after

states, and d-band centers were computed for unoccupied states. Standard deviations (σ) for

charges and centers were determined from all 24 site quantities resulting from intercalation at

site j. These screening models were constructed individually for each level of stoichiometry

to guide the search for the most exothermic configuration. This lowest energy binding site

was then used as the starting geometry for the binding of additional hydrogen to iteratively

generate the next stoichiometric unit, and ultimately to outline the convex energy hull for

HxWO3.

Two classes of acid-base quantities were investigated—the first was Bader charge (Oj

and Wj in Table 1). The Bader charge directly accounts for electron populations, making it

a potential descriptor for Lewis acidity and basicity. Considering intercalation on a generic

lattice oxygen site, Oj , the first two descriptors in the first column of Table 1 correspond to

the Bader charge of Oj before and after intercalation. Those O sites are also coordinated

by two lattice W atoms; the W contributions were therefore computed as the average Bader

charge of these neighboring atoms. Finally, perturbations in electron density caused by the

introduction of hydrogen were quantified through the standard deviation, σ, of the Bader

charges for all O or W atoms in the unit cell. Lower values correspond to a more homogeneous

distribution of charge, whereas higher values indicate more heterogeneity. Only the post-

intercalation σ was considered because σ is a statistic describing all individual sites; hence,

a given configuration has only one σ. The value of σ, however, did change depending on the

specific site(s) at which hydrogen binds, since each hydrogen perturbs the oxide electronic
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structure differently at each site.

The relationship between DFT calculated hydrogen BE and the values of σ for the

resulting oxides are shown in Figure 44 of Appendix A. We observed the general trend

that more heterogeneous (larger σ) systems have less exothermic BE, suggesting that more

homogeneous (smaller σ) systems are more stable. Therefore, the degree of homogeneity can

be viewed as a proxy for bulk material stability, with more homogeneous materials being

more stable and vice-versa due to increased symmetry.

The second class of descriptors we used comprise the local, projected electronic density

of states (DOS). Specifically, the projected band centers (ϵ) were used to quantify the en-

ergetic positioning of the electrons involved in bonding. Whereas Bader charge tracks the

charge density at each site, the electronic DOS gives information on the propensity for a

site to engage in an electron transfer, similar to molecular orbital or hard-soft acid base

theory.[108, 109, 110] For example, occupied oxygen p-band centers and unoccupied alu-

minum s-band centers have previously been shown to correlate with acidity and dissociative

hydrogen binding on γ-alumina surfaces.[90] We similarly examined the occupied p-band

centers, ϵp, of the oxygen atoms. Higher values of ϵp are closer to the Fermi level, Ef , and

more likely to donate electrons; therefore, they can be considered more basic.

To characterize DOS contributions from tungsten, we examined the unoccupied d-band

centers, ϵd, of the W atoms coordinating the O sites of interest. This selection was motivated

by results shown in Figure 45, where decomposing the total DOS for a representative W atom

revealed that low-lying unoccupied states have nearly 100% d-band character. Lower values

of ϵd are closer to Ef and more likely to accept electrons; accordingly, they can be considered

more acidic. Similarly to our treatment of Bader charges, ϵp and ϵd were determined for an

adsorption site before and after intercalation, and standard deviations of the band centers

in the resulting oxide were also calculated to evaluate homogeneity of the bulk cell bands.

To further illustrate the use of acid-base descriptors to determine the energetic conse-

quences of H-intercalation in HxWO3, Figure 6 visualizes the DOS metrics used to quantify

O site acidity and basicity. Figures 6a and 6b demonstrate the positioning of representative

projected O p-band and W d-band centers with respect to the Fermi level; these quantify

basicity and acidity, respectively. Manual inspection of the results of these calculations
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Figure 6: Representative data compiling calculations associated with electronic density of

states: a) calculated oxygen p-band centers associated with site basicity; b) calculated tung-

sten d-band centers associated with site acidity; c) variation in the oxygen p-band center

across all the oxygen atoms in the unit cell of WO3 and three H0.125WO3 examples that vary

based on the position of a single H atom in the unit cell. Vertical error bars near the left

axis show ±1 σ for each group, centered around the respective means.
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showed that although the hydrogen atom bonds to oxygen in WO3, the resulting electron

redistribution affects the W d-band. Figure 46 demonstrates how intercalation to H0.125WO3

causes the unoccupied d-states for a representative W atom to shift down and resemble a

degenerate semiconductor. With the proton binding to lattice oxygen and the associated

electron populating the d-band, both the oxygen and tungsten contributions to adsorption

sites are relevant to binding energetics.

We note that GGA exchange-correlation functionals are typically under-performing at

predicting the electronic structure of semiconducting materials, with a significant underesti-

mation of electronic band gap. Improved results can be attained from the use of a Hubbard

U correction or moving to higher levels of theory, such as using hybrid functionals. Figure

46 further compares the W d-projected DOS between PBE-D3 and the hybrid HSE06[111]

functional to examine the potential deviations of the GGA approach. In the context of this

work, it is important to note the absolute values of the predicted band centers and Bader

charges are not quantitatively significant to the resulting energy predictions. What remains

critical to the generation of an accurate model is the gradient of the relationship between

the descriptor and the prediction target. This is because the regression models employ a

free floating intercept that can correct for constant offsets in the underlying data. Figure 46

clearly shows that the major difference between PBE-D3 and HSE06 electronic structures

is a constant offset in band positions, whereas the shape of the DOS does not change very

much between functionals. As a result, PBE-D3 seems to be sufficient in capturing the

general character of the electronic bands. Considering also the accurate energies returned

by PBE-D3 for the WO3 system[85, 86], we conclude the selected GGA level of theory is

acceptable for building the training and validation data sets.

Figure 6c shows the effects of inserting the first unit of hydrogen into the unit cell of WO3.

Prior to intercalation, the p-band centers of O atom sites are essentially indistinguishable

from one another, which reflects the homogeneity and symmetry of the bare oxide. The

results of binding hydrogen to three different sites—thereby generating three H0.125WO3

polymorphs designated O1, O13, and O16—are also shown. After hydrogen uptake, all of

the O p-band centers within the oxide are shifted more negative, indicating decreased site

basicities. These bands are stabilized with respect to the initial empty lattice and become
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less reactive. This behavior in a bulk solid is directly analogous to the acid-base rules put

forth by Metiu et al. for oxide surfaces,[102] where basic (acidic) surfaces become less basic

(acidic) upon adsorption of an acid (base). Varying the H-adsorption location results in

significantly different energetic perturbations to the locations of O p-band centers across

the full oxide. Furthermore, due to the adsorption of hydrogen, the site of intercalation

always becomes the least basic. Finally, the overall heterogeneity in band center energies

also changes depending on the site of intercalation, as illustrated by standard deviations

depicted as error bars in the left-hand-side of Figure 6c. Similarly distinctive behavior was

observed for the W d-band centers, O Bader charges, and W Bader charges, and can be

determined for representative configurations across all stoichiometries of HxWO3.

The results shown in Figure 6 illustrate that even a modest number of complete elec-

tronic structure calculations provides a wealth of information about the site-specific acid-base

properties of HxWO3 with a given H stoichiometry. We leveraged the availability of this in-

formation to examine the extent to which these properties correlate with DFT-calculated

hydrogen BE. Figure 7 details descriptor correlation and linear screening model performance.

The data shown are for the conversion of H0.125WO3 to H0.250WO3.

The correlation matrix shown in Figure 7a compiles the pair-wise Pearson correlation

coefficients (PCC) for all twelve acid-base metrics and the DFT-calculated BE. This type

of coefficient ranges from -1 to 1 and indicates the linearity of the correlation between the

paired quantities. A value of zero indicates an absence of a linear correlation, while a value

of -1 or 1 corresponds to exact linearity. It is important to note that while the sign of the

coefficient indicates the direction of correlation, the magnitude only indicates the degree of

linearity and not the constant of proportionality.

As an illustrative example, the first column of the matrix in Figure 7a gives the correla-

tions for the DFT BE with each candidate descriptor. The averaged neighboring W atoms’

d-band centers are negatively correlated with energy: as they become more positive (less

acidic), hydrogen binding becomes more preferable. The O p-band centers are also nega-

tively correlated with energy: as the centers become more positive (more basic), hydrogen

binding becomes more exothermic. These relationships suggests that the hydrogen prefers

sites that are more basic overall, which is analogous to the observed relationship between
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Figure 7: Data used to construct and evaluate linear relationships between acid-base proper-

ties and hydrogen BE, shown here for formation of H0.250WO3. a) Pearson correlation coeffi-

cient matrix for pairings of acid-base features and BE, with coefficient values only shown for

those considered significant (> 0.55 or < -0.55). b) Parity plot showing the linear screening

model performance after training on data from DFT calculations. c) Model-predicted BE

for each site in the H0.125WO3 lattice for hydrogen BE. The solid line indicates the thresh-

old for conducting an additional explicit DFT calculation to confirm site BE. Although the

linear model predictions do not directly identify the most exothermic site according to DFT

calculations (circled), they do help accelerate its identification.
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Table 2: Linear model coefficients for each change in H:W ratio.

Parameter Descriptor H0.125WO3 H0.250WO3 H0.375WO3 H0.500WO3 H0.625WO3

β0 Intercept -117.204 7.751 7.784 -15.682 -14.288
β1 ϵp,j,before 0.577 -0.333 -0.487 -0.402 0.054
β2 ϵd,j,before -0.577 0.322 2.639 3.204 5.005
β3 Wj,before 44.743 -3.997 -6.801 1.744 0.290

d-band occupancies and adsorbate BE on pure metal surfaces.[112] Revisiting Figure 6, then,

it is apparent that a single O atom most likely binds only one H atom, as the adsorption

site then becomes significantly less basic than other sites in the oxide.

While the correlations shown in Figure 7 contain dense information about the physical

implications of hydrogen uptake, our primary interest was in using them to select appropriate

descriptors for the linear screening models. As can be seen, only five of the descriptors exhibit

significant (|PCC| > 0.55) linear relationships with the DFT BE. Of these, we selected

only the three “before” descriptors to help accelerate screening. This is because using the

“after” intercalation descriptors would require DFT calculations to be performed to collect

parameters for the model, thereby erasing the computational cost savings when using this

data-driven approach. Accordingly, the three features we used were O p-band centers, W

d-band centers, and W Bader charges, all before intercalation. These three were used in

all screening models. Table 2 details the coefficients and intercepts determined for each

H-stoichiometry in HxWO3.

Moving across the rows in Table 2, the magnitudes and signs of the βi values vary

significantly, indicating the relationship between hydrogen BE and each individual feature

varies with composition. Rather than fit our acid-base model to the global dataset, splitting

according to composition allowed for localization of each model. This local approach has been

shown to improve the prediction accuracy of models trained on imbalanced data sets[113]

and was employed here to capture the effect of composition on each βi. Furthermore, this

local approach helps avoid a reversal paradox[114] encountered in evaluating energy vs.

composition data for intercalating systems. Figure 47 in Appendix A compares the efficacy

of using global vs. local data for model training.

The performance of the H0.250WO3 model is depicted in Figure 7b. Importantly, the
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general trend in energies is captured well by the screening model, highlighting its ability to

identify the most exothermic H binding sites. Figure 7c shows the model-predicted hydrogen

BE at each oxygen site. Intercalation at the site of the previous H adsorption, O14, is

predicted to be endothermic by the model, recapitulating the prior observation that binding

multiple units of H to a single site is thermodynamically unfavorable. Binding energies at

every other site are predicted to be exothermic and fall within a range of −0.6 to −0.2 eV.

The orange circle shows the most exothermic site according to DFT. The cyan line shows

the cutoff point for a follow-up DFT analysis: for sites below the cutoff line that had not

been previously subjected to a DFT calculation (i.e., they did not appear in the testing or

training data), an additional, explicit calculation was performed.

As noted previously, when hydrogen intercalates into WO3, there are many sites (O

atoms) where the H can reside. Figure 8 shows the most exothermic configurations for

the H:W ratios of 0.125, 0.250, 0.375, and 0.500. Interestingly, our data suggest that H

intercalation in HxWO3 follows a staging process akin to lithium intercalation in carbon-

based battery materials.[115] When viewing along the (001) zone axis, hydrogen atoms first

fill the right-most channel, then the center channel. Viewed along the (100) axis, the atoms

populate the cell alternating between the lower and center channels. Thus, it is apparent

that hydrogen tends to intercalate in WO3 in an ordered manner, as revealed through the

most exothermic configurations identified by our linear models.

While the linear screening models were successful at identifying trends in hydrogen BE,

they did not achieve sufficient accuracy for comparison to experimental results. To improve

the accuracy of the predicted H intercalation energies, we constructed a second statistical

model using kernel ridge regression (KRR). This model took the most stable configuration

at each stoichiometry (identified by the linear models) as an input and predicted the BE

for the next unit of hydrogen at every O site. Figure 9 shows the performance of the KRR

model as a parity plot that compares the associated predictions with the DFT-calculated

BE. Hyperparameter tuning for the KRR model is further discussed in Appendix A and

shown in Figure 48.

The KRR model includes the same three descriptors used in the screening stage as

well as the initial O Bader charge and the H-stoichiometry itself. Repeated 10-fold cross

31



Figure 8: Most exothermic configurations for x = 0.125, 0.250, 0.375, and 0.500 in HxWO3

unit cells, increasing from left to right. The first row shows the (001) zone axis, and the

second row shows the (100) zone axis. The ordering observed in the (001) axis suggests

hydrogen intercalation occurs via staging.

validation showed an average model MAE of 0.063 eV, illustrated by the inset of Figure

9. 94% of all models exhibited an MAE lower than 0.10 eV, therefore we can say that the

parameterized KRR model is accurate to 0.10 eV with a p-value of 0.06. One of the biggest

differences between the linear models and this KRR model is the local vs. global approach.

The global analysis here performs well because KRR is not restricted to linear correlations,

but can effectively capture non-linear behavior. Regularization also helps limit the variance

in predictions by the KRR model, where the linear models are not regularized.

KRR model results for HxWO3 at all of the modeled stoichiometries are compiled in

Table 3. The most exothermic DFT-calculated BE (DFT BE) and most exothermic KRR

model-predicted BE (KRR BE) for each stoichiometry are shown, along with the expectation

energies calculated via Boltzmann weighting of all O site KRR predictions (Expectation BE).

DFT intercalation potentials (DFT Potential) were then calculated from the most exother-

mic BEs per the convex hull formulation, whereas the KRR model-predicted intercalation
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Figure 9: Parity plot demonstrating performance of the acid-base kernel ridge regression

model. Error bars are drawn as ±0.063 eV, which was the average MAE resulting from

repeated 10-fold cross-validation. The inset is the null distribution of MAE values formed

from each model created during cross-validation, with the dotted line demarcating a nominal

accuracy limit of 0.10 eV. 94% of all models generated in cross-validation exhibited MAEs

lower than this threshold.
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Table 3: KRR model predictions compared to DFT calculated values, all in eV.

Energy Type H0.125WO3 H0.250WO3 H0.375WO3 H0.500WO3 H0.625WO3

DFT BE -0.457 -0.680 -0.641 -0.608 -0.427

KRR BE -0.445 -0.676 -0.623 -0.587 -0.414

Expectation BE -0.437 -0.667 -0.610 -0.569 -0.395

DFT Potential 0.457 0.223 -0.040 -0.033 -0.180

KRR Potential 0.437 0.229 -0.057 -0.040 -0.175

potentials (KRR Potential) were calculated from the Expectation BE. Notably, the devi-

ations between the DFT and KRR BE do not exceed 0.021 eV, again demonstrating the

ability of KRR to capture the relationship between acidity, basicity, and hydrogen BE.

Figure 10 depicts the complete set of hydrogen BE predictions that resulted from the

KRR model. The convex energy hull (solid black line in Figure 10a) considers only the

lowest energy configurations. However, this approach does not consider that a system with

finite thermal energy may access energy states that are above the minimum, and will likely

do so according to a Boltzmann distribution. This can be addressed by using the full KRR

dataset to generate expectation values according to Eqs. 2.2.2 and 2.2.3 (orange dots in

Figure 10a), which results in predicted hydrogen BE that are slightly higher (less negative)

than the most exothermic case. Further application of Boltzmann probabilities enables a

confidence interval to be assigned to the expectation value (shaded area in Figure 10a).

These energy vs. composition curves can be interpreted as reaction coordinate diagrams,

where the transition from one composition to the next corresponds to a PCET reaction for

a unit cell of HxWO3 intercalating an additional unit of hydrogen. Accordingly, applying

the computational hydrogen electrode formulation enables us to account for the influence

of applied potential, as shown in Figure 10b. The equilibrium potential for a given reac-

tion step can be found by varying the applied potential until the step of interest becomes

thermoneutral, as indicated by the black brackets. For example, these data predict that the

initial transition from WO3 to H0.125WO3 has an equilibrium reduction potential of 0.44 V

vs. RHE.

Interestingly, our calculations show that H0.250WO3, H0.375WO3, and H0.500WO3 are

equally stable at an applied potential of -0.04 V vs. RHE. This suggests that H0.250WO3 can
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Figure 10: a) Hydrogen BE predictions for 24 configurations of each stoichiometry. Both

the lowest energy convex hull and expectation energy interpretations of the data are shown.

The shaded area constitutes the 95% confidence interval on the Expectation BE. b) The

effect of applying a potential on HxWO3. Equilibrium intercalation potentials were taken as

the value of U that causes a given increase in stoichiometry to be thermoneutral. The black

brackets indicate the neutral step at each applied potential.
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Figure 11: Experimental cyclic voltammogram of HxWO3 in 0.5 M H2SO4 electrolyte com-

pared to predicted intercalation potentials. The vertical lines show the KRR-predicted in-

tercalation potentials, with the shaded areas showing associated 95% confidence intervals.

The symbols further demarcate pairwise assignments of redox features corresponding to H-

intercalation and de-intercalation. This scan was performed at a 1 mV/s sweep rate.

be directly reduced to H0.500WO3 without forming the intermediate H0.375WO3 as a thermo-

dynamically stable compound. Furthermore, a large number of H0.125WO3 states are situated

only slightly above the convex hull. Accordingly, if H-intercalation via the minimum-energy

path exhibits a significant activation energy, it is plausible that WO3 forms H0.250WO3 with

no stable H0.125WO3 phase by passing through these higher energy states. As noted above,

hydrogen staging in HxWO3 also occurs in increments of 2 H atoms per channel in the unit

cell, corresponding to a stoichiometric increment of 0.250. These observations suggest hy-

drogen population in WO3 may follow a compositional pathway of WO3 to H0.250WO3 to

H0.500WO3 to H0.625WO3, which is consistent with the experimental observations discussed

below.

With computational predictions of equilibrium electrochemical potentials in hand, it is

possible to compare theory to experiment. Figure 11 shows a representative cyclic voltam-

mogram of WO3 in N2-saturated 0.5 M H2SO4(aq) overlaid with the predicted equilibrium

potentials shown in Figure 10b. Several redox features were observed in the potential range

from −0.5 to 2.2 V vs. RHE. These negative and positive limits were dictated respectively

36



by the hydrogen evolution reaction (HER) and the oxygen evolution reaction (OER), both

of which can be accessed by HxWO3 without irreversible degradation. The voltammetric

features related to H-intercalation and de-intercalation are labeled with colored symbols,

along with the Nernst equilibrium potentials predicted by the KRR model.

We observed at least three distinct H-intercalation events in the voltammograms, and

each of these exhibited nonzero peak-to-peak separation at scan rates as low as 1 mV/s.

This is consistent with kinetic and/or mass transfer limitations, which are known for anhy-

drous HxWO3.[68] Nonetheless, the equilibrium potential for the associated intercalation/de-

intercalation reactions must be located between the respective positive and negative peak

currents. Accordingly, the predicted equilibrium potential ranges (i.e., expectation values ±

95 % confidence intervals) for each redox couple—WO3/H0.250WO3, H0.250WO3/H0.500WO3,

and H0.500WO3/H0.625WO3— agree with the observed features.

The peak assignments are further justified by UV-vis measurements shown in Figure 49.

These data show increased absorption across the optical spectrum, confirming the darkening

of the film expected with the electrochromism of bronze formation. Tauc plots of the films

polarized to various degrees of intercalation also show a loss of semiconducting character, in

line with the EIS measurements shown below. Hydrogen insertion also perturbs the crystal

structure of the WO3, as evidenced by XRD results in Figure 50 that indicate a progressive

increase in crystal symmetry.

The equilibrium potential for the WO3/H0.125WO3 redox couple is noticeably unpaired

with any features observed in the CV. This observation further supports the notion that

H0.125WO3 formation is kinetically sluggish, resulting in the direct formation of H0.250WO3

from WO3. Beyond the low-lying metastable states that may offer a direct path from WO3

to H0.250WO3, it is possible that the limited electronic conductivity in bare WO3 also hin-

ders the rate of electron transfer. Consequently, high overpotentials are needed to drive

the WO3 to H0.125WO3, and it is plausible that they are high enough to overlap with the

onset of H0.250WO3 formation. Intercalation onset overpotentials in this case could also be

attributable not to reaction kinetics, but instead to the least negative potential that is re-

quired to raise the Fermi level of the WO3 above the conduction band minimum (i.e., to

place the semiconductor into strong forward bias).
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Figure 12: Window-opening CV over the first and second intercalation events showing the

irreversible charge-discharge behavior of low H-content HxWO3 and the corresponding oxi-

dation feature at ∼1.7 V vs. RHE. These scans were performed at 1 mV/s.

These data also provide a plausible explanation for why H0.500WO3 is frequently observed

as the maximum H-stoichiometry in laboratory experiments.[44] The equilibrium potential

for the H0.250WO3/H0.500WO3 couple is modestly negative of 0 V vs. RHE, which means

that increasingly negative applied potentials increase the driving force for the hydrogen

evolution reaction. Hence, hydrogen evolution likely competes directly with the formation of

higher bronze stoichiometries. Specifically, we speculate that H0.625WO3 is unstable toward

decomposition via hydrogen evolution, where the reaction product is H0.500WO3, as has been

suggested previously.[43]

Figure 12 presents a set of “window-opening” experiments over the potential range en-

compassing only the initial H-intercalation events. Considering the positions of the redox

features and the composition vs. energy profile shown in Figure 7, peaks I and IV apparently

correspond to the formation of H0.250WO3 and H0.500WO3, respectively. The expected ratio

of IV:I integrated areas is thus 1:1. We observe a slightly larger ratio of 1.41:1 that nonethe-

less supports the assignments made in Figure 11. The extra charge could perhaps result from

overlap between H0.625WO3 reduction and peak IV, which might contribute charge injection

beyond the x = 0.500 composition. Peak IV also occurs negative of 0.0 V vs. RHE, and so

we also cannot rule out additional charge from background hydrogen evolution.
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In another intriguing observation, we identified two oxidation features that could be

paired with the WO3/H0.250WO3 redox couple: one at ∼0.25 V vs. RHE and another at

a much more positive potential of ∼1.7 V vs. RHE. Peak I corresponds to the initial H-

intercalation event; reversing the voltammetric scan at 0.07 V vs. RHE results in two oxida-

tion features, labeled II and III. The control experiment shown in Figure 51, where the CV

was initiated as a positive-going sweep starting with no intercalated hydrogen, suggests that

peak III is not due to the electrode substrate or adventitious contaminants. Moreover, peak

II is not large enough to constitute full removal of H from H0.250WO3, and we observed that

the distinctive blue coloration of HxWO3 was only fully converted back to the initial pale

yellow/green upon cycling to large positive potentials or allowing the sample to stand in air

for at least several minutes. Hence, although a small overpotential is required to initiate

de-intercalation of hydrogen from H0.250WO3, a much larger positive bias is required to fully

de-intercalate the bronze.

We postulate that the irreversibility of intercalation is not primarily attributable to

classical electron-transfer kinetics, but instead to the distinct difference in electronic con-

ductivity between WO3 and HxWO3. It is well established that H-intercalation in WO3

induces a semiconductor-to-metal transition;[116] accordingly, de-intercalation leads to a

transition from a metallic state to a semiconducting one. This may give rise to the situation

schematized in Figure 13a, where the final units of hydrogen in HxWO3 (x < 0.250) become

isolated from the substrate by a layer of semiconducting WO3. This “stranded” hydrogen

would only then be removed from the bronze upon application of a sufficiently large over-

voltage to induce electromigration of the remaining H units and/or dielectric breakdown of

the oxide layer. Similar observations of irreversibility have been previously made for lithium

ion trapping in WO3.[117]

The irreversible coloration of the film could also be due to loss of lattice oxygen and

formation of substoichiometric WO3–x .[118] Although this is plausible, we observe a full

return to the yellow-green color of the original oxide if samples are left in ambient air.

Because gain or loss of lattice oxygen involves multiple electron transfers, we do not expect

ambient oxygen to convert WO3–x to WO3 at an appreciable rate; we therefore conclude that

the trapping of hydrogen equivalents is responsible for the irreversibility of film coloration.
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Figure 13: a) Illustration of the stranding effect that may result from the metal-to-

semiconductor transition in HxWO3 (x < 0.250) upon hydrogen removal and b) EIS fit pa-

rameters demonstrating significant mass and charge-transfer limitations for non-intercalated

bronze.

Further studies to understand this effect are warranted, as this type of irreversibility presents

a challenge when using WO3 in energy storage, optoelectronics, or redox catalysis.

Figure 13b shows the results of fitting a Randles circuit to impedance data taken at

various potentials. The raw data and fits are shown in Figure 52 of Appendix A. It is clear

that the parent WO3 exhibits a large charge-transfer resistance (Rct) and appreciable mass

transfer limitations for charge transfer (Warburg coefficient, σ). Polarization to potentials

that coincide with H-intercalation results in a drastic reduction in both of these parameters,

suggesting charge transfer is much faster in bronzes than in the pure oxide. Interestingly, the

reduction in σ and Rct begins even positive of the initial intercalation (peak I in Figure 12) at

∼0.30 V vs. RHE. We also observed an initial small cathodic current upon polarization of the

sample at 0.3 V vs. RHE prior to collecting impedance data. This leads us to believe that the

improved charge-transfer rate is related to either a small amount of charge accumulation at

the nanoparticle-electrolyte interface or near-surface proton reduction. Regardless, the EIS

data clearly show that WO3 and HxWO3 are characterized by vastly different charge-transfer

dynamics.
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2.2.5 Conclusions

We have introduced a computational framework to predict and rationalize hydrogen

intercalation thermodynamics in HxWO3 using acid-base properties that can be readily cal-

culated with computationally inexpensive DFT methods. Pair-wise correlations between

hydrogen BE, density of states, and Bader charges revealed an intimate relationship be-

tween acidity, basicity, and hydrogen intercalation energies that is broadly indicative of the

reaction as proton-coupled electron transfer. By applying data science methods, we pre-

dicted the most stable atomic configurations and the associated hydrogen BE in HxWO3

using an accelerated scheme that replaces large-scale DFT calculations with targeted ones

based on statistical regression. The additional application of Boltzmann statistics to each of

these predicted intercalation configurations enabled us to calculate expectation values and

physically meaningful confidence intervals for the equilibrium potentials of H-intercalation

reactions. The resulting predictions agreed with experiments, both in terms of the total

number of distinct redox events and their onset potentials. Electrochemical measurements

on crystalline HxWO3 also evidenced significant irreversibility for H-intercalation at low hy-

drogen stoichiomeries, possibly due to electronic conductivity limitations associated with the

known semiconductor-to-metal transition in this hydrogen bronze.

In summary, this work provides valuable insights into factors that influence hydrogen

uptake in WO3 across the full range of experimentally accessible H-stoichiometries. More

broadly, we have introduced a computational framework that can be applied to other oxide

bronze materials to elucidate the composition-dependent energetics of hydrogen intercala-

tion. Our work outlines a pathway for accelerated computational materials discovery of

redox-active metal oxides of interest for applications in catalysis and energy storage.
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2.3 Investigating Geometric Structure as the Driver of Hydrogen

Intercalation in Metal Oxides

Cation intercalation into metal oxide hosts is critical to many technologies, including

energy storage [119], optoelectronics [120], and catalysis [121]. Numerous experimental and

computational techniques have been used to understand this phenomenon, including analyt-

ical electrochemistry [122], X-ray techniques [123], infrared measurements [124], and density

functional theory (DFT) calculations [125]. These methods are regularly applied in concert

[126] and provide multi-faceted views of how a material engages in intercalation. How-

ever, these approaches can be costly and/or time-consuming, inhibiting the development of

application-specific intercalation materials. This limitation is not restricted to cation inter-

calation and is generally relevant to processes involving the formation or breakage of chemical

bonds.

Structure-based descriptors [127] have been employed to accelerate the characterization

of bonding interactions in materials. These descriptors have been shown to correlate with

difficult-to-obtain performance indicators, such as reaction rates and adsorption energies

[128]. The simplest example is the local coordination number (LCN), which is an integer

giving the number of bonds that connect a specific atom to its neighbors [129]. Notable

extensions of the LCN are the generalized coordination number (for sites on metal nanopar-

ticles) [130] and the adjusted coordination number (for sites on metal oxides) [131]. A further

adaptation of the LCN is the orbitalwise coordination number [132], which incorporates ad-

ditional information about electron structure. Although each are powerful descriptors of

chemical interactions, calculating these LCNs requires material-specific parameterization or

the use of costly quantum chemical methods, limiting their ability to drive exploratory ma-

terials design.

In pursuit of increased generality and rapid prediction of bonding thermodynamics, more

modern descriptors of structure venture beyond scalar LCNs to higher dimensional constructs

that encode a given material as a graph [133]. While LCNs describe the local environment

in which a chemical reaction occurs, graph descriptors detail the full global structure of a

material. The state-of-the-art in machine learning applied to describing chemical bonding
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[134, 135] uses graph representations to make exceptional predictions of energetic behavior,

suggesting that global connectivity—not just local coordination—could be used to describe

and predict the thermodynamics of chemical bonding. It is therefore plausible that multiple

scales of connectivity contribute to observable chemical behavior.

This section demonstrates how global and local connectivities can be used together to

quantitatively predict the equilibrium energetics of hydrogen intercalation in metal oxides.

We have previously investigated hydrogen intercalation in tungsten oxide using acid-base

properties as descriptors [39]; however, these properties must be determined via computationally-

demanding quantum chemical calculations. This work expands the set of materials under

investigation and uses inexpensive, structure-based descriptors to determine the energetics

of hydrogen intercalation in oxides. Here, we introduce a mathematical definition of global

connectivity, Ω. Importantly, Ω is a single number (not a full graph or matrix) that char-

acterizes the overall connectivity of a structure. It is therefore as interpretable as a LCN

and can be used to differentiate between materials based on their distinct geometries. Equa-

tions 2.3.1-2.3.4 summarize the definition of Ω for a general atomic structure, and Figure 14

illustrates the calculation of Ω for two contrasting examples of fictitious metal oxides.

L(u, v) =


1, if u = v

− 1√
dudv

, if u ̸= v and u is adjacent to v

0, otherwise

(2.3.1)

LX = λX (2.3.2)

LEL =
∑
k

√
λk (2.3.3)

Ω =

√
λ1 +

√
λϵ

LEL
(2.3.4)

Equation 2.3.1 gives the symmetric normalized Laplacian matrix [136], L, which catalogs

a structure’s atom-to-atom connections. L is an NxN matrix, with N being the total number

of atoms contained in the molecule, nanoparticle, unit cell, etc. For the oxides in this work,
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Figure 14: Scheme for calculating Ω for two example oxide systems. The top system is

more connected and the bottom system is less connected; atoms in the top system are, on

average, bonded to more neighboring atoms than those in the bottom system. Portions of

the L matrices for each system are shown in the center column. Each entry is computed

according to Equation 2.3.1. Performing eigenvalue decompositions on Lc and Ll yields the

full eigenvalue spectra, λc and λl. Ωc and Ωl are computed from these spectra according to

Equation 2.3.4. More connected systems have larger Ω values.
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N includes all metal, oxygen, and hydrogen atoms present in the unit cell. Therefore, N

increases with higher levels of hydrogen insertion. In Equation 2.3.1, u and v are atom indices

and di is the degree of atom i. Here, the degree is the LCN of an atom, i.e. the number

of atoms which are directly bonded to it. Further discussion on L is included in Appendix

A. Notably, L can be constructed without the use of bond distances and angles. It can be

determined for an arbitrary system without any geometry optimization or specific knowledge

of spatial arrangement. This is demonstrated in Figure 14, which shows a more connected

oxide in the top row and a less connected oxide in the bottom row. More connected systems

are those that are more coordinatively saturated and densely bonded. The center column of

Figure 14 shows portions of the unique L representations of each oxide, computed according

to Equation 2.3.1.

The spectrum of eigenvalues for a given system, λ, is determined from L with Equation

2.3.2. In this eigenvalue decomposition, λ is a vector containing N entries and X is the

corresponding set of N eigenfunctions. λ is invariant to the ordering of rows and columns in

L, i.e. the sequence of atom labeling does not impact the resulting spectrum. When ordering

from smallest to largest, the first entry, λ0, is always zero. All remaining entries are strictly

positive and lie between zero and 2 because of the normalization of L [136].

Ω is calculated from three quantities given by λ: the algebraic connectivity, λ1 [137], the

spectral gap, λϵ [138], and the Laplacian-Energy Like invariant, LEL [139]. The invariance

of λ asserts that these three values are also insensitive to atom numbering. As a result, they

are known as graph invariants. Each holds unique information regarding the structure of the

atomic system described by a particular L matrix.

λ1 is the second entry of λ when the eigenvalues are ordered from smallest to largest.

It has been shown to quantify the connectivity of networks represented by L, where smaller

values are less connected and larger values are more connected [137]. For example, the more

connected oxide in Figure 14 has a λ1 of 0.134, while the less connected oxide has a λ1

of 0. A weakness of λ1 is that it cannot distinguish different systems if they individually

contain non-bonded sections: they will each have λ1 values of 0, even if their geometries are

dramatically dissimilar. Including λϵ in the definition of Ω helps alleviate this limitation. λϵ

is the smallest non-zero eigenvalue of L [138]. It quantifies how easy it is to traverse from
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one point in a graph to another. Smaller values indicate that a structure contains multiple

isolated parts which are connected by a small number of bonds. Because λϵ is defined to be

non-zero, it can uniquely characterize layered systems that cannot be distinguished via λ1.

Finally, the LEL invariant is used to scale λ1 and λϵ to make fair comparisons between

systems containing different numbers of atoms. It is computed as the sum of the square roots

of all entries in λ, according to Equation 2.3.3. The LEL invariant is used as a normalization

factor to account for effects on global connectivities computed for systems of different sizes.

Equation 2.3.4 defines the global connectivity, Ω, of a chemical system using each of the

three graph invariants discussed above. Ω ranges from 0 to 1 and can be interpreted as the

fraction of λ associated with a system’s connectivity. This is illustrated in Figure 14, with the

more connected oxide exhibiting a larger Ω than the less connected oxide. With this definition

of Ω, we introduce the concept of global connectivity to explore the thermodynamics of

hydrogen intercalation in metal oxides. First, we generated a dataset of hydrogen binding

energies at various lattice oxygen sites in five bulk metal oxides. These binding energies

were computed using DFT. Details are given in Appendix A. The oxides we considered

include V2O5, MoO3, WO3, VO2, and TiO2, as described in Section S3. Figure 15 shows

how the DFT binding energies of hydrogen atoms in each oxide correlate with the inverse

of Ω. As can be seen, oxides with smaller Ω values (less connected systems) exhibit more

exothermic H-binding energies. These systems contain a large number of under-coordinated

sites which are amenable to bonding with a guest hydrogen atom. Systems with higher Ω

values have sites that are more coordinatively saturated, resulting in more endothermic (or

less exothermic) binding.

Although Figure 15 suggests a relationship between hydrogen binding energies and Ω, in

some cases, single values of Ω returned multiple values of hydrogen binding energies. This

is a consequence of the global nature of Ω: a given oxide has a unique Ω value, so that

independent site types within its structure can not be differentiated. These multiple site

types also present many possible intercalation configurations [39]. The colored symbols in

Figure 15 show the energetics of the most stable binding configurations for each investigated

oxide stoichiometry, and the black symbols show the unstable configurations. A line of best

fit was drawn considering the most stable intercalated systems, since these are the ones with
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Figure 15: Correlation between hydrogen binding energies in extended metal oxides with

the inverse of the global connectivity, Ω. Less connected oxides containing a larger number

of under-coordinated sites bind hydrogen atoms more strongly and more connected systems

with fully saturated atoms bind hydrogen more weakly. The larger colored symbols represent

stable configurations at each stoichiometry, and the black symbols correspond to unstable

configurations. A line of best fit is drawn through the set of stable configurations.

the highest probability of contributing to observed intercalation behavior.

Overall, Ω captured the trend of increasing H binding strength across oxides (TiO2 <

VO2 < WO3 < MoO3 < V2O5), illustrating its ability to describe meaningful structural traits

of each metal oxide. However, using Ω alone as a descriptor for hydrogen binding energy

gives an uncertainty >0.3 eV, which is too large to quantitatively predict the equilibrium

energetics of hydrogen intercalation. The invariability of Ω with atomic configuration also

makes it impossible to obtain precise site-specific hydrogen binding energies from Ω alone.

Hydrogen (proton-coupled electron) intercalation into metal oxides can be viewed as

two events: 1. binding of a proton to a lattice oxygen and 2. addition of an electron

in the diffuse oxide conduction bands. The global nature of Ω could capture information

relevant to event 2. However, proton affinity (relevant to event 1.) is dependent on local site

coordination [140]. Therefore, we hypothesized that augmenting Ω with a local coordination

descriptor could provide superior predictions of hydrogen insertion behavior in metal oxides.

To construct an intercalation model capable of explaining site-specific energetics, we included
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local information through a scaled coordination number, CNs, defined by Equation 2.3.5:

CNs =
# of bonds in neighborhood

# of bonds in unit cell
(2.3.5)

The numerator is the number of bonds within two nearest-neighbors of the site of interest,

demonstrated by Figure 57 of Appendix A. The denominator is the total number of bonds in

the unit cell (according to the relevant oxide crystal structure). Hence, CNs is the fraction

of bonds in the unit cell which are associated with a given site. This description of local

coordination differentiates each site type and assists Ω in describing hydrogen intercalation

energies. Taken together, Ω and CNs quantify structure at global and local scales.

Figure 6 summarizes the performance of a kernel ridge regression (KRR) model that was

used to calculate hydrogen intercalation energies using only Ω and CNs. This model was

trained on DFT-calculated hydrogen binding energies in the investigated metal oxides. Full

details on model construction are included in Section S5. Intercalation chemistry is typically

analyzed through the use of convex energy hulls, such as those shown in Figure 6a. The

x-axis shows the amount of hydrogen contained in the oxide lattice, and the y-axis is the

formation energy of a given intercalated oxide. As can be seen, the KRR model reproduced

the DFT convex energy hulls with a root mean square error (RMSE) of 0.129 eV and a mean

absolute error (MAE) of 0.089 eV (in terms of H-binding energy on a site-specific basis).

Accordingly, Figure 6a suggests that Ω and CNs could be useful descriptors of hydrogen

binding in these metal oxides.

While the convex hulls identify stable phases of intercalated oxides, a more practical

thermodynamic quantity is the hydrogen intercalation potential, UH . These potentials can

be calculated from the slopes of the convex energy hulls (see Appendix A). Figure 16b

compares experimental UH values to those calculated from the KRR hulls. Each horizontal

grouping of data points is a collection of experimentally measured UH values for a single

H-intercalation equilibrium potential. For example, the red circles are the TiO2/H0.125TiO2

redox couple. The vertical lines on each data point are the error associated with the model

prediction, taken as the MAE of the KRR model (±0.089 eV). The filled markers are data

extracted from published literature reports [33, 34, 35, 36, 37, 38, 39, 40, 41, 42] and the

open markers are from measurements we performed as a part of this work. Methods used to
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Figure 16: Performance of connectivity–based regression model in evaluating hydrogen in-

tercalation energies and potentials in metal oxides. a) Convex energy hulls for five different

oxides, with solid lines representing DFT-computed hulls and dotted lines showing the re-

gression model-predicted hulls. All formation energies are referenced to the non-intercalated

oxide and gaseous H2. b) Comparison between experimental and regression model-predicted

intercalation potentials. Vertical lines show ± the KRR model error. Filled symbols are

published experimental reports and open symbols are experiments performed in this work.
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obtain the experimental data included in Figure 16b are described further in Appendix A.

In general, the KRR model reproduced experimental potentials with an accuracy that

would be expected from DFT calculated potentials, giving a RMSE of 0.116 eV. Furthermore,

for oxides with data on more than one hydrogen intercalation equilibrium, the structure-

based model correctly captured the phenomena of higher stoichiometries having more nega-

tive intercalation potentials. The performance of Ω and CNs versus other metrics of connec-

tivity is provided in Appendix A. We reiterate that determining Ω and CNs did not require

any quantum chemical calculations or other expensive computations other than generating

data for developing the model. These features therefore provide a rapid route for determining

hydrogen intercalation potentials in metal oxides that is based entirely on the structure of

the parent oxides. In principle, the same statistical models could be built using experimental

data from one set of metal oxides to predict insertion potentials of another set.

To interrogate the physical relevance of Ω to intercalation, we applied a convolutional

neural network (CNN) to the same regression task addressed with the KRR model. The

major difference in this approach was that the inputs were taken directly as the L matrices.

During training, this allowed the CNN to auto-embed representations of L which were sig-

nificant to hydrogen intercalation. If the CNN emmbeddings correlate with Ω, that would

suggest Ω is a meaningful metric of connectivity. The results of this analysis are shown in

Figure 17, and full implementation details of the CNN are described in Appendix A.

The axes in Figure 17 are the first and second principal components of the CNN’s fi-

nal hidden layer. Each data point is an intercalated oxide, and the color represents each

oxide’s global connectivity. There is a clear gradient in color moving from left to right in

Figure 17, suggesting that Ω is strongly correlated with the feature space that was generated

by the network. The hidden layer node values, and therefore their principal components,

are interpretable as features that have been self-generated by the network during training.

Hence, without explicitly considering Equations 2.3.1–2.3.4, the CNN arrived at a hidden

layer feature space that closely resembled Ω. This interpretation of our model gives fur-

ther evidence of system-scale, global connectivity as a physically meaningful descriptor of

hydrogen intercalation thermodynamics in metal oxides.

In conclusion, this work introduced global connectivity, Ω, as a reactivity descriptor in
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Figure 17: Interrogating symmetric normalized Laplacians with a convolutional neural net-

work. 2D heat map illustrating how Ω strongly correlates with the primary and secondary

principal components of the network’s final hidden layer embeddings. The gradient in color

from left to right suggests that the convolutional network extracted the global connectivity

from the input L matrices, highlighting the importance of Ω in determining the energetics

of hydrogen intercalation in metal oxides.

redox-active metal oxides. We first derived an expression for Ω and illustrated its roots in

spectral graph theory. Using DFT to calculate hydrogen intercalation energies in a set of

five oxides, we showed that Ω captured the general thermodynamic trends of intercalation.

Then, we combined Ω with a scaled local coordination, CNs, to build a regression model

that depended only on structural information that is readily obtained from experiment. This

structure-based model leveraged both global and local connectivities to accurately capture

the trends and values of hydrogen intercalation potentials across all investigated oxides when

compared against electrochemical experiments performed in the lab. To further support Ω as

a meaningful descriptor of oxide redox reactivity, we applied a convolutional neural network

to convert Laplacian matrices directly into hydrogen intercalation energies. We observed a

strong correlation between the principal component space of the final hidden layer of the

network and Ω, suggesting that the CNN embedded the linear algebra that links L and Ω.

Future work can further develop the concept of global connectivity by incorporating more

node- and edge-level information into L. These information-rich Laplacians could then be

compared to more sophisticated network models, such as crystal graph convolutional neural

networks [133]. Overall, this work introduces Ω as a useful metric for global connectivity
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and demonstrates how simplified representations of global and local structure can be used

together to predict hydrogen binding in metal oxides. Our model has the potential to

advance materials design by translating chemical information to local and global connectivity

descriptors, aiding both materials discovery acceleration and optimization.
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3.0 Hydrogen Transport in Tungsten Oxide Nanoparticle Films

This chapter is reproduced from “Comparisons of WO3 reduction to HxWO3 under ther-

mochemical and electrochemical control,” which was published in the Journal of Materials

Chemistry A.[69]

3.1 Context

The work presented here examines the transport of hydrogen in tungsten oxide thin

films. Rapid transport of H into, through, and out of an oxide is critical to the practical

implementation of the framework shown in Figure 1. Using tungsten oxide as a model

material, this Chapter quantifies hydrogen transport under a variety of conditions. The

central finding is that bulk H diffusion in tungsten oxide is slow. Rapid H transport only

occurs in the presence of an additional proton-conducting medium that facilitates proton-

coupled electron transfer. Without the ability to engage in proton-coupled electron transfer,

H diffuses only a few 10s of microns over the course of many minutes in bulk tungsten oxide.

This suggests that deploying oxides as H mediators will require the targeted enhancement

of bulk H transport and guides the reactor-level hydrogenations performed in Chapter 5.

3.2 Introduction

Projections from the US EIA show the industrial sector surpassing the transportation

sector in net energy consumption within the next decade.[141] This anticipated transition

underscores the need to increase the energy efficiencies of industrial chemical conversions.

Moreover, the chemical industry remains broadly dependent on fossil resources both as en-

ergy inputs and feedstocks.[142] A massive increase in the availability of renewable electricity

is projected to occur alongside the increase in industrial fuel consumption,[141, 143, 144, 145]
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presenting a unique opportunity to pursue electrification as a means to decrease the envi-

ronmental impacts of commodity chemical production. [146, 147, 148] With this objective

in mind, studying the inter-relationships between thermal and electrochemical catalysis will

be integral to the development of advanced technologies for electrification of the commodity

chemical industry.

Numerous prior reports have pointed toward interesting opportunities to integrate ther-

mal and electrochemical reactivity to improve catalytic processes. Among the most promi-

nent of these involve the concept of nonfaradaic electrochemical modification of chemical

activity (NEMCA; also called electrochemical promotion of catalysis, EPOC).[149, 150, 151,

152, 153, 154, 155, 156, 157, 158] NEMCA effects are seen when fuel-cell-like assemblies

are placed within thermochemical reaction environments and then polarized, which accel-

erates the desired reaction by modulating the coverage of reactive species on catalyst sur-

faces. Electrochemical potential has also been used to drive Faradaic processes to improve

reactor performance, as in recent reports involving the use of electroactive membranes to

control product selectivity in methane dehydroaromatization and steam methane reforming.

[159, 160] Membrane-based approaches have also been used to generate reactive hydrogen

directly via electrolysis, as in Itoh’s report of benzene hydrogenation to cyclohexane and

Sherbo’s demonstration of phenylacetylene hydrogenation to ethylbenzene. [161, 162] In-

terfacial electron transfer processes have also been implicated as key elementary steps in

nominally thermochemical redox reactions. For example, Flaherty and co-workers demon-

strated a hydrogen peroxide synthesis pathway where hydrogen oxidation and oxygen reduc-

tion proceed simultaneously on a Pd nanocatalyst. [163] These prior results all point toward

enormous scientific and practical opportunities for continued study at the disciplinary inter-

face between thermal and electrochemical catalysis.

Tungsten trioxide (WO3) is an attractive material for comparing thermal and electro-

chemical phenomena for several reasons. It is a reducible oxide that can take up hydrogen

to form hydrogen tungsten bronze, HxWO3 (where 0¡x¡0.5), which exhibits mixed proton-

electron conductivity at room temperature. [48, 64, 164, 165, 166] This reaction occurs under

thermochemical conditions via H-spillover, where H2 (or another hydrogen donor) dissocia-

tively adsorbs at a catalytic metal (e.g., Pt) and the resulting surface-bound hydrogen then
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migrates to a WO3 support. [167, 168, 169, 170, 171, 172] The reverse process has also been

shown to occur when Pt/HxWO3 is heated in the presence of a hydrogenation target like

pent-1-ene or acrolein. [173, 174] This unique reactivity makes WO3 and related compounds

attractive as catalyst promoters and supports for hydrogenation, hydrogenolysis, steam re-

forming, and several other reactions. [175, 176, 177, 178] HxWO3 bronze is also known to

form electrochemically via H-intercalation from acidic electrolytes. [179, 180] Thus, tungsten

oxides are widely used as electrochromic materials, since HxWO3 bronze is deep blue while

WO3 is yellow-green.

The ability to reversibly interconvert between WO3 and HxWO3 under thermal and elec-

trochemical conditions makes tungsten oxides interesting for use in hydrogenation/dehydrogenation

schemes where electrochemical steps feed thermal steps or vice versa. For example, a recent

report showed that H-spillover at Pt/WOx interfaces can be used to spatially separate key el-

ementary processes associated with hydrogen oxidation in a fuel cell anode.[181] Nonetheless,

it remains unclear whether H-intercalation and H-spillover can be induced under mutually

compatible conditions and whether the associated reaction mechanisms are the same or

different.

We have worked to address these questions by using time-resolved optical microscopy

to directly observe the formation of HxWO3 from WO3 under thermal (H-spillover) and

electrochemical (H-intercalation) conditions at room temperature and in the presence of

H2SO4(aq). Specifically, we placed nanocrystalline WO3 thin films in contact with either an

electrode or a spillover-active composite (WO3-supported Pt) and imaged the migration of

deeply colored HxWO3 fronts laterally across the films. We found that the apparent rates

of diffusion were comparable for H-spillover and H-intercalation when the applied potential

matched the equilibrium potential for the H2/H+ redox couple (0 V vs. RHE). Moreover,

the HxWO3 fronts were found to migrate far too fast to be limited by solid-state diffusion

of H+. Therefore, we propose a unified mechanism in which electrons are injected into the

WO3 film either through Pt-catalyzed H2 oxidation or an external applied potential, while

protons are taken up from the electrolyte.
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3.3 Results & Discussion

A method from a prior report[182] was used to synthesize nanoparticulate WO3, which

we modified by eliminating polyethylene glycol as a structure-directing agent to minimize

the possibility of contaminants in the final product. A complete description of the synthetic

approach has been included in the ESI.† Briefly, aqueous Na2WO4 solutions were converted

to tungstic acid (H2WO4) by elution through a proton exchange resin, and the resulting sols

were aged for three days at room temperature prior to being calcined in air at 500 ◦C for 1

hour.

Fig. 18 compiles electron microscopy and X-ray diffraction data confirming the formation

of monoclinic WO3. SEM images, as in Fig. 18a, show a well-distributed film containing

tightly packed nanodisks. The disks had diameters of several hundred nm and thicknesses

of a few tens of nm, suggesting crystal growth of the individual disks was inhibited in one

lattice direction. HR-TEM micrographs, shown in Fig. 18b, confirm the disk morphology and

dimensions seen in SEM. Lattice spacings of 3.73 and 3.85 Å were measured and respectively

assigned to the (020) and (002) d-spacings of monoclinic WO3.[183] These observations

suggest the imaging zone-axis was in the (200) direction and insinuate the exposed flat side

of the disks mainly comprised (100) crystal facets.

XRD measurements (Fig. 18c) were performed to compare the crystal structures of the

as-synthesized material to commercial monoclinic WO3 powder (Sigma Aldrich, ≤100 nm

particle size). Diffraction results confirm a monoclinic crystal structure and show increased

intensity in the (002) and (020) reflections relative to the commercial monoclinic powder.

Thus, we conclude that the as-synthesized WO3 consists predominantly of monoclinic nan-

odisks with a large proportion of exposed (100) crystal facets. Further characterization and

analysis of disk formation is included in the ESI.†

Fig. 19 compiles data confirming the ability of our WO3 nanodisks to form HxWO3

through H-intercalation and H-spillover. Cyclic voltammetry measurements on thin films

of WO3 showed a cathodic shoulder at ∼0.1 V vs. RHE and a cathodic peak at ∼-0.1

V vs. RHE. These features are associated with the intercalation of hydrogen equivalents,

where protons bind to framework oxygens to form hydroxyls and electrons populate the
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Figure 18: Compiled materials characterization results: (a) scanning electron micrograph of

WO3 nanodisks deposited on a glass slide coated with fluorine-doped Sn oxide; b) low- and

high-resolution transmission electron micrographs of a single WO3 disk; (c) X-ray diffraction

data comparing WO3 nanodisks with commercial WO3 nanopowder.
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tungsten d -band.[184] More negative potentials resulted in a further exponential onset of

cathodic current density, which we attribute to hydrogen evolution at HxWO3 and/or the

Au substrate. In the positive sweep, the data show a broad anodic feature attributable

to proton de-intercalation that peaks in the range from 0.1 to 0.3 V vs. RHE and decays

gradually at more positive potentials. All samples exhibited the expected electrochromic

behavior (Fig. 19b,c), where constant-potential reduction at -0.2 V vs. RHE coincided with

a color change to navy blue within tens of seconds. Similarly, submersion of a Pt/WO3

composite thin film into 0.5 M H2SO4(aq) solution that had been pre-saturated with H2(aq)

at 1 atm resulted in the formation of a deeply colored Pt/HxWO3 film within one minute (Fig.

19d,e). Notably, this color change was 10–100 times faster when using aqueous H2(aq) than

H2(g), which agrees with Boudart’s observation that H-spillover is accelerated by water.[168]

This further implies that water facilitates the movement of hydrogen equivalents across the

metal/oxide boundary by mediating the transfer of protons, electrons, or both.

Cyclic voltammetry of WO3 films on Au substrates at 100 mV/s resulted in progressively

decreasing changes in coloration to yield films that remained light blue after as few as 5 cy-

cles. We attribute this to the fact that WO3 is a wide band gap semiconductor, whereas

HxWO3 is a conductor over the full range of x values from 0 to 0.5.[185, 186] Hence, under

reductive conditions it is easy to inject electrons from the Au working electrode into HxWO3

and reduce the entire film. By contrast, hydrogen de-intercalation results in the formation

of nearly insulating WO3, which could result in “stranded” regions of HxWO3 separated

from the Au electrode. Hence, the large (>100 mV) potential difference between cathodic

and anodic features in the voltammogram, which would normally be attributed to slug-

gish electron-transfer kinetics, is likely the result of a complex interplay between interfacial

electron-transfer kinetics and solid-state proton/electron transport. This also agrees with

a recent report discussing slow proton diffusion as a limiting characteristic of WO3-based

pseudocapacitors, particularly those comprised of anhydrous nanomaterials.[187]

The phenomenological similarities between HxWO3 formation from WO3 via electro-

chemical and H-spillover processes led us to hypothesize that they may proceed via congru-

ent reaction mechanisms. To address this hypothesis, we devised an experiment that would

enable observation of both under the same conditions. The approach, which is conceptually
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Figure 19: Voltammetric data and visual evidence of film coloration under electrochem-

ical (H-intercalation) and thermochemical (H-spillover) conditions. Panel (a) is a cyclic

voltammogram of a WO3 nanodisk film deposited on Au-coated glass, collected in 0.5 M

H2SO4(aq) at 100 mV/s. The dashed vertical lines indicate the potentials at which the

constant-voltage experiments (schematized in Fig. 20) were conducted. Panels (b) and (c)

are optical photographs depicting coloration of a WO3 film on a Au electrode before and after

constant-potential intercalation at -0.2 V vs. RHE. Panels (d) and (e) show the coloration

of a platinized WO3 film before and after H-spillover via submersion in hydrogen-saturated

0.5 M H2SO4(aq) for 40 seconds.
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similar to the methods that Stevenson used to image Li intercalation in Mo oxides,[188] is

schematized in Fig. 20 along with representative data for electrochemical and spillover-based

HxWO3 formation. Briefly, thin films of WO3 nanodisks were deposited onto a glass micro-

scope slide that had been pre-coated in a defined region with an electrically addressable Pt

or Au thin film or with WO3-supported Pt nanoparticles. The boundaries between these

films were then imaged under an optical microscope and videos were recorded after apply-

ing a specified electrochemical potential in 0.5 M H2SO4(aq) electrolyte or after submerging

the Pt/WO3+WO3 in 0.5 M H2SO4(aq) that had been pre-saturated with H2(aq) at 1 atm.

These treatments resulted in the progressive migration of a deeply colored HxWO3 front

across the film. The location of the front was then extracted from the associated video

frames to generate time vs. position data. Complete details on video analysis are included

in the ESI.†

A key distinction between a conventional picture of H-spillover versus electrochemical

intercalation centers on the source of protons and electrons in the system. H-spillover onto

an oxide support is generally considered to occur through dissociative adsorption of H2

followed by migration of H equivalents (either as atomic hydrogen or a proton-electron pair)

across the metal/oxide interface. [189] In this picture, protons and electrons both originate

at the catalytic metal (Pt in this case) and move across the interface together. In H-

intercalation, the metallic electrode merely acts as a source of electrons, which are injected

into the conduction band of the oxide as mobile charge carriers. This excess negative charge

is compensated by the uptake of a cation (e.g., H+), which does not need to proceed in

the same location as electron transfer from the electrode to WO3. If both of these pictures

are correct, we would expect to see the HxWO3 front move slower for H-spillover than for

H-intercalation. This is because “spilt over” H equivalents would need to diffuse over mm

distances through the solid film, whereas protons could intercalate into the film from the

electrolyte local to the growing HXWO3 front. Instead, the data in Fig. 20e show that the rate

of front migration across the WO3 thin film is comparable under thermal and electrochemical

reaction conditions. This result provides strong evidence of mechanistic congruence between

these two processes.

Fig. 21 collects the initial linear migration rates for a set of HxWO3 fronts over a range
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Figure 20: Schematics and representative data used in determining the initial rate of HxWO3

front migration. Panel (a) illustrates the general experimental setup employed for in-situ

optical microscopy measurements. Panel (b) schematizes the imaged area for H-intercalation

at an intermediate time point during the experiment. Panel (c) depicts images of the mi-

grating front at two time points before (top) and after (bottom) conversion from RGB color

channels to a single transmitted intensity. Panel (d) depicts normalized absorbance data

versus linear distance from the electrode as a function of time. Panel (e) compiles front posi-

tion vs. time data for two H-intercalation experiments at 0 and 0.1 V vs. RHE, respectively

and one H-spillover experiment in 0.5 M H2SO4(aq) saturated with H2(aq) at 1 atm.
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of applied potentials using Pt and Au electrodes. The data fall in a narrow range of 50–150

µm/s and show a monotonic increase in the initial rate as the applied potential becomes more

negative. This weak potential dependence agrees with Surendranath’s recent observations,

in which rates of electrochemically induced H-reverse spillover were found to increase linearly

with applied potential.[181] This potential dependence could be due to an increase in the

equilibrium concentration of H in HxWO3, thereby increasing the driving force for H migra-

tion. A second possibility is that the rate of front propagation is limited by electron-transfer

kinetics, which would also result in an increased reaction rate with applied overpotential.

The Au data also show slightly greater rates of front propagation as compared to Pt, which

we attribute either to a modest systematic error in the rate measurements or differences in

charge-transfer resistance at the metal/WO3 interface.

Fig. 21 also includes H-spillover data, where the film was submerged in 0.5M H2SO4(aq)

saturated with H2(aq) at 1 atm. The chemical potential of electrons in the H2/H+ redox

couple in a solution of this composition is equivalent to an applied potential of 0 V vs. RHE,

allowing direct comparison of thermochemical and electrochemical conditions. When treated

in this way, the initial rate data show remarkably close agreement between thermochemical

and electrochemical reduction using a Pt catalyst/electrode, further supporting mechanistic

congruence.

Finally, the data in Figs. 20e and 21 strongly suggest that the rate of HxWO3 front

migration in this system cannot be limited by solid-state proton diffusion. For example, in

the case where 0 V vs. RHE was applied, the front was found to traverse ∼2.5 mm in 20

seconds. Based on the simple relation δ =
√

4Dt, where δ is the diffusion distance and D is the

diffusion coefficient, this observation would require a proton diffusion coefficient of ∼8x10−4

cm2/s, which is faster than that of protons in water and therefore unrealistically large.[190]

Thus, it is highly unlikely that the formation of HxWO3 in this system requires the diffusion

of protons and electrons together over mm distances, even in the case of H-spillover. Instead,

the protons in HxWO3 must originate predominantly from the electrolyte, which wets the

entire oxide film. As additional evidence to this effect, the ESI† includes experimental results

in which the WO3 film was coated with a layer of polydimethylsiloxane to restrict solution

access. This resulted in a distinct change in the shape of the front propagation curve along
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Figure 21: Initial rates of HxWO3 front migration versus applied potential, based on the

linear fits depicted in Fig. 20e. The data labeled “Pt/WO3 Spillover” correspond to H-

spillover conditions in which the H source was a Pt/WO3 composite thin film in contact

with a 0.5 M H2SO4(aq) solution saturated with H2(aq) at 1 atm, and have therefore been

reported at 0 V vs. RHE. Error bars are reported as 1.96 times the standard errors of the

mean of three replicates for each experiment, and therefore indicate upper and lower 95%

confidence limits on the mean.

with a decrease in the apparent diffusion coefficient to values that are commensurate with

prior reports of proton diffusion in porous or hydrous HxWO3.[169, 191, 192, 193]

These time-resolved microscopy measurements point to a single reaction mechanism that

governs HxWO3 formation in the presence of H2SO4(aq). This mechanism is illustrated

schematically in Fig. 22, where HxWO3 formation proceeds through temporally coupled but

spatially independent proton and electron transfer. In the case of H-spillover, then, the

function of Pt is not as a source of H atoms, but instead as a source of electrons that result

from the chemical oxidation of H2. Hence, the Pt catalyst can be considered in this case

as a nanoscale bipolar electrode that drives proton intercalation via simultaneous hydrogen

oxidation and WO3 reduction.

In conclusion, we have directly compared the dynamics of WO3 reduction to HxWO3 un-

der thermochemical and electrochemical conditions. The results indicate these reactions oc-

curs by a congruent mechanism involving electron transfer coupled with proton uptake, where

the electron and proton need not come from the same source. Hence, classical H-spillover does
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Figure 22: Schematic depicting congruent reaction mechanisms for H-intercalation (above)

and H-spillover (below) in the presence of a proton-conducting electrolyte. In both cases,

the reduction reaction proceeds via electron transfer through the propagating HxWO3 film,

while proton transfer occurs from the electrolyte adjacent to the WO3/HxWO3 boundary.

For H-intercalation, electrons originate in the electrode, whereas for H-spillover, they are

generated from the oxidation of H2 at HxWO3-supported Pt. Note that the dimensions are

not shown to scale.

not occur in this system, or it does so at a much slower rate than H-intercalation, even when

H2 is used as the reductant. It is possible that this type of proton-electron transfer predom-

inates in many H-spillover processes, which further implies that thermocatalytic reactions

involving H-spillover would benefit from the judicious incorporation of proton-conducting

electrolytes.

These results highlight the value of exploring the inter-relationships between thermal

and electrochemical phenomena. Additional work remains in understanding the process

of H-reverse spillover, which is likely to be complicated by slow electron transport through

insulating oxides. We are also interested in considering how H-spillover and intercalation can

be integrated into intensified “thermo-electrocatalytic” reaction schemes in which electric

potential is used to manipulate the thermodynamics and kinetics of industrially relevant

redox reactions.
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4.0 Emergent Catalysis on Tungsten Oxide via Hydrogen Intercalation

This chapter is reproduced from “The sensitivity of metal oxide electrocatalysis to bulk

hydrogen intercalation: Hydrogen evolution on tungsten oxide,” which was published in the

Journal of the American Chemical Society.[121]

4.1 Context

This Chapter studies the kinetics of the hydrogen evolution reaction on tungsten oxide

hydrogen bronzes. Experimental and computational observations made in Chapter 2 (and the

related Appendix A) imply that hydrogen insertion could dramatically change the catalytic

behavior of metal oxides. Crystal structure, UV-Vis absorbance, interfacial charge transfer

resistance, and many other properties are altered when H is intercalated into tungsten oxide.

These properties are indicative of changes to both geometric and electronic structure, which

have been linked to the activity of many different kinds of catalysts. Additionally, Chapter

2 demonstrated that geometric and electronic structure influence an oxide’s interaction with

H, so we hypothesized that catalytic behavior of metal oxide bronzes could be a function of

H stoichiometry.

The combined computational and experimental observations presented in this Chapter

could have broad implications for metal oxide catalysis. These observations stem from the

observation that the active catalyst for hydrogen evolution is an intercalated HxWO3 and

not non-intercalated WO3. Recalling the feasibility of H insertion under thermochemical and

electrochemical conditions presented in Chapter 3, the formation of a hydrogen bronze is con-

ceivable in any environment which is sufficiently reducing. Metal oxide supports–frequently

used in gas-phase thermochemical catalysis–may be bronzes under reaction conditions, con-

tributing a yet-to-be considered catalytic competency. Even further, since hydrogen bronze

surfaces are characteristically different than their parent oxides, H intercalation could provide

a possible means for dynamically controlling catalytic activity.
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4.2 Introduction

Metal oxides are tremendously important components of catalytic systems, being used

both as supports for active materials and as catalysts themselves[194, 195]. Their widespread

application is a result of their diverse chemical properties, offering tunable reactivity as

a function of composition and structure. Historically, oxides have been used extensively

in thermochemical environments and have seen only a few use cases in electrocatalysis.

However, research in recent years has been reinvigorated and extended the application of

oxide catalysts to a wider range of electrochemical reactions[196, 197, 198, 199, 200]. With

the potential for broad use in electrocatalysis, it is important to recognize that many metal

oxides can undergo redox reactions themselves[201, 202]. In an electrochemical environment,

this redox reactivity can be instigated by applied potential and interaction with the solvent

environment, frequently manifesting in the transfer of ions to/from the oxide catalyst.

One redox reaction that occurs in aqueous environments is hydrogen intercalation, which

is the insertion of protons and electrons into the full oxide lattice under sufficiently reducing

conditions[203]. Unlike surface processes, such as hydration and poisoning, intercalation

is a bulk phenomenon: instead of being adsorbed only to the oxide surface, hydrogen also

penetrates deep into the structure of the material. The reaction reduces the formal oxidation

state of the metal in the oxide to generate a metal oxide hydrogen bronze[43]. This often

results in electrochromism, where electrons populate the metal d-band and enhance photon

absorption in the visible and near-infrared regions [204]. Filling the conduction band via

bulk intercalation can also induce semiconductor-to-metal transitions in metal oxides[205].

Moreover, empirically observed rates of hydrogen intercalation occur on timescales similar

to catalytic turnover[206, 207]. Therefore, the associated changes in electronic structure can

also be expected to occur alongside electrocatalytic reactions on oxides.

Tungsten trioxide, WO3, is a redox-active metal oxide that undergoes bulk hydrogen in-

tercalation to tungsten oxide hydrogen bronze, HxWO3[48]. It has also recently been used in

a variety of technological applications, including in electronic devices and for enhancing fuel

cell electrode stability[208, 209]. The ability of WO3 to undergo H intercalation is understood

to be critical for each of these applications. The changes in optical absorption and electrical
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conductivity accompanying WO3 reduction to HxWO3 arise from a shift in electronic struc-

ture that is describable as a re-positioning of the d-band. Considering the d-band model that

describes trends in catalytic activity for metals, it is reasonable to expect that electronic

changes resulting from bulk hydrogen intercalation will also affect the catalytic function of

the bronze[210]. In this direction, previous work has shown that pre-modified substoichio-

metric (high O vacancy) WO3–δ electrodes exhibit greater HER rates than stoichiometric

WO3[211]. Vacancy formation is understood to alter oxide electronic structure, which results

in altered catalytic activity[212, 213]. However, when starting with stoichiometric WO3, it

is unlikely that O vacancies form in significant concentrations in an electrochemical environ-

ment at potentials relevant to the HER[214]. Rather, WO3 readily undergoes bulk hydrogen

intercalation in a cathodic electrochemical environment[207, 214, 206, 215]. Since interca-

lation also alters oxide electronic structure and catalysis is dependent on band positioning,

we can expect hydrogen intercalation to influence the catalytic activity of metal oxides like

HxWO3.

Combined computational and experimental studies of bulk hydrogen intercalation and its

influence on cathodic reactions on metal oxides are yet to be performed[216, 217, 211, 218].

However, prior work has demonstrated that hydrogen intercalation has a significant impact

on the activity of other catalysts[219, 220]. One example is a recent study on electrochemical

hydrogen evolution catalyzed by MoS2[219]. The authors found that hydrogen intercalation

directly impacts both the electrical conductivity and hydrogen adsorption behavior of MoS2,

resulting in enhanced activity and increased robustness in neutral and alkaline pH envi-

ronments. Another example is a study on Pd-catalyzed electrochemical hydrogen evolution,

where the authors observed a steady increase in activity upon cycling applied potentials[220].

They concluded this performance increase was due to a change in H adsorption energetics

induced by hydrogen intercalation. These reports further motivate an investigation into the

influence of bulk hydrogen intercalation on metal oxides and their catalytic behavior.

In this work, we have combined theory and experiment to demonstrate that bulk hy-

drogen intercalation precedes hydrogen evolution on WO3 in aqueous acidic electrolytes. H2

generation does not occur on WO3, as might be expected. Instead, applying a potential forms

a new catalyst, HxWO3, which then allows the HER to occur. This process is reversible, and

67



applying a sufficiently positive potential will eventually lead to removing H from HxWO3 to

regenerate WO3.

Hydrogen intercalation fundamentally changes the reactivity of WO3. Specifically, in-

tercalation drastically alters the electronic structure of the oxide, essentially forming a new

catalyst with markedly higher HER activity. With constant-charge (canonical) and constant-

potential (grand canonical) DFT calculations, we show that these electronic changes activate

surface metal sites for the HER. We further demonstrate that a constant-charge analysis, as

is traditionally applied for gas-phase systems and in the computational hydrogen electrode

(CHE) approach, does not fully describe the experimentally-measured activities[16]. Rather,

a constant-potential DFT (CP-DFT) approach accurately captures the experimentally ob-

served hydrogen intercalation and evolution characteristics of HxWO3. Using CP-DFT, we

also observe that the elementary reaction energetics for the HER on HxWO3 are relatively

insensitive to applied overpotential (i.e. individual steps exhibit small charge transfer coef-

ficients). Instead, increasing the applied overpotential increases the equilibrium H content

in the bronze, which indirectly increases the rate of HER turnover by altering the catalyst

electronic structure and providing a surface that yields lower HER activation barriers. We

further illustrate the effect of intercalation on HER catalysis by comparing experimentally

measured rates of hydrogen evolution on HxWO3 to reaction rates derived from electrochem-

ical microkinetic models of varying degrees of x in HxWO3. Critically, the observed HER

activity can only be rationalized by considering intercalated states with stoichiometries of

H0.500WO3 or greater. Weak electrochemical activation is further evidenced via large appar-

ent Tafel slopes (ranging from 120 to > 400mV/dec) that we observed experimentally and

confirmed with first-principles electrochemical microkinetics. This work clearly demonstrates

that bulk hydrogen intercalation is an important consideration in cathodic electrocatalysis

on metal oxides.
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4.3 Materials and Methods

4.3.1 Computational Methods

Spin-polarized DFT calculations were performed using VASP and the projector aug-

mented wave (PAW) method[80]. Atomic visualizations were generated using VESTA[81].

For energy calculations and geometric relaxations, exchange-correlation was modeled using

the PBE functional[82]. Dispersion corrections were included using the D3 method with

Becke-Johnson damping[83, 84]. The PBE-D3 level of theory has previously been shown

to give good energetic and structural results for the metal oxides and hydrogen bronzes

explored in this work[85, 86]. Electronic density of states were determined using the hy-

brid HSE06 exchange-correlation functional in a single-point calculation at the optimized

PBE-D3 geometry[111]. In all calculations, PAW pseudopotentials and a plane wave basis

with a cutoff of 520 eV were used to model the electronic wavefunctions. Ground state ge-

ometries were optimized with an electronic convergence threshold of 1x10−6 eV. Electronic

convergence was tightened to 1x10−7 eV for transition state optimizations. Transition states

were located using the climbing image nudged elastic band (CI-NEB) method and further

optimized using the improved dimer method (IDM)[221, 222]. Both the ASE and VTST

implementations of CI-NEB were used in initial transition state searches, while the IDM was

executed as available in the standard VASP distribution[223]. For all states, geometries were

relaxed until the largest observed force was less than 0.05 eV/Å. Intermediate ground states

and transition states were confirmed via vibrational frequency analysis. Ground states that

returned imaginary frequencies, or transition states that gave extra imaginary modes, were

further optimized to a minimum with tighter force criteria. Reciprocal space was sampled

using a k-point density of 0.3 Å and Gaussian smearing with a width of 0.02 eV was used

to smooth the electronic occupancies.

HxWO3 surfaces were constructed as 1x1x2 and 2x1x1 supercells for the (001) and

(100) facets[224]. The bulk geometries over a range of hydrogen stoichiometries, x =

0.000, 0.250, 0.500 and 0.625, were used as starting points. These values of x were chosen

to match the compositions that form the discrete redox couples and staging levels observed
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in HxWO3 in prior experimental and computational studies.[225, 215] Moreoever, while we

cannot rule out the possibility that other HxWO3 phases form under HER conditions, the

stoichiometries selected for this work give a progression of x values that allows us to probe the

effect of increasing H content in WO3. Initially, the bulk unit cell for each stoichiometry was

optimized with respect to lattice parameters and atomic positions. Volume- and position-

optimized bulk cells were then used to create surface models. Including lattice parameters

as additional degrees of freedom allowed us to track the effects of structural rearrangement

on catalytic activity. The surface structures were further relaxed prior to any adsorbate

calculations by including a 15 Å vacuum layer in the direction perpendicular to the surface.

All results shown in this work, unless otherwise mentioned, pertain to the (100) facet of

HxWO3. Although the most thermodynamically stable facet is (001), we find that adsorption

energies of H are more favorable on (100). This is shown in Figure 73 of Appendix C. We also

see from SEM images and XRD measurements that there is a sufficient number of exposed

(100) facets on the nanoparticles we used in experiments. This is discussed and illustrated

in Appendix C.

Electrolyte and solvent effects were included using the VASPsol extension[226]. This

approach leverages the linear GLSSA-13 implicit model to describe the solvent, which is

water in this case[227]. As such, all calculations were run using a relative permittivity of 78.4.

The cavitation energy was not included in the determination of total energy, since this effect

is small and its inclusion can cause oscillations and inefficiencies in optimizations[228, 229].

The electrolyte was modeled using a linearized Poisson-Boltzmann equation with a Debye

length of 4.3 Å, which corresponds to the 0.5 M H2SO4 electrolyte used in the experiments

included in this work. In addition to the implicit solvent and electrolyte models, explicit

waters were included to better approximate the Helmholtz layer and to provide a hydrogen

source in our calculations. Two water molecules and an extra hydrogen atom forming the

H5O2
+ Zundel cation were used per surface unit cell (Figure 23), as including more water

molecules did not significantly alter energies.

For DFT calculations at constant charge (i.e. no excess electrons), the free energy of a

given state was calculated as follows:
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F = Eelec + EZPE + T · S (4.3.1)

In Equation 4.3.1, F is the total canonical free energy of the system, Eelec is the electronic

DFT energy, EZPE is the zero point energy, and T ·S is the entropic contribution. The zero

point energies and entropies were determined from vibrational modes calculated using the

harmonic oscillator approximation. All free energies were computed at 298.15 K, to compare

calculated results to room-temperature experimental data.

Constant-potential DFT (CP-DFT) calculations were performed by varying the number

of excess electrons included in the cell until a desired electrochemical potential was achieved.

Our approach and analysis follows that given by the authors of the VASPsol package and is

described in detail here[226]. The electrochemical potential on the SHE scale was calculated

as:

U = −(ϵfermi − ϕsolvent) − ϕSHE (4.3.2)

In Equation 4.3.2, ϕSHE is the value of the SHE redox couple which was taken to be 4.44

eV, ϵfermi is the Fermi level of the electrode, and ϕsolvent is the electrostatic potential deep in

the solvent region[230]. Rather than manually changing the number of excess electrons after

individual DFT calculations, an automated script was used to search for a desired potential

via a gradient descent algorithm:

Ne[i + 1] = Ne[i] − a · (Utarget[i] − U [i]) (4.3.3)

Here, Ne is the number of excess electrons at a given image i, Utarget is the desired

electrochemical potential, U(i) is the electrochemical potential of the current configuration,

and a is a scaling factor used to control the size of the correction applied to Ne for the next

guess. Previous work found an a value of 1.0 V −1 to be sufficient, but this caused oscillations

around the target potential in our calculations[231]. Reducing a to a value of 0.5 eliminated

these oscillations. A tolerance of 0.020 V was used as a convergence criterion for terminating

the optimization of electron numbers.
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To account for the excess electrons in the systems held at constant potentials, the grand

canonical free energy, Ω, was considered instead of the typical canonical free energies[226,

232, 233]. This was achieved through a modification of Equation 4.3.1:

Ω = Eelec + EZPE + T · S −Ne · ϕsolvent −Ne · (−ϕSHE − U) (4.3.4)

By combining Equations 4.3.1 and 4.3.4, we considered the grand canonical free energy

as the canonical free energy with two additional corrections:

Ω = F −Ne · ϕsolvent −Ne · (−ϕSHE − U) (4.3.5)

The second term on the right-hand side of Equation 4.3.5 is required to account for the

excess electrons in the system. The third term on the right-hand side of Equation 4.3.5 arises

from the Legendre transform that connects the canonical ensemble to the grand canonical

ensemble[226]. Combining these two corrections and considering Equation 4.3.2 results in

the following, simplified total grand canonical energy expression:

Ω = F −Ne · ϵfermi (4.3.6)

Equation 4.3.6 clearly shows how excess electrons influence the total grand canonical

energy, where each electron (or fractional electron) makes an energy contribution to the

system’s Fermi level on an absolute energy scale. Grand canonical free energy differences

were then computed by considering Equation 4.3.6 for two unique states at a common elec-

trochemical potential, U . Again, this potential was achieved for each state by varying the

excess electrons according to Equation 4.3.3. Details concerning the implementation of the

electrochemical microkinetic model are included in Appendix C. The software is available on

an open-source basis for use according to the MIT license on Github.

4.3.2 Experimental Methods

Electrochemical measurements were collected using a Gamry Interface 1000 potentiostat

in a three electrode setup. Considering the relatively low HER activity of HxWO3, con-

tamination of the working electrode or electrolyte by adventitious transition metals would
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result in false activity measurements. Thus, we did not use any electrode materials con-

taining transition metals with comparatively higher HER activity, such as Pt. The counter

electrode in all measurements was a graphite rod (Electron Microscopy Sciences 0.25 in.

diameter, Spectro-Grade). The reference electrode for all experiments was Ag/AgCl (CH

Instruments CHI111P), and was experimentally calibrated to the RHE scale by measuring

the open circuit potential of a platinum electrode (0.5 mm Pt wire, 99.997% metals basis,

Alfa Aesar) submerged in fresh H2 (99.999%, Matheson) saturated 0.5 M H2SO4 electrolyte.

Applied potentials were further converted to the SHE scale using a small adjustment for

solution pH—this facilitates direct comparisons to computational results. Reference elec-

trode calibration was always performed after HER activity measurements of HxWO3 in a

separate electrochemical cell (using electrolyte transferred from the testing cell), again to

minimize the possibility of Pt contamination. Only the graphite counter electrode and the

Ag/AgCl reference electrode were used between activity measurements and calibrations. The

electrolyte was discarded after the RHE–SHE calibrations so as not to introduce Pt to the

testing cell. As further evidence of sample cleanliness, we observed none of the characteristic

features of Pt contamination, such as erratic changes in HER activity or steadily increasing

activity with time.

Films of WO3 nanoparticles were deposited by drop casting catalyst ink onto glassy

carbon disk electrodes (CH Instruments CHI 104, 3 mm diameter for non-hydrodynamic

experiments, or SPI 4181GC-AB, 5 mm diameter for rotating disk electrode experiments). A

representative catalyst ink contained 0.05 g of WO3 nanoparticles, 0.05 g of Nafion dispersion

(Ion Power, 1100 EW @ 20 wt% in IPA), and 250 µL of >18.2 MΩ·cm water. The ink was

dried using an infrared heat lamp. The WO3 nanoparticles were synthesized using a modified

literature procedure[234]. Our modifications and the effect on particle morphology has been

reported previously[206]. Appendix C provides confirmation of the identity and morphology

of the synthesized WO3.

Cyclic voltammetry measurements were performed in a static cell setup, which consisted

of a glass beaker with an in-house machined polytetrafluoroethylene (PTFE) cap. All cyclic

voltammograms were collected at a scan rate of 1 mV/s. The working electrode for this setup

was glassy carbon (CH Instruments CHI 104, 3 mm diameter) on which 1 µL of catalyst

73



ink was deposited. Chronopotentiometry measurements were performed using a rotating

disk setup (Pine Research MSR). The working electrode consisted of a glassy carbon disk

(SPI 4181GC-AB, 5 mm diameter) polished to a mirror finish. 2 µL of catalyst ink were

deposited onto this larger disk. The glassy carbon disk with WO3 film was inset into a PTFE

shroud (Pine Research E4TQ ChangeDisk) and was rotated at 1600 RPM. An argon purge

was used to remove dissolved oxygen and other atmospheric contaminants. Voltage responses

during the constant-current chronopotentiometry experiments were converted to steady-state

potentials by averaging the final two seconds of data after the potential reached a constant

value. Constant-current measurements were run between 5 and 60 seconds, depending on

the applied potential and the approach to steady state.

Kinetic currents were extracted from the rotating disk measurements by applying the

Koutecký-Levich equation[235]:

1

im
=

1

ik
+

1

0.62nFAD
2/3
O ω1/2ν−1/6C∗

O

where im is the measured current, ik is the kinetic current (free of mass transfer), n is the

number of electrons involved in the reaction, F is Faraday’s constant, DO is the Grotthuss

diffusion coefficient of protons, ω is the disk rotation rate, ν is the kinematic viscosity of

the electrolyte, and C∗
O is the concentration of protons in the electrolyte. This equation was

solved for ik, which was then converted to the reported current densities by considering the

area of the disk electrode.

Solution resistance was measured using electrochemical impedance spectroscopy, wherein

a 10 mV AC waveform was applied over a DC potential. The solution resistance ranged from

5 to 6 Ω, which is within the expected range for the cell geometry used in experimental data

collection[236]. EIS was performed at both open circuit potential (approximately +0.3 V vs.

SHE) and at potentials where significant hydrogen evolution occurred (approximately -0.5 V

vs. SHE), and no systematic differences were observed exceeding sample-to-sample variation.

The resulting data were then adjusted to account for 100% of the iR drop associated with

this solution resistance after experiments were complete.
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4.4 Results and Discussion

4.4.1 Influence of Bulk H Intercalation on H Adsorption and Electronic Struc-

ture

We first examined the possible reaction pathways to molecular H2 on the metal oxide

surface. We considered HER pathways through three elementary steps[237, 238]:

1. ∗ + H+ + λn·e− → H∗ (Volmer)

2. H∗ + H+ + λn·e− → H2 (Heyrovsky, Eley-Rideal)

3. H∗ + H∗ → H2 (Tafel, Langmuir-Hinshelwood)

These are respectively referred to as adsorption, surface-mediated, and water-mediated steps,

as shown in Figure 23. Each of these steps may be accompanied by the transfer of protons

and/or electrons toward or away from the oxide/solution interface. Although proton trans-

fer is restricted to integer amounts (e.g. 0 or 1), electron transfer can occur in fractional

amounts, which we denote as λn[239, 240, 241]. This partial electron transfer is tightly tied

to electrochemical activation (vide infra).

Figure 23a shows a bare oxide surface consisting of only tungsten and oxygen atoms, plus

a H5O2
+ cation composed of two water molecules and an extra proton. The first step in H2

formation is the reductive adsorption of protons from the electrolyte. Figure 23b depicts an

example H0.625WO3 surface with three distinct H-binding sites populated: terminal oxygens

(Ot), bridging oxygens (Ob), and surface tungsten metal sites (W). Although O atoms behave

as basic centers and metals as acidic centers, reduced protons can interact with both site types

owing to the amphoteric nature of hydrogen[215]. We emphasize that catalytically relevant

atomic configurations may include any combination of the site types illustrated in Figure

23b. A variety of surface configurations can be achieved with respect to the positioning of

the adsorbed H units among the three different site types. Further, the stable arrangement

of surface H atoms can change depending on the HxWO3 bulk hydrogen stoichiometry.

Also shown in Figure 23b is a sub-surface hydrogen representative of the bulk intercalated

hydrogen, indicated with a circle. The number of these particular hydrogen atoms was varied

as required to achieve a certain value of x in HxWO3 (see computational methods).

75



Figure 23: Major reaction steps to form H2 on WO3. The blue atoms are hydrogens involved

in the formation of molecular H2. Tungsten atoms are gray, oxygen atoms are red, and

spectator hydrogen atoms are white. a) A bare, non-hydrogenated surface with a near-surface

explicit H5O2
+ cation. b) An example of a H0.625WO3 surface demonstrating all possible

hydrogen adsorption locations: terminal oxygen, Ot, bridge oxygen, Ob, and tungsten, W.

Various combinations of site types are possible and will impact reaction energetics. The

bulk intercalated hydrogen is also shown, marked by the circle. H2-coupling occurs after

adsorption through two mechanisms. c) Initial and d) final states for the water-mediated

(Heyrovsky, Eley-Rideal) mechanism. e) Initial and f) final states for the surface-mediated

(Tafel, Langmuir-Hinshelwood) mechanism.
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Following the surface adsorption of hydrogen, H–H coupling must occur to form molecular

H2. This can proceed through the water-mediated or surface-mediated routes. In the water-

mediated mechanism, surface H atoms form H2 by reacting with a proton from the electrolyte.

This is demonstrated specifically in Figures 23c and 23d for the H0.625WO3 surface. In the

surface-mediated mechanism, two surface H atoms react with one another to generate H2;

this is shown in Figures 23e and 23f for the H0.625WO3 surface.

When considering surface-mediated H2-coupling, it is important to note that metal oxides

differ from metallic surfaces in that active sites of a single type are separated by relatively long

distances. For example, the W sites on the WO3 surface are separated by ∼ 5.2 Å, which is

too large for surface-mediated H–H coupling to occur. This contrasts with metallic catalysts

like Pt, for example, where equivalent surface sites on the FCC (111) facet are separated by

only ∼ 2.8 Å. This distance can be feasibly traversed by neighboring adsorbed H’s, allowing

two congruent FCC top sites to support surface-mediated H2-coupling. Because of the large

spacing between sites on the oxide, surface-mediated hydrogen evolution on HxWO3 must

proceed through the contribution of multiple site types.

As an initial assessment of HER catalytic activity, we calculated hydrogen atom binding

energies on (100) HxWO3 surfaces with varying levels of bulk hydrogen stoichiometry, x,

as presented in Figure 24a. These energies were computed as binding energies referenced

to H2 and the relevant oxide surface. We observed a notable shift in the preferred site

for H-adsorption as the value of x in HxWO3 was increased. At low H stoichiometries,

hydrogen tends to adsorb more strongly to the basic oxygen centers and interaction with

W sites is modestly endergonic. The HER on tungsten oxide could therefore be expected

to proceed at oxygen centers on the H0.000WO3 surface. However, as bulk H stoichiometry

increases, H adsorption at oxygen sites becomes more endergonic and H adsorption at W

sites becomes more exergonic. This is noted specifically for W-H∗ binding with the red

circles in Figure 24a. In fact, the effects of hydrogen intercalation are pronounced enough to

cause an inversion in site preference, where for H0.500WO3 and H0.625WO3 the W site is the

most energetically feasible location for initial H adsorption. WO3 and H0.625WO3 therefore

interact with hydrogen intermediates in entirely distinct ways, with direct consequences for

reaction mechanism and overall turnover.
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Figure 24: Effect of hydrogen intercalation on hydrogen adsorption free energies and elec-

tronic structure of HxWO3. a) Free energies of adsorption at the three unique site types

on HxWO3 as a function of bulk H stoichiometry x. b) Top view of bare oxide surface. c)

Unoccupied W d density of states associated with the W atom indicated in b), where the

red dashed lines indicate the location of the band centers. d) Occupied local W d- and

H s-projected density of states, with the W-H bonding states indicated by the red circles.

The states in d) are those corresponding to the atoms indicated in e), which shows the ox-

ide surface with H adsorbed at the W and Ot sites. f) Minimum energy pathways for the

consecutive adsorption of H atoms at different sites as a function of H stoichiometry x in

HxWO3.
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We next considered the physical reasons for why bulk hydrogen intercalation changes the

behavior of H adsorption on HxWO3 surfaces. Figure 24b shows a surface of tungsten oxide

and Figure 24c depicts the local d-projected density of states for a bare surface W atom with

no adsorbed H. We observed that increasing bulk H stoichiometry shifts unoccupied d-band

centers (dashed red lines) closer to the Fermi level, indicating increased site acidity[105].

Comparing Figures 24a and 24c reveals that the stronger acid sites correspond to more

favorable H adsorption energies. In a similar manner, Figure 24d shows the occupied W d-

and H s-projected density of states for the surface atoms outlined in Figure 24e. The red

circles in Figure 24d point out energy levels that show high densities of states for both the

W d and H s electrons. These shared energy states imply W-H bonding, and we observed

a stabilization of these bonding states as bulk H stoichiometry was increased. As with the

increased W site acidities, the stabilized W-H bonding states correlate with more favorable

H adsorption free energies.

While W sites are activated due to increased acidity, oxygen centers are deactivated

due to decreased basicity. This is shown in Figure 72 of Appendix C. As electrons fill the

electronic states of the oxide, the occupied O p band is shifted to lower energies and moves

further from the Fermi level. This corresponds to less basic sites, which are less reactive

toward amphoteric H. Notably, the relationship between reactant binding and acid–base

character is well-characterized for oxides, and we have confirmed it for the interaction of

hydrogen with the bulk lattice oxygens of WO3[102].

We further examined the energetics of multiple sequential H adsorption steps at dif-

ferent surface site types, as shown in Figure 24f. Multiple sites were considered because

1) they will together be important for evaluating surface-mediated mechanisms and 2) the

water-mediated mechanism may be affected by H atoms that are not bound at the most en-

ergetically favorable site. Notably, only non-intercalated WO3 yields exergonic H adsorption.

However, under sufficiently negative applied potentials, it is possible that multiple sites are

simultaneously populated. This is evidenced by the observation that for any non-zero level

of hydrogen intercalation, the second H site adsorption is less energetically demanding than

the first. Together, these results show that the oxide surface may indeed be populated with

hydrogen at multiple types of sites. Therefore, the two site configurations shown in Figure
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24f were used to evaluate H2 formation via surface- or water-mediated mechanisms.

For this set of adsorption calculations, explicit waters were not included and solvation

was accounted for with an implicit model. This simplification was made to facilitate the

screening of all possible site configurations on both (100) and (001) surfaces, which are

shown in their entirety in Figure 73 of Appendix C. For a given surface with constant bulk

hydrogen stoichiometry, we do not expect the trend in adsorption energies to change in the

presence of explicit waters[229]. Therefore, this approach is sufficient for screening and site

selection purposes for the individual oxide surfaces as in Figure 24. Trends across different

bronze stoichiometries, however, might be affected by the explicit waters owing to changes in

surface electronic structure—specifically the semiconductor-to-metal transition and possible

changes in surface polarizability. As a result, comparisons across stoichiometries were made

with the inclusion of explicit water molecules. Combined implicit/explicit solvation was also

employed for kinetic analysis, as detailed in the following sections.

4.4.2 Constant-Charge vs. Constant-Potential Frameworks

What we have shown so far underpins a complex reaction network for the HER on

HxWO3. Hydrogen intercalation significantly perturbs the acidity and basicity of the metal-

and oxygen-based surface sites, leading to emergent reactivity. This highlights different H

adsorption characteristics for different stoichiometries of HxWO3, branching into distinct

reaction pathways that may contribute to the observed HER activity over a range of applied

overpotentials. While we have used constant-charge DFT to describe general trends in H

adsorption energetics, we found it necessary to apply more realistic modeling techniques to

arrive at quantitative reaction energies and barriers for each elementary step to producing

molecular H2.

Since we are operating under electrochemical conditions, our quantum chemical approach

must be carefully selected to produce accurate kinetic information. Canonical DFT methods

(like those used in the CHE formalism) operate in the NVT ensemble, with the total number

of electrons held constant[16]. For the adsorption of hydrogen to a surface site, we can

consider the initial state as a proton in solution and the final state as a surface-bound H.
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Charge transfer between the surface and the proton occurs with adsorption, and this requires

there to be a change in the number of electrons in the simulated catalyst slab. This presents

a problem for comparing canonical DFT calculations to electrochemical experiments, since

the charge transfer yields a different apparent electrochemical potential for the initial and

final reaction states[242]. Note also that this contrasts with thermochemical reactions, where

canonical DFT is appropriate because the surface is not connected to an external circuit and

the catalyst electrochemical potential can indeed change[70]. Using constant charge DFT

for electrochemical reaction energies could therefore result in comparing experimental and

theoretical data from different thermodynamic ensembles.

CP-DFT is more relevant to experimental electrochemical conditions, since electrochem-

ical instruments are designed to manipulate the net charge in the working electrode (via

transfer to or from the external circuit) to attain the desired electrochemical potential. CP-

DFT methods replicate this behavior by shifting the thermodynamic ensemble from NVT

to µVT: the number of electrons is treated as an additional variational parameter which

drives the electrochemical potential to become a result of the calculation itself. Extensive

gains have been made over the last few years to enable constant-potential calculations, and

we refer the reader to several prior reports for further explanation of constant-potential

methods[226, 231, 232, 233, 243].

Figure 25 compares the CHE and CP-DFT approaches to assess which method is more

viable for describing the HER on HxWO3. Figure 25a compiles CHE and CP-DFT H adsorp-

tion equilibrium potentials on several bronze stoichiometries. The adsorption configurations

we modeled correspond to the most endergonic H binding steps in Figure 24f. Notably,

the equilibrium potentials returned via CHE and CP-DFT differed by as much as > 1 eV,

depending on bulk H content. At H0.000WO3 and H0.250WO3, the CHE returns more neg-

ative equilibrium adsorption potentials than CP-DFT. The CHE and CP-DFT approaches

agree on the position of equilibrium for H0.500WO3, and CP-DFT predicts a more negative

equilibrium potential than the CHE on H0.625WO3. Details on the calculation of equilibrium

potentials using each method are given in Appendix C. This disagreement between the CHE

and CP-DFT approaches is consistent with prior investigations into the differences in free

energies of adsorption for intermediates relevant to CO2 reduction[243].
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Figure 25: Comparison between constant-charge and constant-potential DFT approaches

with experimental cyclic voltammetry. a) Calculated equilibrium potentials for hydrogen

adsorption at thermodynamically limiting steps of adsorption, identified in Figure 24f. Po-

tentials determined via CHE and CP-DFT are shown. The CHE potentials here are different

from those apparent from Figure 24f because the present calculations include explicit water

solvent molecules. b) A selection of equilibrium potentials from (a) overlaid with a represen-

tative cyclic voltammogram of WO3 nanoparticles recorded in 0.5 M H2SO4 at a scan rate of 1

mV/s. The reference electrode was Ag/AgCl, the counter electrode was graphite, and an Ar

purge was used. The cathodic peaks in the CV are attributable to bulk H intercalation and

correspond to i) WO3/H0.250WO3, ii) H0.250WO3/H0.500WO3, and ii) H0.500WO3/H0.625WO3

redox couples. Intercalation is followed by the exponential onset of the HER at ∼ −0.4 V

vs. SHE.
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Figure 25b overlays the equilibrium potentials for H adsorption on WO3 and H0.625WO3

with an experimental cyclic voltammogram (CV) of WO3 nanoparticles. The DFT-calculated

H+/H∗ equilibrium potentials (vertical lines) are related to the interaction of solvated protons

with the HxWO3 surface, whereas the peaks seen on the CV are related to bulk hydrogen

intercalation[215]. From the experimental CV, it is clear that hydrogen intercalation occurs

at potentials positive of the HER onset, and the HER does not achieve an appreciable rate

until < −0.4 V vs. SHE. This supports the conclusion that the HER occurs predominantly

on the surface of the bronze (i.e., x > 0 in HxWO3) and not on WO3.

Another key observation is that the CHE equilibrium potential for H adsorption on

H0.000WO3 is negative of the H0.000WO3/H0.250WO3 reduction. This is inconsistent with the

experimental observation of bulk hydrogen intercalation because H intercalation also requires

the formation of surface bound H intermediates. Thus, the H+/H∗ equilibrium potentials for

a given H stoichiometry must be equal to or positive of the equilibrium potential for interca-

lation to a higher H stoichiometry, else intercalation would not be able to occur. In fact, the

CHE-derived H+/H∗ equilibrium potential for H0.000WO3 is calculated to be at ∼ -0.25 V vs.

SHE, which occurs negative of all intercalation features in the CV. If this equilibrium poten-

tial was valid for H adsorption, then H would not be able to interact with the WO3 surface

in any meaningful way and intercalation would not be observed until potentials negative of

∼ -0.25 V vs. SHE. Using CP-DFT, the apparent equilibrium potentials are in much better

agreement with experimental observations. Specifically, hydrogen binding on WO3 occurs

at ∼ +1.1 V vs. SHE, meaning the surface can adsorb hydrogen before an intercalated bulk

phase is formed. By contrast, the highly intercalated H0.625WO3 is seen to have an equi-

librium potential for H adsorption that is negative of the observed H0.500WO3/H0.625WO3

intercalation feature in the CV. In fact, this is still consistent with experiment, since we do

not see any experimental evidence of intercalation above the H0.625WO3 stoichiometry.

The results shown in Figure 25 suggest that the CP-DFT approach is an improvement

over the CHE when describing the dynamics of H adsorption and intercalation on HxWO3,

and quite possibly other oxides. Indeed, although the CHE has seen widespread success

in describing the thermodynamics of numerous electrochemical systems, it makes assump-

tions that may not accurately describe the kinetics of some electrocatalytic reactions. One
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important assumption of the CHE is that elementary steps require electrons to transfer in

integer multiples. For elementary electrochemical reaction steps, the number of electrons

transferred does not have to be an integer value[239, 244]. The possibility of partial electron

transfer results from the ability of an electrode to redistribute charge in the near-vicinity of

the electrode surface; hence, forming or breaking a bond between a proton and the electrode

surface does not always require the transfer of a full electron into or out of the electrode[241].

Since the number of electrons transferred prior to and during the rate-determining step of

an electrocatalytic reaction governs the dependence of reaction barriers on applied potential,

an accurate kinetic analysis would benefit from the relaxation of the unit electron transfer

assumption[245]. Still, the integer electron transfer assumption made by the CHE could be

appropriate for fully thermodynamic investigations.

Overall, comparing the CHE equilibrium potentials with experiment suggests that the

CP-DFT approach is better suited to describing the interaction of HxWO3 with hydrogen

under electrochemical conditions. We note, however, that the H0.000WO3 CHE equilibrium

potential for H adsorption does match well to the observed HER onset. Prior work has in-

vestigated WO3 and its substoichiometric derivative, WO2.9, for HER catalysis[211]. In that

work, the limiting potential for hydrogen adsorption on WO3 was found to occur at around

-0.50 V vs. SHE, in rough agreement with our value of -0.25 V vs. SHE. The difference likely

arises from our calculations including both explicit and implicit water solvation, whereas

the prior results were computed in the gas phase. Notwithstanding that difference, either

value is in reasonable agreement with the experimentally observed HER onset at −0.4 V vs.

SHE. However, we clearly observe the formation of H0.250WO3 at considerably more positive

potentials, and so the H+/H∗ adsorption equilibrium on H0.000WO3 is likely irrelevant in

the potential range where we experimentally observe hydrogen evolution. Accordingly, the

H adsorption equilibria we calculated with CP-DFT are broadly consistent with the phys-

ical picture of H adsorption followed by H insertion, followed by further H adsorption and

H2 evolution on the oxide bronze. For these reasons, we applied CP-DFT to execute more

detailed calculations of hydrogen evolution energetics on HxWO3.
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4.4.3 Partial Electron Transfer Governs the Potential-Dependence of Reaction

Energies and Barriers

Using CP-DFT, we calculated from first-principles the dependence of reaction energies

and barriers on applied potential. Figure 26a takes the water-mediated H2-coupling step as

an example and shows the change in grand canonical free energy, ∆Ω, with potential. The

surface-mediated energetics are shown in Figure 76, but we found that the water-mediated

mechanism is always more feasible. For reduction reactions, we expect a positive slope

for d∆Ω/dU and a negative slope for oxidation reactions. Non-electrochemical (thermal)

reactions have slopes of zero. For reactions that obey classical mechanisms involving unit

proton-electron transfer in each elementary step, we would further expect the magnitude of

d∆Ω/dU to be near 0.5 for activation barriers and 1.0 for full elementary steps. Remarkably,

we instead observe slopes <0.3 for the water-mediated energies and barriers; that is, each of

the elementary steps we modeled depend only weakly on applied potential.

The weak potential dependence is especially clear on H0.000WO3, where the H2-coupling

reaction energy changes by less than 0.25 eV over a span of at least 0.6 volts. Interestingly,

we observed a significantly larger change in the same reaction energy, greater than 1.5 eV,

by changing from H0.000WO3 to H0.625WO3. This demonstrates that H-intercalation has a

more substantial influence on reaction energetics than changes in applied potential for a hy-

pothetically fixed H stoichiometry. Stated more simply, if we considered only the H0.000WO3

surface and were able to prevent bulk H intercalation, then we would expect to need massive

overpotentials to achieve appreciable HER turnover. Instead, investigating multiple HxWO3

surfaces shows the HER only proceeds at a meaningful rate with x > 0. This observation

suggests that applied potential only indirectly influences the rate of hydrogen evolution on

HxWO3—applying an electrochemical potential to the oxide primarily sets the bulk hydrogen

stoichiometry, which in turn has a significant effect on reaction energies.

Although DFT calculations allow us to determine potential-dependent reaction energies

at constant stoichiometries, the stoichiometry is also a function of applied potential. It is

therefore challenging to experimentally measure the independent impacts of composition

and overpotential on overall activity. Doing so would require that applied potential be
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Figure 26: Energies and barriers for the water-mediated H2-coupling step on HxWO3, which

was found to be the most favorable pathway for hydrogen evolution. a) Reaction energies

and barriers determined at several potentials (markers), with lines of best fit showing the

linear dependence on applied potential. Changes in stoichiometry result in larger energy

shifts than change in potential. b) Parity plot demonstrating 1:1 correspondence between

number of electrons transferred and the apparent charge transfer coefficients.
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modulated independently of bulk hydrogen stoichiometry. Since both hydrogen intercalation

and hydrogen evolution are dependent on electrochemical potential, transient methods (e.g.

electrochemical impedance spectroscopy or open-circuit potential/current decay[246]) could

perhaps be used in future studies to more fully map the composition-overpotential-activity

space.

We now examine why the energies shown in Figure 26a are such weak functions of applied

potential. Figure 26b presents a comparison between two different types of charge transfer

coefficients—defined as the slope of the relationship between reaction free energy or activation

energy and applied potential—and the number of electrons transferred for each step, λn. The

determination of these quantities is outlined in Appendix C. The charge transfer coefficients

for transition states are labeled with α and the full elementary step reactions with β. We

observed an excellent one-to-one agreement between charge transfer coefficients and λn,

supporting the conclusion that partial electron transfer defines the potential dependence of

the grand canonical free energies[244, 245, 240]. This once again highlights the benefit of

using CP-DFT vs. the CHE model in our system. For these types of multi-site, multi-step

catalytic reactions, charge transfer coefficients can deviate significantly from their expected

values, and CP-DFT allows us to determine, from first principles, these unexpected values.

The relationship between charge transfer coefficients and λn also offers a means to accel-

erate the determination of the potential dependence of electrochemical reaction energies and

barriers. In Figure 26a, each data point comprises a separate pair of energy calculations (of

the initial and transition state configurations or the initial and final state configurations).

The charge transfer coefficients for a given step are extracted from the resulting slope across

multiple points, and therefore require many individual DFT calculations. We can instead

perform a single pair of calculations at one potential and extract the number of electrons

transferred between the states of interest. Because λn appears to remain virtually constant

over modest overpotentials (see Figure 75 in Appendix C), Figure 26b suggests we can treat

λn directly as the charge transfer coefficient. Doing so would avoid the execution of calcula-

tions at multiple potentials, reducing the total cost and increasing the speed of a CP-DFT

analysis.
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4.4.4 Effect of Bulk Hydrogen Intercalation on Preferred Reaction Pathways

and HER Rates

Our computational and experimental data show that the energetics of hydrogen adsorp-

tion and of H2-coupling on HxWO3 are both strong functions of bulk hydrogen intercala-

tion. In Figure 27, we summarize what we conclude are the minimum energy pathways

for hydrogen evolution, starting from bare HxWO3 surfaces and considering both hydrogen

intercalation and evolution. The most feasible pathway for the HER is highlighted with

the bolded arrows and outlined ellipses. Beginning with a non-intercalated tungsten oxide

electrode, applying an increasingly negative bias will first preferentially intercalate hydrogen

and form the bronze instead of evolving H2. Once the bronze is formed, the reaction mecha-

nism for the HER shifts from oxygen-centered surface coupling (top path) to metal-centered

water-mediated coupling (bottom path). The top path is the hypothetical minimum energy

pathway to H2 on non-intercalated H0.000WO3. In this path, hydrogen first populates the ter-

minal oxygens and then the bridging oxygens. Next, a water-mediated H adsorption occurs

at the bridge oxygen, forming a bridging O-2H∗ consisting of two individual H atoms bound

to O. We consider this step to proceed prior to H–H bond formation because the second

incoming proton prefers binding to the O center. These H atoms only subsequently combine

to form H2, which then desorbs. Note, however, that the mechanism on H0.000WO3 should

be considered as hypothetical, since it does not likely contribute meaningfully to hydrogen

evolution. For the intercalated oxides, adsorption first occurs at the metal site, then at the

terminal oxygen, but the latter H∗ does not participate in catalytic turnover. Instead, a

third H adsorption occurs to facilitate the water-mediated formation of H2 at the metal site,

which then desorbs. Although both paths lead to H2, the bold arrows in Figure 27 outline

the practical consequence of applying a potential to WO3, which is to sequentially intercalate

and then evolve hydrogen on an HxWO3 surface.

An important takeaway from Figure 27 is the configuration of the catalyst surface prior

to initial H adsorption within the catalytic cycle; this configuration is indicated by the

yellow ellipses at the end of each pathway. The site of initial hydrogen adsorption does

not necessarily dictate this configuration because it may not be consistent with the surface
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Figure 27: Reaction pathways from bare HxWO3 through H2 formation and the relevant

catalytic cycles. As bulk H stoichiometry increases, active sites for the HER shift from O

centers to W centers. The bold arrows indicate the practical result of progressively decreasing

applied potential, which first induces H-intercalation and then drives the HER.

composition resulting from catalytic turnover. For example, on H0.625WO3 the first H adsorbs

to the metal site and the second adsorbs to a terminal O site. The desorption of molecular

H2 at the end of the cycle will expose only a metal site, leaving the terminal O-bound H as a

spectator. Therefore, the start of the next catalytic cycle occurs as H adsorbs to an exposed

metal site with the terminal oxygen site already populated. This elementary step is different

from the initial adsorption of H to W, which occurs without a terminal O-bound H. Hence,

the reaction coordinate diagrams shown in Figure 28 and the energies which informed the

microkinetic models (vide infra) were referenced to the rightmost configurations shown in

Figure 27 (i.e., desorbed states within the catalytic cycle).

Figure 28 shows reaction coordinate diagrams for the HER on H0.000WO3, H0.500WO3,

and H0.625WO3. The different bronze compositions contrast starkly in apparent activity.

H0.000WO3 gives rise to a highly unfavorable pathway to H2, further supporting the notion

that WO3 cannot be responsible for HER activity. Furthermore, increased intercalation

reduces the energy requirement for H2 formation, thereby resulting in enhanced catalysis.

Note that H0.250WO3 is not included in the remainder of this analysis since it is also unlikely

to play a significant role at potentials relevant to HER on HxWO3. This is apparent from

Figure 25b, where significant HER is only seen at potentials negative of the equilibrium

potentials for formation of H:W ratios ≥ 0.500.
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Figure 28: Reaction coordinate diagrams for three selected stoichiometries of tungsten oxide

hydrogen bronze. The left panel shows reaction energies at an applied potential of 0.0 V

vs. SHE, and the right at -0.6 V vs. SHE. Transition states are indicated via curved lines.

Non-activated steps are shown with straight lines. All energies are determined using the

PBE-D3 functional in the grand canonical, constant-potential formalism.

The reaction coordinate diagrams shown in Figure 28 further demonstrate the influence

of applied potential on hydrogen evolution at HxWO3. Each intermediate and transition

state energy is evaluated as an independent function of potential, such that the potential

dependence of each elementary step can be used as the basis of a full microkinetic model.

Figure 28 also shows that composition not only has an outsized effect on the single elementary

step shown in Figure 26a, but also for the full HER pathways on HxWO3. We reiterate here

that the initial states of the catalysts are the desorbed surfaces in Figure 27, with monatomic

H adsorption occurring at full coverage of the respective adsorption sites. By constructing

the reactions in this way, we can input all CP-DFT reaction energetics into a microkinetic

model for the calculation of HER reaction rates and make direct comparisons to experimental

HER measurements.

The experimental kinetic current density given by HxWO3 is shown in Figure 29a along-

side the potential-current density relationships from first-principles-based microkinetic mod-

els for WO3, H0.500WO3, and H0.625WO3. Complete details on construction of the microki-

netic models, including discussion of the underlying assumptions, are presented in Appendix
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C. Comparing experiment to theory clearly shows that only H0.500WO3 and H0.625WO3 repli-

cate the steady state kinetic current densities observed in constant-current rotating disk

electrode experiments. Indeed, the modeled HER rates on pure WO3 were more than twenty

orders of magnitude lower than the experimentally observed rates. In fact, as discussed in

Appendix C, the calculated current densities specifically for WO3 are an upper bound on the

actual values. This motivates the conclusion that H0.000WO3 is irrelevant to the HER and

should not be considered as an active catalyst. Instead, only the intercalated oxides provide

sufficiently reactive sites for H2 formation.

When first comparing the reaction coordinate diagrams in Figure 28 and the computed

rates in Figure 29a, it seems unexpected that the H0.500WO3 gives lower activity than the

H0.625WO3 surface. H0.500WO3 has a slightly lower barrier to H2 than H0.625WO3 and would

be expected to give faster turnover. However, the H0.625WO3 surface has a more favorable

equilibrium balance between the H∗ and H2
∗ species, as can be seen by the relatively exergonic

energy change in forming H2
∗. Because the H0.500WO3 surface results in an endergonic

energy change for this step, the equilibrium position favors the H∗ state, thereby inhibiting

H2 evolution.

As a further check on activity, we examined the Tafel slopes and their dependence on

potential. We chose not to fit a single straight line through the data, as there is some evidence

of curvature even after correcting for 100% of uncompensated resistance. Moreover, the non-

classical values of the charge transfer coefficients encountered through CP-DFT would be

expected to cause Tafel slopes to deviate from cardinal values (e.g. 30, 40, 120), and we

did not want to introduce modeling bias[238, 247]. However, with the experimental data

points occurring at relatively large gaps in potential increments, using discrete differences as

Tafel slopes is also not ideal. To address the uncertainty in fitting the data and associated

inaccuracies, we opted to apply Gaussian process regression. This approach allowed us to fit

and interpolate the experimental data, resulting in more accurate estimates of the (potential-

dependent) Tafel slopes. Details on the regression methods are included in Appendix C.

Figure 29b compares potential-dependent Tafel slopes from the first-principles-based mi-

crokinetic models with the Tafel slope relationship derived from Gaussian process regression

of the experimental measurements shown in Figure 29a. The experimental Tafel slope begins
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Figure 29: Comparison between microkinetic model rates and experimentally measured HER

rates. a) Kinetic current densities as a function of potential, with the experimental data as

points. The line connecting experimental data points are meant to guide the eye. Kinetic

currents were extracted from total measured currents with the Koutecký-Levich equation.

b) Tafel slopes computed from first-principles-based microkinetic rates and from the exper-

imental data, with the green shaded area giving 99% confidence interval bounds for the

experimental Tafel slope value.

92



near a value of 120 mV/decade, but it exhibits a strong potential dependence, increasing

significantly at potentials negative of −0.5 V vs SHE. Note that we minimized the impact

of transport limitations on the experimental current-potential measurements by using a ro-

tating disk electrode with a rotation rate of 1600 rpm, and we further corrected for mass

transfer limitations using the Koutecký-Levich equation as described in the experimental

methods section[235]. We also accounted for uncompensated cell resistance, as detailed in

the experimental methods section; thus we do not expect conductivity limitations. The steep

Tafel slopes can therefore be interpreted as a manifestation of the small charge transfer co-

efficients shown in Figure 26, where applied potential has little effect on reducing activation

barriers.

The large empirical Tafel slopes can also be rationalized from the microkinetic results.

WO3 shows a constant Tafel slope of ∼ 123 mV/dec, suggesting consistent reaction dynamics

across all applied potentials. On the other hand, H0.500WO3 and H0.625WO3 show increasing

Tafel slopes as the applied potential becomes more negative, which generally agrees with

the experimental result. The former starts at ∼ 65 mV/dec, and negative of -0.6 V vs.

SHE the Tafel slope rapidly increases toward infinity. This is because the current density

becomes independent of applied potential below -0.6 V vs. SHE, as apparent from Figure 29a.

The barriers for both H adsorption and H2-coupling become low enough at these potentials

that the HER reaches a maximum rate that is no longer dictated by a potential-dependent

activation energy, but instead by site density, surface coverage, and the magnitude of the

Arrhenius prefactor. Nonetheless, the maximum rate predicted for H0.500WO3 is smaller

than rates predicted for H0.625WO3 over the same range of overpotentials; this is because the

H∗/H2
∗ equilibrium on H0.500WO3 favors H∗, as discussed above. H0.625WO3 also exhibits

a large increase in Tafel slope beginning at more modest potentials near -0.15 V vs. SHE.

This shift is due to the change in initial H adsorption from endergonic to exergonic. The H2

formation barrier then limits HER turnover on the H0.625WO3 surface, leading to a large ∼

400 mV/dec Tafel slope at potentials lower than ∼ −0.3 V vs. SHE.

At large negative potentials the experimental Tafel slope steadily increases at a rate

that is between those computed for H0.500WO3 and H0.625WO3. We observed two contribu-

tions to shifting Tafel slopes in the microkinetic data, with the presence of non-zero barriers
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causing large, finite Tafel slopes, and low barriers for all elementary steps causing potential-

independent behavior. Notably, there is a slight shoulder corresponding to a Tafel slope of ∼

400 mV/decade between −0.7 and −0.8 V vs. SHE that agrees quite well with the microki-

netic result for H0.625WO3. However, at still larger overpotentials the Tafel slope increases

toward infinity, suggesting barrierless reactivity. At large overpotentials this behavior can

be expected for reduction reactions, since the barriers will become small enough to cause

potential independence. We also cannot rule out transport limitations at the largest overpo-

tentials we measured, as the Tafel slope would be expected approach infinity as the reaction

rate approaches an external mass transfer limit. Nevertheless, the potential-dependent be-

havior of the experimental Tafel slopes are generally consistent with the microkinetic data

such that the intercalated H0.500WO3 and H0.625WO3 bronzes are likely responsible for the

HER.

4.4.5 Prevalence of Exposed Metal Sites in an Electrochemical Environment

Metal oxides are known to interact strongly with water, resulting in adsorbed hydrox-

yls, protons, and associated water molecules that can block surface active sites[248, 249].

Thus, despite the agreement between experimental and computational results, we remained

concerned that the aqueous electrochemical environment could facilitate strong surface hy-

dration and limit H adsorption at active W sites. Since metal site blocking via hydration

would inhibit the HER mechanism we proposed in Figure 27, we further examined the free

energies of water interacting with various surface sites. The results are shown in Figure 30,

and the specific configurations in Figure 83 of Appendix C.

Examination of the relative free energies compiled in Figure 30 show that only interca-

lated HxWO3 exhibits accessible and exposed metal sites. The first step depicted in these

reaction coordinate diagrams is the association of a tungsten-bound hydroxyl and a bridging

oxygen-bound hydrogen to form an adsorbed water at the tungsten atom. This is followed

by the desorption of the formed water molecule and exposure of the metal site. A final step

involves population of the bare W site with an H atom, and the thermodynamics of this

reaction are potential-dependent—thus, applied potential can drive the equilibrium toward
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Figure 30: Reaction coordinate diagrams depicting dehydration of fully hydrated oxide sur-

faces, wherein each W atom is covered by a hydroxyl group and an adjacent bridge oxygen is

protonated. a) The pathway at 0.00 V vs. SHE. b) The pathway at -0.42 V vs. SHE, which

is near the experimental onset potential for the HER. Only the last step of the dehydration

pathway is electrochemical, and therefore only the final configuration shifts in free energy

between the two applied potentials. At the experimental HER onset potential, the relative

energies of the water-blocked metal site and the adsorbed hydrogen states become equiva-

lent, allowing the HER to proceed.
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the dehydrated, H-adsorbed state. Comparing the second and fourth states shown in Fig-

ures 30a and 30b, H atoms at the exposed HxWO3 surface W sites are stabilized related

to surface-bound water at potentials more negative than approximately -0.4 V vs. SHE.

Hence, applying a sufficiently negative bias to the intercalated bronzes brings the hydrogen-

and water-terminated W sites to similar relative free energies, allowing the electrochemical

HER to compete with surface hydration. At potentials lower than -0.4 V vs. SHE—near

the experimental onset potential for the HER—the W site will be preferentially populated

with a hydrogen atom instead of a water molecule, allowing the HER to proceed unhindered

by water molecules. Notably, this contrasts with non-intercalated WO3, where water re-

mains strongly bound to surface W atoms even at potentials far negative of the onset of H

intercalation. This agrees well with our previous observation that the O sites are the ones

that accomodate H binding on H0.000WO3 (Figure 24). Thus, it is plausible that bulk H

intercalation proceeds primarily via H adsorbed to surface O atoms in WO3, whereas the

HER proceeds primarily at W sites on the intercalated compound. We reiterate, however,

that it remains unlikely that WO3 is an effective catalyst for the HER, as the rates we have

calculated and shown for H0.000WO3 in Figure 29 are much too slow to explain the experi-

mentally measured HER currents. Overall, the results shown in Figure 30 further support

the conclusion that bulk hydrogen intercalation enhances HER catalysis by activating sur-

face W atoms that would otherwise be blocked by water and unreactive toward protons in

solution.

4.5 Conclusions

In summary, this work presented DFT calculations, microkinetic modeling, and exper-

imental electrochemical measurements directed at understanding the HER on WO3. The

main finding of this work is that hydrogen intercalation changes the chemical identity of

WO3, leading to enhanced catalytic activity for the HER. Under reducing conditions, WO3

is converted into HxWO3, which has a higher prevalence of active metal surface sites. These

sites are virtually inaccessible on the initial WO3 surface, and H2 generation is only feasible
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on HxWO3. This is important to recognize, because many catalytic modeling and exper-

imental studies do not consider the possibility of bulk changes, and therefore may not be

addressing the true active catalyst.

More specifically, the increase in HER activity with H-insertion occurs because of mod-

ulations in the oxide electronic structure, whereby electronic conductivity is enhanced, sur-

face metal sites become more acidic, oxygen sites become less basic, and W-H bonds are

stabilized. We also found that the HER rate on HxWO3 is not accelerated efficiently with

increased overpotential for any single H stoichiometry. Instead, applying an electrochemical

bias mainly serves to set the bulk hydrogen stoichiometry of the oxide, thereby enabling

access to surfaces that are much more intrinsically HER active. Furthermore, the charge

transfer coefficients for each elementary step on HxWO3 correlate tightly with the fractional

number of electrons transferred for the respective steps. This observation gives avenues for

simplifying CP-DFT analyses, whereby electron transfer numbers can be used as proxies for

charge transfer coefficients in kinetic models involving modest changes (up to a few hundreds

of mV) in applied potential.

More broadly, our findings highlight an under-explored complexity of metal oxide cata-

lysts, wherein their bulk redox reactivity is at least as important as their surface reactivity in

the context of cathodic (reductive) electrocatalysis. These results underscore the importance

of considering how reaction conditions impact bulk catalyst composition and the associated

surface reactivity. Owing to the fact that many redox-active metal oxides insert protons un-

der aqueous electrochemical conditions, it is highly likely that hydrogen intercalation plays

a critical role in the electrocatalytic activity of metal oxides toward numerous reactions in-

volving hydrogen intermediates. Accordingly, it is important consider the reducibility of

a candidate metal oxide along with the relevant reaction conditions to determine whether

bulk hydrogen intercalation will occur alongside to the reaction of interest. Our results also

suggest that the insertion of sodium, potassium, or other cations could influence catalytic

activity in a similar way to proton insertion, thereby offering a potential route to dynami-

cally tune the catalytic activity of metal oxides. Even further, this phenomenon may not be

restricted to the family of metal oxide bronzes, but could extend to any material which can

accept a guest ion. Outside of electrochemical environments, the impact of hydrogen inter-
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calation on catalysis may also be relevant in thermochemical reactions in which hydrogen

spillover to oxide supports has been observed. In these situations, the associated changes

in the electronic structure and surface chemistry of the oxide are not often interrogated in

detail. Future materials screening efforts, kinetic analyses, and characterizations of metal

oxides as catalysts and supports for, e.g., hydrogenation reactions would therefore benefit

from careful consideration of their H insertion chemistry.
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5.0 Activating Hydrogen Equivalents from Water and Delivering Them to

Reactive Substrates

5.1 Context

Chapters 2, 3, and 4 explored the fundamental thermodynamics, transport phenom-

ena, and kinetics of hydrogen transfers with metal oxides. Together, those efforts outline a

foundational understanding of how metal oxides might be used to enable water as a source

of reactive hydrogen. This Chapter leverages these earlier learnings to demonstrate oxide-

mediated hydrogen transfer from water to a model organic oxidant. The reactor design and

associated experiments discussed below were designed to test the hypothesis that a metal

oxide bronze could intercalate hydrogen and deliver hydrogen to an appropriate hydrogen

acceptor.

5.2 Introduction

In Chapter 1, a thermodynamic framework was presented that can be used to pair metal

oxide hydrogen donors with candidate hydrogen acceptors. This framework required an

understanding of the equilibrium reduction potentials for H transfer to both the oxide and

the hydrogenation target. WO3 is the most well understood hydrogen bronze in terms of H

intercalation thermodynamics, and so we chose it as a model bronze to carry out all following

experiments. [250, 51, 251, 252] Taking WO3 as a model hydrogen bronze, we selected

the hydrogenation of 2,2,6,6-tetramethyl-piperidin-1-yl-oxyl (TEMPO) to 1-hydroxy-2,2,6,6-

tetramethyl-piperidine (TEMPO-H) as a model hydrogenation chemistry. TEMPO is a

stable nitroxyl radical which readily engages in reversible H atom (or 1 H+ / 1 e−) transfer.

This radical was selected as a model hydrogenation target for three reasons:

1. The TEMPO/TEMPO-H couple exhibits a standard reduction potential for 1 H+ / 1

e− transfer (>+0.5 V vs. SHE[253, 254]) that is sufficiently positive of WO3/H0.250WO3
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equilibrium (∼+0.2 V vs. SHE[51]).

2. The hydrogenation of TEMPO to TEMPO-H is accompanied by a stark disappearance

of UV-Vis absorbance, providing a straightforward means of quantifying conversion.[255]

3. TEMPO/TEMPO-H PCET has been previously used to successfully study PCET to/from

metal oxides.[24]

Chapter 1 also introduced two schemes for activating and delivering hydrogen from water

to a reactive substrate. These were either spatially decoupled or temporally decoupled hy-

drogenations. Each of these processes relied on two different reactor architectures. Spatially

decoupled hydrogenations have been demonstrated previously in both fundamental[256] and

applied[257] settings. In terms of spatially decoupled reactor construction, H equivalents are

required to move through the bulk of some solid phase active material. Chapter 3 made

explicit measurements of the diffusion coefficient of hydrogen in WO3, and it is prohibitively

small (1.3 x 10 −7 cms/s). Such a mass transfer limitation requires oxide membrane thick-

nesses on the order of ∼100 µm to allow for sufficiently rapid H transport from an electrolyzer

chamber to a hydrogenation chamber; currently, our membrane fabrication techniques do not

allow for such thin architectures. Acknowledging this limitation and previous demonstra-

tions of spatially decoupled hydrogenations, we chose to focus on demonstrating H transfer

from water to TEMPO in a temporally decoupled manner. These efforts therefore present

two interesting advances: 1. the demonstration of a metal oxide bronze as a competent H

mediator and 2. the implementation of temporally decoupled H transfer.

5.3 Materials & Methods

2,2,6,6-tetramethyl-piperidin-1-yl-oxyl (TEMPO, Sigma Aldrich, 214000) and 4-hydroxy-

2,2,6,6-tetramethyl-piperidin-1-yl-oxyl (TEMPOL, Sigma Aldrich, 176141) were used as re-

ceived. Aqueous solutions of the radicals were prepared by dissolving each in de-ionized (DI)

water (Milli-Q).

All electrochemical experiments were conducted using a Gamry Reference 600 potentio-

stat. Constant potential measurements were performed in a reactor using a three electrode
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setup, with a Ag/AgCl reference (CH Instruments, CHI111), a RuO2/Ti counter electrode,

and a WO3 composite working electrode. Open circuit potential measurements were com-

pleted with the same setup. The reference electrode was experimentally calibrated to the

reversible hydrogen electrode scale using a separate three electrode setup. This setup con-

sisted of the same reference electrode, a graphite rod counter electrode (Electron Microscopy

Sciences, 0.25 in. diameter, Spectro-Grade), and a platinum disk working electrode (CH In-

struments, CHI102) in a glass electrochemical cell. H2 gas (Matheson, 99.999%) was bubbled

through the cell until a stable potential was measured (< 1 mV change for 1 minute).

The RuO2/Ti electrode was prepared starting from a Ti foil (Alfa Aesar, 00971, 0.127

mm thickness). Ti was sanded and then washed with acetone, followed by ethanol, and

finished with water. The cleaned foil was then dipped into a 0.1 M solution of RuCl3 (Alfa

Aesar, 11043) in de-ionized water (Milli-Q). This treated foil was then dried with a heat

gun. After drying, the Ru-coated foil was calcined in a box furnace for 10 minutes at 450

◦C. Once cooled, the calcined foil was again dipped into the 0.1 M RuCl3 solution, dried,

and calcined. A total of nine dip-dry-calcine cycles were completed. Finally, the electrode

was annealed for 4 hours at 450 ◦C.

WO3 composite electrodes were prepared from WO3 inks. In a typical preparation,

1.275 g of WO3 (Sigma Aldrich, 550086) was mixed with 0.225 g of polyvinylidene difluoride

(PVDF, MTI, HSV900) and dispersed in 2 mL of 1-methyl-2-pyrrolidinone (NMP, Acros

Organics, 390682500). This ink was then sonicated for 30 minutes. The WO3/PVDF ink

was then coated onto the microporous side of a Teflon-treated carbon gas diffusion electrode

(Sigracet 22 BB, Fuel Cell Store) and dried under an infrared heat lamp. Total dry masses of

deposited WO3/PVDF were recorded by measuring the weight of the Sigracet before coating

and the full composite after coating.

The reactor used for all experiments in this work is schematized in Figure 31 and vi-

sualized in 32. Endplates and the electrolyzer-side flowfield were cut from polyetherimide

(PEI, Ultem, McMaster Carr, 3/8 in. thickness) sheets using a benchtop mill (Carbide 3D,

Nomad 3). The graphite flowfield was cut from graphite (McMaster Carr, 1/4 in. thickness)

sheet, also using the benchtop mill. The RuO2/Ti dimensionally stable anode (DSA) and

oxide membrane were made as described above. The accessible geometric surface areas of
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the DSA and WO3/PVDF were 33 mm x 33 mm, as determined by a fluorosilicone gasket

which was set between the composite electrode and the PEI flowfield. Electrical contact

was made by inserting copper shim stock into the stack between the endplate/DSA and be-

tween the graphite flowfield/endplate. In this work, no material passed through the graphite

flowfield—it is only used as an electrical contact to the oxide working electrode. Only the

PEI flowfield (electrolyzer-side chamber) was used in these experiments. Figure 32 shows all

fabricated components except for the DSA and the composite oxide electrode.

Figure 31: Schematic of thermoelectrochemical reactor. Endplates were constructed from

polyetherimide. The electrochemical chamber flowfield was also made of polyetherimide.

Electrodes were a dimensionally stable anode and a metal oxide/PVDF composite, both

fabricated in-house. An optional graphite flowfield was included in the stack to allow for

continuous, through-membrane hydrogenations. The current experiments only used the elec-

trochemical side of the full reactor stack in a looping modality.

Figure 32: A photograph of the actual reactor which is schematized in Figure 31. Not shown

are the dimensionally stable anode and the oxide/PVDF composite cathode.

UV-Vis measurements were made using an Agilent Cary 60 spectrophotometer equipped

with a fiber optic coupler. Fiber optics were used to route the instrument optical path

through a flow cell (Ocean Insights, FIA-USP-100, 100 µm pathlength). This flow cell

has been previously used to track PCET reactions of quinones for applications in redox flor

batteris.[258] As shown in Figure 33, this flow cell was connected to the outlet of the reactor.
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Spectra were collected from 350 nm to 200 nm at scan speed of 300 nm/s. The particular

timing intervals for scans varied for each experiment, and are noted below where appropriate.

All reported spectra, represented here as Ãsolution, were referenced to de-ionized water.

Ãsolution = Asolution − AH2O (5.3.1)

Here, Ãsolution is the normalized absorbance spectrum of a sample, Asolution is the raw ab-

sorbance of a sample measured directly with the spectrophotometer, and AH2O is the raw

absorbance measured for a blank de-ionized water sample. Reference molar absorption coef-

ficients, ϵ, for TEMPO and TEMPOL in de-ionized water and in 0.2 M sulfuric acid (Fisher,

A300-212) were collected in a separate 1 mm pathlength quartz cell (BASi EF-1358) and are

shown in Figure 34. The magnitude of the spectra in de-ionized water are consistent with

values reported by NIST.[259] We note that the acid-containing solutions exhibit smaller

absorption coefficients than the acid-free solutions. This is likely due to the conversion of

the radicals to their oxoammonium analogs at low pH, which have characteristically lower

absorptivities.[253] Effects of this conversion will be briefly discussed later in this work.

Figure 33: Depiction of single-pass hydrogenation experiments. The reactor was used in a

three-electrode setup. Solution flowed first through the reactor, then through a UV-Vis cell

for in-line concentration measurements. After exiting the flow cell, all effluent was sent to

waste.

These coefficients were measured by recording individual absorbance spectra for series of

1, 2, 3, 4, and 5 mM solutions. Absorbances were converted to molar absorption coefficients

using the Beer-Lambert Law.
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Figure 34: Reference molar absorption coefficients for TEMPO(L) in DI water and 0.2 M

H2SO4

Ãsolution = ϵ · c · l (5.3.2)

In equation 5.3.2, Ãsolution is the same normalized absorbance mentioned previously, ϵ

is the molar absorption coefficient, c is the concentration of the substance of interest, and

l is the pathlength of the cell. The ϵ values reported in Figure 34 are averaged across the

five samples recorded at c = 1, 2, 3, 4, and 5 mM radical concentrations. These reference

ϵ values were then used with Equation 5.3.2 to convert measured absorbance spectra to

concentrations. Concentrations were determined by fitting ϵ values to absorbances using

Equation 5.3.2 and non-linear least squares. The measured Ãsolution values of a sample,

reference ϵ values, and the pathlength were used as inputs. The concentration was the single

free parameter in the fits.

The transfer of hydrogen from water to TEMPO via WO3 can be summarized in three
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separate reactions:

1. Oxygen evolution reaction: n
2
H2O ⇀↽ n(H++e−) + n

4
O2

2. Hydrogen intercalation: n(H++e−) + Hx –nWO3 ⇀↽ HxWO3

3. TEMPO hydrogenation: HxWO3 + nTEMPO ⇀↽ Hx –nWO3 + nTEMPO-H

In these reactions, n is the number of H+ and e− pairs which are transferred. The first

reaction is the oxygen evolution reaction, which in this case serves as the terminal source of

hydrogen equivalents. It is an electrochemical half reaction and is shown in the direction of

oxidation because it occurs at the RuO2/Ti anode. The second reaction is electrochemical

hydrogen intercalation into WO3. It is also an electrochemical half reaction and is shown

in the direction of reduction because it occurs at the WO3/PVDF cathode. These first two

reactions comprise the full electrochemical reaction which activates hydrogen equivalents

from water:

n

2
H2O + Hx−nWO3 ⇀↽ HxWO3 +

n

4
O2 (5.3.3)

We note that Equation 5.3.3 is written such that the stoichiometry reflects the reaction

of a single H+ and e− pair. Although it is feasible to have n = 1 H+ and e− pairs, the oxygen

evolution reaction always generates n = 4 protons and 1 dioxygen molecule. This ratio of

protons to dioxygens is the reason for the n
4

stoichiometric coefficient on O2.

Once H+ and e− pairs are intercalated into WO3, it forms a hydrogen containing bronze

which can donate hydrogen to TEMPO. This is the third reaction, which is non-electrochemical.

Combining the full electrochemical intercalation with TEMPO hydrogenation (or combining

all three reactions directly) yields the following net hydrogenation reaction:

n

2
H2O + nTEMPO ⇀↽ +nTEMPO − H +

n

4
O2 (5.3.4)

In this work, Equation 5.3.4 was achieved in two temporally decoupled reaction steps:

1. electrochemical charging (hydrogen intercalation into WO3) and 2. reactive discharging

(hydrogen de-intercalation from WO3). First, the reactor shown in Figure 33 was operated

in an electrochemical mode (step 1). A sufficiently negative constant potential was applied

to the WO3/PVDF working electrode such that the electrochemical intercalation shown in
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Equation 5.3.3 was achieved. In all experiments, this electrochemical charging step was

performed while flowing 0.2 M H2SO4 at 1.6 mL/min. The particular potentials used for

charging depended on the desired final hydrogen:tungsten stoichiometry, and are shown later

for each relevant experiment. Charging was performed until the measured current was less

than 2 mA, at which point polarization was disengaged. De-ionized water was then run

through the reactor at 2.6 mL/min for 3 minutes to clear any residual acid. The moles of

injected H+ and e− pairs were calculated by assuming that every electron passed during

charging was involved in the reduction of one proton. The total number electrons, Q, was

determined by integrating the recorded current.

Q =

∫ tend

t0

i(t) dt (5.3.5)

Here, t0 is the start time of charging and tend is the finishing time. i is the measured

current trace in units of amps. This total charge was then converted to moles of electrons

and protons through division by Faraday’s constant.

NH =
Q

F
(5.3.6)

Here, NH is the moles of H+ and e− pairs which are intercalated. The total deposited

mass of WO3 was recorded during coating, and the available moles of WO3 for intercalation

was computed as follows.

NWO3 =
mWO3

MWWO3

· Aactive

Acoated

(5.3.7)

Here, NWO3 is the number of moles of WO3 accessible for intercalation, mWO3 is the

total coated mass of WO3, MWWO3 is the molecular weight of WO3, Aactive is the 33 mm x

33 mm gasket-defined electrode area, and Acoated is the total area that was coated with WO3

ink.

The second reaction step was then conducted by flowing TEMPO (or TEMPOL) through

the reactor at 2.6 mL/min (step 2). UV-Vis measurements were initiated at the same time

TEMPO (or TEMPOL) flow began. In certain cases, open circuit potentials were also

recorded through the course of the reactive discharge step.
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TEMPO (or TEMPOL) concentrations were converted to by taking the difference in

measured concentrations for a blank reactor run and a charged reactor run. In the blank re-

actor run, no charging step occurred, and the reactant was flowed through the reactor. Since

there were H equivalents available for hydrogenation to occur, this experiment measured

the breakthrough of TEMPO (or TEMPOL) through the reactor. By taking the difference

between a charged reactor run and this blank run,

X = 100 ∗ cblank − ccharged
cblank

(5.3.8)

Here, X is the total conversion in %, cblank is the concentration trace measured in a blank

run, and ccharged is the concentration trace measured in a charged, live run. Since the net

hydrogenation results in a decrease in TEMPO (or TEMPOL) concentration, cblank should

always be larger than ccharged.

5.4 Results & Discussion

Figure 35 shows our first results in performing net hydrogenations using water as a

hydrogen source. In this experiment, the reactive discharge (step 2) was performed using

20 mM TEMPO in 0.2 M H2SO4. Spectra were collected every 30 seconds for a total of

30 minutes. Figure 35a visualizes data collected by the spectrophotometer (red solid lines)

and the resulting Beer-Lambert fits (black dashed lines) for a run in which the WO3/PVDF

cathode was polarized at +0.5 V vs. RHE. This potential is situated positive of the first

reduction potential for WO3 (∼+0.2 V vs. RHE[51]), and so no H insertion was expected.

Indeed, essentially no current was passed and charging ended immediately. Notably, the raw

absorbance spectra in Figure 35a exhibit periodic waves in intensity. This corresponds to the

period of the peristaltic pump that was used to control flow through the reactor test stand.

Utilizing fits across the full spectrum dampens the total effect of this noise on resulting

concentration estimates. The lighter red lines correspond to early time data, and the darker

ones are later time data. As can be seen, TEMPO concentration start near zero, but rapidly
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increase and approach a maximum. This is the breakthrough of the TEMPO through the

reactor.

Figure 35: UV-Vis and concentration data measured for a typical single-pass hydrogena-

tion. a) UV-Vis spectra (red lines) recorded every 30 seconds for 30 minutes of reaction

time. Lighter lines are earlier in time, and darker lines are later in time. The black lines

are Beer-Lambert fits using reference molar absorption coefficients shown in Figure 34. b)

Concentration vs. time data extracted via Beer-Lambert fitting of the recorded spectra.

Three traces are shown for three different levels of H insertion in HxWO3. Higher amounts

of intercalated H give lower steady-state TEMPO concentrations.

Figure 35b then shows the resulting concentration traces which are extracted from the

measured absorbance data. Beyond the +0.5 V vs. RHE data that was shown in Figure

35a, also shown are data for step 1 polarizations at +0.15 V vs. RHE and -0.2 V vs. RHE.

These potentials are situated just negative of the equilibrium potentials for WO3/H0.250WO3

and H0.250WO3/H0.500WO3, respectively. Thus, the expected stoichiometries for each case

are H0.250WO3 and H0.500WO3. After approximately 2.5 minutes, concentrations of TEMPO

begin to increase rapidly. This 2.5 minute delay corresponds to the total volume of the

reactor and tubing (∼ 7 mL) and the flow rate of the TEMPO in step 2 (2.6 mL/min). The

+0.5 V vs. RHE sample reached a concentration of approximately 20 mM, which is the

same as the solution fed into the reactor. As expected for this non-intercalated sample, no

hydrogenation appeared to occur. However, the +0.15 and -0.2 V vs. RHE samples showed

lower steady-state concentrations, indicating a small amount of TEMPO hydrogenation.

The breakthrough times of each trace also follow an interesting trend, where systems

that were charged at more negative potentials seem to show faster breakthrough. This

108



indicates either the TEMPO moves through the system faster when contacting a bronze

instead of an oxide, or the bronze creates more TEMPO. Since there is no reactant which

can allow for the former, there must be some an effect of the various charged interfaces on the

boundary conditions of flow in the reactor channels. The current experiments are focused

on steady-state and long-term behavior, and we leave the study of short-term reaction and

flow dynamics for future work.

Figure 36 shows the same data presented by Figure 35 as total chemical conversions.

The lines represent the average conversions measured across three unique replicates, with

the shaded areas illustrating a 95% confidence interval. At short times, both the low- and

high-hydrogen samples exhibit approximately 5% conversions of TEMPO. After 10 minutes,

the H0.250WO3 sample lowers to essentially zero conversion The H0.500WO3 sample remains

around 3–4% conversion for the remainder of the experiment, although these values are not

significantly different from zero. Still, these small conversions hint at a successful hydrogena-

tion of TEMPO, illustrating how WO3 can electrochemically activate hydrogen from water

and the ability of HxWO3 to donate hydrogen to an appropriate acceptor.

Figure 36: TEMPO conversion vs. time for two different HxWO3 stoichiometries in a single-

pass hydrogenation. Lines show the average conversions over 3 unique samples, and shaded

areas give 95% confidence intervals.

These small single-pass conversions suggested that a modified experimental procedure

was needed to show substantial TEMPO hydrogenation. In this direction, we modified

the configuration of the reactor during reactive discharge (step 2) as shown in Figure 37.

Instead of flowing TEMPO through the reactor and UV-Vis cell one single time, we routed

the outlet of the flow cell to the inlet of the reactor. The same TEMPO aliquot could

then recirculate indefinitely through the reactor until all hydrogen was pulled out of the
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WO3 and all TEMPO was converted to TEMPO-H. During these recirculation experiments,

the charging cycle (step 1) remained unchanged. Upon initiating TEMPO flow and UV-vis

recording in step 2, reactor effluent was sent to waste for 3 minutes (i.e. run in single-pass

mode). At 3 minutes, which was slightly longer than the breakthrough time, the reactor

effluent was recirculated for the remainder of the experiment. Spectra were recorded every 5

minutes for 12 hours in the recirculation experiments. A total of 15 mL of TEMPO solution

was retained in the system. Results of these modified experiments are shown in Figure 38.

Figure 37: Setup for multi-pass, recirculating hydrogenations. The only change from single-

pass experiments is the re-routing of flow cell effluent from waste to the reactor inlet.

Figure 38: Results for multi-pass hydrogenations. a) Concentration vs. time data for 20

mM TEMPO solutions in DI (green) or 0.2 M H2SO4 (orange). b) Conversion vs. time data

for 20 mM TEMPO solutions in DI (green) or 0.2 M H2SO4 (orange).

The recirculating hydrogenations were performed for both 20 mM TEMPO in DI and

20 mM TEMPO in 0.2 M H2SO4. Concentration traces for each case are shown in Figure

38a. Charging for each case was performed at -0.2 V vs. RHE, consistent with the for-

mation of H0.500WO3. Both samples started near 20 mM concentration, but then dropped
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significantly after multiple passes through the charged reactor. After 12 hours, the DI sam-

ple concentration dropped to about 4 mM, while the acid sample reached around 13 mM.

The corresponding conversion are shown in Figure 38b, where the DI sample reached a to-

tal conversion near 80% and the acid sample achieved just over 30%. These measurements

confirmed that WO3 can mediate the transfer of hydrogen from water to TEMPO.

As further qualitative evidence of successful TEMPO hydrogenation, Figure 39 shows

images of the oxide cathode and TEMPO solutions through the course of the different net

hydrogenation steps. Figure 39a is an image of a typical WO3/PVDF cathode on carbon

felt. Figure 39b is the same electrode after a charging step at -0.2 V vs. RHE. The intense

blue coloration is indicative of hydrogen insertion.[250, 260, 261] Figure 39c then shows

the electrode after a partial reactive discharge. There was a clear reversal of color back

to the original green, suggesting hydrogen was removed from the oxide upon exposure to

TEMPO. Figure 39d shows a vial of 20 mM TEMPO in 0.2 M H2SO4 with its characteristic

yellow hue. Figure 39e is the same sample after contacting the electrode shown in Figure

39b and is markedly less yellow and more clear. This is consistent with the addition of

hydrogen to TEMPO and the formation of TEMPO-H. These qualitative observations and

the quantitative conversion data presented above provide strong evidence for the successful

hydrogenation of TEMPO.

We were also able to infer changes in the composition of the HxWO3 by combining the

coulometry data collected during charging and the TEMPO concentration data collected

during reactive discharge. The starting composition of the oxides charged to at -0.2 V

vs. RHE were almost exactly H0.5WO3. Assuming that the hydrogenation of one mole of

TEMPO required one mole of hydrogen atom equivalents, then the TEMPO conversions

could be converted to changes in HxWO3 stoichiometries using Equation 5.4.1.

x(t) = x(t = 0) · (1 − X(t)

100
) (5.4.1)

In Equation 5.4.1, x is the molar ratio of hydrogen to tungsten in the oxide and X is the

total conversion of TEMPO at a given point in time.

Applying Equation 5.4.1 to the conversion data shown in Figure 38b gives Figure 40a.

As expected, the DI sample that showed higher TEMPO conversions also showed a larger
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Figure 39: Qualitative observations supporting TEMPO hydrogenation. a) WO3/PVDF

cathode before intercalation, showing a green oxide. b) WO3/PVDF cathode after charging.

The blue coloration indicated H insertion into WO3. c) WO3/PVDF cathode after partial

reactive discharge. There is a clear return to green, indicating removal of H. d) 20 mM

TEMPO in 0.2 M H2SO4 before exposure to charged HxWO3 showing characteristic yellow

color. e) 20 mM TEMPO in 0.2 M H2SO4 after exposure to charged HxWO3 illustrating

disappearance of characteristic yellow color.

reduction in intercalated hydrogen when compared to the acid sample. Specifically, the 20

mM TEMPO solution in DI water reduced the hydrogen:tungsten ratio to slightly above 0.1.

Interestingly, this value was consistent with the amount of stranded hydrogen in HxWO3

electrodes which were electrochemically de-intercalated using cyclic voltammmetry.[51] Con-

versely, the 20 mM TEMPO + 0.2 M H2SO4 solution reduced the hydrogen content of the

oxide to a ratio of about 0.3.

Figure 40b then shows the open circuit potential recorded through the course of reactive

discharge with the 20 mM TEMPO sample in DI water. Three different traces are shown.

The solid line is the data vs. Ag/AgCl, the dashed line is shifted vs. RHE assuming a solution

pH of 4, and the dotted line is shown vs. RHE assuming a pH of 7. Since the TEMPO was

in DI water and it could have been mixed with residual acid from the charging step, solution

pH was not clearly defined. Measuring with pH paper did not give conclusive pH values.

However, applying the Nernst equation to the compositions reported in Figure 40a allowed
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us to compute apparent equilibrium potentials based on oxide stoichiometries and known

standard reduction potentials for the WO3/H0.250WO3 and H0.250WO3/H0.500WO3 couples.

E = Eo − RT

nF
· lnR

O
(5.4.2)

Here, E is the expected reduction potential, Eo is the standard reduction potential, R

is the universal gas constant, T is temperature, n is the number of electrons transferred

(i.e. 1), F is Faraday’s constant, R is the concentration of reduced species, and O is the

concentration of oxidized species. Eo values were assigned as +0.20±0.02 and +0.10±0.02

V vs. RHE for WO3/H0.250WO3 and H0.250WO3/H0.500WO3, respectively. The resulting E

values are shown as the shaded areas in Figure 40b, with the upper and lower limits showing

a range of ±0.02 V on the assigned standard reduction potentials. The areas trend in the

same increasing direction as the experiment proceeds, and also agree most closely with the

pH = 4 data. A pH of 4 could arise from dissolved CO2 and the formation of carbonic

acid in the samples, which is feasible. These open circuit measurements further support the

conclusion that TEMPO reactively discharged hydrogen from WO3.

Figure 40: Oxide composition and open circuit potential comparisons. a) Composition of the

HxWO3 cathode assuming 1 H+ / 1 e− hydrogenations of TEMPO. These compositions are

calculated from the TEMPO conversions reported in Figure 38b. b) Measured vs. calculated

open circuit potentials. The lines are measured, and the shaded areas are calculated allowing

for an error of ±0.02 V on the standard reduction potential for H insertion.

In a final effort to validate the net hydrogenations investigated above, we performed a

recirculated hydrogenation with excess reactant. The purpose of this experiment was to fully

remove all hydrogen from the HxWO3. Since TEMPO is difficult to dissolve in water at high
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concentrations, we instead used a highly water soluble derivative known as TEMPOL. The

additional hydroxyl group is not expected to significantly alter the PCET characteristics of

the TEMPO radical.[253] In this experiment, we performed the same charging as previous

experiments at -0.2 V vs. RHE. During reactive discharge, we fed 50 mM TEMPOL in DI

and recirculated a volume of 15 mL. This corresponds to a total of 750 mmmol of TEMPOL.

By contrast, only ∼367 mmol of H equivalents were intercalated during charging. The

maximum possible conversion of TEMPOL was therefore 49%.

Figure 41: Complete reactive discharge of a tungsten oxide hydrogen bronze. Total conver-

sion of TEMPOL as it was exposed to a pre-charged WO3/PVDF electrode is shown on the

left y-axis. The measured open circuit potential of the WO3/PVDF electrode is shown on

the right y-axis. 15 mL of 50 mM TEMPOL (750 mmol) was circulated through the reactor

for 24 hours. The WO3 was pre-charged at -0.2 V vs. RHE, which inserted ∼367 mmol

of H atom equivalents. The TEMPOL was dehydrogenated the WO3 through the course

of the experiment, depleting essentially all H from the oxide. Once all H was removed, the

open circuit potential pinned to a potential of +0.814 V vs. RHE, corresponding to the

TEMPOL/TEMPOL-H equilibrium potential.

The results of a reactive discharge using excess TEMPOL is shown in Figure 41. Both

the conversion data (circles, left y-axis) and open circuit potential data (line, right y-axis)

are shown. At first, both the conversion and open circuit potential rapidly increased. After

about 1 hour, the potential pinned to approximately +0.22 V vs. RHE and remained there
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until about 7 hours. At 7 hours, the potential began to climb again, and the conversion

plateaued at a final value of about 46%. This conversion is slightly below the maximum

possible value of 49%. As the final H units were depleted from the WO3, the increase in open

circuit potential accelerated. This corresponds to oxide being enriched in the oxidized form

of the WO3/H0.250WO3 couple, which is non-intercalated WO3. Once all the hydrogen was

removed, a new chemical equilibrium was established and the open circuit potential pinned at

+0.814 V vs. RHE. At this point, about half of the TEMPOL was converted to TEMPOL-H.

The solution was therefore near a 50:50 concentration ratio of TEMPOL/TEMPOL-H. The

standard reduction potential of TEMPO in acid has been reported to be in the range of +0.5

to +1.0 V vs. RHE, which is consistent with the value of +0.814 V vs. RHE measured here.

Accordingly, we assign this equilibrium to the TEMPOL/TEMPOL-H couple. It is important

to note that, this only became a measurable redox couple once the WO3 was completely

depleted of hydrogen. Visual inspection of the cathode after the complete reactive discharge

showed that it was essentially identical to the image shown in Figure 39a, confirming near

complete depletion of H from the electrode.

Although there is strong quantitative and qualitative evidence for the successful hydro-

genation of TEMPO (or TEMPOL), further work is needed to complete this study. Most

notable is the fact that we have not observed aerobic reoxidation of the hydroxylamines to

their nitroxyl radical form. This might be expected to occur spontaneously owing to the

positions of the TEMPO/TEMPO-H and O2/H2O redox couples (∼+0.8 V vs. RHE and

+1.23 V vs. RHE, respectively), however, studies have shown that un-catalyzed aerobic ox-

idation of TEMPO-H is slow.[262] Still, to confirm the successful hydrogenation of TEMPO

to TEMPO-H, further characterization (e.g. NMR) is required. Further work could also be

focused on reactor optimization to facilitate higher single-pass conversions and faster reactive

discharges. Specifically, the oxide surface area to reactant volume ratio should be minimized

to ensure all material moving through the reactor can “see” the active H donor and react

accordingly.
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5.5 Conclusions

These experiments outline a preliminary investigation into temporally decoupled hydro-

genations. The two principal reaction steps, hydrogen intercalation and reactive discharge,

constituted electrochemical and thermochemical processes, respectively. A full hydrogena-

tion scheme was realized through the design and construction of a specialized reactor, which

operated flexibly between electrochemical and thermochemical modes. WO3 was selected

as a H mediator and TEMPO or TEMPOL were used as H acceptors. These materials

successfully demonstrated the transfer of H from water to WO3, and then the reactive dis-

charge of the H. UV-Vis spectroscopy was used to evaluate nitroxyl radical conversions and

consistently showed non-zero conversion in long-term recycle hydrogenations. Open circuit

potentials computed using the Nernst equation and apparent oxide bronze compositions

agreed well with measured open circuit potentials during the reactive discharge phase. It

is still uncertain as to whether TEMPO-H or TEMPOL-H is formed as a stable product,

and further characterization is necessary. Nonetheless, these experiments provide promis-

ing evidence for WO3, and more generally the family of metal oxide hydrogen bronzes, as

solid-state H mediators.
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6.0 Conclusions and Future Directions

This dissertation describes a body of work which has been completed over the last few

years in the Mpourmpakis and McKone labs at the University of Pittsburgh. The overarching

vision of this research—using water as a hydrogen source for general chemical conversions—

is summarized in Figure 42. Overall, this work advanced our fundamental understanding of

the thermodynamics, transport phenomena, and kinetics governing the interaction of pro-

tons and electrons with metal oxides. It then leveraged these fundamentals to demonstrate

metal oxide-mediated hydrogen transfer using water as a hydrogen source. These results

motivate the further engineering, design, application of metal oxide-based hydrogenation re-

actors. Although the research herein provided many findings and built a strong foundational

understanding of mediated hydrogenations, there are several exciting open questions and

avenues of research which should be pursued.

One direction of research can investigate the thermodynamic framework for mediated

hydrogenations presented in Chapter 1. Central to this framework is the idea of coupling two

redox half reactions to achieve a net hydrogen transfer. Although this dissertation explored

one oxide-mediated hydrogenation (WO3 + TEMPO), further examples of this chemistry

need to be tested. Specifically, future work should test the hypothesis that the oxide bronze

needs to be more reducing than the target hydrogen acceptor. This can be achieved in

two ways: 1. test numerous oxides of different intercalation potentials against a model H

acceptor, or 2. test numerous hydrogen acceptors of different reduction potentials against a

model oxide. In this approach, one could develop important insights into reaction dynamics

as a function of the driving force for H transfer (the differences in reduction potentials of

oxides and H acceptors). One particularly interesting experiment would be the pairing of

TiO2 and WO3 with anthraquinone-1,5-disulfonic acid (AQDS). The reduction potential of

AQDS is slightly negative of the H insertion potential for WO3, but is positive of the H

insertion potential for TiO2. If the thermodynamic hypothesis is valid, then only HxTiO2

should be able to donate hydrogen to AQDS.

Other extensions of this research could pursue further development of the geometric
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Figure 42: Visual summary of the research performed in this dissertation, including fun-

damental studies of H insertion in metal oxides and their use as H mediators for general

hydrogenations.

descriptors described in Chapter 2. Currently, no atomic identities or chemical information

is directly included in the geometric descriptors. Systems of identical structure, but different

chemical ordering, would therefore not be distinguished by those descriptors. A needed

development is the inclusion of atom identities in the description of structure. In this way,

the connectivities of Chapter 2 could be made more flexible and possibly more useful in the

screening of materials beyond the specific application of determining hydrogen intercalation

potentials for metal oxides.

Chapter 3 established a protocol for quantifying H transport in WO3. One of the main

limitations of this material is its slow bulk H diffusion rates. It would therefore be valuable

to identify trends among other metal oxides, and possibly other material classes, between

material properties and H diffusion coefficients. Doing so would help to develop quantitative

structure-property relationships that could be used to intentionally design fast H trans-

porters, enabling spatially decoupled hydrogenations. This is the focus of ongoing work in

the McKone lab.

One of the most unique outcomes of Chapter 4 was the observation that hydrogen interca-
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lation causes WO3 to become a significantly more active catalyst for the hydrogen evolution

reaction than the non-intercalated oxide. Recalling that the optical measurements of Chap-

ter 3 showed that H intercalation can occur either electrochemically or thermochemically, we

can formulate an exciting implication for a huge class of catalysts. In particular, catalysts for

(de)hydrogenations that rely on reducible metal oxides as supports for active metals might

be incredibly misunderstood. With the presence of hydrogen in a reaction environment,

reducible metal oxide supports could feasibly form their analogous hydrogen bronze phases.

Applying the learnings of Chapter 4, this H intercalation could confer catalytic activity to

these oxide supports. It could be fruitful to re-examine the operando composition of reducible

oxide-supported catalysts under reactions conditions to see if the support might be playing

a significant role in catalytic turnover. This would be equally applicable to electrochemical

and thermochemical reactions.

The culmination of the fundamental work performed in Chapters 2, 3, and 4 was the

demonstration of WO3-mediated H transfer from water to TEMPO. Unfortunately, this

process was extremely slow and took many hours to proceed at a noticeable rate. Taking

inspiration from prior work on hydrogen reverse spillover, one potentially valuable experiment

would be the inclusion of a co-catalyst on the active WO3 phase. Instead of relying on the

H in HxWO3 to delivered directly from the oxide surface, use of a promiscuous H mediator,

such as Pt, could greatly accelerate the hydrogenation of TEMPO. Such a route might also

make other, more difficult, reactions more accessible, such as the hydrogenation of CO2 to

value added products.

In closing, there are many exciting routes to pursue following this work. My hope is that

this dissertation provides a sturdy foundation for the continued exploration of metal oxides

as hydrogen mediators, with the express goal of enabling sustainable chemical conversions.
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Appendix A Supporting Information for Chapter 2

A.1 Tungsten Trioxide Lattice Parameters

Table 4 compares the experimental and DFT relaxed lattice parameters for monoclinic

WO3. Experimental values were taken from reference [88].

Table 4: Comparison of experimental and DFT relaxed bulk WO3 lattice parameters.

Parameter Experimental DFT

a 7.301 Å 7.453 Å

b 7.539 Å 7.650 Å

c 7.690 Å 7.933 Å

β 90.892◦ 90.233◦

A.2 Performance Comparison for Different Tungsten Trioxide Morphologies

All experiments reported in the main text were performed on nanoparticulate WO3

produced via ion exchange. This material was selected for its ease of synthesis and its

amenability to electrochemical analysis. As a comparison, we also prepared dense films

of WO3 by thermally oxidizing sheets of tungsten metal. Briefly, W metal sheets (MTI

Corporation MF-W200L) were cut to size and placed in a box furnace for 1 hr at 500 ◦C

under ambient air.

For this comparison, cyclic voltammetry was performed in a different setup than de-

scribed in the main text. Since the dense film material was cut from a tungsten foil, this

sample could not be supported on a glassy carbon electrode. It was instead tested as a

self-supported working electrode using a custom acrylic sandwich-type cell. The working

area of this cell setup was 0.495 cm2. Counter and reference electrodes were as described in

the main text, as was the potentiostat.
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To maintain a good comparison, the nanoparticle material was also tested in this setup.

Instead of a glassy carbon substrate, the nanoparticulate WO3 was supported on thin film

of Au that was deposited onto standard microscope glass slide using a Plassys MEB550S

E-Beam Evaporator. The Au layer was 100 nm in thickness and adhered to the microscope

glass using a 5 nm Ti film. Nanoparticulate WO3 was doctor-bladed onto this substrate

and the full working electrode (microscope glass, Ti, Au, WO3) was calcined for 1 hr at 500

◦C. Figure 43 shows the results of cyclic voltammetry experiments run at 100 mV/s in 0.5

M H2SO4. As can be seen, the WO3 nanoparticles show generally larger current densities

along with multiple distinguishable reduction events. The Au background signal is shown

to illustrate that the cathodic currents are due to the nanoparticle WO3 and that there is

minimal contribution from the Au support. Based on these results, we chose to focus on the

nanoparticulate material.

A.3 Bulk Oxide Stability and Electronic Structure Heterogeneity

The heterogeneity of the electronic properties of intercalated oxides can be characterized

via the standard deviation, σ, of a property across the entire unit cell. In the main text,

we considered the σ of Bader charges on O and W atoms as well as O p-band and W d-

band centers as potential descriptors for the binding energy model. While these standard

deviations were not used in the final model, they are useful quantities that may relate to the

stability of the bronzes formed by hydrogen intercalation. Figure 44 shows the relationship

between DFT calculated H binding energy and the standard deviation of W d-band centers.

The data are partitioned according to composition, as was done for each binding energy

model constructed in the main text. Within a constant value of composition (constant color),

the oxides with lower values of σ ϵd,after generally show more exothermic binding energies.

There is a positive linear correlation between the σ ϵd,after and binding energy, as revealed

in the Pearson correlation matrix in Figure 7. The standard deviations of charges and band

centers were not used in any binding energy model because they are only available after a

DFT calculation has already been completed.
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A.4 Decomposition of Low-Lying Unoccupied Electronic States

The total and decomposed electronic densities of states for a W atom in the WO3 lattice

are shown in Figure 45. The W d-bands dominate the low-lying unoccupied states, consistent

with the common description of wide-bandgap transition metal oxides as having metal-

centered conduction band edges. As a result, we consider the unoccupied W d-bands as

descriptive of acid character.

A.5 Effect of Intercalation on DOS and Validation of PBE-D3 Electronic

Structures

As hydrogen (proton and electron pair) is inserted into the tungsten trioxide lattice, we

observe an immediate loss of semiconducting character and a downward shift of the unoccu-

pied d-states. Figure 46 shows this for a representative W atom (one of the coordinating first

neighbors to the O that receives H with intercalation) in the WO3 and H0.125WO3 lattices.

Initially, the WO3 in Figure 46a appears to have a band gap, with the unoccupied d-band

situated well above the Fermi level. Insertion of the first H unit drops these unoccupied

states down in energy and causes the band to intersect with the Fermi level, suggesting

H0.125WO3 is either a degenerate semiconductor or metallic. This is indicative of the low-

lying unoccupied d-states in WO3 being filled by the electron introduced via intercalation to

H0.125WO3.

Furthermore, it is well known that PBE (and more generally, the GGA class of function-

als) severely underestimates electronic bandgaps.[263] As an alternative, hybrid functionals,

such as HSE06, are much better at band gap identifications, with an associated increase in

cost. Therefore, to assess whether our approach using PBE-D3 was acceptable, we performed

HSE06 calculations on the PBE-D3 optimized geometries to confirm the general trends in

expected electronic structures. Our calculations show the WO3 band gap is 1.39 eV by

PBE-D3 and 2.49 eV by HSE06. UV-vis measurements shown below indicate an optical gap

of ∼2.69 eV, which agrees better with the HSE06 result than the PBE-D3 one. However,
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as can be seen in Figure 46, the differences between PBE-D3 and HSE06 DOS only mani-

fest in a constant offset in energies; the overall shape and character of the bands is similar.

Therefore, using either of these two functionals would be expected to give similar accuracy

in the predicted energetics for H-uptake because the regression models in this work employ

free intercepts. This is significant because it is only the slope of the relationships between

the descriptors (band centers) and targets (binding energies) that are mathematically impor-

tant, not necessarily the absolute value of the descriptors themselves. The unoccupied band

centers in the intercalated bronze (Figure 46b) are also in near exact agreement between

PBE-D3 and HSE06. Although the difference in WO3 unoccupied d-band centers is not

negligible, the regression models would effectively erase this offset via the intercept. Thus,

we conclude that PBE-D3 offers an excellent compromise between accuracy and cost.

A.6 Local vs. Global Screening Model Construction

The initial stage of the computational methodology proposed in the main text comprises

a series of local (i.e., binned by hydrogen stoichiometry) linear models. Logistically, these

are more useful than one large global model because they enable a step-wise identification of

exothermic sites. A global model would require a recursive approach, whereas the step-wise

local models efficiently locate hydrogen binding sites, allowing for efficient identification of

low-energy bronze configurations.

Figure 47 further motivates the construction of local linear regression models rather than

a global one. A clear reversal paradox is observed for the relationship between hydrogen BE

and absolute energy. These quantities have a known mathematical relationship (Eq. 1 in

the main text). This is represented by the colored lines drawn through each stoichiometry

in Figure 47. The black dotted line shows the best fit to the global dataset: the slope of the

relationship is inverted and the accuracy is well below that of the local models, demonstrating

the utility of considering local linear screening relationships.
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A.7 Hyperparameter Optimization for Acid-Base Kernel Ridge Regression

The kernel ridge regression model implemented in the scikit-learn package can be

controlled using two hyperparameters. The first is regularization strength, which affects the

degree of L2 regularization, and the second is the width of the kernel. A Laplacian kernel was

selected because it gave the lowest MAE values out of the kernels that were tested. Figure

48 illustrates the average model MAE for training and validation sets of data as functions

of the hyperparameters. The combination of parameters that gave the lowest average MAE

from cross-validation runs was a regularization strength of 0.03 and a kernel width of 2. The

descriptors were not standardized or normalized because they were all within the same scale.

A.8 UV-vis Measurements as a Function of Bronze Composition

Intercalation of tungsten trioxide is known to induce electrochromism, characterized by a

shift from bright yellow-green to dark blue-indigo.[48] We performed UV-vis measurements

in reflectance mode to investigate the relationship between polarization, optical response,

and semiconducting character of the intercalated bronzes. The samples were polarized for 5

minutes at potentials of +0.45, +0.15, and 0.00 V vs. RHE, corresponding to voltammogram

features that we have assigned to the parent oxide, formation of H0.250WO3, and formation

of H0.500WO3, respectively. The cell setup for pretreatment was identical to the CV and EIS

setups. Immediately after pretreatment was finished, the films were lifted from the glassy

carbon electrode using adhesive tape (Scotch magic tape) and then pressed onto a glass

microscope slide. This was done to minimize contact with air, which re-oxidizes the bronze

to WO3. Tests showed that samples collected and preserved in this manner retained their

coloration for several days after preparation.

A Craic QDI 2010 UV-vis/NIR microspectrophotomer in reflectance mode was used to

collect the spectra shown in Figure 49. KCl was used as a 100 % reflectance reference, and

spectra were collected in the 300-800 nm range. Reflectance data were transformed to the

corresponding Kubelka-Munk function, F (R) = (1 − R)2/(2R), where R = the percent re-
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flectance. Tauc plots were then constructed considering WO3 as an indirect semiconductor.

Figure 49a illustrates F (R) versus wavelength for three levels of intercalation. H0.250WO3

shows an marked increase in absorption across the visible spectrum relative to WO3. In-

tercalation to H0.500WO3 shows an even larger absorbance across the visible wavelengths,

illustrating composition-dependent coloration as expected for an electrochromic oxide.

The Tauc interpretation of the reflectance data for WO3, as seen in Figure 49b, shows

clear semiconducting character, with a linear region fit returning an indirect band gap of

2.69 eV. The hydrogen bronzes, by contrast, show no evidence for a bandgap. This is

consistent with the impedance data in the following section, where intercalation brings about

a drastic reduction in charge transfer resistance. Altogether, this suggests a transition from

semiconducting to metallic behavior that occurs with intercalation, as expected from prior

work on HxWO3 and the DOS data shown above.[116, 264] Furthermore, the semiconducting

profile of the Tauc plot and the yellow-green coloration of WO3 suggest that the starting

material is not significantly substoichiometric. WO3–x is known to have increased absorption

across visible wavelengths and appears dark blue even at very small values of x.[265]

A.9 Structural Evolution with Bronze Composition and the Validity of a

Fixed-Volume Calculation Approach

Prior work has shown that H-intercalation in the HxWO3 bronze system coincides with

an increase in crystal symmetry.[252] Initially, the low symmetry monoclinic material shows

three lattice parameters that are distinct. From H0.150WO3 to H0.500WO3 there is an ex-

pected transition through two tetragonal crystal structures. Accordingly, we performed

x-ray diffraction (XRD) measurements to track this structural change in our material and

provide further evidence of hydrogen intercalation. Measurements were taken with a Bruker

D8 Discover instrument equipped with a LynxEye detector using Cu K-α radiation and step

increments of 0.01◦ at 1.5 secs / step. Figure 50 shows the results of these measurements on

samples prepared identically to those described above for UV-vis experiments.

The XRD pattern for the initial material is consistent with monolinic WO3 exhibiting
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a high degree of crystallographic orientation (texturing), where increased intensity in the

(002) feature occurs due to the disk-like shape of the nanoparticles. After H-intercalation

at +0.15 V vs. RHE, which we expect to coincide with the formation of H0.250WO3, we

observe a slight expansion in d-spacing (decrease in 2θ) for the (002) reflection along with

the disappearance of the shoulder associated with the (020) crystal direction. This suggests

the (002) and (020) directions adopt similar d-spacings, reflecting an increase in symmetry.

By contrast, further polarization to 0.00 V vs. RHE shows a decrease in d-spacing for the

main feature and a coalescence of the diffraction features, implying a further increase in

crystal symmetry.

The computational framework proposed by this work was accelerated by restricting the

DFT calculations to fixed volume and constant cell parameters for each intercalation. This

was done to reduce the computational cost of geometric optimizations, where volume and cell

parameter relaxations introduce more degrees of freedom into the overall structure search. It

is possible, however, that this simplification introduced errors by ignoring the energy change

associated with changes in the cell shape induced by intercalation. Furthermore, the fixed

volume approach restricts the structure to a single system (monoclinic, in this case). To

assess the accuracy of the energies obtained by fixed volume approach, we performed full

volume and cell parameter relaxations of the most exothermic configurations for each inves-

tigated bronze stoichiometry. The results are listed in Table 5. Volume relaxation energies

were calculated as the ground-state energy of the shape- and volume-relaxed structure mi-

nus the fixed volume structure energy (those reported as the convex hull in the main text).

Intercalation potential corrections follow the calculation in the main text, where we calcu-

lated the slope of the convex hull between the stoichiometries of interest. The potential

corrections due to volume relaxation resulted in a systematic positive shift in the predicted

intercalation potentials, but the differences were similar in magnitude to the 95% confidence

intervals given by our Boltzmann weighting procedure. The exception is H0.125WO3, which

shifted positive by > 0.1 V. While this does not change the main conclusions from the

fixed-volume calculations, it adds further evidence that either H0.125O3 does not form or

the DFT-predicted equilibrium potential for this intercalation event is less accurate than for

higher H-stoichiometries.

126



With the volume and cell shape changes in hand, we can also obtain information about

the changing crystal structure with intercalation. Using the powder diffraction pattern

module included in VESTA, we identified the (002), (020), and (200) d-spacings that are

calculated from the volume relaxed structures. These are listed in Table 6. We observe three

distinct spacings for the initial material, followed by an expansion of the (002) spacing in

H0.250WO3 as was observed via XRD. Interestingly, the (200) and (020) spacings were found

to be almost the same, rather than the (002) and (020) combination that is expected upon

inspection of the XRD data. Despite this disagreement, the grouping of the (200) and (020)

spacings determined by DFT highlights the expected increase in symmetry, as well as the

slight expansion of the lattice. The H0.500WO3 spacings follow this trend as well, and show

the (200) and (020) spacings are similar, with (002) distinct. This finding is in line with

the XRD pattern for H0.500WO3, showing that the general trend in increased symmetry with

hydrogen intercalation is captured by the volume-relaxed DFT calculations. In summary, the

fixed volume approach seems appropriate for energetic predictions, and additional volume

relaxations can be performed for the most exothermic configurations to elucidate additional

structural information.

A.10 Control Experiments for Window-Opening Voltammetry

To rule out the effect of contaminants or exogenous components of the electrochemical

cell on the observed oxidation feature at ∼1.5 V vs. RHE, we performed the control exper-

iment shown in Figure 51. The red curve represents the initial, positive-going sweep; this

is also indicated by the red arrow. Non-intercalated bronze was polarized until the onset of

oxygen evolution, where there was no observation of any anodic current in the strongly oxi-

dizing region. However, cycling to these positive potentials after a negative-going sweep that

formed HxWO3 resulted in the emergence of peak III alongside a broad anodic current across

the positive-going sweep. This is consistent with kinetic or transport-limited oxidation, as

discussed in the main text.
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A.11 EIS data fits

The raw electrochemical impedance spectroscopy (EIS) data and equivalent circuit fits

are shown in Figure 52. Raw data are shown as circles, where the calculated fits are shown

as solid lines. Fit parameters are shown in the main text in Figure 10.

A.12 Scan Rate Effect on Intercalation and De-Intercalation

To use the voltammetry data in Figures 8 and 9 of the main text as indicators of equi-

librium potentials, the scan rate must be slow enough to approximate equilibrium and not

introduce significant peak shifts associated with kinetic or transport limitations. Figure 53

compares the 1 mV/s voltammogram shown in Figure 8 of the main text against a slower 0.3

mV/s scan rate in an identical cell setup. As can be seen, there is a slight positive shift in the

first two reduction features, and a very small negative shift in the corresponding oxidation

features. These differences do not significantly influence the identification of equilibrium

potentials made using the 1 mV/s scan rate data.

Interestingly, the third reduction feature associated with the H0.500WO3/H0.625WO3 redox

couple is shifted slightly more negative in the slower scan rate data. It is likely that this

feature is broad and overlaps with the large shoulder of the second reduction feature. This is

motivated by the magnitudes of the charges shown in Figure S11. The total charge associated

with reductions are slightly larger than that for oxidation, which is broadly consistent with

background hydrogen evolution. It is noteworthy, however, that peak III disappeared with

the slower sweep. This is again consistent with the notion of “stranded hydrogen,” where

the slow scan rate allows the diffusion of bulk hydrogen equivalents to keep up with the

changing electrode potential.
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A.13 Anion Effects on Hydrogen Intercalation

We also tested the effect of a different supporting electrolyte on the cyclic voltammo-

grams, to determine whether equilibrium potentials were signifcantly influenced by anion

effects. Figure 54 shows the intercalation and oxidation of HxWO3 in sulfuric and perchloric

acids. The use of perchloric acid results in a slight negative shift in the reductive peaks by

up to ∼60 mV. There is no concurrent shift in the oxidative peaks. This difference may be

indicative of influence by anion adsorption (e.g., displacement of bisulfate concurrent with

H-intercalation), but it again has no significant impact on the assignment of redox features

with H-stoichiometries and again remains within the error of the computational predictions

(which did not consider anionic adsorbates).

A.14 Disk-like Morphology of Synthesized Nanoparticles

We previously reported the synthesis procedure for the nanoparticulate WO3 used here,

along with extensive materials characterization.[261] To confirm that the specific samples

used for this study were comparable to that in our prior report, Figure 55 depicts a repre-

sentative SEM image. A Zeiss Sigma 500VP field emission scanning electron microscope was

used to collect the image using an accelerating voltage of 10 keV and a backscatter detector.

The nanoparticles clearly exhibit a disk shape with diameters of a few hundred nanometers,

consistent with our prior report. XRD measurements of the WO3 are also consistent with

previous measurements.

A.15 Details on Atomic Graph Definitions Used in this Work

Graph representations of atoms and bonds can hold node-level and edge-level informa-

tion. In this work, each atom center corresponds to a node and each pairwise interaction

between atoms corresponds to an edge. Unless otherwise noted, all graph representations of
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metal oxides are node-level matrices—they do not contain edge-level information. Only the

distance Laplacians of Section S8 and Figure S6d are edge-level graph representations. All

other Laplacians follow the definition given by Equation 1 in the main text, with each entry

in the matrix depending on the degree of each atom. The atoms included in the matrix

are all those present in the system. We considered the degree of each atom as the atom’s

local coordination number (LCN). Practically, these were determined by considering pairs of

atoms as neighbors if their atomic radii overlapped. In this work, we fine-tuned the apparent

atomic radii of the metal atoms, oxygens, and hydrogens to reproduce typical LCNs observed

for metal oxides (e.g. 6 for most metal atoms and 5 for some under-coordinated cases, 2 or

3 for oxygens, and 1 for hydrogens). Entries marked with a * in Table 7 are the ones which

were slightly adjusted from tabulated covalent atomic radii to achieve the expected LCNs

[266]. The specific radii used were as follows:

Laplacians were constructed from DFT-optimized structure files using Python code lever-

aging the Atomic Simulation Environment [223]. Graph Laplacians of Atoms and Bonds

(gloab) is a publicly available repository on the Mpourmpakis group Github which contains

the code used to convert the structure files to connectivity values. In this repository we

include all structure files used in this work and some example scripts.

A.16 Density Functional Theory Calculations

Calculations were performed using the VASP [267] software package, with wavefunc-

tions approximated by PAW pseudopotentials and exchange-correlation modeled using the

Perdew-Burke-Ernzerhof functional [268]. Dispersion corrections were included using Grimme’s

D3 correction [269] with Becke-Johnson damping [270]. The PBE-D3 level of theory has been

shown to satisfactorily describe the formation energies and geometries of metal oxides [86].

A kinetic energy cutoff of 520 eV was used in conjunction with a 0.3 Å−1 k-point sampling

density. Integration of k-space was performed using the tetrahedron method including Blöchl

corrections [271]. Electronic SCF loops were terminated once energy differences were smaller

than 1x10−6 eV. Geometries were optimized until all forces were smaller than at least 0.05
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eV/Å. Oxide unit cells were tessellated as necessary to achieve a total of 8 metal atoms in

the base simulation cell, to allow for a consistent comparison of hydrogen stoichiometries.

Initial geometries were first allowed to relax with respect to cell shape and size according

to the above criteria. Subsequent calculations regarding the insertion of hydrogen into the

respective lattices were held at fixed volume, allowing only atom positions to change.

Hydrogen atoms were placed into each cell in increments of one atom. Starting from the

empty oxides, a calculation was performed for each lattice oxygen bonding to the guest H

atom. The lowest energy configuration was selected to probe the next binding site, and again

every possible subsequent location was tested. For example, in WO3 there are 24 oxygens.

Intercalation to H0.125WO3 therefore considered 24 different configurations. Intercalation to

H0.250WO3 considered 23, and so on. All tested configurations were used to train the KRR

and CNN models discussed in this work.

Hydrogen intercalation potentials were determined from hydrogen binding energies and

convex energy hulls according to Equation A.16.1:

UH =
∆EHx+∆xMyOz − ∆EHxMyOz

NM∆xe
(A.16.1)

In Equation A.16.1, UH is the equilibrium potential for the hydrogen intercalation

reaction corresponding to the conversion of HxMyOz into Hx+∆xMyOz. ∆EHx+∆xMyOz is

the hydrogen binding energy of the next incremental H unit, ∆EHxMyOz is the hydrogen

binding energy at a state prior to the intercalation of the next H unit, NM is the number of

metal atoms contained in the unit cell, ∆x is the change in hydrogen-to-metal stoichiometry

induced by the addition of an incremental H unit, and e is the elementary charge of an

electron (-1). The quantity NM∆x is the change in number of H atoms per unit cell required

for the conversion of HxMyOz into Hx+∆xMyOz.

A.17 Oxides Considered in this Work

Orthorhombic V2O5, orthorhombic MoO3, monoclinic WO3, monoclinic VO2, and anatase

TiO2 were considered as hydrogen intercalation candidates in this work. Starting structures
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were taken from the Materials Project database [78]. Table 8 contains the total number of

metal and oxygen atoms in the non-intercalated starting structures. As mentioned in the

previous section, primitive unit cells were tessellated such that each oxide cell contained 8

total metal atoms. Incremental hydrogen additions increase the total number of atoms, N ,

in a given system by 1. For example, H0.125WO3 contains N = 33 atoms: 8 tungsten, 24

oxygen, and 1 hydrogen. Then, H0.250WO3 contains N = 34 atoms: 8 tungsten, 24 oxygen,

and 2 hydrogens. In Figure 56, each oxide is shown containing intercalated hydrogen atoms

to illustrate how hydrogen prefers to bond in the oxide lattices. The lowest energy con-

figurations are shown for each system at an example hydrogen:metal stoichiometry of 1:2.

However, we note that many unique configurations exist (i.e. hydrogen atoms can bond to

lattice oxygens in various combinations). These alternative configurations were considered

as discussed above in Section S2.
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Figure 43: Comparison of 100 mV/s cyclic voltammetry data on WO3 synthesized via two

methods. Nanoparticulate WO3 produced via ion-exchange shows significantly clearer and

more reversible redox reactivity than WO3 prepared via thermal oxidation of W metal.

Figure 44: Relationship between DFT calculated binding energy and standard deviation of

ϵd,after. The coloration follows the composition of the bronze.
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Figure 45: Total and projected electronic density of states on a representative W atom in a

WO3 lattice.
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Figure 46: W d-projected DOS for a) WO3 and b) H0.125WO3 at PBE-D3 and HSE06 levels

of theory.

Figure 47: Comparison of absolute DFT energy to hydrogen binding energy, split by com-

position.
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Figure 48: Average MAE of acid-base models generated by 10-fold cross-validation repeated

200 times, shown as a function of regularization strength and kernel smearing width.

Figure 49: a) Kubelka-Munk function, F (R), and b) Tauc plots for three levels of hydrogen

intercalation in WO3. The stiochimetries are labeled according to the assignments from

modeling and voltammetric features in the main text. The red line in b) corresponds to the

fit of the linear Tauc region, which returns an indirect band gap of 2.69 eV.
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Figure 50: X-ray diffractograms for various levels of hydrogen intercalation, shown as polar-

ization vs. RHE, illustrating a clear increase in crystal symmetry.

Table 5: Volume relaxation energy corrections and the resulting change in predicted interca-

lation potentials for each stoichiometry, compared to the 95% confidence intervals calculated

from the fixed volume configuration ensembles.

Stoichiometry Volume Relaxation Energy [eV] Change in Potential [eV] 95% Confidence Interval [eV]

WO3 — — —

H0.125WO3 -0.1138 +0.1138 0.0350

H0.250WO3 -0.1409 +0.0271 0.0205

H0.375WO3 -0.1639 +0.0230 0.0435

H0.500WO3 -0.2095 +0.0456 0.0526

Table 6: Calculated d-spacings in nm for volume-relaxed cells corresponding to stoichome-

tries investigated via XRD.

Stoichiometry (002) (020) (200)

WO3 3.966 3.825 3.727

H0.250WO3 4.036 3.771 3.706

H0.500WO3 4.033 3.739 3.765

137



Figure 51: Comparison of two positive-going sweeps at 1 mV/s. The solid red curve shows

oxidation of the non-intercalated metal oxide, and the dotted black curve shows oxidation

of an intercalated oxide. Inset is an up-close look at the anodic feature at ∼1.5 V vs. RHE.

Figure 52: Nyquist plots of the complex plane impedance data for the HxWO3 system at

varying DC potentials: a) +0.45 and +0.30 V vs. RHE; b) +0.15 and 0.00 V vs. RHE. Note

the difference in magnitudes for the axes in a) and b).
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Figure 53: Comparison of 1 mV/s and 0.3 mV/s scan rates and the resulting shifts in

voltammograms.

Figure 54: Comparison of voltammograms in 0.5 M H2SO4 and 0.5 M HClO4.

Figure 55: Scanning electron micrograph of a representative sample of as-synthesized

nanoparticle WO3.
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Table 7: Atomic radii considered for neighbor assignments.

Element Radius

V* 1.44 Å

Mo* 1.70 Å

W 1.62 Å

Ti* 1.38 Å

O* 0.89 Å

H 0.31 Å

Table 8: Metal and oxygen content of each oxide evaluated in this work.

Oxide # Metals # Oxygens

V2O5 8 20

MoO3 8 24

WO3 8 24

VO2 8 16

TiO2 8 16

Figure 56: The five different metal oxides considered in this work.
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A.18 Illustrating Scaled Coordination, CNs

Figure 57 shows how CNs values were calculated using the same connected and layered

oxides as in Figure 1 of the main text. The colored oxygen with an ’X’ is the nominal

binding site for hydrogen and the atom for which CNs is calculated. The neighboring metals

are the first neighbors, and the next nearest oxygens are the second neighbors. All colored

atoms make up the local environment of the binding site. Each bond that exists among these

specific atoms is considered to be in the neighborhood of the binding site. The sum of these

bonds divided by the total number of bonds present in the unit cell then gives CNs.

Figure 57: Illustrating the close neighborhood of a binding site used to define the scaled

coordination, CNs.

In addition to the bond-centric interpretation of CNs that is illustrated by Figure 57

and shown in Equation 5 of the main text, it can also be understood as a function of the

nearest neighbor coordination numbers. Since the binding sites for H atoms are always

oxygen centers in the oxide lattices, the first nearest neighbors will be metal atoms. CNs
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can therefore also be written as:

CNs =

∑
pCNmetal,p

E
(A.18.1)

In Equation A.18.1, CNmetal is the local coordination number of a metal atom neighboring

the oxygen site of interest and the summation considers all p metal atoms neighboring said

oxygen. E is then the total number of bonds in the unit cell under consideration. In Figure

57, the more connected oxide has neighboring metal atoms with individual coordination

numbers of 4, while in the less connected oxide the metal coordination numbers are 3.

Equation A.18.1 can be used interchangeably with the main text definition when determining

CNs.
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A.19 Details on Kernel Ridge Regression

All regression and data manipulation was performed using Python with the scikit-learn

[272] and pandas [273] software packages. The kernel ridge regression model considered the

global connectivity, Ω, and scaled coordination, CNs, as features. These features were scaled

and normalized using the Yeo-Johnson power transform [274]. Data normalization was per-

formed using the training data only to prevent data leakage. Model hyperparameters were

set to a kernel width of 2 and a regularization strength of 0.02. Training was performed on

a randomly selected 70% portion of the full dataset and tested against the remaining 30%.

The target outcome variable was selected as the hydrogen binding energy in each metal oxide

candidate. These energies were calculated using DFT, as detailed in Section S2.

Figure 58: Parity plot illustrating performance of the KRR intercalation model versus the

DFT benchmark data. Black circles indicate training data and red exes are testing data.

The dotted diagonal line indicates 1:1 parity between the two datasets.
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A.20 Estimation of Experimental Equilibrium Intercalation Potentials

Table 9 summarizes the intercalation equilibria and potentials gathered from literature

and our own experiments. Each entry includes an explanation of which dataset was used from

each paper and our method for extracting a particular potential. Our search was intended

to capture experimental reports with the following characteristics:

1. investigated the same oxide crystal structures as those examined in our calculations,

2. specifically implicated proton intercalation as the operative redox phenomenon, and

3. described methods and data analysis in a way that facilitated translation to the RHE

potential scale.
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Table 9: Each row represents an individual data point plotted in Figure 3b of the main

text. The “Couple” column refers to the redox couple. The “Ref.” column is the literature

reference. The “Origin” and “Method” columns are the location in the reference and the

method by which the data were recorded and interpreted, respectively. “Lit. Potential” is

the corresponding intercalation potential, and the “KRR Potential” is the model-predicted

potential generated in this work. †Converted from Ag/AgCl to SHE considering 3.0 M KCl filling

solution, and from SHE to RHE assuming pH 0 electrolyte.

Couple Ref. Origin Method KRR Poten-
tial [V vs.
RHE]

Lit. Poten-
tial [V vs.
RHE]

V2O5/H0.125V2O5 [33] Figure 2 CV, halfway be-
tween redox peaks

+0.78 +0.74†

V2O5/H0.125V2O5 this work this work CV, halfway be-
tween redox peaks

+0.78 +0.83

MoO3/H0.250MoO3 [34] Figure 2a CV, halfway be-
tween redox peaks

+0.42 +0.26

MoO3/H0.250MoO3 [35] Figure 1a CV, halfway be-
tween redox peaks

+0.42 +0.31

MoO3/H0.250MoO3 [36] Figure 1 CA, plateau +0.42 +0.40

MoO3/H0.250MoO3 [37] Figure 5 CA, plateau +0.42 +0.40

H0.250MoO3/H0.500MoO3 [34] Figure 2a CV, halfway be-
tween redox peaks

+0.35 +0.23

H0.250MoO3/H0.500MoO3 [35] Figure 1a CV, halfway be-
tween redox peaks

+0.35 +0.27

H0.250MoO3/H0.500MoO3 [36] Figure 1 CA, plateau +0.35 +0.18

H0.250MoO3/H0.500MoO3 [37] Figure 5 CA, plateau +0.35 +0.20

WoO3/H0.250WO3 [38] Figure 4b CV, halfway be-
tween redox peaks

+0.34 +0.29

WoO3/H0.250WO3 [39] Figure 8 CV, halfway be-
tween redox peaks

+0.34 +0.24

H0.250WoO3/H0.500WO3 [38] Figure 4b CV, halfway be-
tween redox peaks

+0.02 +0.11

H0.250WoO3/H0.500WO3 [39] Figure 8 CV, halfway be-
tween redox peaks

+0.02 +0.08

VO2/H0.125VO2 [40] Figure 5b CA, plateau +0.04 +0.14

TiO2/H0.125TiO2 [41] Figure 2 (left) CV, halfway be-
tween redox peaks

-0.39 -0.35

TiO2/H0.125TiO2 [42] Figure 2a CV, halfway be-
tween redox peaks

-0.39 -0.64

TiO2/H0.125TiO2 this work this work CV, halfway be-
tween redox peaks

-0.39 -0.56
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A.21 Electrochemical Hydrogen Intercalation Measurements

We performed experiments on anatase TiO2 (Sigma Aldrich 637254) and orthorhombic

V2O5 (Sigma Aldrich 221899) to supplement the published data compiled in Section S6. The

materials were used as received without further modification. Each were dispersed into inks

and then drop-casted onto glassy carbon (GC) working electrodes (CH Instruments CHI104).

For TiO2, 0.05 g of the oxide was mixed with 0.02 g of PVDF (MTI HSV900) and 500 µL

of N -methyl-2-pyrrolidone (Thermo Scientific 390682500). For V2O5, 0.0425 g of the oxide

was mixed with 0.0075 g of PVDF and 500 µL of N -methyl-2-pyrrolidone. Each ink was

sonicated for 30 minutes upon mixing, and then re-sonicated for at least 5 minutes prior to

any subsequent depositions. 1 µL of ink was dropped onto the GC electrode and allowed

to dry in ambient air under an IR heat lamp. The films were usually fully dried within

approximately 1 hr. A Gamry Reference 600 potentiostat was used for all electrochemical

measurements, with a graphite rod (Electron Microscopy Sciences 0.25 in. diameter, Spectro-

Grade) counter electrode and a Ag/AgCl (CH Instruments CHI111) reference electrode. All

recorded potentials were converted to the RHE scale by measuring the open circuit potential

of a platinum electrode (0.5 mm Pt wire, 99.997% metals basis, Alfa Aesar) submerged in

H2 (99.999%, Matheson) saturated electrolyte. The electrolytes used for voltammetry were

different for each oxide and are further detailed below.

Figure S4 summarizes the experiments we conducted to determine the equilibrium hy-

drogen intercalation potential in TiO2. The TiO2 films were submerged in 0.5 M H2SO4

(Fisher A300-212, >18.2 MΩ·cm water) and cycled at scan rates ranging from 10 mV/s to

1000 mV/s. A subset of the data spanning this range of scan rates is shown in Figure S4a.

As it can be seen, the peak magnitudes and their separation generally increase with larger

scan rates, as expected. However, in some cases peak positions and magnitudes did not

vary in the expected fashion with scan rate, as exemplified by the reduction peak in the 10

mV/s scan and the oxidation peak in the 100 mV/s scan. This variation occurred across the

various films we tested, and so we recorded at least 3 replicates per scan rate to develop a

clearer estimate of peak potentials and the resulting half-wave potentials, E1/2. These data

are summarized in Figure S4b. The vertical error bars show the 95% confidence interval for a
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each peak position at a given scan rate. Consistent with Figure S4a, the separation between

peaks along the voltage axes increases as scan rates increase. However, the E1/2 values for

each scan rate (black x’s) do not significantly deviate across the scan rates investigated here.

The average E1/2 is -0.56 V vs. RHE, which we have taken as an estimate of the standard

reduction potential for hydrogen intercalation in anatase TiO2.

Figure 59: Experimental determination of hydrogen intercalation potentials in TiO2. a)

Representative voltammograms showing scan rate dependence of TiO2/PVDF composite

films on GC electrodes in 0.5 M H2SO4. b) Variation of peak potentials and half-wave

potential across scan rates from 10 to 1000 mV/s. Vertical error bars show 95% confidence

intervals from at least three individual samples.

Although the TiO2 films were stable, we were not able to perform scan rate-dependence

measurements on films of V2O5 owing to their dissolution. We attempted voltammetry

measurements in a variety of electrolytes, including multiple concentrations of unbuffered

sulfuric acid and citrate buffers of varying pH and total ionic strength. We found the V2O5

films were most stable in a 0.1 M citrate buffer (CB) adjusted to pH 3. This buffer was

prepared by adding citric acid (Thermo Scientific J13729.A1) to >18.2 MΩ·cm water to

achieve a citrate concentration of 0.1 M. The pH was adjusted to via the addition of 2 M

NaOH (Alfa Aesar A16037, >18.2 MΩ·cm water). Use of the pH 3 CB allowed us to observe

intercalation redox chemistry on a timescale that was shorter than film dissolution. Although

the V2O5 still dissolved after extended cycling under these conditions, we were able to record

voltammograms that indicated proton intercalation into V2O5.

Representative voltammetric measurements on V2O5 are shown in Figure S5a. The 1st
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and 50th cycles are shown for a V2O5 film on GC scanned at 25 mV/s in pH 3 CB. The

1st cycle exhibited a redox couple centered around a E1/2 of +0.825 V vs. RHE. After 50

cycles, this feature completely disappeared and only a small capacitive background current

remained, consistent with dissolution of the oxide layer. Since there were no remaining redox

features in the 50th cycle, we tentatively concluded that any dissolved vanadium ions could

not be responsible for the redox peaks observed in the 1st cycle.

To further address the possibility that the observed redox features for V2O5 were from

dissolved species, we ran additional voltammograms on a bare GC electrode in pH 3 CB

electrolytes containing a 10 mM concentration of pre-dissolved V2O5. This concentration is

1000-fold larger than would result from complete dissolution of V2O5 films from the exper-

iments conducted in Figure S5a. Figure S5b shows voltammograms of V2O5 pre-dissolved

in pH 3 CB at three different timescales overlaid with the V2O5 films measured in pH 3

CB. Figure S5c demonstrates the significant color changes in the V2O5-treated CB that we

observed during storage. We included voltammograms at each of the noted time points to be

sure that the changes in coloration—which suggest changes in average oxidation state of the

V in the dissolved complex—did not significantly influence voltammetric behavior. As can

be seen for all time points, dissolved vanadium does not replicate the redox features seen for

the solid-state V2O5 films measured in pure pH 3 CB. Most notably, the reduction feature

with an onset potential around +0.9 V vs RHE in the V2O5 film sample is absent from the

measurements made on pre-dissolved V2O5. Furthermore, the oxidation peak positions are

positively shifted for all three measurements of the pre-dissolved V2O5 electrolytes, includ-

ing the case after 2 hours of dissolution in which the magnitude of the oxidation feature is

similar (implying the electrode had access to a similar overall quantity of vanadium during

the timescale of the measurement). To summarize, the V2O5 films showed a reversible redox

wave with a E1/2 of +0.825 V vs. RHE, which we have taken as an estimation of the standard

reduction potential for hydrogen intercalation in orthorhombic V2O5.
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Figure 60: Experimental determination of hydrogen intercalation potentials in V2O5. a)

Cyclic voltammograms of V2O5/PVDF composite on GC electrode in 0.1 M citrate buffer

at a scan rate of 25 mV/s. The 1st and 50th cycles are shown to illustrate disappearance of

the redox feature centered on +0.825 V vs. RHE. b) Cyclic voltammograms of V2O5/PVDF

composite on GC electrode in 0.1 M citrate buffer overlaid with voltammograms of bare GC

electrodes in 0.1 M citrate buffer pre-spiked with high background concentrations of V2O5.

The bare GC cycles are shown for V2O5-containing electrolytes at three different ages. No

dissolved V2O5 can replicate the behavior of the V2O5/PVDF composite on GC electrode.

c) Images of the V2O5-spiked electrolytes at 2, 12, and 72 hrs.
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A.22 Comparing Different Interpretations of Structure

The relative importance of Ω vs. CNs can be interpreted from regressions trained using

only one of each descriptor. KRR models trained on only Ω values, and only CNs values,

are shown in Figures 61a and 61b, respectively. As can be seen, the model trained only on

Ω performs better than the one trained on CNs, achieving a RMSE of 0.217 eV vs. 0.335

eV. However, it is notable that these models on their own are not sufficiently accurate,

motivating the combination of the global and local geometry descriptors in the model used

in this work (Figure S3). Together, Ω and CNs capture orthogonal information to accurately

describe hydrogen intercalation in the tested metal oxides.

In order to demonstrate the utility of CNs as a quantitative descriptor of local site

geometries, we compared its performance to the generalized coordination number, CN [130].

CN was originally defined for use with metal nanoparticles, and the normalization was based

on metal packing. We computed CN according to reference [130] and set the maximum

coordination to 6, which is the highest observed coordination for metal atoms in the bulk

oxides investigated here. The performance of a KRR model trained only on CN is shown

in Figure 61c. This CN model achieves an error of 0.558 eV and shows strong horizontal

streaking, indicating that CNs could be a more flexible descriptor of local site geometries.

The definition of Ω presented in the main text is based on atomic neighbor informa-

tion (accounting for which atoms are bonded to one another in an arbitrary structure of

interest). An alternative definition of the symmetric normalized Laplacian matrices can be

made by instead basing the entries of the matrix as the atom-to-atom distances, rather than

basing them on local coordination numbers (atom degrees). In this manner, the resulting

matrices would contain information about the atomic graph edges (e.g. the distances). This

alternative definition begins from the construction of an adjacency matrix with each entry

corresponding to the distances between atoms.

Adist(u, v) =

0, if u = v

Duv, if u ̸= v

(A.22.1)
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In Equation A.22.1, Adist is the unnormalized edge adjacency matrix. Atom indices are

given by u and v, and Duv is the distance between atom u and atom v. The correspond-

ing unnormalized distance degree matrix can be determined from Adist by assigning to the

diagonal the sum of either the rows or columns of Adist.

Ddist(u, v) =


∑v=N

v=0 Adist(u, v), if u = v

0, if u ̸= v

(A.22.2)

In Equation A.22.2, Ddist is the unnormalized distance degree matrix. The summation runs

across one atom index and through all atoms (e.g. sums a full column or full row of Adist).

The unnormalized distance Laplacian, Ldist(u, v), is then computed as:

Ldist(u, v) = Ddist(u, v) − Adist(u, v) (A.22.3)

Since all of these matrices are by definition symmetric and real in the current use case,

Ldist(u, v) can be normalized using [136]:

Ldist(u, v) = Ddist(u, v)1/2Ldist(u, v)Ddist(u, v)1/2 (A.22.4)

Equations 2, 3, and 4 from the main text can then be applied to generate Ωdist val-

ues based on distance Laplacians. Using these Ωdist values alongside the same CNs values

discussed in the main text results in model performance shown in Figure 61d. The distance-

based model gives errors that are slightly higher than that achieved by the KRR model

built on the neighbor-based Ω defined by Equation 1 of the main text and CNs (Figure 58).

Although there is no major improvement by including distance information, there is also no

significant detriment to model performance. Distance-based Laplacians could therefore be

alternative tools for exploring future applications of global connectivity.

All of the models described in this section were held at constant hyperparameter values

(kernel width of 2 and regularization strength of 0.02) in order to make fair comparisons

strictly on the basis of the selected features. The same training and testing data sets were

also used between the different models, again to ensure resulting performance metrics were

differentiated solely by structural descriptors.
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Figure 61: Comparing KRR models constructed from different geometry descriptors. a)

Model trained only on Ω values computed using equations 1–4 in the main text. b) Model

considering only CNs. c) Model incorporating solely the generalized coordination number.

d) Model relying on distance Laplacian and CNs.
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A.23 Details on Convolutional Neural Network

The CNN employed in this work is shown in Figure 62. The symmetric normalized

Laplacian matrices L [136] for each intercalated oxide were used as inputs. Matrices were

first run through two 2D convolutional layers. The first consisted of 64 filters with 3x3

kernels. The second was a set of 8 filters, each with 9x9 kernels. Both convolutional layers

used rectified linear unit activation functions. After the two convolutional layers, data was

regularized with a dropout layer that removed information at a rate of 10%. The data then

was run through a 2D average pooling layer that used a 3x3 window. This information

was then flattened and fed into three sequential feed forward layers that contained 16 nodes

each. Another 10% dropout pass was included after the first of the dense layers for further

regularization. Each of the nodes in the dense layers used linear activation functions. The

final output node also used a linear activation function. The final hidden layer—highlighted

in green—was decomposed using principal component analysis (PCA) to generate Figure 4

of the main text.

Figure 62: Visualization of the CNN architecture used in this work. Principal component

analysis was performed on the last hidden layer of the network, highlighted in green.

Network construction and training was performed using Tensorflow [275] with the Keras

[276] API. Network training was performed on 70% of the total data, with the remaining

used as validation/testing data. Optimization of network parameters was conducted over

100 epochs using the Adam optimizer [277]. Figure 63a shows the evolution of training

and testing data RMSE’s over the course of the 100 epochs. The validation error did not

greatly exceed training error, suggesting minimal overfitting. Figure 63b compares H-binding

energies calculated by the CNN to the benchmark DFT data. The RMSE and MAE approach
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the error of the KRR model discussed in the main text and in Section S5.

Figure 63: Training and performance of the CNN. a) Per epoch evolution of training and

validation set RMSEs. Validation error did not greatly exceed training error at any point,

indicating limited overfitting. b) Comparison of CNN binding energies to DFT binding

energies. Model errors approached those of the KRR model shown in Figure S3.

In addition to the final hidden layer PCA shown for Ω in the main text, Figure 64 shows

a comparison between the CNN embeddings and CNs. As can be seen, there is noticeably

less correlation (i.e. there is less of a clear gradient and relatively more randomness in color)

between the embeddings and CNs than is observed for the embeddings and Ω in Figure 4
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of the main text. This suggests that Ω is more similar to the CNN embeddings than CNs,

providing further evidence for its importance as a structural descriptor when evaluating

hydrogen intercalation in metal oxides.

Figure 64: 2D heat map demonstrating how CNs weakly correlates with the final hidden

layer embeddings of the trained CNN. Comparing with Figure 4 of the main text provides

evidence for Ω as a more significant descriptor of structure than CNs in the context of

hydrogen intercalation in metal oxides.
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Appendix B Supporting Information for Chapter 3

B.1 Detailed Experimental Methods

The WO3 nanodisks used in this study were prepared using a method adapted from

Wolcott et al.[182] In a representative synthesis, 0.8225 grams of Na2WO4 hydrate (Sigma

Aldrich, ≥ 99%) was dissolved in 10 mL of deionized water (>18 MΩ, Millipore Advantage

A-10) to form a 0.25 M solution. A liquid chromatography column wth a 1.5 cm ID was

packed with 5 cm of hydrogen-form Dowex 50WX8 ion exchange resin (200–400 mesh, Sigma

Aldrich) and washed with water to remove any remaining free acid. A 1 cm layer of sand was

packed on top of the resin to ensure even propagation of solution through the column. The 10

mL of Na2WO4 solution was then passed through the column in three approximately equal

aliquots and collected. The first aliquot was discarded and only the second and third were

used in experiments. The exchanged material (nominally 0.25 M tungstic acid) was allowed

to rest on the benchtop at room temperature (∼21◦ C) for at least 3 days, whereupon the

material geometry was found to converge to a nanodisk morphology. Nanodisk formation

was further investigated via SEM, XRD, and TEM, as shown in the main text and Section

B.2 below.

The aged WO3 was deposited without any further processing via a doctor-blade method

onto glass substrates that had been pre-coated with either FTO, metal thin films, or Pt/WO3

films. FTO glass was purchased from MTI Corp., where metal thin films and Pt/WO3 films

were applied in-house (see below). The deposition areas were outlined with a single layer of

3M brand Scotch tape and 50 µL of tungstic acid were placed in the center of the boundary.

A flint glass tube was used to form an even coat and remove excess material, after which a

Steinel HL 1610 S heat gun on the low setting was used to dry the wet films. After drying,

the tape was removed and the samples were calcined at 500 ◦C for one hour in air. Pure WO3

nanodisk films were allowed to overlap with the pre-deposited metal or Pt/WO3 films. This

overlap region allowed for electrical and chemical interaction between the different materials.

Pt- and Au-coated substrates were prepared using a Plassys MEB550S Electron Beam
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Evaporator. All depositions were performed at pressures lower than 1E-6 mbar. Corning 75

x 25 mm glass microscope slides were masked using single-sided Kapton tape and initially

coated with a 5 nm titanium adhesion layer at a rate of 0.02 nm/sec. A 100 nm layer of

either Pt or Au was then deposited onto the Ti-coated glass at respective rates of 0.1 nm/sec

and 0.05 nm/sec.

Powder X-ray diffraction (XRD) measurements were performed on a Bruker D-8 instru-

ment equipped with a LynxEye detector and using Cu K-α radiation with a wavelength

of 0.15406 Å. Measurements were made with a step size of 0.02◦ at 1.25 s/step. Scanning

electron microscope (SEM) images were taken using a Zeiss Sigma 500VP field emission

instrument. Samples were prepared on FTO glass and images were captured using accelerat-

ing voltages of 10 keV using a backscatter (SE2) detector. Transmission electron microscopy

(TEM) was performed using a Hitachi 9500 ETEM at an accelerating voltage of 300 keV.

Samples were dispersed onto dual-sided copper-carbon TEM grids from Ted Pella, Inc. using

a 4:1 mixture of IPA:water.

Electrochemical measurements were carried out using a Gamry Interface 1000 potentio-

stat in a 3-electrode configuration with graphite rod counter and 1 M KCl Ag/AgCl reference

electrodes. Samples were tested an acrylic cell that was fabricated in-house, with a 0.495

cm2 working area. The RHE potential was explicitly calibrated for the 1 M KCl Ag/AgCl

reference electrode via open circuit potential (OCP) measurements in a cell consisting of a

Pt working electrode, a graphite counter electrode, and 0.5 M sulfuric acid electrolyte.

Time-resolved optical microscopy measurements were carried out on a Pace Technologies

IM-5000 Inverted Microscope mounted with a Sony a6300 digital camera. Figure 65 shows the

electrochemical configuration of the experimental setup employed for these measurements.

The same acrylic cell was used for H-spillover measurements. The sampling area of a given

video recording was a 3 mm diameter circle, which limited the measurable coloration distance.

Both ambient light and a Thorlabs M625L3 625 nm red LED were used as light sources,

which gave comparable results. Electrochemical intercalation or thermochemical spillover

was instigated at one end of a film, respectively by chronoamperometry or by exposure to

hydrogen gas-saturated 0.5 M sulfuric acid. As the respective reductions were induced, WO3

was progressively converted to its bronze. The conversion from oxide to bronze progressed
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Figure 65: Experimental setup for optical microscopy, shown in the configuration for elec-

trochemical hydrogen insertion with red LED illumination. Camera mounted to microscope

not shown.

parallel to the film, evidenced by a coloration front originating at the bias location and

extending outwards.

Front progression was explicitly measured only in areas of pure WO3/HxWO3 directly

on glass. Videos were recorded at a resolution of 1920 x 1080 and a framerate of 60 fps

while either electrochemical (chronoamperometric) or thermochemical (H2-saturated water)

experiments were carried out. A Python script using the ffmpeg and scikit-image packages

was used to convert the raw video file into a series of images with timestamps. Raw pixel-

by-pixel intensity data were then collected from each image and converted from RGB color

channels to a single gray color channel using the scikit-image package’s rgb2gray func-

tion. This converted the multi-channel information to a single-valued pixel intensity. These

intensity data were then interpreted as relative transmittance values under the assumption

that pixel intensities were linearly proportional to the number of transmitted photons. The

resulting data were then converted to relative absorbances by referencing the transmittance

at each timepoint to the initial transmittance and assuming that the quantity of scattered

light remained constant for all concentrations of H in WO3:
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α(x, y, t) = T (x, y, t = 0) − T (x, y, t) (B.1.1)

In Equation B.1.1, T is the measured transmittance and α is the corresponding ab-

sorbance at pixel position (x, y) and time t. As the oxide films are reduced to bronzes,

they shift to deep blue and absorb more of the incident light, where the first image of each

experiment is of pure WO3 and transmits the most light. In the formalism of Equation

B.1.1, T (x, y, t = 0) will always be larger than T (x, y, t) and will result in positive values of

α(x, y, t). Extinction coefficients for various wavelengths of light interacting with HxWO3

have been determined for a range of hydrogen stoichiometries, x, for values ¡ 0.4.[278] There

is a monotonic increase in extinction coefficient with hydrogen content, which leads to a

similar monotonic relationship between hydrogen content and absorbance. Therefore, al-

though α(x, y, t) is not a rigorous measurement of absorbance, it is suitable for estimating

relative hydrogen concentrations. We defined the edge of the moving front as the position of

the leading edge of the absorbance profile at approximately half of the maximum observed

value, which should correspond to a constant value of x in HxWO3.

B.2 Additional Materials Characterization

Samples were allowed to incubate at room temperature for at least three days after ion

exchange, which allowed for full formation of the crystalline nanodisk morphology without

the use of structure-directing agents. The tungstic acid solutions changed from clear yellow

to opaque yellow in appearance over that timespan. Figure 66 shows SEM images the daily

progression of product morphology. Each sample was prepared from the same batch of

material and was calcined at 500 ◦C for one hour prior to imaging.

X-Ray diffraction was performed alongside SEM to investigate any shifts in crystal struc-

ture that accompanied the development of the nanodisks. The results are shown in Figure

67. These data show clear increases in crystallinity and texture through the three days of

incubation. As discussed in the main text, TEM imaging showed the zone-axis and crystal

facets exposed on the plane-edge of the nanodisks to be in the (100)-family. XRD con-
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Figure 66: SEM images of tungsten trioxide thin films as a function of incubation time.

Panel (a) shows the film morphology on the first day after ion exchange, which exhibits a

distinct columnar structure interpenetrating a featureless background material. The Day 2

material in (b) shows the first indication of disk-like structure, with no remaining columnar

shapes visible. Panel (c) confirms that on Day 3 the thin films achieve a consistent nanodisk

morphology. There was no observed change in morphology after the third day of incubation.

firms a development of increased crystalline fraction in the (002) and (020) alongside the

development of the disk shape.

Although the disks were uniform at the micro-scale, we observed a considerable den-

sity of crystalline imperfection at the nano-scale. Figure 68 shows additional TEM images

confirming observations made in SEM and illustrating these defects.
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Figure 67: X-Ray spectra following the same temporal pattern as those shown above for

SEM. A clear increase in diffraction intensity occurs alongside preferential texturing of the

material in the (002) and (020) directions, consistent with the formation of nanodisks with

predominantly (100)-family facets exposed on the plane face.
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B.3 Effect of Restricting Proton Access

As noted in the main text, the observed migration rates of the coloration fronts were

too fast to be attributed to proton diffusion in bulk tungsten trioxide when the WO3 films

were wetted with H2SO4 electrolyte. Hence, we argued that the electrolyte acts as proton

source for bronze formation independent of the source of reducing equivalents. To further

test this hypothesis, an electrochemical measurement was made on a sample identical to that

in normal chronoamperometric experiments with the addition of a silicone layer on top of

the pure WO3. This was done to “shut-off” the electrolyte as a proton source, as illustrated

in Figure 69.

Dow Sylgard 184 polydimethylsiloxane was employed as the silicone encapsulant, cured

at 100 ◦C for 35 minutes at a ratio of 10:1 elastomer base to curing agent. A small gap

was retained between the edge of the electrode and the beginning of the silicone layer. This

allowed for direct comparison of electrolyte-exposed and electrolyte-isolated coloration fronts.

The initial migration of protons occured rapidly, traversing the pure WO3 area in seconds.

Upon reaching the silicone covered WO3, front progression was significantly slowed. Figure

70 shows a representative position vs. time curve collected for a silicone-covered region of a

WO3 film. The position of the silicone layer edge is taken as the zero position, and the time

at which the front reached this edge (i.e. the time at which the front completely traversed

the exposed WO3 film) is taken as zero time. As can be seen, the front was found to move

only ∼150 microns from the leading edge of the isolated film after 500 seconds. Furthermore,

the shape of the position vs. time data are very well described by an equation of the form

x = At0.5, which suggests purely diffusional behavior. We further estimated a diffusion

coefficient using δ =
√

4Dt, resulting in an apparent diffusion coefficient of 1.30 x 10−7

cm2/s.

The value above roughly agrees with the upper bound of diffusion coefficients that have

been previously reported for proton diffusion in HxWO3.[169, 192, 193] However, it is con-

siderably greater than that reported by Bohnke and Vuillemin for proton diffusion through

dense WO3 films also via optical measurements.[191, 279] One major difference between these

measurements is the sample geometry. In Bohnke and Vuillemin’s case, diffusion rates were
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extracted from optical spectroscopy conducted normal to the direction of diffusion, which

requires sampling the entire gradient of compositions (value of x in HxWO3). By contrast,

our lateral measurements treat the HxWO3 propagation front at a single absorbance value

corresponding to an intermediate state of hydrogenation. Hence, it is possible that the av-

erage rate of diffusion is in fact constrained by relatively slow transport at one particular

composition (e.g., high or low H concentration). Another difference is that Bohnke and

Vuillemin’s experiments were carried out on dense WOx films, while ours were on porous

films of WO3 nanocrystals. In our case, it would be reasonable to conjecture that proton

transport is predominantly occurring along WO3 nanodisk surfaces, in which case it could

be substantially enhanced by a hydrogen-bond network at the oxide/electrolyte interface.

B.4 Mechanistic Formulation

The results of this study indicate that in the presence of a proton-conducting medium,

H-intercalation and H-spillover in WO3 proceed by the same mechanism involving proton

and electron transfer, wherein the proton and electron need not originate from the same

source. However, it remains unclear whether the temporal course of the reaction involves

sequential or concurrent proton and electron transfer steps. Figure 71 compiles a family of

candidate reaction mechanisms comprising a series of electron tranfer (ET), proton transfer,

(PT) or proton-coupled electron transfer (PCET) steps first to a surface WO3 site and

then into the bulk of the WO3 crystal.[280] We speculate that the predominant mechanism

in this system involves two concurrent PCET steps—corresponding to the diagonal path

through this diagram—due to the delocalization of electrons in the WO3 conduction band,

which could facilitate rapid charge compensation of protons as they adsorb and intercalate.

Additional experiments (e.g., pH dependence, kinetic isotope effect, etc.) would be warranted

to further distinguish between these mechanisms.
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Figure 68: TEM micrographs showing key characteristics of the as-synthesized material

at several length scales. Panel (a) shows a grouping of disks, confirming the micro-scale

structure and the dimensions observed in SEM. Panels (b) and (c) show regions of the plane

face of the nanodisks where various grain sizes and multiple defects are evident. Panel

(d) shows lattice fringes indicative of numerous stacking faults and other crystallographic

irregularities.

Figure 69: Schematic describing the function of the additional silicone elastomer film to

eliminate direct proton transfer to the WO3 film. Restricting access to the electrolyte-

sourced protons would require bronze formation to occur by sourcing protons from through

the already reduced bronze; in other words, the system would be dependent on proton and

electron diffusion through the HxWO3 film. This process is represented by the dotted arrow

and is expected to be slower than the incorporation of protons from the local electrolyte.
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Figure 70: Position vs. time data for lateral propagation of a HxWO3 diffusion front using

the experimental configuration in Figure 69. The linear fit corresponds to the predicted

position vs. time data for a diffusion coefficient of 1.3x10−7 cm2/s

Figure 71: Compiled mechanistic pathways for H uptake in WO3 according to a series of

square schemes involving either sequential electron and proton transfers or concerted proton-

coupled electron transfers first to the surface of a WO3 crystallite and then into the bulk

crystal lattice.
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Appendix C Supporting Information for Chapter 4

C.1 Effect of Bulk H Intercalation on Surface Oxygen Basicity

Figure 72 shows that terminal oxygen site basicities decrease as bulk hydrogen content

in HxWO3 increases. This is apparent from the stabilization of the O p band electrons,

which move away from the Fermi level and therefore become weaker electron donors. The

consequence of this change in chemical promiscuity is a deactivation of the terminal oxygen

sites as candidate locations for H adsorption. Coupled with the fact that W sites are made

more acidic (Figure 2c of the main text), along with the observation of metal site activation

for H adsorption, the acid-base character of HxWO3 can be considered as the driving factor

for interaction with amphoteric H equivalents.

Figure 72: Modulations in occupied O p density of states for the under-coordinated terminal

surface oxygen atom as a function of bulk H content. Red dotted horizontal lines indicate

the position of the O p band center.

C.2 Active Surface Facets of HxWO3

Although the most thermodynamically stable surface of WO3 is the (001) face, we also in-

vestigated the (100) face. Figure 73 summarizes this analysis. In this screening of adsorption

sites, we examined every possible one- and two-fold combination of adsorption configurations

on (001) and (100). To facilitate this, we removed explicit waters from the calculations and
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modeled the solvent only using the GLSSA-13 implicit approach. This was done to make the

calculations more tractable, since there were a large number that needed to be completed.

The energies in Figure 73 are the canonical free energies of adsorption, determined through

the constant-charge DFT approach. The black data points and lines in the (100) panel cor-

respond to those shows in Figure 2a of the main text. Overall, binding to the (100) surface

is more feasible than to the (001) surface. For every investigated configuration, binding to

the (100) surface is preferred. Although the (100) surface configuration is expected to be less

frequently observed on a particle of WO3 than the (001) surface, the fact that it can more

easily interact with H warrants its investigation as the crystal facet responsible for catalysis

of the HER.

Figure 73: H adsorption energies for 1st and 2nd site adsorptions on the (001) and (100)

surfaces of HxWO3. Black lines are for 1st site adsorption and cyan lines for 2nd site.

C.3 Equilibrium Potentials as Determined via CHE and CP-DFT

The computational hydrogen electrode approach for H adsorption on HxWO3 can be

summarized in Equation C.3.1:

∆Fads = FH−surface − Fsurface −
n

2
· FH2 − n · eU (C.3.1)

Here, ∆Fads is the free energy of adsorption, FH−surface is the free energy of the adsorbed

state, Fsurface is the free energy of the bare surface, FH2 is the free energy of a hydrogen
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molecule, n is the number of H atom equivalents that are included in the adsorption reaction,

and e is the charge of an electron. U is then the a posteriori applied potential which

approximates the electrochemical biasing of the surface. The equilibrium potential, Ueq, of

a given adsorption event is given by the value of U which drives ∆Fads to zero. These Ueq’s

are then the ones that are shown for the CHE method in Figure 3a of the main text.

In the CP-DFT approach, the effect of applied potential is included within a DFT cal-

culation and therefore no correction to the energy is made:

∆Ωads = ΩH−surface − Ωsurface −
m

2
· ΩH2 (C.3.2)

In Equation C.3.2, ∆Ωads is the grand canonical free energy of H adsorption, with

ΩH−surface of the adsorbed state, ΩH−surface of the surface, and ΩH2 of molecular H2. The

number of adsorbed H equivalents is given by m. For a general absolute grand canonical

free energy, Ωi, there is a related electrochemical potential that is defined by the difference

between the Fermi level and the deep solvent electrostatic potential. Each energy can be

considered in the following manner:

Ωi = f(U,Ne, ...) (C.3.3)

U = f(Ne) (C.3.4)

The grand canonical free energy, Ω, is a function of the applied potential, U , and the

number of excess electrons, Ne. It is important to note that U is itself also a function of

the Ne. Therefore, the identification of a Ueq value in the CP-DFT framework is an iterative

procedure. The excess number of electrons, and thus the applied potential, is changed until

a ∆Ωads value of zero is achieved. The potential which dictates ∆Ωads = 0 is thus the

equilibrium potential in the CP-DFT framework.

As was detailed in reference [232], the CHE model and the grand canonical approach

to energies are equivalent, with the marked difference of relaxing the requirement of integer

electron transfer. This is apparent when reconsidering Equation 6 of the main text, which

is reprinted here for reference.
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Ω = F −Ne · ϵfermi

Grand canonical energy differences are then:

∆Ω = Ffinal −Ne,final · ϵfermi,final − Finitial + Ne,initial · ϵfermi,initial (C.3.5)

Given that initial and final states are evaluated at the same electrochemical potential,

Equation C.3.5 simplifies to:

∆Ω = ∆F + λn · ϵfermi (C.3.6)

In Equation C.3.6, λn = Ne,final−Ne,initial, which is the number of electrons (fractional or

integer) exchanged between the final and initial states. The grand canonical energy difference

is thus the canonical free energy difference plus a contribution from the number of electrons

transferred for an elementary step. These definitions also apply to the initial-transition state

pair and reverse reaction directions.

Reinterrogation of Equation 2 in conjunction with Equation C.3.6 of the main text

reveals the requirement that ϕSHE (experimental SHE potential) and ϕsolvent (vacuum elec-

trostatic potential) must remain constant between the states of interest in order for Equation

C.3.6 to be valid. Considering the experimental SHE potential is a fixed value, it can be

assumed to remain constant between any compared states. The vacuum (deep implicit sol-

vent) electrostatic potential can also be assumed to remain constant. This is in accordance

with our observations of variations <1% in the deep solvent electrostatic potential for states

compared at the same electrochemical potential. Therefore, ϵfermi,initial = ϵfermi,final and the

Fermi energy is the same between two states at a given constant electrochemical potential.

This can be confirmed upon examination of the Fermi energies returned from the constant

potential calculations, which themselves vary <1% between states evaluated at the same

electrochemical condition.
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C.4 Determining α, β and λn

As discussed in the main text, the charge transfer coefficients (α and β) are calculated

as the slope of the ∆Ω vs. U relationship. In practice, these are determined by fitting a

line on CP-DFT data points, as shown in Figure 74. Over the potential ranges examined

in this work, the Butler-Volmer approximation is expected to hold and reaction energies are

virtually linear functions of applied potential. Figure 74 gives the ∆Ω vs. U data for the H

adsorption step on multiple compositions on WO3. The exact steps are the initial adsorption

steps in the full catalytic cycles, as detailed in the main text.

Figure 74: Data and fits for the functional relationship between applied potential and the

grand canonical free energies of adsorption on various HxWO3 surfaces.

The unrestricted (i.e., allowed to take on non-integer values) charge transfer, λn, is a

fundamental quantity in describing reaction energetics and kinetics. In CP-DFT, this charge

transfer is determined through a comparison of excess electrons on the starting and ending

states. As detailed in Section S3 and in the main text, Ne is a variational quantity that

needs to be changed to achieve a desired electrochemical potential. Therefore, it is taken as

an optimized input to any CP-DFT calculation. Figure 75 illustrates the variation in excess

electrons with applied potential for H-adsorption on the H0.625WO3 surface.

In Figure 75, a negative quantity of excess e− corresponds to electrons removed from

the system, and a positive quantity indicated electrons have been added. Considering H
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Figure 75: Change in excess electrons as a function of applied potential for initial and final

states of H adsorption on H0.625WO3.

adsorption is a reduction reaction, the final state should have more excess electrons than the

initial state; this is clearly seen in Figure 75. Furthermore, the difference in excess electrons

at each potential defines λn. In this work, λn for a given elementary reaction was taken as

the average difference in excess electrons across all investigated potentials. This was done

because we observed essentially no change in the difference of excess electrons in the small

potential ranges we considered. The lines in Figure 75 are included to guide the eye and are

not linear regressions.

C.5 Energetics of Surface-Mediated H2-coupling

There are two possible mechanisms that facilitate the formation of H2 at a catalyst

surface. The water-mediated route described in the main text is the most feasible pathway

to H2 on HxWO3, as evidenced by lower reaction barriers than for the surface-mediated case.
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For comparison, the relevant energies and barriers for coupling two H atoms on the catalyst

surface are shown in Figure 76.

Figure 76: Reaction energies and barriers for surface-mediated H2-coupling.

C.6 Microkinetic Model Construction and Execution

Microkinetic modeling was performed using the fp echem package. This package was

developed in Python and incorporates electrochemical effects on elementary step reaction

energies, barriers, and rate constants. In the absence of a varying potential, the resulting

microkinetic model is identical to thermocatalytic case. All elementary steps are modeled

using transition state theory, with rate constants calculated as:

k =
kbT

h
exp(

−∆Ω∗

kbT
) (C.6.1)

The grand canonical free energy barriers, ∆Ω∗, are required for each elementary step if

electrochemical modeling is desired. For thermocatalytic analyses these may be replaced with

the canonical free energies. In the electrocatalytic case and in this work, the grand canonical
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barriers are assessed in the Butler-Volmer approximation, which assumes the energies vary

linearly with applied potential:

∆Ω∗ = max

 ∆Ωo + α · U

∆Ω†,o + β · U
(C.6.2)

Both the reaction energies, ∆Ωo, and the barriers, ∆Ω†,o, are considered at 0 V vs. SHE.

Potential dependence is respectively captured by the charge transfer coefficients α and β.

Both forward and reverse rates are determined using Equations C.6.1 and C.6.2, with

the reverse barriers and energies determined from the reaction coordinate diagrams. This

approach is mathematically equivalent to using an equilibrium constant to describe each

forward and reverse elementary step. Energies and transfer coefficients are all calculated with

CP-DFT, as detailed in the main text and sections S3 - S5. Both the barriers and reaction

energies are considered at each applied potential, since the varying potential dependence

can cause elementary steps to transition from activated to non-activated and vice versa.

Variations in applied potential are evaluated as an additional differential equation in the

solution of the microkinetic model governing equations.

For the construction of microkinetic model, we needed to make a few assumptions. First,

we consider the desorption step to occur simultaneously with the formation of H2. Since the

desorbed surface is considered as the starting configuration in each reaction pathway, the

influence of “spectator” H atoms bound to adjacent sites is retained. Second, we model the

initial adsorption step as an unactivated process. This is because we observe spontaneous,

barrierless transfer of H units from the water layer to the surface during ground state geom-

etry optimizations. H transfer in this case occurs via the hydrogen bonding network with

under-coordinated oxygen atoms. Further, the surface diffusion of H on a WO3 surface occurs

quickly in the presence of water, allowing non-rate-determining transfer to active sites.[76]

For the pathway on H0.000WO3, we do not explicitly consider the energetics of O-2H∗ to

O-H2
∗ conversion. We were unable to locate a reasonable transition state for the conversion

of two individually bound H atoms on a bridge oxygen (O-2H∗) to molecular H2 on a bridge

oxygen (O-H2
∗). This is somewhat expected, as the O-2H∗ species resembles a stable water

molecule located at the bridge site and would not rearrange to form a bound molecule of H2.
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Thus, we omit the O-2H∗ to O-H2
∗ step and consider only H adsorption and the formation of

the O-2H∗ intermediate in the mechanism on H0.000WO3. This is acceptable for two reasons:

1. if the H2-coupling barrier were lower than the O-2H∗ formation barrier, then surface-

mediated H2-coupling would have minimal contribution to overall turnover

2. if the H2-coupling barrier were higher than the O-2H∗ formation barrier, then the ap-

proximate rate would be an overestimate of catalytic activity

In the first case, the use of the O-2H∗ formation barrier would result in a rate that is similar

to the one that would be computed if using the full pathway. In the second case, inserting

the H2-coupling step in the reaction mechanism would result in a slower calculated reaction

rate. The calculated HER activity of WO3 is many orders of magnitude lower than HxWO3,

and so the inclusion of a H2-coupling energy is not likely to influence the overall results.

The hydrogen evolution mechanism was modeled as a two step process, with H adsorption

preceding H2-coupling. Coupling was considered through the water-mediated pathway, as

this gave the lowest barriers for all intercalated surfaces. Surface-mediated H2-coupling was

required for the H0.000WO3 surface; however, as detailed above, water-mediated coupling

was taken as a proxy for activity of H0.000WO3. A single site approach was applied, with

adsorption and coupling occurring at the same location. The relevant reactions are therefore:

1. [∗] + [H+] + e− ↔ [H∗] : r1

2. [H∗] + [H+] + e− ↔ [H2] + [∗] : r2

Mass balances for each reactant are constructed continuously in fp echem, and for this

particular reaction network they can be summarized as follows:

dθ∗
dt

= −r1,f + r1,r + r2,f − r2,r
dθH∗
dt

= +r1,f − r1,r − r2,f + r2,r
daH2

dt
= +r2,f − r2,r

Dimensionless surface coverages, θ, and activities, a, are used so that rate constants can

be defined with units of 1/s regardless of the stoichiometries of elementary reaction steps.

Proton activity, aH+ , in solution is assumed to be constant. Each of the balances are solved
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simultaneously with the extra consideration of a linearly varying applied potential. This is

defined as:

dU

dt
= ν (C.6.3)

In Equation C.6.3, ν is the change in applied potential in units of V/s. This is essentially

a scan rate that might be used in experimental linear sweep or cyclic voltammetry. By

incorporating the applied potential as part of the solution to the set of differential equations,

the rate constants can be directly tuned to the instantaneous applied potential while solving

the full microkinetic model. This captures the electrochemical effects on the reaction energies

and barriers, as derived from CP-DFT.

Current densities are calculated from the chemical rates using Equation C.6.4:

jmk = n · F · Γmk · σ · Anorm (C.6.4)

In Equation C.6.4, jmk is the current density, n is the number of electrons transferred

in the full reaction, F is Faraday’s constant, Γmk is the rate extracted from microkinetics in

units of 1/s, and σ is the surface site density in units of moles/cm2. σ is calculated based on

the number of sites per unit cell surface area (as the super cell used in DFT calculations).

Anorm is then a normalization constant that is needed to translate between the fictitious pure

(100) surface and the nanoparticle film electrode. Depending on particle morphology and

film thickness, the ratio of (100) to geometric electrode area will change. This needs to be

considered in order to compare first-principles-based microkinetic and experimental current

densities. Calculation of Anorm is detailed in the next section.

Further details about the technical implementation and operation of the fp echem code

are included on Github.

C.7 Gaussian Process Regression for Calculation of Tafel Slopes

Gaussian process regression (GPR) was performed to more accurately assess the curva-

ture of the current density vs. potential relationship obtained from chronopotentiometry
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experiments. Accurate curvatures are essential for providing reasonable estimates of Tafel

slopes, especially when assessing the potential-dependence of the slopes. We demonstrate

this first in Figure 77, which illustrates Tafel slope calculations using finite differences with

hypothetical data.

Figure 77: Tafel slope inaccuracies as a result of backward and forward difference method-

ologies typically used when analyzing experimental data. In this example case, backward

differences overestimate and forward differences underestimate the ’true’ Tafel slope (con-

sidering units of mv/dec).

Since experimental chronopotentiometry / chronoamperometry data are always discrete

in potential vs. current space, finite difference approaches to calculating a Tafel slope can

give errors with respect to the “true” slope. The magnitude of these errors is dependent

on the degree of curvature, the sparsity of the data, and other factors. For concave down

current vs. potential data, backwards differences will overestimate and forward differences

will underestimate the Tafel slope at a given potential. This is the case shown in Figure

77. For concave up cases, the opposite trends will occur. The closer the data are to being

perfectly linear, the smaller the error. However, interpolating between data points using a

regression method helps to minimize error (and accurately express uncertainty) regardless

of the degree of curvature. Depending on the method selected, confidence values can be

assigned to the regions between experimental data points, giving ranges of expected Tafel

slope values instead of singular predictions. A further benefit is the removal of bias from the
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Tafel slope calculation.[247] It is common practice in experimental electrochemistry to fit a

straight line through collected data points. This presents two problems:

1. the data might not be truly linear

2. the apparent Tafel slope can be a strong function of the selected data points

A non-parametric regression approach, such as GPR, helps alleviate these problems by not

forcing a specific model type on the data.

The full regression approach was applied using the GaussianProcessRegressor imple-

mentation in scikit-learn. A prior distribution needs to be constructed in order to apply

GPR. The mean of the Gaussian process was assumed to be constant and zero, and the

covariance was modeled using a radial basis function (RBF) kernel. Hyperparameters for

the RBF kernel and the regularization factor were chosen such that they maximized the

log-marginal-likelihood of the model. The likelihood was maximized for an RBF length scale

of 0.261. The regularization optimization is shown in Figure 78, which resulted in α = 0.345.

Figure 78: Variation of log-marginal-likelihood with the magnitude of the regularization

parameter, α.

The GPR was optimized and trained on a dataset that mapped applied potential to the

base-10 logarithm of current density. Semilog-space was chosen because Tafel slopes are

the derivative of the semilog-space data and not the linear data (i.e. Tafel slope = dη
dlog10j

).

The trained model and experimental data are shown in Figure 79. The model is shown as

the red shaded area, which gives the 99% confidence interval for the current density at a

given applied potential. Five representative samples from the Gaussian process posterior
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are shown as black lines. The learned model is arbitrarily differentiable, such that we can

interpolate between the experimental data points. Confidence intervals shown in Figure 79

can be carried through to the resulting derivatives (Tafel slopes in mV/decade).

Figure 79: Chronopotentiometry data and GPR fits. The red shaded area shows the 99%

confidence interval for the mean of the data, and the black lines represent five samples from

the Gaussian process posterior.

The Tafel slopes computed directly from the experimental data using finite differences

and from the GPR model results in Figure 79 are shown in Figure 80. Backward differences

are used here to determine the slopes without GPR. They are also used to calculated the

GPR differences, however, the model data are interpolated and determined across much finer

potential steps. Although the general trend toward very high Tafel slopes with increased

HER overpotential are evident from both approaches, the backwards differences approach

overestimates the Tafel slopes given by GPR, in some cases by more than 100 mV/dec. The

shaded area representing the GPR differences is showing the 99% confidence interval for the

value of the Tafel slope.

C.8 Nanoparticle Characterization

Tungsten trioxide nanoparticles were confirmed to be similar to those used in prior reports

([234, 261]) through SEM and XRD measurements, shown in Figures 81 and 82. SEM images
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Figure 80: Apparent Tafel slopes from finite differences and GPR.

were recorded using a Zeiss Sigma 500VP field emission scanning electron microscope with10

keV accelerating voltage and a backscatter detector. XRD measurements were collected with

a Bruker D8 Discover instrument using a LynxEye detector under Cu K-α radiation and with

step increments of 0.01◦ at 1.5 secs / step. SEM images show a clear disk-like morphology,

with nanoparticle dimensions on the order of 15 nm thick x 275 nm in diameter. Considering

the XRD shows highly textured monoclinic WO3 with a prevalence of (001) sites, the faces

of the disks are assigned to be primarily (001). This work considered (100) surfaces as

catalytically competent, and the total active surface area is calculated as:

Aactive = π · rdisk · hdisk (C.8.1)

This is done because the sides of the disks contain the majority of (100) surface sites. The

full surface of the disk sides was assumed to contain a 50:50 mixture of (100) and (010) sites,

therefore only half of the side surface area is taken into account. Equation C.8.1 gives the

part of the factor used for geometric normalization of the current densities extracted from

the microkinetic models. The models return current densities in units of mA per surface

area of a purely (100) surface. In order to adjust to experimentally relevant areas, the model

current densities need to be adjusted by an area factor that considers the area of (100) sites
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per area of electrode, which we call Anorm.

Anorm =
Aactive

Aelectrode

(C.8.2)

Aelectrode is the geometric area of the supporting electrode on which the catalyst film

was deposited. Electrode-scale and experimentally-relevant current densities are produced

by considering Anorm. Considering nanoparticles that are 275 nm in diameter and 15 nm in

height, with a typical deposition of ∼ 0.2 mg of nanoparticles per experiment, we find Anorm

to be 1.069.

Figure 81: SEM images showing morphology and size of WO3 nanoparticles.

Figure 82: Representative XRD of WO3 nanoparticles.

C.9 Hydrated and Dehydrated Surface Configurations

Figure 83 illustrates varying degrees of hydration of the H0.000WO3 surface. The in-

tercalated bronzes were investigated using the same configurations, and only H0.000WO3 is

shown for simplicity. Moving left to right, the panels show the dissociatively hydrated sur-

face, the associatively hydrated surface, the dehydrated surface, and the hydrogen covered
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surface. The first two steps are thermochemical, proceeding respectively through surface

combination and molecular desorption. The final step is electrochemical, and the associated

potential-dependent reaction energies are modeled using the CHE framework. These surface

calculations do not include explicit solvent waters, as the thermodynamics are expected to

be well-captured by the CHE with implicit solvation (see main text).

Figure 83: (100) surface corresponding to the states shown in main text Figure 8. Thin black

lines show the unit cell, and thick blue lines highlight the W-O site pair where dehydration

was investigated.
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