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Abstract 

Charge and Spin Electron Transport in Organic Systems: 

From Molecules to Materials 

 

Caleb Clever, PhD 

 

University of Pittsburgh, 2023 

 

 

 

 

The nature of charge transport and the interplay between spin and chirality, manifested by 

the chiral induced spin selectivity (CISS) effect, are of prime importance to deepen our 

understanding of biochemical redox processes, as well as facilitate progress in fields such as 

spintronics and enantioseparation.  In this dissertation, fundamental factors affecting charge and 

spin transport through biomolecules are investigated.  The first study examines the pathways of 

charge transport through nucleic acids.  It is determined that the electron transport occurs 

primarily through the base pair stack as opposed to the backbone.  In the second study, we 

examine the transport of electrons through nucleic acids with a peptide backbone (PNA).  The 

high conductivity of the basepair sequence GnCn indicates a coherent transport mechanism, and 

differences in conductance between DNA and PNA are seen to arise from differences in cross-

strand electronic coupling between the GnCn segments.  In the third study, an examination of the 

chiral induced spin selectivity (CISS) effect on small biomolecules are presented.  A strong 

emphasis is also placed on establishing a robust terminology which can facilitate meaningful 

comparisons across experimental techniques.  The fourth study presents preliminary data aimed 

at assessing the impact of spin control on different reaction mechanisms for the hydrogen 

evolution reaction, as determined by the choice of catalyst.  The findings of these studies serve to 

advance the understanding of electron transport pathways and will aid in future studies of the 

interplay between charge, spin, and chirality.  
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1.0 Introduction 

1.1 Introduction to Molecular Electronics 

The quest to continue the miniaturization of electronics is of interest to the development 

of smaller integrated circuits.
[1]

  Almost sixty years ago, Aviram and Ratner theorized the use of 

single molecules as circuit components.  The field of molecular electronics has progressed 

significantly since then.
[2,3]

   

As the means of experimentally measuring the conductance properties of single 

molecules has improved, more emphasis has been directed towards delineating the mechanisms 

of charge transport and quantifying the factors which control charge transport across single 

molecules.   

1.1.1 Studies in Single-Molecule Conductance: STM-Break Junction 

The scanning tunneling microscope-based break junction technique (STM-BJ) has 

become widely favored for the study of the conductances of single molecules.
[4-7]

  In this 

method, an STM tip is driven into a conductive substrate, on which a diffuse monolayer of 

molecules has been formed.  Upon withdrawal of the tip, the metal-metal conductance between 

the tip and substrate breaks and as the tip retracts, the current decays exponentially from the 

saturation limit of metal-metal contact.  If, however, a molecule from the surface adsorbs across 

the metal-metal contact to produce a molecular bridge (see Figure 1.1a), then electrical current 

will flow through the molecule and this allows the conductivity of the molecular junction to be 
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determined.  The technique is demonstrated in Figure 1.1a.  Figure 1.1b shows the current 

measured as the tip is withdrawn.  Many thousands of measurements are collected and those 

which display molecular bridge conductance pathways are compiled to produce a conductance 

histogram (Figure 1.1c).
[8]

  Commonly the tip and substrate are gold and the molecule of interest 

is dithiolated, exploiting the strong affinity for gold and sulfur to form a molecular junction.
[9]

   

 

Figure 1.1 A) The process of the STM-BJ technique is demonstrated.  The black spheres represent Au atoms; 

the linkers on the termini of the molecules are shown as yellow spheres.  Panel B shows the measured current 

during the withdrawal of the tip for six individual measurements, offset for clarity..  The plateaus correspond 

to a molecule trapped in the junction.  The current responses are compiled into a conductance histogram 

(Panel C).  Adapted from Reference 8. 

In an effort to garner more information and reduce noise, Beall et al. developed an 

STM-BJ technique using alternating current (AC).
[7]

  Figure 1.2b shows an STM-BJ 
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measurement for 1,8-octanedithiol under a constant bias of 0.3 V.  The plateaus in current 

response correspond to a molecule trapped in the junction.  The same system measured using a 

triangle wave, AC bias of 0.3±0.3 V is presented in Figure 1.2c.  Here the triangle peaks in the 

current response denote current flowing through a molecule trapped in the junction.  The black 

traces and expanded plots show the current response where no molecule was in the junction, i.e. 

that of the mesitylene solvent.   

 

Figure 1.2 A schematic of the AC STM-BJ measurement is shown in panel A.  Panels B and C show sample 

current-time traces for the STM-BJ measurement with constant bias of 0.3V, and for an AC current of 

0.3±0.3 V, respectively.  Reprinted from Reference 7. 
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Figure 1.3 Panel (a) shows the equivalent circuit used for fitting the conductance periods.  RM denotes the 

resistance of the molecule in the junction and the solvent is modeled as a leaky capacitor with components RS, 

CS, and RS’.  The solvent parameters of the circuit were kept fixed (R’S = 1 × 10
11

 Ω, RS = 9 × 10
8
 Ω, 

CS = 8.25 × 10
−14

 F).  Panel (b) shows a conductance trace where the numbers delineate the conductance 

periods which were fit.  Adapted from Reference 7. 

The resistance of the molecule in the junction is determined by fitting the conductance 

periods to an equivalent circuit, Figure 1.3a.  The molecule is modeled as a simple resistor, in 

parallel with a ‘leaky capacitor’ to represent the solvent.  This solvent conductance was 

measured in the absence of molecules and fit with a simulated current response to give the 

parameters listed in Figure 1.3.  Figure 1.3b shows a sample current-time trace for the STM-BJ 

measurement.  The blue region corresponds to the resistance of a molecule in the junction, RM.  

As the tip withdraws, the binding geometry of the gold-thiol bond changes,
[10]

 giving rise to 

(b)

(a)
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another, lower conductance mode.  Typically the highest conductance mode is primarily 

reported.  In the yellow region, the molecular junction has broken and the current response is 

solely due to the solvent, RS’, RS, and CS.  The isolation of the current response due to the 

solvent allows for improved extraction of low-conductance data.   

1.1.2 The Importance of Biomolecules 

In the development of molecular electronics, biomolecules have been of interest due to 

their efficiency of charge transfer over large distances during biological processes.
[11]

  While 

proteins account for a majority of nature’s charge transfer
[12]

, nucleic acids have been of interest 

for their tunability and ability to form well-defined architectures suitable for arrays of molecular 

circuit elements.
[13,14]

  However the study of the mechanism of charge transfer in these systems 

continues to be a challenge.   

In an effort to further develop the charge transport mechanisms of nucleic acid moieties, 

we studied a non-natural nucleic acid: peptide nucleic acid (PNA), in which the phosphate 

backbone of DNA is replaced with an amino ethyl glycine (aeg) chain (see Figure 1.4).  While 

the phosphate backbone of DNA is negatively charged, the PNA backbone is uncharged.  

Consequently, the PNA backbone should be more flexible, facilitating an increased ability to 

align energy levels and promote coherent charge transport.
[15]

  Indeed, PNA shows an order of 

magnitude greater conductance than DNA of the same basepair sequence, see Chapter 2.  

Additionally, while DNA shows strong oscillations in conductance with chain length, PNA 

shows significantly dampened oscillations.  Theoretical analysis finds that this is the result of 

stronger electronic coupling across the nucleic acid strands in PNA, discussed in Chapter 3. 
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Figure 1.4 Panel (a) shows the structures of the backbone of DNA (left) and PNA (right).  Panel (b) shows the 

helical structure of DNA and PNA. 

Another important quality of biomolecules is their homochirality in nature, existing 

naturally as L-amino acids and D-sugars.  The implications of this homochirality include the 

importance of spin transport in biomolecules, as dictated by the Chiral Induced Spin Selectivity 

(CISS) effect.   

1.2 Spin Transport and the Chiral Induced Spin Selectivity (CISS) Effect 

While much study has been done on electron charge transport, many of the models 

neglect the electron’s intrinsic angular momentum, or spin.   

In 1999 Waldeck et al. observed that electrons moving through a chiral molecule are 

selected preferentially based on their spin.
[16]

  In this experiment spin-polarized photoelectrons 

were ejected using right-circularly, left-circularly, and linear polarized light (Figure 1.5, dashed, 

dotted, and solid lines, respectively) and the intensity of photoelectrons which passed through 

layers of L-stearoyl lysine were measured.  It was observed that the intensity of photoelectrons 
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which passed through L-stearoyl lysine was higher for right-circularly polarized light.  This 

correlation between spin-dependent electron transport and chirality is now called the Chiral 

Induced Spin Selectivity (CISS) effect. 

 

Figure 1.5 Electron energy distribution for five layers of L-stearoyl lysine.  The photoelectrons were ejected 

with linearly polarized light (solid line), right-handed circularly polarized light (dashed lines), and 

left-handed circularly polarized light (dotted lines).  Adapted from Reference 16. 

The Chiral Induced Spin Selectivity (CISS) effect has been studied extensively, both 

from a mechanistic approach
[17]

, as well as for applications such as enantioseparation
[18,19]

, 

spintronics
[20-23]

, and spin controlled chemical reactions.
[24-26]

  In this chapter, the foundational 

concept of CISS and some important experiments and methods used to study it are discussed. 

1.2.1 Some Principles of the CISS Effect 

While the details of the situations which give rise to the CISS effect remain under debate, 

one leading model purports that a chiral molecule sets up a helical electric field within itself.  

Thus, when an electron moves through a chiral molecule, its movement produces a magnetic 

field in the electron’s rest frame.  This field splits the degeneracy of the electron’s spin states;  

“spin up” and “spin down” electrons have different barriers to their motion.  Therefore, when 
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electrons move through a chiral system, one spin state will be preferentially transmitted, its spin 

vector oriented either parallel or anti-parallel to its velocity.  The strength of the magnetic field 

which the electron experiences is dependent on the Spin-Orbit Coupling (SOC) between the 

electron’s momentum and its spin.
[27-30]

  The Hamiltonian of SOC is given by Equation 1.1 

 𝐻𝑆𝑂𝐶 = 𝜆�⃑� ∙ (�⃑� × �⃑⃑�𝑐ℎ𝑖𝑟𝑎𝑙) Equation 1.1 

where λ=(eℏ/(4m
2
c

2
), �⃑� is the momentum of the electron, m is its mass, and �⃑� is a vector 

composed of the Pauli matrices (σx, σy, σz).  Indeed, qualitatively, theoretical efforts have 

confirmed that SOC affects the CISS response; however, quantitative calculations using SOC 

consistently underestimate the CISS response experimentally observed by several orders of 

magnitude.   

Which spin state is preferred is dependent on the chirality of the system, i.e., opposite 

enantiomers show opposite preferred spin transmission.  However, the precise mechanisms of the 

CISS effect and which structural features dictate which spin is preferred, and the strength of the 

spin filtering, remain under debate.
[17,29-31]

 

1.2.2 Past Experiments Measuring CISS Response 

In past studies of the CISS effect, an asymmetry term is used to compare measured 

signals, for L- and D- chirality, North and South magnetic field, or spin ‘up and ‘down’ electrons 

 
𝐴𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦 =

𝐴1 − 𝐴2
𝐴1 + 𝐴2

 Equation 1.2 

where A denotes a measured signal. 

Many experimental methods have been used over the years to study the CISS effect.  

While most are coupled with charge transport through a chiral system, such as magnetic 
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conductive probe atomic force microscopy (mc-AFM),
[32]

 spin polarization can also be observed 

in situations with no current flow, such as the charge reorganization in a chiral system upon 

application of a polarizing voltage.
[19]

 

1.2.3 Efforts to Normalize CISS Measurements 

Much disparity exits in how CISS measurements are reported.  For example, the common 

parlance of “spin up” and “spin down” is largely arbitrary.  The reported preferred spin state is 

also heavily dependent on the experimental setup, making comparisons of different works 

unreliable.  Additionally, different techniques to measure CISS can produce greatly different 

Asymmetry values (see Equation 1.2).  The commonly used terms, such as ‘spin up’ versus ‘spin 

down’, do not provide values that are comparable across multiple measurement techniques and 

experiments.  Therefore, in order to better quantify the CISS response, the percent spin 

polarization, SP, will be used here, 

 
𝑆𝑃(%) =

𝐴𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 − 𝐴𝑎𝑛𝑡𝑖−𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙

𝐴𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 + 𝐴𝑎𝑛𝑡𝑖−𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙
 Equation 1.3 

where Aparallel (Aanti-parallel) denotes a measured signal where the electron’s intrinsic angular 

momentum (spin) is oriented parallel (anti-parallel) to its velocity.  Figure 1.6a shows an electron 

whose spin, σ, is aligned parallel to its velocity.  It should be noted that the magnetic moment, 

µ, of the electron is always oriented opposite to its spin.  Some of the methods that are frequently 

used to measure CISS are discussed below. 
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Figure 1.6 Depiction of an improved nomenclature for CISS.  The intrinsic angular momentum, σ, and 

corresponding magnetic moment, µ, are presented for electrons with their corresponding spins aligned 

parallel (left) and anti-parallel (right) to velocity.   

1.2.3.1 Magnetic Conductive Probe-Atomic Force Microscopy 

Magnetic conductive probe AFM (mc-AFM) is frequently used to study the spin 

polarization of electrons by a chiral molecule or film.  Like conductive AFM, a potential 

difference is applied between the tip and substrate and the resulting current measured.  However 

in mc-AFM, the tip (or the substrate) is magnetized such that one spin population is dominant.  

The resulting difference in current response when the magnetization direction or chirality is 

changed is used to measure the spin polarization.   

1.2.3.2 Hall Effect Devices 

The Hall effect describes how moving charge in the presence of a magnetic field 

produces a voltage orthogonal to their velocity and the magnetic field.
[33]

  Devices were designed 

so that a film of chiral material deposited on the surface, 20-30nm above a Ga/GaN 

two-dimensional electron gas (2DEG) conductive channel.  An electrochemical cell of 
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polydimethylsiloxane is added to facilitate solution-phase measurements.  A voltage is applied, 

insulated from current flow to produce a polarizable electrode and to charge polarize the film, 

which should also result in a magnetic field proportional to the spin polarization from the CISS 

effect.  When current is driven through the 2DEG channel, this magnetization will manifest as a 

measurable Hall voltage perpendicular to the channel.  Alternatively, electrochemical current is 

flowed through the chiral film while current is driven through the 2DEG channel and the spin 

filtering of electrons passing through the film will likewise result in a measurable Hall voltage. 

1.2.3.3 Photoemission 

In 2011, Göhler et al. observed that photoelectrons ejected from a gold substrate which 

then pass through a double-stranded DNA (dsDNA) SAM, were spin polarized.  They directly 

measured the spin of the electrons with a Mott polarimeter.
[34]

  Figure 1.7 shows an experimental 

setup for a Mott polarimeter.
[25]

  The technique is performed in ultrahigh vacuum, at ≈ 10
-9

 mbar.  

An ultraviolet (UV) laser pulse of a few hundred picoseconds, normal to the sample, ejects 

photoelectrons from the surface.  The ejected electrons are guided by an electrostatic 90° bender 

and measured via Mott scattering from a gold foil.  The asymmetry in the electron spin can then 

be calculated by Equation 1.2, with A1 and A2 representing the counts at the upper and lower 

detectors. 
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Figure 1.7 An experimental setup for Mott polarimetry.  Reprinted from Reference 25. 

1.2.3.4 Spin-Dependent Electrochemistry 

The use of a ferromagnetic electrode in an electrochemical redox reaction can also 

facilitate the measurement of the spin polarization though a chiral SAM or film on the electrode 

surface.  In this technique, the ferromagnetic electrode is used as the source of spin polarized 

electrons, and its magnetization is varied.  As the spin polarized electrons pass through the chiral 

layer, one spin direction of the electron will be preferentially transmitted due to CISS.  This 

selectivity results in an increase in redox current when the magnetization of the electrode and the 

chirality of the system interact constructively.  The asymmetry in the electron spin can then be 

calculated by Equation 1.2, with A1 and A2 representing the redox current when the electrode is 

magnetized with a North or South magnetic field. 
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Figure 1.8 An experimental setup for an electrochemical measurement of CISS.  Figure is taken 

from Reference 35. 

1.2.3.4.1 Rotating Disk Electrode (RDE) Measurements 

To better probe the changes in reaction mechanism, rotating disk electrode (RDE) 

measurements were conducted, where the working electrode is rotated and the laminar flow of 

the solution drives reactant to the electrode surface.
[36]

  By altering the rotation rate, diffusion 

and kinetic current can be determined, as well as the rate constant, k, and the transfer coefficient, 

α.  Additionally, a ring around the working electrode can be used as a second electrode, held at 

an independent potential to probe the products which are formed, providing further information 

for the reaction pathway.   
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1.3 Importance of Spin Control in Reactions and its Applications 

Interest in the effect of introducing spin-polarized electrons into a reaction has been 

growing stronger in recent years.  Spin control has been shown to affect the reaction mechanism, 

rate-determining step, and formation of byproducts.
[37]

 

The electrolysis of water is of great interest for applications related to energy production 

and storage.  However, the high overpotential required hinders any applications.  As the ground 

state of oxygen is a triplet, with aligned electron spins, introducing spin control results in a more 

favored reaction pathway, as no spin flip is needed to produce ground state oxygen.  Spin control 

should improve parameters such as the reaction rate, overpotential, or Faradaic efficiency.
[37]

 

Additionally, the hydrogen evolution half reaction is a competing reaction which hinders 

carbon dioxide or nitrogen reduction.  Analogous to how oxygen’s triplet ground state facilitates 

an easier evolution reaction upon the introduction of spin control, the ground state of hydrogen is 

a singlet and so should be hindered by aligned spins, allowing for decreased competition in the 

reduction of CO2 or N2.  This is explored further in Chapter 5, where we control electron spin 

and measure reaction parameters for the hydrogen evolution reaction (HER) by means of 

magnetic rotating disk electrode (RDE) measurements. 

1.4 Dissertation Outline 

The CISS effect has already shown great promise in a variety of fields.  Charge transport 

with controlled spin, without the need for a permanent magnet, has potential applications in 

molecular electronics, biological reactions, and photovoltaic cells, among others.  However the 
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fundamental properties which give rise to it and what parameters can lead to a strong effect, 

remain uncertain.  The work presented in this dissertation examines charge transport in 

biological molecules.  Further, it seeks to elucidate some of the molecular properties upon which 

CISS depends.  Finally it examines some important reactions and shows how CISS can improve 

their efficiency. 

Chapter 2 reports on our work studying the conductivity of nucleic acid duplexes.  In this 

study, a larger duplex is formed by the hybridization of two smaller strands, resulting in a nucleic 

acid strand with a ‘nick’ in the backbone.  These nicked duplexes are shown to have similar 

conductance to the full duplexes, but with a higher variability in current response and lower 

stability.   

Chapter 3 examines the mechanism of charge transport in nucleic acids by examining the 

dependence of the conductance of peptide nucleic acid (PNA) backbone compared to the same 

G-block (GnCn) basepair sequence on a DNA backbone.  The PNA backbone displays a much 

higher conductance, up to ≈3% of the quantum of conductance, G0, for 5 nm duplexes and shows 

a reduced even-odd effect of n-values on conductance. 

Chapter 4 presents new CISS measurements on oligopeptides and amino acids, and 

compares them to a number of prior studies.  We propose a means of robustly comparing SP 

across disparate measurement techniques and experiments.  The dependence of the secondary 

structure, length, dipole moment, and the molecule/substrate interface on the magnitude and sign 

of the CISS response is critically analyzed in an effort to guide future studies. 

Chapter 5 presents preliminary data on the effects of electron spin-control on water 

electrolysis, specifically for the hydrogen evolution reaction (HER).  We use a rotating disk 

electrode to examine the rate and overpotential of HER on different metal catalysts, both 
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magnetized and non-magnetized.  The introduction of magnetic field was seen to not alter the 

reaction mechanism. 
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2.0 Molecular Conductance of Nicked Nucleic Acid Duplexes 

This work was published as Beall, E., Sargun, A., Ulku, S., Bae, Y., Wierzbinski, E., 

Clever, C., Waldeck, D. H., Achim, C. J. Phys. Chem. C 2018, 122, 7533–7540.  The author of 

the dissertation performed the conductance measurements, participated in the subsequent 

analyses, and participated in writing the manuscript.  The supporting information for this chapter 

can be found in Appendix A. 

This work investigates how the conductance of a nucleic acid duplex with a “nick” in its 

backbone compares with that of a duplex with a fully covalent backbone.  Statistical analyses of 

the single-molecule conductance properties reveal that molecular junctions with a nicked duplex 

have an average conductance close to that found for non-nicked structures but exhibit greater 

variability in the molecular conductance.  This effect is shown for both DNA homoduplexes and 

DNA/PNA heteroduplexes, with the heteroduplexes showing a greater average molecular 

conductance and a smaller degree of variability.  The average molecular conductance of the 

heteroduplexes is also shown to be affected by their PNA content; the conductance of duplexes 

increases as the ratio of PNA to DNA increases.  These observations suggest that the 

charge-transfer properties of nucleic acid-based assemblies can support complex functions.   

2.1 Introduction 

Since its inception,
[1]

 molecular electronics has advanced to experimental realizations of 

molecules, which display a current−voltage behavior similar to that in an electronic device, 
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ranging from single-molecule diodes to the use of a protein as a transistor.
[2,3]

  Driven by 

advancements in the fundamental understanding of charge transport through single molecules 

and larger biological systems,
[4-7]

 efforts are being directed to the construction of increasingly 

intricate functional biomimetic structures.
[8,9]

  Moreover, the promise of nucleic acid-based 

architectures to affect biochemical transformations and to function as logic and circuit elements 

is progressively bridging the gap between concept and device realization.
[10,11]

  Schemes for 

assembling conductive nucleic acid platforms capable of providing long-range electrical 

communication are emerging and being explored.  Studies of the mechanism of charge transfer 

in these systems continue to challenge our understanding and require new models to account for 

the important roles of molecular flexibility and molecule-bath coupling.
[12-17]

  Self-assembly of 

DNA tiles and DNA origami into one-, two-, and three-dimensional structures rests on 

combining short and long oligonucleotides as building blocks.
[18-20]

  Consequently, these 

structures contain nicks, that is, breaks in the backbone of the DNA at the junction between 

different oligonucleotides.  The question arises whether and how these nicks affect charge 

transport through DNA in nanostructures.  This question has been partially addressed by 

electron-transfer studies of DNA duplexes.  In a study by Lewis et al., the photoinduced electron 

transfer from an electron donor to an electron acceptor via a nicked DNA duplex was measured 

and compared to that via a DNA duplex with an intact backbone.
[21]

  This study showed that the 

rate constant for charge separation was not appreciably affected by the nick in the backbone of 

the duplex.  In another study, Liu and Barton measured the electron transfer to a redox probe that 

was tethered to an electrode by a nicked DNA duplex and found that its efficiency was 

indistinguishable from electron transfer through a full DNA duplex (i.e., without a “nick” in the 

backbone of the same length).
[22]

  This behavior was observed even for duplexes that contained 



21 

multiple nicks.  To understand the relationship between the electron-transfer rate and the single-

molecule conductance, researchers have compared the values of the electron-transfer rate and 

molecular conductance for systems with different compositions and molecular lengths.
[23-26]

  

They determined that a power law
[25]

 correlates the electron-transfer rate and single-molecule 

conductance for molecular bridges.  Given this correlation and the fact that the electron-transfer 

rate is not affected by the presence of a nick in the backbone of DNA duplexes, we anticipate 

that the molecular conductance of nucleic acid constructs should be independent of the presence 

of a nick.  In this paper, we report the results of a project that aimed to test the hypothesis that a 

single nick does not affect the molecular conductance and to explore how the relative amounts of 

DNA and PNA in a duplex affect the conductance.  We examined the effect of a nick on the 

single-molecule conductance of nucleic acid duplexes with different backbone compositions, 

namely, DNA homoduplexes and DNA/PNA heteroduplexes.  PNA is a synthetic analogue of 

DNA that has a backbone based on N-(2-aminoethyl)glycine instead of the phosphodiester 

backbone of DNA.
[27]

  The single-molecule conductances of the full and nicked nucleic acid 

duplexes were measured, and a statistical analysis was employed to assess the stability and 

variability of the molecular junctions between the scanning tunneling microscope (STM) tip and 

the substrate. 
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Figure 2.1.  The architectures of the full and nicked DNA homoduplexes and DNA/PNA heteroduplexes. The 

sequence of the top strand of each duplex is written in the 5’-to-3’ direction for DNA and N-to-C direction for 

PNA. PNA strands (P) are shown in blue. DNA strands (D) are shown in black.  

Figure 2.1 shows the architecture of the full and nicked duplexes that were studied.  The 

full duplexes are formed by the hybridization of two 20-base nucleic acid strands.  The nicked 

duplexes have two 10-base strands that are hybridized to a 20-base template strand.  In previous 

work, we showed that the molecular conductance of 10-base pair (bp) PNA duplexes is over 10 

times larger than those of DNA homoduplexes and DNA/PNA heteroduplexes with the same 

sequence.
[17]

  The duplex sequence used in that study was GCATGTTTGA (and its 

complement).  The same 10-bp sequence is used as the “a” section of the 20-bp duplex sequence 

reported here (see Figure 2.1).  We measure and compare the conductance for full and nicked 

versions of 20-bp DNA and PNA homoduplexes and 20-bp DNA/PNA heteroduplexes.  In 

addition, these new data are compared with the earlier published data to ascertain how the 

conductance changes with the length of the duplexes.  
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2.2 Results 

2.2.1 Characterization of the Nucleic Acids 

The 10- and 20- bp homoduplexes of DNA and heteroduplexes of DNA/PNA were 

characterized by UV−vis absorbance, circular dichroism (CD), and fluorescence spectroscopies.  

These measurements provide information on the thermal stability and chirality of the full and 

nicked duplexes and allow us to conclude that both 10- base nucleic acid strands are present 

when templated with the 20-bp nucleic acid strand into a duplex.  

2.2.1.1 Melting Curves 

The nick in the backbone significantly destabilizes the homo-DNA and hetero-DNA/PNA 

duplexes.  Table 2.1 and Table A.3 contain the Tm values for the full and nicked DNA and 

DNA/PNA duplexes, and Figure A.1 shows the typical UV melting data.  The data show that the 

“nicked” DNA homoduplex (D1D2aD2b) and the nicked DNA/PNA heteroduplex (D1P2aP2b) 

are significantly less stable than their full versions (D1D2 and D1P2), with ΔTm being more than 

18°C.  The melting temperatures indicate that the PNA homoduplexes are more stable than the 

DNA/PNA heteroduplexes, which in turn are more stable than the DNA homoduplexes.  These 

differences are consistent with previous reports.
[28]

  The melting temperature of the nicked 20-bp 

DNA/PNA duplexes is higher than that of 10-bp DNA/PNA duplexes, as one would expect given 

the lengths of these duplexes.
[17]
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Table 2.1. Melting Temperatures (Tm) of Nucleic Acid Duplexes 

 Chemical Nature of Strands Tm/°C 

Full Duplex P1/P2 >90 

 D1/D2 45 

 D1/P2 85 

Nicked Duplex D1/D2a/D2b 21 

 D1/P2a/P2b 67 

 P1/P2a/D2b 68 

 

2.2.1.2 CD Spectra 

Figure 2.2 shows the CD spectra for the full and nicked DNA homoduplexes and 

DNA/PNA heteroduplexes.  The spectra of the DNA/PNA heteroduplexes show the biphasic 

exciton coupling pattern characteristic of a right-handed helix.  The signal intensity for the 

nicked duplexes is similar to that of the full duplexes, which indicates that the nick does not 

affect the structure of the duplex.   

2.2.1.3 Fluorescence Spectra for the DNA/PNA Heteroduplexes 

The ratio of the intensity of the excimer emission (PL480) to the intensity of the pyrene 

monomer emission (PL400) was used to assess whether both 10-base PNA strands are bound to 

the template in the nicked 20-bp DNA/PNA heteroduplex.  This method is based on the fact that 

when two pyrene moieties are in close proximity to each other, π-stacking can occur and excimer 

emission can be observed at λmax = 480 nm.
[29]

  Figure 2.3a shows the location of the pyrene in 

the nicked PNA/DNA duplexes.  Figure 2.3b shows the fluorescence spectra for the three 

schemes of the DNA/PNA heteroduplexes.  On the basis of the number of pairs of adjacent 

pyrenes and of isolated pyrenes in the different motifs, the PL480/PL400 ratio should decrease in 

the order scheme 1 > scheme 2 ≈ scheme 3.  Indeed, this trend is displayed by the fluorescence 
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spectra (see Figure 2.3b), which show PL480/PL400 ratios of 5.3, 1.6, and 2.4 for schemes 1, 2, 

and 3, respectively.  This result substantiates the presence of the three strands D1, P2a, and P2b 

in the nicked DNA/PNA heteroduplexes.   

 

Figure 2.2 CD spectra for the full and nicked DNA homoduplexes (A) and the full and nicked DNA/PNA 

heteroduplexes (B). 

 

Figure 2.3 (A) Three pyrene labeling schemes for the duplexes. The red lines represent the 20-base DNA 

template strand. The blue and yellow lines represent the 10-base PNA strands. The blue ellipses represent the 

pyrenes. (B) Fluorescence spectra for pyrene-labeled DNA/PNA heteroduplexes. The solid, dotted, and 

dashed lines correspond to schemes 1, 2, and 3, respectively. The data have been scaled to have an equivalent 

intensity at λ = 400 nm. 
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2.2.2 Effect of the Nick on the Conductance of the Duplexes 

Single-molecule conductance measurements were performed on 20-bp duplexes using the 

STM break junction (STM-BJ) method with a continuous bias modulation.
[17,30,31]

  Propylthiol 

units were introduced at the two termini of the DNA and DNA/PNA duplexes to facilitate the 

formation of thiol linkages to the Au surfaces.  In the conductance measurement, a gold STM tip 

is driven to the surface of a gold substrate, which is covered by a diffuse layer of the nucleic acid 

duplexes.  Molecular junctions can form between the gold substrate and the STM tip via thiol 

linkers on opposing strands of a duplex.  As the STM tip is retracted from the surface, a 

triangular waveform bias voltage is applied across the gap and the current between the substrate 

and the tip is measured.  This process provides a time profile of the current, which is converted 

to a distance. 

Thousands of current responses, or trajectories, are collected for each duplex type and 

filtered to remove trajectories that do not contain a molecular junction.  The filtered set provides 

a distribution of current responses, which is analyzed and converted into conductance 

histograms.  The discretized manner in which the bias is applied causes the current responses to 

be discretized.  An example of the discretization of a current−time response for a DNA 

homoduplex is shown in Figure 2.4a.  The trajectories are partitioned by the periods of the 

modulated current response, and each period is indexed.  The periods in the current response are 

fitted, and every fitted period has an associated conductance value, G(n), where the index, n, 

identifies the period number.   

Panels B and E of Figure 2.4 show conductance histograms for the full DNA 

homoduplex, the full DNA/PNA heteroduplex, the nicked DNA duplex, and the nicked 

DNA/PNA duplex.  On the abscissa, the conductance is scaled by G0 = 2e
2
/h = 77.5 μS, the 
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quantum of conductance.
[32]

  Each duplex shows a peak corresponding to the most probable 

molecular conductance and a smaller second peak at a conductance of twice the value of the first 

peak.  In each case, the histogram was fit by two Gaussian functions to extract the most probable 

conductance (Figure A.3).  The peak at twice the conductance value was assigned to molecular 

junctions involving two molecules bound across the gap.  Panels C through G of Figure 2.4 show 

conductance histograms as a function of the period number of the trajectory.  The conductance 

for the full DNA duplex remains the same for more periods (Figure 2.4c), as compared to the 

nicked version (Figure 2.4d).  The heteroduplexes show less of a difference in conductance and 

have a behavior more like that of the full DNA duplex (Figure 2.4f and Figure 2.4g), implying 

that their integrity is better preserved. 
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Figure 2.4 (A) Example current−time I(t) trajectory of a full DNA molecular junction is shown (black) with 

the fitted current response overlaid (red). Each period is 2 ms in duration, the STM tip retracts 0.2 Å during 

each current response period, and the bar shown in panel A gives the length scale. The inset shows the fitted 

conductance, G(n), for each period in the current response. Conductance histograms are shown for the full 

DNA duplex (shaded cells) with the nicked analogue (unfilled cells) overlaid (B) and the full DNA/PNA 

duplex (shaded cells) with the nicked analogue (unfilled cells) overlaid (E). Three-dimensional plots of 

conductance histograms for specific periods of the current responses are shown for all four duplexes 

(C,D,F,G). 

The full 20-bp DNA homoduplex has a most probable conductance of 5.5 × 10
−5

G0, and 

the full DNA/PNA heteroduplex has a value of 7.4 × 10
−5

G0.  The conductance of the 20-bp 

DNA/PNA duplex is roughly 5 times smaller than that found for 10-bp DNA/PNA 

heteroduplexes.
[17]

  Both nicked duplexes have most probable conductance values that are 
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slightly larger than those for the full versions of each duplex.  The nicked 20-bp DNA 

homoduplex has a most probable conductance value of 8.4 × 10
−5

G0; and the nicked DNA/PNA 

heteroduplex has a most probable value of 7.9 × 10
−5

G0.  These increases, albeit small, over the 

full 20-bp duplexes (see Table 2.2) can be rationalized by a larger backbone flexibility of the 

nicked duplexes,
[17]

 which may allow for improved couplings between π-orbitals in the base 

stack.  This supposition is supported by the observation that the histograms for the nicked 

duplexes have a broader distribution, reflected by the larger standard deviations of the Gaussian 

functions used to fit the histograms, than the corresponding full duplexes.  The standard 

deviations for both nicked duplexes are approximately twice those for the full DNA and 

DNA/PNA duplexes (Table 2.2).  The increase in the flexibility can also be quantitatively 

evaluated through a statistical analysis of the individual trajectories (vide infra).  The fact that the 

conductance of the 20-bp DNA/PNA full or nicked heteroduplex is slightly larger than that of the 

20-bp DNA full or nicked duplex with the same sequence is similar to the relationship observed 

between the conductances of 10-bp DNA homoduplexes and DNA/PNA heteroduplexes.
[17]

  This 

modest enhancement of the conductance was attributed to a greater flexibility for the DNA/PNA 

heteroduplex compared to the DNA homoduplex. 

Table 2.2 Summary of the single molecule conductance, G, and its standard deviation, σG, for the nucleic acid 

duplexes. 

Duplex G (x10
-5

G0) σG (x10
-5

G0) 

DNA 5.5 1.9 

Nicked DNA 8.4 3.6 

DNA/PNA 7.4 1.4 

Nicked DNA/PNA 7.9 4.1 

Nicked PNA/PNA:DNA 20 12 

PNA/PNA 57 41 
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In the spirit of recent correlation analyses,
[33-36]

 a conductance correlation treatment was 

employed to evaluate the differences in the conductances of full and nicked duplexes for various 

periods.  Figure 2.5 shows the two-dimensional correlation plots for the full DNA, full 

DNA/PNA, and their nicked versions.  Within each trajectory, the fitted conductance value for a 

given period, n, was correlated with the fitted conductance value for another period, k.  The 

correlation parameters between periods were averaged over the set of collected trajectories for 

each duplex.  Similarity between conductance values results in a high degree of correlation and a 

greater correlation parameter, whereas variations between the conductance values of periods n 

and k result in a lower correlation parameter.  Thus, fluctuations of the conductance within a 

trajectory lead to a loss in correlation.  For example, Figure 2.5a shows a high degree of 

correlation between periods 2 and 3, suggesting that these periods will have a high degree of 

similarity in the fitted conductance value, on average.  However, periods 2 and 10 have very 

little correlation, indicating that the fitted conductance values are significantly different between 

these periods, on average.  The two-dimensional correlation plots are symmetric about the 

diagonal because the correlation between periods n and k is equivalent to the correlation between 

periods k and n.  The correlation equals one along the diagonal when n = k.   
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Figure 2.5 Two-dimensional correlation plots for the full DNA (A), full DNA/PNA (D), and nicked duplexes 

(B) and (E). Each square represents the correlation between the conductance values for given periods n and 

k. By nature, the correlation has a value of one along the diagonal when n = k. Panels C and F show the 

average ratio of the fitted conductance for period n to the fitted conductance for period 1. The total 

displacement over ten current response periods is 2 Å. 

Figure 2.5a and Figure 2.5b show the two-dimensional correlation plots for the full and 

nicked DNA duplexes; whereas Figure 2.5d and Figure 2.5e show the plots for the full and 

nicked heteroduplexes.  In both cases, the plots show noticeably less correlation for the nicked 

duplexes, indicating that the fitted conductance values vary more for the nicked duplexes.  This 

lessened correlation is represented by the lower correlation parameters adjacent to the diagonal 

for the nicked duplexes, suggesting that the fitted conductance values are more variable between 

proximal current response periods.  This analysis supports the supposition that the nicked 

duplexes are more flexible than their full counterparts.   

The ratio of the conductance value for each period in the current response to the 

conductance value of the first period was calculated and averaged over the entire set of 
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trajectories.  The results of this analysis are shown in Figure 2.5c and Figure 2.5f.  The ratios 

show that the correlation for the full duplexes (D1/D2 and D1/ P2) extends to longer periods; that 

is, the full version of the nucleic acid duplex has a higher conductance value at later periods 

relative to the first current response period.  As the molecular junctions transition to lower 

conductance modes in later periods of the trajectory,
[37,38]

 the correlation in the conductance 

decreases to a greater extent for the nicked duplexes than for the full duplexes.  Thus, the nicked 

duplexes form less stable molecular junctions than the full duplexes. 

2.2.3 Effect of the PNA Content on Conductance 

Figure 2.6 compares conductance histograms for the 20-bp DNA/PNA heteroduplex, a 

20-bp PNA homoduplex (P1/P2), and a nicked PNA/PNA:DNA heteroduplex (P1/P2a/D2b).  

The latter two duplexes are different from the ones shown in Figure 2.4.  The PNA homoduplex 

has 20 PNA/PNA bps; the nicked PNA/ PNA:DNA duplex has 10 PNA/PNA bp hybridization 

and 10 DNA/PNA bps; and the PNA/DNA heteroduplex has 20 DNA/PNA bps.  In each case, 

the histograms are fit by Gaussian functions to best identify the most probable conductance.  For 

the PNA/PNA:DNA heteroduplex shown in Figure 2.6, the thiol linkers are present on the PNA 

strands.  However, the conductance of a duplex linked through a thiol on the 10- base DNA 

strand was measured; and the observed conductance histograms are similar to those observed for 

the duplexes with the thiol on the 10-base PNA strand (see Appendix A).  Note that the fits for 

the PNA homoduplex and the nicked heteroduplex include multiple conductance modes, referred 

to as high and medium modes.  Such modes have been attributed to different binding motifs for 

the thiol on the Au surface.
[38]

  The most probable values for the high-conductance mode of the 

duplexes are reported in Table 2.2.  The PNA homoduplex displays a most probable conductance 
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value that is approximately 10 times larger than those of the DNA homoduplex and the nicked 

DNA/PNA heteroduplex, but only 3 times larger than the most probable conductance for the 

nicked PNA/PNA:DNA heteroduplex.  These increases are consistent with previous findings for 

10-bp DNA and PNA homoduplexes and DNA/PNA heteroduplexes.
[17,25,39]

  Note that the ratio 

between the values of the high-conductance mode and medium-conductance mode for the data 

shown in Figure 2.6 is similar to the previously reported ratio for thiol-terminated molecules, 

suggesting that the interaction between the duplex and electrode is exclusively through the 

thiol−Au linkage rather than directly through the duplex nucleobase stack.
[37,38]

  The values of 

the molecular conductance of the duplexes shown in Table 2.2 show that the molecular 

conductance increases as the number of PNA nucleobase pairs in the duplex increases. This 

relationship could allow the conductance of a duplex of a given length to be tuned by its PNA 

content.  In previous work, we have discussed how the duplex geometry and flexibility change 

between PNA and DNA.
[12,17]

 

 

Figure 2.6 Conductance histograms for the full DNA/PNA heteroduplex (turquoise), the full PNA 

homoduplex (magenta), and the nicked PNA/PNA:DNA heteroduplex (blue). The black curves in each case 

are fits by a sum of two Gaussian functions. For the purposes of comparison, the height of the histogram for 

the full DNA/PNA heteroduplex is scaled by a factor of 0.3. 
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The fact that the conductance of the 20-bp PNA duplex is an order of magnitude greater 

than that of the DNA 20-bp duplex is consistent with the previous finding of a 12-fold increase 

in the conductance of a PNA 10-bp duplex over that of a DNA duplex with the same 

sequence.
[17]

 The nicked versions of the DNA and DNA/PNA show slightly larger conductance 

than the full duplexes; however, the distribution of the conductance values for the nicked 

duplexes is broader than that of full duplexes.  The nicked PNA/PNA:DNA heteroduplex shows 

a greater conductance than both the nicked and full DNA/PNA heteroduplexes.  Multiple 

correlation analyses of the trajectories for the full DNA and DNA/PNA duplexes versus their 

nicked analogues show that the current responses vary more and the number of periods in a 

trajectory is smaller, on average, for the nicked duplexes, suggesting that the conductance 

through the nicked systems is less stable. 

2.3 Discussion 

An investigation of the effect of a backbone nick on the single-molecule conductance of 

DNA and PNA duplexes indicates that the conductance values of the nicked duplexes are similar 

to those of full duplexes despite the fact that both the thermal stability of the nicked duplexes and 

the stability of the molecular junctions for the nicked duplexes are lower.  Conductance ratios for 

trajectory periods relative to the first period show that the nicked duplexes experience a drop in 

the conductance at earlier periods of the trajectory, implying a lower integrity (Figure 2.5).  

Further, the standard deviations of the fitted Gaussian functions of the conductance histograms 

for the nicked DNA homoduplex and DNA/PNA heteroduplex are greater than the standard 

deviations for their full analogues (see Table 2.2).  These observations indicate that the presence 
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of a nick in the backbone of the molecular bridge reduces the stability of the molecular junction 

and increases the variability of its single-molecule conductance. 

The influence of the PNA content on the conductance of the duplex was examined.  The 

single-molecule conductance varies over a range of almost an order of magnitude depending on 

the relative amount of DNA and PNA strands comprising a duplex of a given length and with a 

specific linker.  The conductance decreased from the duplex with the greatest PNA content to 

that of the nicked PNA/PNA:DNA heteroduplex to that of the duplex with the lowest PNA 

content. 

 

Figure 2.7 Conductance values for DNA duplexes as a function of A/T content of the duplex measured by 

various methods. In the conductance measurements, the DNA was attached to the surface by three-carbon 

(C3) thiol linkers. The squares identify the conductance measured by the STM-BJ method. The triangles 

identify values measured by atomic force microscopy conductance utilizing a gold nanoparticle. The dashed 

line indicates the best fit function; and the shaded region shows a 95% confidence interval for the best fit. 

The measured conductance of the 20-bp duplexes is approximately 5 times smaller than 

that reported for shorter 10-bp DNA duplexes with a similar mixed nucleobase sequence.
[17]

  

This decrease in conductance with the length of the duplex is consistent with that expected by 

extrapolating the dependence on bridge length of the DNA molecular conductance determined in 
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earlier studies.
[25,39]

  Figure 2.7 shows a plot of the logarithm of recently reported highest 

conductance values measured for 6- to 26-bp DNA duplexes versus the number of A/T bps in the 

duplexes.
 [17,39-44]

  This analysis assumes that the G/C bps do not contribute to the “effective” 

tunneling length and that the number of A/T pairs dictates the conductance.  This assumption is 

based on the conclusion of recent studies indicating that G/C pairs are much less resistive than 

A/T pairs.
[43,45]

  The data are reasonably fit by an exponential decay function 

G/G0 = 9.0 × 10
−4

 exp(−0.50·l), where l is the number of A/T bps.  The pre-exponential term 

indicates the conductance of a strand with an effective length of zero bps, which corresponds to 

two linker lengths or one hexanedithiol.  This value lies between the high-conductance mode 

value of 1.3 × 10
−3

G0 and the medium-conductance mode value of 3.4 × 10
−4

G0 reported for 

hexanedithiol.
[46]

  The shaded region in the plot of Figure 2.7 shows a 95% confidence interval 

for the best fit.  Omission of the apparent outlier with four A/T bps results in an exponential fit 

with a similar decay constant and pre-exponential term, still falling within the aforementioned 

conductance values for hexanedithiol.  Using a pitch of 0.33 Å per bp, one calculates a 

characteristic decay length parameter of 1.5 per Å for the A/T bps.  A plot of these conductance 

data versus the total number of bps shows that the exponential dependence is lost when G/C bps 

are included in the length count; see Appendix A. 

2.4 Conclusions 

A comparison of the full and nicked versions of DNA homoduplexes and DNA/PNA 

heteroduplexes has shown that the presence of a nick in the backbone of the duplex results in a 

lowered thermal stability and a greater variability in the molecular conductance compared to 
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duplexes without the nick in the backbone.  The melting temperature of the nicked nucleic acid 

duplex is considerably lower than that of its full analogue in both cases.  Whereas the nicked 

duplexes exhibit an average molecular conductance, which matches that for the full version in 

each case, the conductance values of the nicked duplexes show increased variability over the 

lifetime of the molecular junction, suggesting that the nick affects the integrity of the duplex.  

One can therefore expect the conductance of supramolecular assemblies comprising smaller 

nicked components to maintain the conductance of structures composed of larger strands but 

suffer from increased variability in molecular conductance. 

2.5 Methods 

2.5.1 PNA Synthesis 

All reagents were purchased from commercial suppliers and used as received.  Boc/Z and 

Fmoc/Bhoc PNA monomers were purchased from PolyOrg Inc. and ASM Research Chemicals, 

respectively, and used without further purification.  The synthesis of the pyrene PNA oligomers 

is outlined in Appendix A.  HPLC was performed on a system that included a Waters 600 

controller and a Waters 2996 photodiode array detector.  Characterization of the oligomers was 

performed by matrix-assisted laser desorption ionization time-of-flight mass spectrometry on an 

Applied Biosystems Voyager Biospectrometry workstation with delayed extraction.   

Melting temperature experiments were performed in 10 mm path length quartz cells on a 

Varian Cary 300 spectrophotometer equipped with a programmable temperature block.  PNA 

stock solutions were prepared in deionized (DI) water and were stored at −25 °C.  The PNA 
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solutions for UV and CD experiments were prepared in 10 mM pH 7.0 phosphate buffer.  PNA 

concentrations were determined by UV−vis spectrophotometry assuming ε(260) = 8600, 6600, 

13 700, and 11 700 cm
−1

 M
−1

 for each T, C, A, and G monomer, respectively.
[47]

  The extinction 

coefficients for pyrene at 90 °C were measured: ε(260) = 12 711 and ε(345) = 28 319 cm
−1

 M
−1

.  

All CD data were recorded at room temperature; and the spectra represent an average of 10 

scans, recorded from 350 to 220 nm at a rate of 50 nm/min.  A 1 cm path length cuvette was 

used.  Excitation and emission spectra were obtained using a Cary Eclipse fluorimeter.  Emission 

spectra were recorded with a 0.2 ms delay time and a 5 ms gate time in the range 360−600 nm 

with selective irradiation at 345 nm (λex = 345 nm). 

2.5.2 Conductance Measurements 

2.5.2.1 Substrate Fabrication 

Template-stripped
[48]

 Au substrates were created by evaporating 100 nm gold films onto 

freshly cleaved mica (AJA ATC-T Series Thermal Evaporation System).  The gold films were 

transferred to Piranha-cleaned glass slips (10 mm × 25 mm) prior to each experiment.  Duplex 

solutions (50 μL, 20 μM) were deposited, and the terminal thiols were allowed to bind to the 

gold substrates for less than 20 s.  The substrates were washed with DI water and ethanol (200 

proof) and dried under a stream of argon. 

2.5.2.2 Data Collection 

All conductance measurements were performed using an Agilent 5500 scanning probe 

microscope system.  An environmental chamber was housed in a homemade acoustically isolated 

Faraday cage seated on an antivibrational system (Table Stable).  The gold STM tips (0.25 mm, 
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99.95% gold wire, Alfa Aesar) were freshly cut prior to each experiment.  All experiments were 

performed under an argon atmosphere, and the gold substrates were immersed in mesitylene.  A 

triangular 0.3 ± 0.3 V bias with a modulation frequency of 500 Hz was applied across the 

substrate/STM tip gap (Stanford Research Systems, DS345 Function Generator).  All 

measurements were performed using a 10 nA/V preamplifier. 

2.5.2.3 Data Analysis 

Data filtering and analysis were performed using a custom MATLAB code.  The 

current−time trajectories were filtered to remove trajectories that did not display molecular 

junctions (i.e., “empty” trajectories).  Each trajectory is partitioned into periods through a fit to 

the modulated applied bias.  The employed correlation treatment was adopted from previous 

studies
[26-29]

 but modified to correlate the fitted conductance value from each conductance 

period. 
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3.0 Delocalization-Assisted Transport through Nucleic Acids in Molecular Junctions 

This work was published as Clever, C., Valdiviezo, J., Beall, E., Pearse, A., Bae, Y., 

Zhang, P., Achim, C., Beratan, D. N., Waldeck, D. H. Biochemistry 2021, 60, 1368-1378.  The 

author of the dissertation performed the conductance measurements and the subsequent analyses, 

and wrote the experimental portion of the manuscript.  The supporting information for this 

chapter can be found in Appendix B. 

The flow of charge through molecules is central to the function of supramolecular 

machines, and charge transport in nucleic acids is implicated in molecular signaling and DNA 

repair.  We examine the transport of electrons through nucleic acids to understand the interplay 

of resonant and nonresonant charge carrier transport mechanisms.  This study reports STM break 

junction measurements of peptide nucleic acids (PNAs) with a G-block structure and contrasts 

the findings with previous results for DNA duplexes.  The conductance of G-block PNA 

duplexes is much higher than that of the corresponding DNA duplexes of the same sequence; 

however, they do not display the strong even−odd dependence conductance oscillations found in 

G-block DNA.  Theoretical analysis finds that the conductance oscillation magnitude in PNA is 

suppressed because of the increased level of electronic coupling interaction between G-blocks in 

PNA and the stronger PNA−electrode interaction compared to that in DNA duplexes.  The strong 

interactions in the G-block PNA duplexes produce molecular conductances as high as 3% G0, 

where G0 is the quantum of conductance, for 5 nm duplexes. 
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3.1 Introduction 

The transport of charge through nucleic acids
[1-12]

 can proceed by tunneling, resonant, 

near-resonant, or incoherent pathways that are sensitive to the macromolecular structure and its 

environment.
[13-16]

  Until recently, the transport of charge through nucleic acids was believed to 

proceed by coherent tunneling at shorter distances and incoherent (multistep) hopping at longer 

distances.
[11,17-19]

  However, recent studies found that neither the coherent nor the incoherent 

pictures are adequate to describe the transport at short to intermediate distances.
[20-22]

  For 

example, the single-molecule conductances measured for deoxyribonucleic acid (DNA) duplexes 

with alternating cytosine (C) and guanine (G) bases, namely -(GC)n- with n ranging from 3 to 8, 

were compared to those for duplexes of the same length with the G and C bases separated into 

blocks, i.e., -GnCn-.
[21]

  The conductance of the -(GC)n- duplex decreases linearly with n, while 

the conductance of the -GnCn- (G-block) duplex oscillates with n. The linear decrease in the 

conductance of (GC)n is consistent with an incoherent charge transport mechanism.  The G-block 

conductance oscillations suggest extended carrier delocalization (coherence) over adjacent 

G-blocks.
[23] 

The strong sequence dependent conductance found for DNA
[7]

 charge transfer
[24-28]

 

indicate sequence-dependent delocalization characteristics.  Indeed, the more rapid exponential 

decrease in electrical conductance in AT duplexes compared to that in GC duplexes is well 

documented.
[29]

  Less well understood is the influence of cross-strand couplings on the strength 

and mechanism of nucleic acid charge transfer and transport.
[30]

  For example, positioning the 

molecule−electrode linker groups and the G-blocks on the 3′ termini of the DNA duplexes causes 

an order of magnitude increase in the single-molecule conductance compared to that of duplexes 

with the electrode-molecule linkers and G-blocks on the 5′ termini.  This conductance 
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enhancement of the 3′-anchored G-block duplexes was explained by the stronger cross-strand G-

to-G coupling between G-blocks accessed in the middle of the 3′−3′ structure, compared to the 

corresponding cross-strand coupling in the 5′−5′ chains.
[30]

  Because the G-blocks mediate 

charge flow,
[24]

 the cross-strand block-to-block coupling is critical.31 Indeed, the G-to-G cross-

strand coupling is estimated to be 2−3 times larger in the 3′-anchored duplexes than in the 5′-

anchored species.
[32]

  The smaller cross-strand coupling in the 5′-anchored duplexes was 

suggested to be responsible for the enhanced even-odd conductance oscillations that were 

observed experimentally.
[30] 

 

Figure 3.1 Orientations of opposing termini (top) for the N-linked PNA for n = 5.  The sequence shown is 

TG5C5A, and each color represents a different nucleotide.  The duplexes are anchored to gold electrodes via 

amine modifications on the terminal thymine nucleobase.  The arrows indicate the nucleobases considered for 

the GC-GC intrastrand (VI), GC-GC cross-strand (VC), and terminal AT-GC (VT) electronic coupling 

calculations.  One-dimensional model used in this work (bottom).  EF is the Fermi level of the gold electrode. 

γL and γR are the molecule-lead electronic couplings. VI, VC, and VT are the nucleobase electronic couplings 

described above. 

Comparing the molecular conductance through aminoethylglycine peptide nucleic acid 

(PNA) and DNA duplexes with the same base sequences can help to reveal the structural origins 
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of the molecular conductances.
[33-36]

  PNA and DNA duplexes that have the same number of 

bases and the same sequence, but a different backbone structure, can display conductances that 

differ by 10−20-fold.
[36]

  These conductance differences were explained as arising from 

differences in the occurrence of strongly coupled nucleobases, as well as by differences of 

energy level broadenings.  Indeed, energy level broadening can produce mechanisms that are 

neither purely coherent nor incoherent.  The “flickering resonance” mechanism
[37]

 relies on 

accessing conformations through molecular fluctuations that can support coherent transport 

during the persistence time of the quasi-degenerate energy configurations.  The studies reported 

here describe the single-molecule conductance of G-block PNA duplexes for five different 

lengths (n = 3−7) and compare the conductances to those measured in G-block DNA duplexes 

reported previously.
[30]

  This study explores how changes in backbone chemistry influence the 

conductance values and the relative contributions of coherent and incoherent transport 

mechanisms. 

The structure of N-linked PNA is shown in Figure 3.1.  An amine-modified thymine 

nucleobase is positioned at the N-terminus of the self-complementary G-block PNA oligomer; 

Watson−Crick hybridization of the PNA oligomer leads to a PNA duplex that has a palindromic 

sequence with amine-modified thymines on both ends of the duplex.  Electronic coupling occurs 

between the electrode and the amine-modified thymine at the N-terminus of one strand of the 

duplex; the modified thymine at the N-terminus of the complementary strand interacts with the 

STM break junction tip (N-to-N transport).  The N-terminus of PNA is analogous to the 5′ 

terminus of DNA.
[38]

  The conductance measured for the G-block PNA duplexes is as much as 

20 times larger than that measured for the analogous G-block DNA duplexes, and the even−odd 

conductance oscillations are found to be less pronounced in PNA. 
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The enhanced conductance of PNA duplexes, found in earlier comparisons between DNA 

and PNA homoduplexes, was attributed to the greater backbone structural flexibility in PNA.
[36]

  

The study presented here shows that the conductance of G-block PNA is larger than in G-block 

DNA; however, the G-block duplexes of DNA and PNA appear to have similar structural 

flexibility (vide infra).  Nevertheless, the theoretical analysis suggests that the structural changes 

associated with the different nucleic acid backbones affect the electronic couplings through the 

π-stack and the nucleic acid−electrode interactions, producing stronger electrode−molecule 

coupling for PNA than for DNA.  That is, the electronic coupling interactions near the chain ends 

(γL, γR, and VT, indicated in the lower panel of Figure 3.1) are much larger for PNA duplexes 

than for DNA duplexes.  The measured conductance value trends for the three duplex types and 

the magnitude of the even−odd conductance oscillations are rationalized using an orbital model 

to describe the mediating states (vide infra). 

3.2 Experimental and Computational Methods 

3.2.1 Conductance Measurements 

Single-molecule conductances were measured for PNA duplexes of different lengths 

tethered at the N-chain ends.  A diffuse duplex monolayer was formed on a gold substrate by 

spontaneous adsorption from a Tris-EDTA buffer solution of a nucleic acid with amine linkers 

attached to the terminal thymine nucleobases.  The electrical conductance of nucleic acid 

duplexes trapped in a junction between the STM tip and the gold substrate was measured using 

an AC-modulated scanning tunneling microscope break junction (STM-BJ) method.
[39,40]

  This 
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experiment drives the STM tip to the surface of the gold substrate and then withdraws it, 

allowing molecular junctions to form between the substrate and tip.  During each tip withdrawal, 

a triangular voltage waveform is applied between the STM tip and the substrate and a set of 

current−time profiles are collected.  Figure 3.2 shows an example of a single time trajectory for 

an STM−PNA−substrate junction, in which the PNA is a sequence of 12 nucleobase pairs.  In 

this experiment, the STM tip is retracted at a rate of 0.1 nm/ms as the bias voltage is modulated 

with a 2 ms period.  The retraction rate was chosen to balance the stability and duration of the 

molecular junctions.  The total length of the trajectory in Figure 3.2 is ≈4 nm.  Note the sharp 

change in the current levels near the 640 ms time point.  This change is indicative of two distinct 

junction geometries, and they are described extensively in previous reports.
[29,36,40]

  Conductance 

measurements on duplex DNA were performed in mesitylene, and values were compared to 

earlier measurements in buffer solutions.
[30]

  Good agreement among the measurements was 

found, suggesting no significant changes in the conformations of the nucleic acids.  For this 

reason, and for reasons of experimental convenience, conductances were measured in a 

mesitylene solution.  Fitting these current−time profiles using a circuit model allows molecular 

conductance, G, to be extracted from the data, and these values are used to build conductance 

histograms (see Appendix B).
[41]

  Note that background conductance histograms were also 

measured in experiments without PNA molecules present.  It has been reported that molecular 

junctions of mesitylene produce conductance values of approximately 0.03 and 0.1 G/G0.
[42,43]

  

However, the length of these junctions is very short, ∼0.2 nm, which corresponds to a single 

voltage modulation period in our measurement (see Figure 3.2), and it is rejected by our criterion 

that the molecular junction must persist for at least four voltage modulation periods at a 

consistent current level to indicate a nucleic acid molecular junction.  Therefore, any mesitylene 
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conductances that are recorded would be significantly less prevalent than the nucleic acid 

junctions, as is shown by the control experiments (see Appendix B for more details). 

 

Figure 3.2 Example current−time I(t) trajectory of a PNA 12-mer Gblock molecular junction.  Each 

triangular period is 2 ms in duration; the STM tip retracts by 0.2 nm during each current response period, 

and the bar shown at the top left gives the length scale.  The initial region (blue) corresponds to the high-

conductance mode, while the later region (red) is the lower mode.  Note that the junction persists for ∼4 nm, 

which corresponds to the full length of the PNA molecule. 

3.2.2 Molecular Dynamics Simulations 

Nucleic acid conformations were sampled using classical molecular dynamics (MD) 

simulations, and the structures provide a starting point for computing the energies of specific 

base orbitals and their electronic coupling interactions.  Initial B-DNA structures were obtained 

using the Avogadro DNA builder tool,
[44]

 and PNA duplexes were generated with the 

Schrödinger Maestro molecular modeling software,
[45]

 starting from a right-handed PNA crystal 

structure with a heterogeneous sequence (Protein Data Bank entry 3MBS).
[46]

  The CHARMM36 

force field DNA parameters,
[47]

 and the recently developed PNA parameters,
[48]

 were used (the 

new PNA force field produces structural ensembles that are consistent with those found using 
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other force fields in earlier studies).
[36]

  The structures were solvated in a TIP3P water box
[49]

 that 

extended at least 15.0 Å from each atom.  A distance constraint was added between the terminal 

base pairs to prevent fraying.
[50]

  NAMD version 2.11
[51]

 was used to run the MD simulations.  

After energy minimization and equilibration, the solvated structures were subjected to 100 ns of 

MD simulation at 300 K and 1 atm pressure.  Snapshots for each system were saved every 33 ps 

(3000 coordinate snapshots in all).  A detailed description of the procedure is found in Appendix 

B. 

3.2.3 Electronic Coupling and Site Energy Analysis 

For each MD snapshot, the nucleobase HOMO energies and nearest-neighbor 

cross-strand (VC), intrastrand (VI), and terminal AT-GC (VT) couplings (Figure 3.1) were 

computed from the Fock matrix using the block diagonalization method;
[52]

 the Fock matrix was 

obtained at the INDO/S level
[53]

 from the CNDO program.
[54]

  The INDO/S method gives a good 

description of charge transfer parameters in organic π-stacks at a reasonable computational 

cost.
[55]

  Electronic couplings were computed in the two-state approximation.  Only the 

nucleobases were included in the computation of orbital energies and electronic couplings, 

denoted as in vacuo (solvent and backbone atoms were removed, and dangling bonds were 

capped with hydrogens).  The explicit treatment of backbone and solvent as classical point 

charges (QM/MM scheme) has been reported to have a small influence on the HOMO energy 

mean values,
[56]

 and in sequences with longer bridges, as in this study, the rate constants for hole 

transfer calculated using a QM/MM formalism and in vacuo approaches are similar.
[57]

  It has 

also been shown that electronic couplings calculated using the QM/MM formalism are similar to 

the in vacuo results,
[56,57]

 so we used the in vacuo results in the analysis described here.  The 
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methods used here were shown to provide reliable estimates of the electronic couplings in 

DNA.
[32,33]

 

A cross-strand coupling via the superexchange guanine-cytosine-guanine pathway was 

also calculated for snapshots taken every 5 ns, using only the four nucleobases in the cross-strand 

region.  A density functional theory approach was selected to describe the hydrogen bonding 

interactions between nucleobases,
[58]

 which are relevant for the superexchange pathway.  The 

Kohn−Sham matrix obtained with the M11 functional
[59]

 and the ma-def2-TZVPP basis set
[60]

 as 

implemented in Gaussian 16
[61]

 was used to compute the associated electronic couplings. 

3.3 Results and Discussion 

3.3.1 PNA Duplex Conductance 

Conductance histograms for the N-to-N linked PNA duplexes with the TGnCnA sequence 

(n = 3−7) are shown in Figure 3.3, and the most probable conductance for each mode is reported 

in Table 3.1.  All conductance histograms have two peaks, similar to the histograms reported for 

other PNA duplexes.
[36]

  The multiple peaks in the molecular conductance histograms were 

assigned to distinct “conductance modes” that can arise from different binding modes of the 

linkers and the gold atoms of the surface, specifically the number of gold atoms bonded to the 

linker, or from different conformations of the molecular junctions.
[62,63]

  The contribution of 

higher-conductance modes increases with duplex length.  This correlation is consistent with the 

experimental observation that shorter duplexes, which have lower thermal stability, have shorter 

average residence times in the junction.
[29]

  Thus, the increased statistical weighting of the 
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high-conductance mode likely indicates an increased fraction of more stable π-stacked duplexes 

in the junction, arising from the presence of stronger π-overlap between the GC pairs that make 

the structure more rigid.  A more detailed discussion of the different “conductance modes”, as 

well as transitions between them (see Figure 3.2) and how they are distinguished by the length of 

time a molecule remains in the junction, is provided in references 29 and 40. 

 

Figure 3.3 Conductance histograms for the N-to-N linked PNA for n = 3−7.  The black curve is a sum of two 

Gaussian functions.  The dotted red and green curves are the individual Gaussians for the low and high-

conductance modes, respectively.  The y-axis shows the number of modulation periods measured. 

Although both modes are shown in Figure 3.3, the analysis and discussion focus on the 

highest-conductance mode to draw comparisons with the earlier G-block DNA studies that 

focused on the highest-conductance modes.  In some instances, most notably for n = 4, a 

shoulder or second peak appears at twice the conductance value of the most probable peak for a 

given conductance mode.  This feature was analyzed previously, as well, and is attributed to two 
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or more molecules forming in a molecular junction.
[29,40]

  In contrast to earlier STM break 

junction studies of PNA in which the conductance was well below 10
−3

 G0, the G-block duplexes 

studied here have conductances that are a few percent of G0.  Measurements at these higher 

conductances created the need to distinguish molecular signals from background signals arising 

from (sub)oxide formation on the substrate that appear at ∼0.1 G0.  The measurement protocols 

and control experiments used to distinguish the two signals are described in the Supporting 

Information.  The conductance shoulders of the histograms in Figure 3 and the (sub)oxide signal 

were excluded from the Gaussian fitting. 

Table 3.1 Average Conductance Values of the Highest Observable Mode, G, and the Standard Deviation, σG, 

from the Gaussian Fits for the N-Linker PNA Duplexes for Lengths n = 3−7. 

n G/G0 (x10
-2

)
 σG/G0 (x10

-2
)
 

3 4.2 0.6 

4 3.6 1.0 

5 3.5 1.8 

6 2.8 1.4 

7 2.9 1.2 

The average single-molecule conductance for the high-conductance mode shows a 

modest decrease as the duplex length increases (see Table 3.1).  The influence of the background 

signal on the measurements is negligible for the n = 4−7 duplexes but may contribute to the n = 3 

measurement, because fewer molecular junctions were sampled in this case (given the decreased 

residence time of the duplex in the junction).  To account for these signal-to-noise constraints, 

more extensive background measurements were performed, and the peak at ∼0.1 G0 was 

excluded from the analysis (see Appendix B).  Note that Table B.1 provides a listing of the 

conductances and standard deviations for the lower-conductance mode. 

The conductances of the -(GnCn)- PNA duplexes show a nearly monotonic, albeit weak, 

decrease as n increases.  Figure 3.4 plots these PNA data and the conductance data for 3′ DNA 
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G-blocks and 5′ DNA G-blocks.  We measured molecular conductances for n = 3−5 G-blocks of 

3′ and 5′ DNA duplexes (see Appendix B) and found good agreement with the values reported 

earlier by Tao and coworkers.
[21,30]

  Both of these data sets, the sets reported here and those 

reported by Tao, are plotted in Figure 3.4.  These data highlight the significant difference in the 

average conductance for the three duplex types, as well as the decreasing prominence of the 

conductance variations with even and odd G-block lengths in the three duplexes (see Appendix B 

for plots showing the lower-conductance modes). 

 

Figure 3.4 (A) Average conductance for the N-linker PNA (blue squares) with data for 3′-linker DNA (black 

triangles) and 5′-linker DNA (red circles).  The empty symbols are from a previous study
[30]

 and the filled 

symbols are from this study.  Error bars are shown for the duplexes studied here representing a single 

standard deviation of the fitted Gaussian function for the highest observable mode.  The negative component 

of the error for the 5′-linker DNA n = 3 data point has been excluded for the sake of clarity. The lines in the 

plot connect the best fit conductances found using the Büttiker double barrier model (see Appendix B).  

(B) Alternate analysis in which the PNA conductance values were assigned to the mean conductance value of 

the histogram, to show the increased PNA conduction in a model-independent manner. 
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3.3.2 Theoretical Analysis of DNA and PNA Structures and Electronic Properties 

Molecular dynamics simulations of PNA and DNA duplexes -(G5C5)- were run for 

100 ns.  This time range allows sampling of the internucleobase fluctuations and a subset of 

duplex conformational changes.
[33]

  Analysis of these structural data indicates that the root-mean-

square deviations (RMSDs) for the structural fluctuations of PNA duplexes are comparable to 

those of the DNA duplexes.  The duplex RMSD value from its average structure calculated with 

VMD
[64]

 is 1.3 ± 0.3 Å for N-linked PNA, 1.4 ± 0.4 Å for 3′-linked DNA, and 1.5 ± 0.4 Å for 

5′-linked DNA.  The small difference in RMSD values suggests that the PNA duplexes are 

slightly more rigid than the corresponding DNA structures (see Figure B.5 and Figure B.6).  This 

result is the opposite of results that were found earlier for PNA and DNA duplexes with a mixed 

nucleobase sequence.  (For mixed sequences, the PNA duplexes were found to be more flexible 

than the DNA duplexes.
[33]

)  This finding indicates that the relative structural flexibility of the 

nucleic acids is sequence-dependent.  The larger overlap between nucleobases in the PNA G-

blocks leads to stronger π−π interactions and decreased flexibility as compared to those of mixed 

sequence PNA duplexes.
[65]

 

MD snapshots were used to calculate HOMO energy fluctuations for each base pair in the 

duplexes (at the INDO/S level).  The HOMO energy fluctuations and standard deviations of each 

base pair are listed in Table 3.2 for the n = 5 length, which is illustrated in Figure 3.1, for the 

case of PNA.  The similar HOMO energies and their standard deviations suggest that the energy 

fluctuations are similar for PNA and DNA duplexes.  These HOMO energies, calculated in 

vacuo, are 1.5−2 eV below the Au work function.  However, the influence of a metal electrode 

on the electronic state energies of adsorbed species can be substantial (∼1 eV
[66]

), and we expect 
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the energy offset between the Fermi level and the effective HOMO orbital energies to be 

significantly less than 1.5−2 eV. 

Table 3.2 HOMO Energies (eV) and Their Standard Deviations for the GC Base Pairs Examined in the 

Cross-Strand, Intrastrand, and Terminal Electronic Coupling Calculations.  These values are calculated for 

n = 5 chains. 

 5’ DNA 3’ DNA PNA N-end 

EHOMO σ EHOMO σ EHOMO σ 

cross -6.51 0.22 -6.55 0.21 -6.97 0.19 

intra -6.41 0.22 -6.37 0.21 -6.47 0.19 

term -6.68 0.21 -6.71 0.22 -6.56 0.18 

 

We calculated the nearest-neighbor root-mean-square electronic couplings (VRMS) 

between base pairs (INDO/S, block diagonalization method, capped bases),
[32]

 where 

VRMS =  √〈V2〉 = (1/n)√∑ Vi
2n

i=1 , where VRMS
2
 = ⟨V⟩2

 + σ
2
, σ is the standard deviation of V, 

and n is the number of MD snapshots used for averaging.  Table 3.3 shows the calculated VRMS 

values.  Table 3.3 reports the calculated electronic couplings of the terminal AT base pairs with 

their nearest GC pair (VT) for each of the three duplex types.  These calculations indicate a 

nearly 3-fold increase in VT for N-terminal PNA compared to the corresponding couplings in the 

DNA duplexes.  Table 3.3 also shows that the N-linker PNA duplex intrastrand couplings (VI) 

are larger than the values found for the DNA counterpart.  The increases in the couplings, VI and 

VT, for PNA versus DNA are consistent with the larger molecular conductances that are 

observed experimentally.  The cross-strand coupling (VC) also affects the conductance, and 

earlier work
[30]

 showed that it affects the even−odd oscillations which are discussed next.  A 

description of how these computed electronic coupling values are linked to the conductance 

measurements follows this subsection. 
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Table 3.3 VRMS Values of GC-GC Cross-Strand (VC), GC-GC Intrastrand (VI), and Terminal AT-GC 

Coupling (VT) in Electronvolts.  The cross-strand GC-GC couplings for the superexchange pathway (VC
SE

) 

are also shown. 

 5’ DNA 3’ DNA PNA N-end 

VT 0.011 0.017 0.047 

VI 0.087 0.071 0.120 

VC 0.006 0.012 0.002 

VC
SE

 0.001 0.005 0.017 

 

The direct cross-strand couplings, VC, of the N-linked PNA and 5′-linked DNA are both 

small compared to the other couplings, presumably because of the small overlaps between the G 

bases on the two strands (Figure B.7).  Thus, we examined how these values compared with 

coupling obtained from a superexchange pathway involving three nucleobases, VC
SE

 (Table 3.3).  

MD simulations show that the geometrical parameters of PNA produce larger G-C π-overlaps in 

the cross-strand region and, as a consequence, stronger π-couplings compared to the case in 

DNA (see Figure B.8).  The strong π-interaction between the stacked GC nucleobases in PNA 

provides a superexchange pathway for charge transfer.  The cross-strand coupling, VC
SE

, for the 

guanine-cytosine-guanine superexchange pathway was calculated for selected snapshots taken 

every 5 ns with density functional theory to describe hydrogen bonding interactions 

(M11/ma-def2-TZVPP, block diagonalization, capped bases).
[58,67]

  VC
SE=

V
G5-C6

V
G6-C6

ΔE
, where the 

subscripts indicate the nucleobase and the position in the n = 5 duplex (see Figure B.10) and ΔE 

is the difference in energy between guanine and cytosine localized states, which is close to 

0.7 eV.
[68,69]

  VC
SE

 values, which are the RMS couplings, are included in Table 3.3. VC
SE

 is larger 

than the RMS VC values for only PNA, suggesting that the superexchange contribution to the 

cross-strand coupling is more relevant to the transport mechanism in PNA than in DNA, and we 

will address the implications for charge transport below. 
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In addition to differences in coupling pathways for PNA and DNA, the MD simulations 

reveal structural differences among the duplexes that can affect the electrode−molecule 

electronic couplings (γL and γR).  Recall that VT and γL and γR determine the electronic coupling 

interactions near the chain ends.  The orientation of the terminal AT base pair, which contains 

the amine groups that bind to the Au electrodes, with respect to the first GC base pair of the 

G-block (see Figure 3.1) appears to be different in the PNA junctions and in the DNA duplexes.  

In particular, the DNA terminal base pairs exhibit larger structural fluctuations than in PNA, 

which leads to “fraying” of the duplex in the absence of the distance constraint described above.  

In addition, the increased rigidity of the PNA nucleobases, which correlates with enhanced π−π 

stacking interactions, likely contributes to establishing strong contacts with the leads and 

increasing the conductance. 

3.3.3 PNA versus DNA Conductance 

The average experimentally measured single-molecule length-dependent conductance for 

the high-conductance mode of each duplex is shown in Figure 3.4.  For the N-to-N linked PNA, 

the average conductance of the highest-conductance mode is ∼3 × 10
−2

 G/G0 (where G0 is the 

quantum of conductance).  The average conductances for the PNA duplexes are an order of 

magnitude larger (or more) than for DNA duplexes of the same length.  Figure 3.4b shows the 

mean conductance value obtained from the PNA conductance histograms, which are 3−5 times 

larger than the literature conductance values reported for 3′ DNA.  In addition to the PNA 

conductances, the conductances for the first few (n = 3, 4, and 5) 3′- and 5′-linked G-block DNA 

duplexes were measured in this study and are plotted as filled symbols in Figure 3.4.  The 

measurements performed here are in good agreement with those reported by Tao and co-workers 
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(empty symbols) and also display the even−odd oscillation.
[30]

  Note that the increased 

conductance in PNA compared to DNA is consistent with earlier findings for mixed PNA 

sequences,
[29,36]

 although the details of the mechanism for the large PNA conductance may be 

different. 

The G-block PNA molecules show a significantly higher conductance (2−4% of G0) than 

is typically found for molecules of a comparable length, ∼3−5 nm.
[70]

  For example, molecules 

that display conductances on the order of a few percent of G0 are typically the size of a single 

aromatic ring, e.g., benzenedithiol and benzenediamine.  Two key factors influencing the 

molecular conductance in a junction are the electrode−molecule linker group and the molecule’s 

electronic structure.  The linker group can have order(s) of magnitude effects on the measured 

conductance.
[70,71]

  The amine linkers for the PNA and DNA duplexes used in this study couple 

the aromatic stack of the duplex more strongly to the electrode than do the backbone-based thiol 

linkers used in earlier studies.
[72]

  The electronic structure of the mediating molecule, e.g., 

saturated versus unsaturated, is known to have a strong influence on the molecular conductance, 

as well.
[68]

  However, molecules with highly conjugated electronic structures, such as 

oligo(phenylene-vinylenes) and oligophenylethynylenes, show conductances in the range of 

≤10
−3

 G0 if they are a few nanometers in length.
[70,73]

  The length dependence of the molecular 

conductance through a homologous series of molecules is often characterized using an 

exponential decay as a function of length L, i.e., exp(−βL).
[74]

  Conjugated molecules show a 

much weaker decay with distance (smaller β value) than do saturated systems. Both the shallow 

dependence of the PNA conductances on length and the high conductance values are consistent 

with transport mediated by extended π-systems. 
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The observation that the molecular conductances of G-block PNA duplexes are 10−20 

times higher than those of the corresponding 5′ DNA duplexes with the π-stacked linkers is 

consistent with previous observations.  Bruot et al.
[72]

 compared the molecular conductance 

through 5′A(CG)nT3′ (n = 2−12) DNA duplexes consisting of thiol linker groups connecting to 

the nucleic acid backbone with duplexes of the identical nucleobase sequence that have amine 

linkers bonded directly to the base stack.  They found that the conductance was 10−20 times 

higher for the π-stack linker than for the backbone linker for otherwise identical DNA duplexes.  

In earlier studies, we compared the molecular conductance of PNA duplexes to that of DNA 

duplexes with thiol linker groups on the nucleic acid backbone.  In those cases, the PNA 

displayed a molecular conductance that was ∼20 times higher than that of the DNA.
[29,36]

  The 

high conductances measured for the PNA duplexes in this study are consistent with these earlier 

findings.  The combined effects of the amine/thymine-based linker group and the high electronic 

coupling through the G-block stack are responsible for the high conductances reported here (vide 

infra). 

3.3.4 Molecular Orbital Interpretation of Conductance Oscillations 

The N-to-N linked PNA duplexes show a 1-2 order of magnitude increase in the 

molecular conductance compared to the values for the corresponding 5′-linked DNAs.  This 

increase in conductance is consistent with the findings for mixed sequence DNA and PNA 

duplexes reported previously.
[29,36]

  Conductance oscillations observed previously in the 5′-linked 

and 3′-linked DNA systems are barely evident for the PNA duplexes.  The decreased amplitude 

of the even-odd oscillations with G-block length is explained by the larger cross-strand coupling 
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and electrode-molecule couplings in PNA.  We first discuss the cross-strand coupling effect and 

then examine the influence of electrode-molecule coupling on the conductance oscillations. 

In earlier studies, conductance oscillations as a function of length in G-block DNA 

duplexes (see Figure 3.4) were explained by an electronic energy effect that arises in finite length 

periodic structures.
[30,75,76]

  Odd length G-blocks possess a “midband” localized orbital with an 

energy near the Fermi level of the gold electrode, approximately equal to the energy of a 

G monomer.
[30]

  This length-independent near degeneracy was proposed to strengthen coherent 

charge transport for odd length chains by providing a flickering resonance coupling pathway 

across the entire duplex.
[30]

  In contrast, the orbital energies for even length G-blocks are offset 

from the “midband” position (Figure 3.5) and are unlikely to form flickering resonance coupling 

pathways across the structures.  This picture accounts for the oscillations of conductance with 

length, as shown in Figure 3.4. 

Figure 3.4 shows that the amplitude of the conductance oscillations decreases through the 

three duplex types as the overall conductance of the duplex increases.  For example, the 

oscillations in conductance are substantially less pronounced when the molecular linkers are 

positioned at the 3′ termini of DNA, as compared to the 5′ termini, and the corresponding 

molecular conductance of the 3′ species is observed to be larger.  The decrease in the amplitude 

of the oscillations of conductance, and the overall increase in conductance in DNA, was 

attributed to geometric differences of the base pairs at the cross-stand position in the two cases 

(Figure B.7 and Figure B.8), which causes a change in the cross-strand coupling.
[30]

  Intriguingly, 

a large cross-strand GC-GC coupling at the molecule’s center reduces the likelihood of forming a 

fully delocalized (resonant) state across the G-blocks and the electrodes (vide infra).
[77]
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Figure 3.5 Molecular orbital energy picture of nucleic acid duplexes with a weak cross-strand coupling. 

Flickering resonance energy level alignment for odd length sequences (top). Each G-block possesses a 

midband orbital in resonance with the Fermi level of the electrodes. Energy level alignment for even 

sequences (bottom). A midband state in resonance with the Fermi level of the electrodes is absent. 

As a rule of thumb, the number of G bases over which the hole can delocalize at room 

temperature can reach five.
[30,78]

  When the cross-strand coupling is weak, as in 5′ DNA, the 

dominant position for the delocalized hole is across the n guanines that form each of the separate 

G-blocks, forming two domains.  Thermal fluctuations can bring these two domains into 
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resonance, i.e., flickering resonance, and form a fully delocalized state across the entire 

duplex
[37]

 (Figure 3.6).  Because the odd length G-blocks have resonant states near the Fermi 

level, and the even length G-blocks do not, a strong modulation of the conductance with the 

G-block length is predicted to manifest.  As the cross-strand coupling increases, delocalization 

can occur among G nucleobases of the two blocks, and this leads to a lower statistical weight for 

configurations that have the hole delocalized over each of the G-blocks.  The growth in the 

number of configurations with delocalized domains leads to a higher overall conductance.  The 

decreased statistical importance of the configuration with the extended G-block delocalization 

manifests as a decrease in the amplitude of the even-odd length conductance oscillations.  

Overall, the conductance is limited by the squared coupling between these domains and by the 

molecule-lead interaction strengths.  The observation that the conductance increases from 5′ 

DNA to 3′ DNA, and increases further as the backbone is switched to PNA, is consistent with 

growth in the number and size of the cross-strand delocalization domains and their importance 

for charge transport (switching from 5′ to 3′ increases the cross-strand coupling 3−4-fold, and 

switching to PNA increases the coupling by almost another 2-fold). 

Figure 3.6 illustrates this mechanistic explanation for the change in conductance and in 

the even−odd effect for 5′ DNA and PNA.  The bottom panel illustrates the mechanistic picture 

described in our prior analysis of the even and odd effects on the 5′-linked DNA conductance.
[30]

  

In this structure, the weaker cross-strand coupling in the 5′ structure (compared to that in the 3′ 

structure) leads to delocalization of orbitals on each of the two separated G blocks.  Formation of 

a transient structure with extended delocalization only requires bringing these two blocks into 

resonance with each other and with the electrodes.  This was illustrated in Figure 3.5 for the case 

of odd length (n = 3) and even length (n = 4) chains to underscore how the energies of the 
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G-block states are offset from the Fermi level of the electrodes.  The dependence of the energy 

mismatch on whether n is even or n is odd, and the promotion of delocalization across each 

G-block by the weak cross-strand coupling, leads to a strong even-odd conductance effect. 

 

Figure 3.6.  Model describing the delocalized islands across two G-blocks, each with n = 5.  The maximum 

number of G residues over which the hole can delocalize can reach five (each color represents a delocalized 

block of orbitals).
[30,78]

  Regime with a strong cross-strand coupling (top).  The strong cross-strand coupling 

allows the five-base pair delocalization to occur anywhere across the entire ten-base sequence of the G-blocks 

(e.g., the green block can be delocalized across the two strands).  Therefore, the carrier position in PNA is less 

constrained than in DNA.  For the sake of illustration, three possible configurations that support 

delocalization are shown (many others are possible).  Regime in which the coherent channel with the hole 

delocalized over each G-block contributes significantly to the conductance (bottom).  This coherent channel is 

absent in even length sequences (see Figure 3.5).
[30,75]

  The weak cross-strand coupling pins the carrier 

delocalization on one of the G-blocks.  The odd length G-block sequences are near resonant with the Fermi 

level of the leads and create a delocalized state for coherent transport. 
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The top panel in Figure 3.6 explains the mechanistic picture for the case in which the 

cross-strand coupling is large (comparable to intrastrand GC-GC couplings).  In this case, many 

possible delocalized islands of approximately five or fewer Gs may form in the structure.  

Indeed, in this regime, the likelihood of forming a delocalized state spread over the entire length 

of each G-block is diminished because of the increase in the overall number of other possible 

configurations that support delocalization, as illustrated by the two additional configurations 

shown in the top panel of Figure 3.6.  Although this effect creates delocalized islands with more 

than one energy mismatch (so that multiple level matchings are required to delocalize over the 

entire molecule), many more configurations that display these delocalized islands manifest and 

provide many more flickering resonance conductance pathways in PNA, which leads to an 

overall increase in its conductance. 

Our theoretical analysis (Table 3.3 and discussion) suggests that the electrode−molecule 

couplings for the PNA duplexes are stronger than in the 3′-linked and 5′-linked DNA.  This 

feature is not included in the diagrams of Figure 3.6 for the sake of simplicity.  A stronger 

electrode−molecule coupling is expected to produce a stronger mixing between the gold and the 

G-blocks of PNA compared to DNA.  The stronger molecule−lead coupling is expected to 

further enhance the conductance of PNA.  This prediction is consistent with the observed higher 

conductance in PNA and softer even−odd effect compared to that in DNA.  We note that strong 

molecule−lead interactions can perturb the “band structure” for each G-block and will shift the 

energy of the midband state that appears for odd length chains.  The effect of the strong 

molecule−lead coupling can break the degeneracy between delocalized hole states in each 

G-block and dampen the conductance oscillations in PNA compared to the case in 5′ DNA.  This 
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scenario was explored in detail by Segal et al., who showed that strong molecule−lead 

hybridization can indeed cause the even−odd effects to vanish.
[75]

 

3.4 Conclusions 

The transport of charge through nucleic acids can access coherent, incoherent, and 

flickering resonance mechanisms.  The experimental and theoretical studies reported here find 

that structural differences in the duplex backbone with the same base sequences can produce 

order of magnitude changes in molecular conductances and can strongly influence how 

coherence manifests for single-molecule PNA and DNA junctions.  For PNA duplexes, a 

conductance value of 0.03 G0 was found with 14 base pairs (∼50 Å).  PNA also has a high-mode 

conductance that is ≤30 times larger than that of DNA, and the conductance decreases 

monotonically with duplex length.  The corresponding DNA structures show a striking 

conductance oscillation.  The nearly monotonic and weak (<2-fold for distances from ∼2 to 

5 nm) change in conductance with duplex length that is found in PNA indicates an extremely low 

molecular resistance, in strong contrast with that for the 5′-linked DNA duplexes.  The overall 

conductance in 5′ DNA changes by only 2-fold between the n = 3 and n = 8 G-block pairs.  The 

even−odd conductance oscillations in 5′ DNA with G-block length can be up to 4-fold, and the 

average conductance in 5′ DNA is 1−2 orders of magnitude lower than in PNA.  Despite these 

dramatic differences in the experimental conductances and their length dependences, the 

flickering resonance transport mechanism provides a consistent explanation for the observed 

behavior. 



67 

Theoretical analysis shows that the PNA and DNA G-block structures studied here have 

similar structural flexibility, base energy fluctuations, and base−base electronic interactions.  The 

main differences between the PNA and DNA duplexes appear to be rooted in (1) differences in 

the molecule−electrode interaction strength and (2) differences in the base−base interactions in 

the cross-strand region, which arise from differences in geometry between duplex PNA and 

DNA.  The stronger cross-strand and molecule−lead couplings in PNA lead to higher 

conductance than in DNA.  As such, the characteristics of cross-strand, intrastrand, and 

molecule−lead couplings collectively influence the contribution of competing coupling pathways 

to the conductance.  The mechanistic origin of the even−odd conductance effect found in the 

DNA is consistent with that reported previously,
[30]

 which showed that cross-strand interactions 

in the center of the duplex tip the balance among mechanisms.  In contrast to earlier studies, the 

findings reported here indicate that the conductance mechanism is also influenced by the strength 

of the nucleic acid−electrode interactions.  Growing the electrode molecule or the block-to-block 

couplings is expected to reduce the statistical importance of delocalized states spread across just 

one G-block, leads to a decrease in the even−odd length conductance oscillations with length, 

and produces an overall increase in the molecular conductance.  Future work should explore the 

effects of the molecule−lead coupling strength on conductance; for example, one can vary the 

aliphatic chain length of the amine linkers or modify the electrode’s Fermi level to realize this 

goal.  Detailed theoretical studies to assess the molecule−lead interactions
[79]

 would also be 

incisive.  
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 Kubař, T.; Elstner, M., J. Phys. Chem. B, 2008, 112, 8788-8798. 56.
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4.0 Benchmarking Chiral Induced Spin Selectivity Measurements - Towards Meaningful 

Comparisons of Chiral Biomolecule Spin Polarizations 

This work was published as Clever, C., Wierzbinski, E., Bloom, B. P., Lu, Y., Grimm, H. 

M., Rao, S. R., Horne, S. W., Waldeck, D. H. Isr. J. Chem., 2022, 62, e202200045.  The author 

of the dissertation performed the measurements for Phosphoserine and N-acetyl cysteine methyl 

ester and subsequent analyses, compiled literature data to develop a consistent reference 

terminology, and wrote the manuscript.   

This work presents new results and summarizes literature results on the chiral induced 

spin selectivity (CISS) effect observed for amino acids, peptides, and DNA.  To facilitate robust 

comparisons between measurements of different types and by different groups, we propose a 

convention for describing the spin-dependent properties of chiral materials and apply it in the 

discussion.  Different phenomena known to affect the sign and magnitude of the spin 

polarization are described and critically analyzed, including: the molecule’s orientation, the 

molecule’s dipole moment direction with respect to the electron propagation direction, the 

molecular length, the molecule/substrate interface, and the role of the molecule’s secondary 

structure.  Lastly, we identify open key questions about spin-filtering by biomolecules at 

interfaces. 
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4.1 Introduction 

Since its discovery in 1999,
[1]

 the Chiral Induced Spin Selectivity (CISS) effect has 

shown remarkable potential for applications in enantioseparations,
[2-7]

 photovoltaics,
[8]

 

spintronics,
[9-15]

 and catalysis,
[16,23]

 among others.
[24,25]

  The phenomenon of electron spin 

filtering through chiral molecules, assemblies, and materials has been shown for both organic
[26-

33]
 and inorganic substances.

[34-41]
  Although considerable effort has been expended toward 

understanding the mechanistic underpinnings of CISS, the factors that determine the preferred 

electron spin direction and the magnitude of the CISS response remain under debate.
[42-43]

  This 

work combines new results on the CISS response of amino acids and peptides with previous 

results from the literature to define the current status and to identify open questions for 

identifying structure-function properties for CISS in biomolecules. 

Many different experimental techniques have been developed and are currently being 

employed for measuring the CISS response.  These methods include, but are not limited to, 

i) photoemission spectroscopy - where the electron spin direction is measured directly by a Mott 

polarimeter or indirectly by changes in a magnetized substrate’s work function, ii) atomic force 

microscopy (AFM) measurements - in contact mode using a conductive probe to measure 

current-voltage (i-V) characteristics or in non-contact mode using Kelvin probe, 

iii) electrochemical methods - to monitor the variation in redox potential or current with a 

magnetized ferromagnetic electrode, or iv) Hall bar measurements - where a polarizing voltage 

(gate) is applied across a chiral film or current is driven through a chiral film by electrochemical 

oxidation or reduction.  As the measured quantity in each of the experiments differ, it is useful to 

understand how the information can be compared among experimental methods.  To this end, we 
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(and others) define the spin polarization as a normalized difference in the experimental signal 

magnitude under opposite magnetizations; see Equation 4.1. 

Measurements of spin selectivity often use a magnetized ferromagnetic substrate, 

electrode, or AFM tip as an analyzer for sensing the preferred spin orientation within an 

experiment.  While the interpretation of the findings within an experiment is often robust, the 

sign of the reported spin polarization depends on the experimental geometry and the convention 

used to define the magnetization.  The lack of a uniform convention for reporting measurements 

can make comparisons between experiments and their interpretation confusing.  For example, 

consider the case of a magnetic conductive atomic force microscopy (mc-AFM) experiment.  

Here i-V measurements are typically reported in reference to the ferromagnetic material, 

magnetized north (south) or with spin-down (spin-up) electrons. 

Figure 4.1 shows how differences in the experimental setup can affect the sign of the 

reported CISS response in an mc-AFM experiment.  For instance, a magnetic tip magnetized 

with the North pole of a magnet applied to the back of the tip will exhibit an opposite spin 

polarization to that found if instead the substrate is ferromagnetic and magnetized with a North 

pole applied to the underside of the substrate (Figure 4.1a).  Likewise, the magnetization state of 

a ferromagnetic tip is opposite, with respect to the transport trajectory, if the tip is magnetized 

from the top face or the bottom face (see Figure 4.1b).  These differences are further 

compounded by the instrumental set-up; the transport trajectory, from tip to substrate or from 

substrate to tip, under positive bias is defined by the instrumental ground (see Figure 4.1c) and is 

not always reported by workers.  Because the electron trajectory affects the preferred spin state 

for an electron moving through a chiral molecule, apparent inconsistencies among measurements 

can arise if the choice of ground is different and not reported. 
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Figure 4.1 Different experimental arrangements for mc-AFM based on tip versus substrate magnetization (a), 

magnetization orientation for a magnetized tip (b), electron transport direction based on instrumental 

ground (c). Panel (d) shows a convention for describing the CISS effect which is robust across different 

experiments. 

To circumvent issues arising from the use of different conventions and to promote 

meaningful comparisons among the studies of different workers, we propose a uniform definition 

of spin polarization arising from the CISS effect with respect to the electron’s reference frame.  

More specifically we advocate that the orientation of the electron spin be specified with respect 

to the electron’s velocity direction; i. e., either as oriented parallel or anti-parallel to the electron 

velocity, as illustrated in Figure 4.1d.  In accordance with this nomenclature, we define the spin 

polarization, SP, as 

 
𝑆𝑃(%) =

𝐴𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 − 𝐴𝑎𝑛𝑡𝑖−𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙

𝐴𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 + 𝐴𝑎𝑛𝑡𝑖−𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙
∗ 100 Equation 4.1 
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where A is the experimentally measured quantity and the subscript, parallel or anti-parallel, 

specifies the spin direction of the electrons relative to their velocity vector. 

In this study we describe some of the known limitations associated with CISS 

measurements and report on recent findings by our group, as well as summarizing other studies, 

on the molecular properties known to correlate with the CISS response in biomolecules.  We 

begin by describing the CISS response of simple chiral molecules, such as amino acids, and 

proceed to more complex molecules to identify the key molecular properties that correlate with 

the magnitude and sign of the CISS response; e. g., the dependence of SP on length of the chiral 

molecule, dipole direction, electron propagation dependence, and structural helicity. 

4.2 Results and Discussion 

4.2.1 Amino Acids 

CISS manifests for simple systems that possess only a single stereocenter.  Because of its 

natural affinity for metals, the amino acid cysteine and its assemblies have been used to probe 

spin-selective transport.  One such study constructed a spin valve device with the architecture 

Au-cysteine SAM-alumina-Ni and reported magnetoresistance values of ≈10%.
[44]

 

While most efforts have used cysteine, the generation of spin selectivity in molecules 

with a single stereocenter does not require the presence of a thiol.  Figure 4.2 shows Hall Effect 

data for self-assembled monolayer films of the amino acid phosphoserine on GaN.  The 

measured Hall voltage is plotted as a function of an applied voltage (or ‘Gate’) on the film; see 

Figure 4.2b.  The data show that monolayers comprising L-phosphoserine (red) have a positive 
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response (increasing Hall voltage with increasing gate voltage), corresponding to an anti-parallel 

spin polarization with the molecules’ electron displacements, whereas monolayers comprising 

D-phosphoserine (blue) display an opposite Hall voltage response, corresponding to a parallel 

spin preference.  Figure 4.2c plots the Hall voltage data versus the gate voltage for a series of 

measurements on L- (red) and D- (blue) phosphoserine films.  Figure 4.2e shows circular 

dichroism (CD) spectra of L- (red) and D-phosphoserine (blue), which have an opposite response 

for the two enantiomers, as in the Hall data.  These results indicate that the spin polarization 

depends on the molecule’s enantiomeric form and is consistent with other findings for the CISS 

effect.
[45]
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Figure 4.2 Panels (a) and (b) show the experimental setup for the Hall effect polarization and a sample 

polarization measurement for L-phosphoserine (red) and D-phosphoserine (blue) at a gate voltage of 3 V. 

Panel (c) shows Hall voltage responses as a function of gate voltage for L-phosphoserine and D-phosphoserine 

monolayers. Panel (d) shows the same response for L-NACME (violet). CD spectra are shown for 0.4 mM L- 

and D-phosphoserine in pH 8 phosphate buffer (e) and 0.25 mM L-NACME in ethanol (f). 

Some literature reports have sought to use the chiroptical response, strength of circular 

dichroism (CD) signal, as a predictor for the CISS–mediated spin polarization.
[28,46]

  Predicting 
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the sign of the SP is nontrivial, however; and comparisons must be drawn with care, despite the 

initial correlations reported between SP and the CD signal.
[46]

  For example, if a spin-polarized 

current is measured for SAMs of an oligopeptide, which is linked to the surface via the N-end, 

and compared to that for the same oligopeptide, which is linked to the surface via the C-end, they 

display a different sign for the SP, vide infra. 

To examine the connection of CD response to SP further, the Hall voltage response 

(Figure 4.2d) and CD spectrum (Figure 4.2f) for assemblies of N-acetyl-L-cysteine methyl ester 

(L-NACME) were measured.  The different ranges of gate voltage applied between the 

phosphoserine and the L-NACME arises from differences in the substrate and the linker group.  

The CD spectrum of L-NACME has the same rotation direction for plane-polarized light as 

L-phosphoserine for its lowest energy feature (220 nm to 250 nm), and it has a negative slope for 

the Hall data.  Note however, that the higher energy CD transition (200-220 nm) is positive, like 

that of D-phosphoserine.  This CD peak is believed to correlate to a combination of the π→π* 

and n→π* transitions of the carbonyl chromophore in amino acids and peptides.
[45]

  These Hall 

data corroborate earlier findings about the correlation of the lowest energy CD transition with the 

CISS response, which were found for electron transfer rates and for tunneling currents. 

Studies involving the enantiospecific crystallization of racemic solutions of amino acids 

on magnetized ferromagnetic substrates show that the CD response is not always a “good 

predictor” for the sign of the CISS response.
[3,6]

  Bhowmick et al.
[3]

 showed that a North 

magnetized substrate gives rise to enantiospecific crystallization of L-glutamic acid, L-threonine, 

and D-asparagine, even though the L-glutamic acid and L-threonine display Cotton effects that 

are opposite to that of the D-asparagine.  This unexpected enantiopreference was attributed to 

differences in the binding orientation for asparagine on the substrate as compared to the glutamic 
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acid and threonine, and this inference was corroborated by DFT calculations.
[6]

  These studies 

illustrate that the molecule’s binding orientation to the surface impacts the CISS response. 

The enantiospecific adsorption of cysteine (and its derivatives) on ferromagnetic surfaces 

has also been explored using electrochemical quartz crystal microbalance (EQCM) methods.  Lu 

et al. showed that the enantiopreference of cysteine for a magnetized surface is a kinetically 

controlled process, rather than the result of a thermodynamic stabilization.
[47]

  Their 

measurements with a magnetized Ni/Au electrode showed a difference between the adsorption 

kinetics of L- and D-cysteine to the substrate that changed with whether the surface was 

magnetized North or South.  Interestingly, they found that the preferred kinetics for adsorption 

depends on the pH of the solution; at pH 8 the adsorption rate was faster for a North magnetized 

substrate whereas at pH 9 the kinetics were faster for a South magnetized substrate.  The change 

in enantiopreference with pH was rationalized by the ionization state of the cysteine and its pH 

dependent adsorption geometry on the electrode surface.
[47]

  Thus this study further supports the 

claims of Tassinari et al.
[6]

 that the binding geometry on a substrate can play an important role in 

dictating the CISS response. 

4.2.1.1 Spin polarization in chemical reactions 

CISS also manifests for chemical reactions with amino acids.  Mondal et al. reported an 

enantiospecific spin preference for electron transfer with assemblies of a toluidine blue O dye 

that was covalently bound to an Au/Ni electrode through a cysteine linker group.
[68]

  Here, a 

change in Faradaic current during oxidation (reduction) of 5-10% was observed and found to 

depend on the magnetization state (North vs South) of the underlying nickel.
[68]

  The effect was 

attributed to a change in the electron transport through the chiral cysteine which depends on 
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whether the majority spin of the electrons from the ferromagnetic electrode match the preferred 

spin of the cysteine or not. 

Spin polarized electrons have also been shown to affect the propensity of chiral 

molecules to decompose enantioselectively.  Rosenberg and coworkers coated magnetic 

substrates with the chiral amino acids histidine and cysteine,
[48,49]

 and studied their 

decomposition under photoelectron fluences.  Their studies showed that the decomposition 

depends on the spin polarization of the photoelectrons and the enantiomeric form of the amino 

acids.  For L-histidine, an SP of ~19% was reported for photoelectrons ejected by X-rays 

incident on a magnetized Co substrate.  An enantiomeric excess (ee) of 17% was estimated, with 

a fluence of ~10
17

 e
–
/cm

2
 and with approximately 40% of the original molecular population 

remaining. 

Collectively, these studies demonstrate that even a single stereocenter can produce a 

significant spin polarization.  In different experiments, the CISS response correlates with the 

chiroptical properties of the molecule, e. g., L-cysteine consistently shows a positive SP, and the 

CD spectrum of the chiral molecule in solution correlates with the SP for most of the different 

amino acids (and their derivatives) which have been studied.  The correlation is not universal 

however.  For example, Lu et al.
[47]

 showed that the spin polarization associated with the 

adsorption rate of cysteine on Au changes with pH, and these changes correlate with known 

changes in the molecule’s adsorption geometry and ionization state with pH.  Studies of chiral 

imprinting on semiconductor nanoparticles
[50,51]

 corroborate the inference that the molecular 

binding geometry on a surface and the charge exchange at the substrate/molecule interface can 

have on chiroptical response. 
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4.2.2 Dipole and Propagation Direction Dependence 

The direction of electron propagation through a chiral molecule’s dipolar field has also 

been shown to affect the spin polarization.  The first reports of this dependence originate from 

the work by Naaman and coworkers.
[52,53]

  Using photoemission experiments, they compared the 

spin polarization produced by polyalanine peptide SAMs in which the cysteine linker group was 

on the C-terminus to those in which the cysteine linker was attached to the N-terminus.
[53]

  The 

photoelectron yield was ~10% higher for right-circularly polarized light than for left-circularly 

polarized light when D-polyalanine was bound to the gold through the C-terminus, however D-

polyalanine bound to gold through the N-terminus gave the opposite dependence.  These 

experiments demonstrate that the preferred electron spin for transport through a chiral molecule 

correlates with the direction of the molecule’s dipole moment. 

To further demonstrate the relationship between the electron propagation direction 

through the molecule and the spin filtering, we performed mc-AFM measurements for a pair of 

water-soluble helical peptides, HSCH2CH2CO–{AUAKAUKAKAUY}–NH2 (peptide 1 N in 

Figure 4.3a) and CH3CO–{AUAKAUKAKAUY}–NHCH2CH2SH (peptide 1 C in Figure 4.3a) 

where A, U, K, and Y represent alanine, aminoisobutyric acid, lysine, and tyrosine respectively.  

A CoCr tip was magnetized and the current versus voltage curves were measured through SAMs 

comprising the oligopeptides.  For oligopeptides with a thiol linker on the N-terminus (Figure 

4.3b), a higher current was observed when the tip was magnetized such that the electron spins 

were oriented parallel to their velocity (solid lines) than when the electron spins were oriented 

anti-parallel (dashed lines).  The dependence on magnetization indicates that the electron is 

preferentially transmitted through peptide 1 N when the electron’s spin is aligned parallel to its 

propagation direction.  For the same measurement on peptide 1 C (linker attached to the 
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C-terminus), the anti-parallel orientation was found to display a higher current than the parallel 

orientation (Figure 4.3c).  An SP can be calculated from the asymmetry in i-V characteristics 

with magnetic field as defined by Equation 4.1 and is shown for peptide 1 N (black, 44%) and 

peptide 1 C (blue, 32%) in Figure 4.3d. 

 

Figure 4.3. Panel (a) shows the molecular structures of peptides 1 N and 1 C. Panels (b) and (c) show 

magnetic conductive probe AFM currentvoltage curves for peptide 1 N with the linker on the N-terminus 

(panel (b), black) and peptide 1 C with linker on the C-terminus (panel (c), blue) with the electron spin 

polarization oriented parallel (solid line) or anti-parallel (dashed line). The percent spin polarization, which 

was calculated by Equation 4.1 for each binding geometry, is shown in panel (d). 

Theoretical modeling by Dalum et al.
[54]

 indicates that the SP, resulting from the CISS 

effect, depends on the coupling to the leads and the incoming energy of the electrons passing 
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through a molecule.  In addition, they found that when two leads are joined by a chiral molecule, 

and one lead is magnetic, a spin-polarized current generates an equilibrium state with both leads 

becoming magnetically polarized.  An analogous phenomenon has been demonstrated 

experimentally by Ghosh et al. in which the magnetization state of a ferromagnetic substrate was 

shown to affect the surface charge of a chiral monolayer.
[55]

 

4.2.3 Length Dependence 

One of the most well studied CISS phenomena is the dependence of the spin polarization 

magnitude on the length of the chiral molecules through which the electrons travel.  Several 

studies have examined the length dependent SP generated by electron transport through 

oligopeptides of the structure HS-CH2-CH2-CO-{Ala-Aib}n-COOH, where Aib indicates 

aminoisobutyric acid and n is the number of Ala-Aib units.
[56-58,63]

  Using mc-AFM, Mishra et al. 

found a roughly linear increase in SP with peptide length for self-assembled monolayers (SAMs) 

of these oligopeptides.  As the length increased from n = 3 to n = 7, the magnitude of the 

polarization increased from -31% to -46%.
[56]

  Corroborating these studies, Kumar et al. showed 

that the Hall voltage generated by charge polarization of SAMs comprising the same peptides 

exhibit a systematic increase with increasing oligopeptide length (see Figure 4.2b for an example 

of a Hall measurement).
[57,58]

  Measurements have also been made by Kettner et al., on 

{Ala-Leu}n oligopeptides, where Leu represents leucine, using electrochemical reduction 

(oxidation) and by Mott polarimetry.  All of these measurements show a trend of increasing spin 

polarization magnitude with increasing peptide length.
[59]

 

Literature data for the length dependence of SP for oligopeptides is compiled in Table 4.1 

and Table 4.2.  Note that the {Ala-Aib}n SAMs were formed by a thiol linker attached to the 
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N-terminus of the peptide and are denoted as {Ala-Aib}nN, whereas for the {Ala-Leu}n 

oligopeptides the thiol linker was attached to the C-terminus and are denoted as {Ala-Leu}nC.  

As discussed above the change in the terminus of the thiol linker results in an opposite spin 

preference relative to the electron propagation velocity and can account for the differences in the 

sign of the SP between {Ala-Aib}n and {Ala-Leu}n oligopeptides in Table 4.1.  Additionally, 

when only the C-terminus thiol linker of the {Ala-Leu}n oligopeptide is bound to nickel 

(electrochemistry measurements) or gold (photoemission measurements), an anti-parallel SP is 

observed.  However, when the N-terminus is deprotected and its thiol linker is bound to a gold 

nanoparticle also (mc-AFM measurement), a parallel SP is seen.  Another caveat to note is that 

the change in sign need not apply for comparisons among oligopeptides attached to a substrate 

through different linker groups.  For example, the SP measured for an {Ala-Aib}n SAM on an 

Au surface by a thiol group attached on the N-terminus shows that a parallel spin polarization 

alignment is preferred, whereas a SAM of the same oligopeptide attached to a GaN surface 

through a carboxyl group on the C-terminus of the oligopeptide also shows a parallel spin 

polarization, see Table 4.2.
[57]

  These data indicate that the observed difference in the sign of the 

SP that is found for phosphoserine and NACME, vide supra, could be a product of the different 

linker group and binding geometry.  These studies clearly illustrate the importance of the 

chemical details of the linker group and the substrate in determining the SP of a molecular 

assembly.  Although the exact nature of this phenomenon has not yet been elucidated, theoretical 

work indicates that the SP depends on the charge interchange between the substrate and the 

linker group.
[54]

  Additional theoretical studies
[60-62]

 suggest that the substrate can contribute to 

the experimentally observed SPs through spin-orbit and electronic coupling with the molecule at 

the interface. 
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Table 4.1 Summary of spin polarizations for oligopeptides.  Unless noted, the peptides are attached to a gold 

surface via thiol linkers.   

Molecule 

Spin 

Polarization 

(%) 

Spin 

Polarization 

Alignment 

Method Reference 

{Ala-Aib}3N 31±3 Parallel mc-AFM, 3nN, ±2V 56 

{Ala-Aib}4N 37±4 Parallel mc-AFM, 3nN, ±2V 56 

{Ala-Aib}5N 40±3 Parallel mc-AFM, 3nN, ±2V 56 

{Ala-Aib}6N 43±4 Parallel mc-AFM, 3nN, ±2V 56 

{Ala-Aib}7N 46±3 Parallel mc-AFM, 3nN, ±2V 56 

{Ala-Aib}5N 18
a
 Parallel mc-AFM, 5nN, ±1V 63 

{Ala-Aib}7N 25
a
 Parallel mc-AFM, 5nN, ±1.5V 63 

{Ala-Aib}5N 5 to 40 Parallel mc-AFM, 4nN to 7nN, 0-1V 64 

{Ala-Aib}7N 11 to 47 Parallel mc-AFM, 3nN to 8nN, 0-1V 64 

{Ala-Leu}5C -11±3 Anti-Parallel Photoemission 59 

{Ala-Leu}5C -7±3
b
 Anti-Parallel Electrochemistry 59 

{Ala-Leu}6C -14±1 Anti-Parallel Photoemission 59 

{Ala-Leu}6C -13±3
b
 Anti-Parallel Electrochemistry 59 

{Ala-Leu}7C -17±1 Anti-Parallel Photoemission 59 

{Ala-Leu}7C -16±3
b
 Anti-Parallel Electrochemistry 59 

{Ala-Leu}7C 43
c
 Parallel mc-AFM, 10nN, ±1.5V 59 

Peptide 1C -32±3 Anti-Parallel  mc-AFM, 5nN, ±1V This work 

Peptide 1N 44±7 Parallel mc-AFM, 5nN, ±1V This work 

Peptide 2N 29±9 Parallel mc-AFM, 5nN, ±1V This work 

Peptide 3N 6±14 Parallel mc-AFM, 5nN, ±1V This work 

a) In reference 63 the peptide is bound by the C-terminus carboxyl group to a nickel surface. 

b) In reference 59 the peptide is bound by the C-terminus thiol group to a nickel surface for the electrochemical 

measurements. 

c) In reference 59 the peptide is bound by the C-terminus thiol group to a nickel surface and by an N-terminus 

thiol linker an Au nanoparticle for the mc-AFM measurement.  

 

Table 4.2 reports studies of the same peptides, as reported in Table 4.1, measuring the Hall 

effect voltage generated by the CISS response.  Because of differences in the experimental 

approach among the data in Table 4.1 and that in Table 4.2, Equation 4.1 does not easily apply.  

However, within each study, the trend of increasing CISS response with length persists.  Note 

however, the Hall data display different magnitudes for the two cases; the experiments labelled 

polarization have a much weaker response than those labeled transmission.  In the polarization 

experiments, no current is passed through the chiral SAM.  Instead, a voltage is applied across an 
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ideally polarizable electrode in order to charge-polarize the SAM.  In the transmission 

experiments, current is allowed to flow through the SAM in a reduction or oxidation reaction 

with the underlying electrode surface. 

While the differences in Hall voltage magnitude are not currently understood, below we 

provide some possible explanations.  For the charge polarized SAMs, the electron delocalization, 

which is responsible for generating the spin polarization, is not uniform throughout the 

molecules upon application of a polarizing voltage; thus limiting the Hall voltage compared to 

electrochemical experiments where the electrons transit entirely through the SAM.  Moreover, 

the magnetic dipoles generated in a charge polarized SAM could possess components which 

cancel, either through interactions among adjacent molecules or even different regions of the 

same molecule, and effectively reduce the observed Hall response.  It is also possible that the 

interfacial tunneling barrier (metal electrode/chiral molecule interface) dominates the CISS 

response of a chiral SAM or that spin-torque transfer generates a local magnetization on the 

substrate for the case with net current flow.  Such differences in the SAM: substrate interface at 

‘steady state’ between the two measurement methods could alter the Hall voltage magnitude.   
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Table 4.2 Summary of spin polarizations measured by the Hall Effect for oligopeptides.  Unless noted, the 

peptides are attached to a gold surface via thiol linkers.   

Molecule 

Hall Response 

(VH/VG) 

(µV/V) 

Spin 

Polarization 

Alignment 

Method Reference 

{Ala-Aib}4N -0.18 Parallel Hall Effect: Polarization 56 

{Ala-Aib}5N -0.21 Parallel Hall Effect: Polarization 56 

{Ala-Aib}6N -0.25 Parallel Hall Effect: Polarization 56 

{Ala-Aib}7N -0.28 Parallel Hall Effect: Polarization 56 

{Ala-Aib}5N -0.095
a
 Parallel Hall Effect: Polarization 57 

{Ala-Aib}7N -0.13
a
 Parallel Hall Effect: Polarization 57 

Molecule 

Hall Response 

(VH
red

-VH
ox) 

(µV) 

Spin 

Polarization 

Alignment 

Method Reference 

{Ala-Aib}5N -14
b
 Parallel Hall Effect: Transmission 58 

{Ala-Aib}7N -55
b
 Parallel Hall Effect: Transmission 58 

{Ala-Aib}9N -63
b
 Parallel Hall Effect: Transmission 58 

Molecule 

Hall Response 

(µVH at 1V vs 

Ag/AgCl) 

Spin 

Polarization 

Alignment 

Method Reference 

{Ala-Aib}4N -4.9 Parallel Hall Effect: Transmission 56 

{Ala-Aib}5N -7.9 Parallel Hall Effect: Transmission 56 

{Ala-Aib}6N -11.9 Parallel Hall Effect: Transmission 56 

{Ala-Aib}7N -15.4 Parallel Hall Effect: Transmission 56 

a) In Reference 57 the peptide is bound by a C-terminus carboxyl group to a GaN surface.  

b) In Reference 58 the peptide is bound by a C-terminus carboxyl group to a GaN surface and by an N-terminus 

thiol group to a silver nanoparticle and this may account for its different magnitude. 

 

While the effect of chiral molecule length on the SP is robust, the magnitude of the SP 

measured by different techniques, mc-AFM, Mott polarimetry, and Hall-devices, is often not 

consistent.  Much of this inconsistency may arise from differences in the SAM films (e.g., 

packing density, tilt angle) and differences in the chiral molecule/substrate interactions.  More 

subtle differences could also be at play.  For example, the charge polarization of a 

macromolecule (e. g., a protein) need not be uniform throughout the molecule; and the 

subsequent displacement current, which gives rise to the Hall response, need not have the same 

direction in the molecular frame as that resulting from electron transport through a molecule.  
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These differences can lead to differences in the magnitude of the CISS response measured by 

charge polarization induced spin polarization (e.g., Hall-bar measurements) versus those based 

on electron transmission (e.g., mc-AFM, photoemission). 

The effect of the chiral system’s length on the magnitude of the CISS response has also 

been studied for DNA sequences with different numbers of base pairs.
[56,65-67,70]

  Table 4.3 and 

Table 4.4 summarize the mc-AFM, Mott polarimetry, and Hall effect measurements on DNA.  

Xie, et al., measured SPs of 65–82% for DNA duplexes bound between a Ni substrate and an Au 

nanoparticle,
[66]

 whereas Mott polarimetry studies by Göhler et al. showed that the same DNA 

sequences assembled on a gold substrate have an SP on the order of 10–30%.
[67]

  A chiral 

molecule/ferromagnetic interface is more likely to give rise to a stronger spin filtering than an 

Au interface.  Mondal et al.
[68]

 showed that the Au overlayer depolarizes the electron spins from 

the ferromagnetic film and differences in the thickness of the Au overlayer directly impact the 

measured SP.  Many experiments use an Au overlayer to inhibit the corrosion of Ni (or Co) 

magnetic substrates, and these details of the sample composition can affect the observed SP.  The 

coverage, packing density, angle relative to the substrate surface,
[69]

 and linker group to the 

substrate of the molecules can all alter the measured SPs.
[68]
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Table 4.3 Summary of spin polarizations for DNA.  All systems are attached to a gold surface by thiol linkers 

on the 3’ end of the DNA.  In Reference 66 the DNA duplex is bound between a Ni substrate and an Au 

nanoparticle. 

Number of 

Basepairs, 3’ 

Spin 

Polarization 

(%) 

Spin 

Polarization 

Alignment 

Method Reference 

20 -37.5±4 Anti-Parallel mc-AFM, 3nN, ±2V 56 

30 -44±4 Anti-Parallel mc-AFM, 3nN, ±2V 56 

40 -55±5 Anti-Parallel mc-AFM, 3nN, ±2V 56 

50 -62±4 Anti-Parallel mc-AFM, 3nN, ±2V 56 

26 -10 Anti-Parallel Photoemission 67 

40 -33 Anti-Parallel Photoemission 67 

50 -31 Anti-Parallel Photoemission 67 

78 -57 Anti-Parallel Photoemission 67 

26 -65 Anti-Parallel mc-AFM, ±2V 66 

40 -82 Anti-Parallel mc-AFM, ±2V 66 

50 -82 Anti-Parallel mc-AFM, ±2V 66 

 

The work of Mishra et al. shows clearly that the even for the same experimental setup the 

polarization-based measurements reported in Table 4.4 are very distinct from those where the 

electron is transmitted through the chiral molecule, as discussed above.
[56]

 

Table 4.4 Summary of spin polarizations measured by the Hall Effect for DNA.  All are attached to a gold 

surface by thiol linkers on the 3’ end of the DNA. 

Number of 

Basepairs, 3’ 

Hall Response 

(VH/VG) (µV/V) 

Spin 

Polarization 

Alignment 

Method Reference 

20 0.11 Anti-Parallel Hall Effect: Polarization 56 

30 0.27 Anti-Parallel Hall Effect: Polarization 56 

40 0.37 Anti-Parallel Hall Effect: Polarization 56 

50 0.67 Anti-Parallel Hall Effect: Polarization 56 

Number of 

Basepairs, 3’ 

Hall Response 

(µVH at 1V 

vs Ag/AgCl) 

Spin 

Polarization 

Alignment 

Method Reference 

20 8.5 Anti-Parallel Hall Effect: Transmission 56 

30 16.6 Anti-Parallel Hall Effect: Transmission 56 

40 27.4 Anti-Parallel Hall Effect: Transmission 56 

50 34.9 Anti-Parallel Hall Effect: Transmission 56 
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The increase in the magnitude of a chiral molecule’s CISS response with the increase in 

the length of its chiral helix (for a given repeating unit) is made evident by the data in Table 4.1 

through Table 4.4.  Indeed, even across disparate methods of measurement, the spin-selectivity 

of electron transmission shows a similar length dependence.  Figure 4.4a shows data for 

oligopeptides by mc-AFM, photoemission, electrochemistry, and Hall effect voltage 

measurements during the redox reaction of Fe
2+

/Fe
3+

.  The open symbols indicate {Ala-Leu}nC 

peptides while the filled symbols indicate {Ala-Aib}nN sequences.  Figure 4.4b shows the data 

for DNA duplexes.  The effect of the basepair sequence is beyond the scope of this analysis, as 

few of the sequences studied are identical (identical sequences for a given length are denoted by 

open symbols in Figure 4.4b).  The lengths of the oligopeptides were estimated assuming an 

alpha helical structure of 0.15 nm/ residue and the DNA was taken to increase in length by 0.34 

nm/base pair.  For the oligopeptides an average slope of 22±4% SP (or Hall slope) per nm was 

found and for DNA an average slope of 2.4±0.2% SP (or Hall slope) per nm was found.  The n = 

5 data point of Reference 58 was excluded from the slope calculation of the average because of 

its anomalous value.  The oligopeptides show a significantly stronger SP dependence per unit 

length than DNA.  While representative CD spectra for the oligopeptides
[56]

 show a monotonic 

increase with length, the increase per unit length is not necessarily comparable.  It is noted that 

the data in Figure 4.4 only include those experiments where electrons are flowing through the 

full length of the molecule, as opposed to those where a charge polarization within the molecule 

is applied. 
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Figure 4.4 The magnitude of spin polarization as a function of length across multiple experiments. Panel a) 

shows data for oligopeptides obtained by mc-AFM (References 56 (solid blue circles) and 63 (solid blue 

triangles)), photoemission (open red squares, Reference 59), electrochemistry (open green diamonds, 

Reference 59), and Hall voltage with electron transmission (Reference 56 (solid violet diamonds) and 58 (solid 

violet hexagons), right y-axis).  The dashed line follows all the data points, though the shortest was deemed an 

outlier. Panel b) shows data for DNA obtained by mc-AFM (References 56 (solid blue circles) and 66 (solid 

blue triangles)), photoemission (red, Reference 67), and Hall voltage with electron transmission (violet 

diamonds, right y-axis, Reference 56).  Open symbols denote identical sequences. 

The similarity of the slopes within each panel of Figure 4.4, despite differing magnitudes 

of SP measured, implies that the dependence of SP on length is independent of the specific 

method used to measure it, provided there is electron transmission through the molecule.  More 

work will be required and a number of questions must still be addressed but the different length 

dependences in DNA and the peptides may provide a benchmark for theoretical/computational 

studies of a molecule’s CISS response.
[28]

  Some remaining experimental questions include: 

i) What is the range over which the correlation applies and does a maximum in spin polarization 

at a particular length manifest?  ii) If the length dependence is universal, what causes the 

difference in length dependence between the DNA and the peptides? 

2.0 2.2 2.4 2.6 2.8 3.0 3.2
0

10

20

30

40

50

60

70

0

10

20

30

40

50

60

70

Length/nm

||
%

 S
p

in
 P

o
la

ri
z
a

ti
o

n
||

||V
H
||/µ

V

5 10 15 20 25 30
0

20

40

60

80

100

0

20

40

60

80

100

Length/nm

||
%

 S
p

in
 P

o
la

ri
z
a

ti
o

n
||

||V
H
||/µ

V
a) b)



93 

4.2.4 Structural Contributions to Spin Polarization 

The conformation of the molecule through which the electrons travel can affect the CISS 

response also.  In a study by Göhler et al., single-stranded DNA (ssDNA) showed no detectible 

SP, whereas double-stranded (dsDNA) gave SP values of 10% to 57% depending upon the 

number of base pairs (see Table 4.3), indicating that the helical secondary structure of the DNA 

contributes significantly to the CISS response.
[67]

  In a similar vein, Zwang et al., showed that 

changing the DNA helix from the right-handed B-DNA structure to a left-handed Z-DNA, 

caused the preferential spin transport to switch from anti-parallel to parallel, respectively.
[70]

  

Analogous studies with peptide-nucleic acid (PNA) helices show a similar change in preferred 

SP when comparing left-handed M-PNA to right-handed P-PNA; see Table 4.5.
[71]

 

While right-handed helices of DNA (B-DNA) preferentially transmit electron spins 

oriented parallel to their velocity, PNA helices show the opposite preference,
[71]

 after accounting 

for difference in the terminus of the thiol linker.  Note that the magnitude of the SP for PNA is 

significant, even though the PNA is composed of achiral monomers.  Modification of the 

γ-carbon on the PNA backbone, which makes the monomer units chiral and produces a helix 

with a shorter pitch, leads to an increase in the overall spin polarization.  This observation 

suggests that point chirality and axial chirality can be synergistic. 

We explored the synergy between axial and point chirality for peptides.  A series of 

peptides with the same number of amino acid units, but different secondary structure content, 

were synthesized and their CISS response was investigated (Figure 4.5).  Peptide 1 N is a 

water-soluble sequence containing three helix-promoting Aib residues.  In peptides 2 N and 3 N, 

these Aib residues are substituted for Ala and Gly, respectively.  The result is a series of 

sequences of similar size and physical properties but altered folding propensity. 
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Table 4.5 Summary of spin polarizations for nucleic acids with differing helical structures.  All the molecules 

are attached to a gold surface by thiol linkers, via the 5’-end for the DNA and the C-terminus for 

Molecule 

Spin 

Polarization 

(%) 

Spin 

Polarization 

Alignment 

Method Reference 

B-DNA, 16bp, 5’ 21±4 Parallel  Electrochemistry 70 

Z-DNA, 16bp, 5’ -11±2 Anti-Parallel Electrochemistry 70 

B-DNA, 30bp, 5’ 36±5 Parallel Electrochemistry 70 

Z-DNA, 30bp, 5’ -19±4 Anti-Parallel Electrochemistry 70 

P-PNA, 20bp, C-terminus 12±4 Parallel Photoemission 71 

P-γ-PNA, 20bp, C-terminus 24±4 Parallel Photoemission 71
 

M-PNA, 20bp, C-terminus -7±4 Anti-parallel Photoemission 71
 

M-γ-PNA, 20bp, C-terminus -16±4 Anti-parallel Photoemission 71
 

 

Previously published CD measurements on these peptides in solution (Figure 4.5a) 

confirm they follow the expected trend in helical content, with peptide 1 N being the most helical 

(~19%) and peptide 3 N being the least helical (~3%).
[72]

  The spin filtering properties of the 

peptides were measured by mc-AFM using a magnetized CoCr tip and the average i-V curves for 

the SAMs of peptides 1 N (Figure 4.3b), 2 N (Figure 4.5b), and 3 N (Figure 4.5c) with electron 

momentum parallel (solid line) and anti-parallel (dashed line) to its velocity were measured.  The 

voltage bias dependence of the resulting SPs for all three peptides are reported in Figure 4.5d and 

illustrate that the SP increases with increasing peptide helicity.  Table 4.6 shows a summary of 

the SP and percent helicity for the peptide series alongside those for the related sequence 1 C 

from Figure 4.3.  The origins of the differing spin preference for the same handedness of a helix, 

observed in studies of nucleic acids, see Table 4.5, as well as the precise impact of the helix 

properties, and the strength of their impact on SP relative to point chirality are questions left for 

future studies. 
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Figure 4.5 a) Circular dichroism spectra of peptide 1 N (black), 2 N (violet), and 3 N (green), reprinted with 

permission from Reference 72.  Magnetic Conductive Probe-AFM data for Peptide 2 (b) and Peptide 3 (c) 

with the electron spin polarization oriented parallel (solid line) or anti-parallel (dashed line).  The percent 

spin polarization for each, calculated by Equation 4.1, is shown in Panel (d). 

Table 4.6 Spin polarizations for peptides of different helicity. 

Molecule 
Spin Polarization 

(%) 

Spin Polarization 

Alignment 

% Helicity
 

Peptide 1, N-terminus 44±7 Parallel 19% 
[72]

 

Peptide 1, C-terminus -32±3 Anti-Parallel 15% 

Peptide 2, N-terminus 29±9 Parallel 9% 
[72]

 

Peptide 3, N-terminus 6±14 Parallel 3% 
[72]
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4.3 Conclusions 

This work summarizes the different phenomena known to affect the CISS response in 

various chiral biomolecules starting from amino acids with a single stereocenter to more 

complex molecules like oligopeptides and DNA, which possess a chiral secondary structure. 

 The studies on amino acids illustrate that CISS manifests in systems with a single 

stereocenter and imply that the binding mode/geometry of the molecules at the substrate 

interface has an important effect on the spin polarization.  The spin preference of adsorbed 

amino acid films can change with the molecules’ ionization state and binding mode. 

 Secondary structure contributes strongly to an oligomeric molecule’s CISS response and can 

dominate over, or be synergistic with, the molecule’s primary structure for spin filtering.  

The situations in which each may dominate over the other have not yet been addressed.  

More generally, it will be interesting to assess how chirality can be incorporated on multiple 

length scales (hierarchical chirality) to improve the CISS response. 

 A consideration of the literature data suggest that the trend of increasing spin polarization 

with length of the chiral system persists through all the studies and that the length 

dependence is comparable across many experiments.  The data also show that the SP increase 

with length is significantly different for peptides and nucleic acids.  Given the robust nature 

of these comparisons, they may serve as a useful testing ground for theoretical/computational 

studies. 

 The dipole moment of a helical peptide relative to the direction of charge transport correlates 

with the sign of the spin polarization.  The effect of charge exchange between the molecule 

and the substrate has been shown to be significant and may affect both the sign and the 
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magnitude of the SP.  Future studies of non-uniform charge distributions or charge 

reorganization will be useful for a deeper understanding of their effect on the sign and 

magnitude of the CISS effect. 

While much progress has been made toward understanding the details of the CISS effect, 

numerous questions remain, primarily centered on its magnitude and the quantitative impact of a 

molecule’s structural components.  Addressing these questions is important for maximizing the 

CISS-response, and hence its applicability, in spintronics, photovoltaics, and enantioseparations. 

4.4 Materials and Methods 

4.4.1 Peptide Synthesis 

Peptides 1 N, 2 N, and 3 N were prepared as detailed previously,
[72]

 employing 

microwave-assisted Fmoc solid phase methods on NovaPEG Rink Amide resin for synthesis and 

preparative reverse-phase HPLC for purification.  Peptide 1 C was synthesized by microwave-

assisted solid-phase methods using a CEM MARS 5 microwave on cysteamine 2-chlorotrityl 

resin (0.05 mmol scale).  Resin was swelled in CH2Cl2 for 30 min, then washed with DMF prior 

to the start of the synthesis.  Coupling reactions were carried out by adding 0.1 M HCTU in 

NMP (0.20 mmol) to Fmoc-protected amino acid (0.20 mmol), followed by 

diisopropylethylamine (0.30 mmol).  After a 2 min preactivation, this solution was transferred to 

resin and the mixture heated to 90°C over a period of 1.5 min, followed by a 2 min hold at that 

temperature.  Coupling reactions for residues Aib
11

 and Ala
10

 employed PyAOP in place of 

HCTU.  Coupling reactions for residues Aib
6
, Ala

5
, Aib

2
, and Ala

1
 employed HATU in place of 
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HCTU.  Fmoc deprotection reactions were carried out by treating resin with 20% v/v 

4-methylpiperidine in DMF, heating the mixture to 90°C over a period of 2 min followed by a 2 

min hold at that temperature.  Resin was washed three times with DMF after each coupling cycle 

and each deprotection cycle.  The N-terminus was acetylated by treatment with 8:2:1 by volume 

DMF/diisopropylethylamine/acetic anhydride for 20 min at room temperature.  Peptide was 

cleaved from resin by treatment with 2 mL of 92.5/3/3/1.5 by volume trifluoracetic acid 

(TFA)/H2O/1,2-ethanedithiol/triisopropylsilane.  Following agitation for 4 hours at room 

temperature, resin was filtered and peptide precipitated by addition of cold ether.  The pellet was 

collected by centrifugation, dried under vacuum, and purified by preparative reverse-phase 

HPLC on a C18 column using gradients between 0.1% TFA in water and 0.1% TFA in 

acetonitrile.  Identity and purity of the final product was confirmed by MALDI-TOF MS and 

analytical reverse-phase HPLC, respectively. 

4.4.2 Circular Dichroism Spectroscopy 

Circular dichroism (CD) experiments for phosphoserine and L-NACME were carried out 

on a Jasco J-810 Spectropolarimeter.  CD spectra for phosphoserine were acquired from 

solutions of approximately 0.4 mM in pH 8 phosphate buffer and for L-NACME from a solution 

of approximately 0.25 mM concentration in ethanol.  Scans were acquired on the sample above 

in a 1 cm path length cuvette at room temperature from 200– 260 nm, 1 nm bandwidth, at a scan 

rate of 100 nm/min. Circular dichroism (CD) experiments for the peptides were carried out on an 

Olis DSM 17 spectrophotometer.  CD spectral data for peptides 1 N, 2 N, and 3 N were 

published previously and are reproduced here with permission.
[72]

  A spectrum of peptide 1 C 

was acquired under the same conditions.  Briefly, a stock solution of peptide was prepared in 
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water with concentration determined by UV absorbance (ɛ276=1450 cm
–1

 M
–1

 for the single Tyr).  

This was used to prepare a solution 50 μM peptide in 10 mM phosphate buffer pH 7.2.  A scan 

was acquired on the sample above in a 2 mm pathlength cuvette at 20°C from 200-260 nm with a 

1 nm increment, 2 nm bandwidth, and 5 sec integration time.  Fraction helicity for each peptide 

was estimated based on the molar ellipticity at 222 nm following known methods,
[73]

 with 

limiting values of 34000 and 0 deg cm
2
 dmol

–1
 res

–1
 for 100% and 0% helicity, respectively. 

4.4.3 Hall Device Preparation 

Hall effect devices were fabricated as reported previously.
[57]

  Prior to use, the devices 

were cleaned by boiling in acetone and twice in ethanol for at least 30 minutes, etched for 30 

seconds in 6 M HCl, rinsed with water and dried under argon stream.  The devices were then 

oxidized in UV/Ozone cleaner for 30 minutes and placed in ethanol for at least 30 minutes prior 

to incubation.  The devices were placed into a 30 mM Phosphoserine solution in pH 8 

Tris/EDTA buffer for 24 hours.  After incubation, the device was rinsed with water and dried 

under argon stream. 

In the case of L-NACME, 2 nm Ti and 5 nm Au were added to the active area of the 

device, as in Reference 56 and the device was cleaned by boiling in acetone and ethanol as 

above, rinsed in ethanol and water and dried under argon stream.  The devices were then 

oxidized in UV/Ozone cleaner for 2 minutes and placed in ethanol for at least 30 minutes prior to 

incubation.  The device was placed into a 5 mM L-NACME solution in ethanol for 24 hours.  

After incubation, the device was rinsed with ethanol and dried under argon stream. 

A cell of polydimethylsiloxane (PDMS) was placed over the device and cured at 45°C for 

16 hours. 
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4.4.4 Hall Measurements 

Measurements were conducted in 100 mM tetrabutylammonium hexafluorophosphate 

(TBA-PF6) electrolyte in acetonitrile.  Using a Keithley 2636 source measure unit, a constant 

current of 100 mA for Phosphoserine (50 mA for in the case of L-NACME) is applied between 

the Source and Drain while a polarizing ‘Gate’ voltage is applied perpendicular to both the 

Source-Drain current and the Hall voltage probes.  The voltage was electrically insulated from 

the solution by a ~0.18 mm thick glass slide.  The Hall Voltage is measured using a Keithley 

Nanovoltmeter 2182 A device.  The direction of the Source-Drain current was then reversed and 

the measurements repeated, to account for any asymmetry in the device. 

4.4.5 Magnetic Conductive Atomic Force Microscopy (mc-AFM) Measurements 

Prior to conductance measurements the AFM tip with CoCr coating 

(Bruker MESP V2, k=3 N/m) was magnetized for 15 min by placing it on a pole (North or 

South) of a 0.5 T magnet.  After magnetizing the AFM tip, the i-V traces were collected on a 

monolayer of a peptide immobilized on ultra-flat gold substrate in an argon atmosphere.  After 

each magnetization of the tip, the measurements were performed for no longer than 2 hours.  The 

loading force applied was 5 nN.  The i-V traces were collected in random spots on the surface for 

all the samples.  
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5.0 Water Electrolysis and Spin 

5.1 Past Studies 

The electrolysis of water is a reaction of interest for applications such as energy storage 

and hydrogen fuel cells.  The process is defined by the four half-reactions: the oxygen reduction 

reaction (ORR), the hydrogen oxidation reaction (HOR), the oxygen evolution reaction (OER), 

and the hydrogen evolution reaction (HER). 

ORR: 4H
+
 + O2 +2e

-
 → 2H2O 

OER: 2H2O → O2 + 4H
+
 +2e

-
 

HER: 2H
+
 +2e

-
 → H2 

HOR: H2 → 2H
+
 + 2e

-
 

OER and ORR have been shown to be ‘improved’ by the introduction of electron spin control 

which changes the preferred mechanism’s rate-determining step and inhibits the formation of by-

products.
[1-3]

  The improvement is inferred from changes in the reaction overpotential, the rate-

determining step of the mechanism, or the faradaic efficiency when efforts are made to spin 

polarize the electron current being injected into the working electrode (anode for OER and 

cathode for ORR).  These results are attributed to spin polarization of radical intermediates 

which promote the formation of the triplet ground state of O2. 

In recent work we studied chiral and racemic Fe-doped cobalt oxide electrocatalysts and 

compared their performance, as a way to assess the importance of electron spin filtering.
[3]

  

Using a rotating ring-disk electrode (RRDE), we measured the Faradaic efficiency for doped and 

undoped cobalt oxide; see Figure 5.1, top left.  The cobalt oxide catalyst was dropcast onto a 

glassy carbon disk electrode.  In the measurement, the potential at the disk was swept to promote 

OER.  The platinum ring electrode was held at a constant potential of 0.1 V vs RHE.  The 
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electrode is rotated so that the products of the reaction at the disk electrode are driven to the ring 

electrode, where oxygen is reduced back to water.  Thus the ratio of the current at the ring to that 

at the disk can be used to quantify the faradaic efficiency of the oxygen evolution reaction.  

Figure 5.1 shows a sample voltammogram for the undoped L-cobalt oxide in 1M NaOH (top 

right), and the equation for determining the ratio of chiral to achiral faradaic efficiency (bottom 

left).  In both the doped and undoped cases, the ratio of Faradaic efficiency for chiral 

electrocatalysts versus racemic ones is within error, e.g. ratio of 1, at high pH (1M NaOH); 

however, the chiral system shows increased efficiency at lower pH (0.1M sodium carbonate at 

pH 10 and 0.02M potassium phosphate at pH8 buffer solutions).  These data are plotted using a 

bar plot in Figure 5.1, bottom right.   
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Figure 5.1 Top Left: Diagram of RRDE cell and electrode.  Top Right: Sample voltammogram for OER at 

the disk (blue) and ORR at the ring (red).  Bottom Left: Equations for Faradaic Efficiency and the change 

between chiral and racemic catalysts.  Bottom Right: The enhancement in Faradaic efficiency for undoped 

(black) and 23% Fe-doped (purple) chiral catalysts, compared to their achiral analogs in 1M NaOH 

(horizontal dash) and in a 0.1M pH 10 sodium carbonate (dotted) and 0.02 M pH 8 potassium phosphate 

(cross hatched) buffer solutions.  The error bars represent the average across at least three independent 

electrode preparations.  Adapted from Reference 3. 

These findings are consistent with previous studies which indicate that the amount of 

peroxide that can be detected decreases with increasing pH.
[4]

  Hydrogen peroxide is not stable at 

high pH, chemically decomposing into O2.  At lower pH H2O2 is more stable, and a chiral 

electrocatalyst is found to proceed more efficiently than an achiral electrocatalyst as the pH 

decreases towards neutral.
[2]

  These data imply that the introduction of chirality to the 
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electrocatalyst makes the reaction more selective for the generation of oxygen over hydrogen 

peroxide.  This can be explained by the ground state of oxygen being a triplet state and the 

ground state of hydrogen peroxide being a singlet state.   

 

Figure 5.2  The relative energy levels of the reaction products for OER from the recombination of hydroxyls 

when the electron spins are aligned versus paired.  Reproduced from Reference 5. 

As indicated by the diagram in Figure 5.2, if electron spins are not aligned, the lowest 

energy product for the combination of hydroxyl groups is hydrogen peroxide.  Whereas if the 

spins are parallel, the formation of H2O2 is spin-forbidden, and the triplet ground state of O2 

becomes the lowest energy spin-allowed pathway. 

5.2 Hydrogen Evolution Reaction 

While the electronic ground state of diatomic oxygen is a triplet, the ground state of 

diatomic hydrogen is a singlet.  Extending the interpretation of spin effects for OER and ORR, 

we hypothesize that spin polarized electron currents can hinder the hydrogen evolution reaction.  

As HER competes with the reduction of CO2 and of N2, lowering their efficiency, the inhibition 

of HER could be used to improve the efficiency of these reactions.
[6,7]
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The mechanism of the Hydrogen Evolution Reaction (HER) on a metal catalyst is 

understood to proceed by one of two reaction mechanisms, dependent upon the catalyst and the 

solution conditions.
[8]

 

Volmer-Heyrovsky: 

Volmer: H3O
+
 + e

-
 + M → M-H + H2O 

Heyrovsky: M-H + H3O
+
 + e

-
 → H2 + H2O + M 

Volmer-Tafel: 

Volmer: H3O
+
 + e

-
 + M → M-H + H2O 

Tafel: 2M-H → H2 + 2M 

The reactions listed above are for an acidic solution and M-H denotes a hydrogen atom adsorbed 

to the electrocatalyst’s surface.  The mechanistic steps are the same in neutral or alkaline pH, 

only with hydroxide ions replacing the water molecules and water replacing the hydronium 

ions.
[9]

  Both mechanisms have the same first step, the Volmer step, in which a proton in solution 

is reduced at the catalyst surface and adsorbs as the species denoted M-H.  This adsorbed 

hydrogen can then combine with the reduction of a second proton from solution to form H2, via 

the Heyrovsky step, or it can react with another adsorbed hydrogen to form H2, via the Tafel 

step.  

In each mechanistic pathway, the adsorption of the hydronium ion (or water molecule, in 

the case of a more alkaline pH) to the catalyst surface must be the initial step.  The subsequent 

step can then be an electrochemical step, between the adsorbed hydrogen and a second 

hydronium ion (or water molecule) from solution, in the case of the Volmer-Heyrovsky pathway, 

or a chemical combination of two of the adsorbed hydrogen species, in the Volmer-Tafel 

pathway.  The rate-determining step of the HER mechanism, i.e. which of these two mechanisms 

is followed, is dependent on the catalyst choice.
[10]

 

Both the Volmer and Heyrovsky steps incorporate protons from the aqueous solution, 

which should have no spin preference, as they arise from achiral H3O
+
 or some other solvated 
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proton form.  However, the use of a chiral electrolyte should introduce a chiral bias at the 

interface; we ask whether it will polarize the electron spins being transferred from the electrolyte 

to the electrode surface and allow for the possibility of a spin-dependence in the Volmer or 

Heyrovsky steps.  If the H-radical intermediates on the electrode surface are spin polarized and 

the reaction follows the Heyrovsky mechanism, then the HER occurring by this mechanism 

should be inhibited, as the lowest lying triplet of H2 is not formed.   

If the Volmer-Tafel pathway is the preferred mechanism, one should be able to use a 

ferromagnetic film electrode and polarize the electron spins in the electrode to inhibit the HER.  

In the presence of a magnetic field, the spin states of the adsorbed M-H will be aligned.  Thus the 

M-H intermediates will be spin aligned, which should inhibit HER because the lowest energy H2 

triplet is unbound.  Thus H2 singlet state formation should be hindered by spin aligned 

intermediates which result from spin-polarized electrochemistry.  Because the Tafel step is 

believed to be rate-determining on palladium,
[10]

 it is most likely that the introduction of spin 

control from a magnetized electrode would impact the reaction in this case.   

We performed a series of rotating disk electrode (RDE) measurements on different metal 

catalysts (Pt, Ni, and Pd), each of which are expected to have a different rate-determining step 

for the mechanism.  The use of tartaric acid as a chiral electrolyte, as well as the magnetization 

of the working electrode, were used to affect the electron spin in the reaction.  To determine the 

impact of spin control, we examined the ‘onset’ potential required to achieve a current density of 

1 mA/cm
2
 (by geometric surface area) and the exchange current density, j0, as it is directly 

proportional to the rate constant.  Also, we used the Tafel slope for the reaction, which serves as 

an indicator for the ease of driving the reaction.  A Tafel analysis plots the applied voltage vs the 

decadic logarithm of the current, and the slope of this plot represents the potential required to 
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achieve an order of magnitude increase in current density.  Lastly, we use the transfer coefficient, 

α, which denotes the symmetry of the energy barrier.
[11]

 

5.2.1 Results and Discussion 

5.2.1.1 Platinum 

The use of a chiral electrolyte, such as tartaric acid, allows for the possibility of an 

electrolyte-mediated spin dependence in the reaction pathway.  HER at a platinum electrode is 

believed to proceed by a mechanism in which the Heyrovsky step is rate-determining.
[10]

  HER 

was performed at a Pt electrode for a series of pH’s of solutions of L-, D-, racemic-, and 

meso-tartaric acid.   

Figure 5.3a shows a sample voltammogram for D-tartaric acid at different rotation rates.  

The Tafel plots for the HER on Pt in alkaline pH, presented in Figure 5.3b, show no significant 

difference between the HER in enantiopure and racemic tartaric acid solutions.  Table 5.1 shows 

the onset potential, transfer coefficient (α), exchange current density (j0), and Tafel slope for 

HER on platinum in alkaline and neutral pH in the 50mM tartaric acid solution.  The onset 

potential is taken as the potential required to achieve a current density of 1mA/cm
2
.  In the 

presence of meso-tartaric acid, a slight hindrance of the HER is observed as a change in Tafel 

slope and in j0 at alkaline pH.  This is contrary to the proposed mechanistic spin dependence.  

However, at a neutral pH, a slight increase in j0 is observed for meso-tartaric acid, though the 

Tafel slope is still higher than for the homochiral or racemic tartrate.  Racemic tartaric acid 

exhibits no difference from the enantiopure electrolyte solutions. 
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Figure 5.3 a) HER Voltamograms in 50mM D-tartaric acid, with sufficent KOH to reach a pH≈13, on a Pt 

rotating disk electrode at 400, 900, 1600, 2500, and 3600 rpm (light to dark), taken at a scan rate of 10mV/s.  

Panel b) shows the Tafel plot for L- (blue), D- (red), meso- (green), and racemic (violet) tartaric acid.   

 

Table 5.1 Reaction parameters observed for HER on platinum in 50mM tartaric acid of different chiralities 

in KOH, at pH≈7 and 13. 

 

Onset Potential 

[mV]
a
 

Transfer 

Coefficient, α 
j
0
 [mA/cm

2

] 
Tafel Slope 

[mV/decade] 

 Neutral Basic Neutral Basic Neutral Basic Neutral Basic 

L-tartrate -270±20 -37±4 0.58±0.01 0.58±0.01 0.7±0.1 0.25±0.01 44±1 45±2 

D-tartrate -280±20 -37±7 0.55±0.01 0.63±0.01 0.7±0.1 0.20±0.01 47±1 40±3 

Rac-tartrate -270±20 -37±5 0.56±0.01 0.64±0.01 0.7±0.1 0.22±0.01 46±1 40±2 

m-tartrate -270±30 -42±9 0.47±0.01 0.48±0.03 0.9±0.1 0.086±0.004 55±1 56±1 

Literature ---
d
 ---

d
   0.48±0.03

b
  0.60±0.08

b
 ≈40c ≈40c 

a) Taken at 1 mA/cm
2
 geometric current density.  Potentials are referenced to the Reversible Hydrogen Electrode. 

b) Reference 12. 

c) Reference 9. 

d) Due to the lack of a singular definition
[13]

 for onset potential, no literature values are reported here. 

 

Similarly, at acidic pH only small differences between chiral tartaric acid and its achiral 

analog were observed, see Table 5.2.  Note that due to the solution pH being close to the pKas of 

tartaric acid, meso-tartaric acid was not studied as observed changes could not be attributed 

definitively to chirality as opposed to differences in protonation state of the tartrate.   
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Table 5.2 Reaction parameters observed for HER on platinum in 50mM tartaric acid of different chiralities.  

The tartaric acid solutions were titrated with  KOH to achieve a slightly acidic pH. 

 
Onset Potential 

[mV]
a
 

Transfer 

Coefficient, α 
j
0
 [mA/cm

2

] 
Tafel Slope 

[mV/decade] 

 
4.5 4.9 5.1 4.5 4.9 5.1 4.5 4.9 5.1 4.5 4.9 5.1 

L-tartrate -35±2 -57±1 -58±1 
0.6± 

0.01 

0.5± 

0.01 

0.5± 

0.01 

0.17± 

0.02 

0.33± 

0.03 

0.18± 

0.03 
-43±1 -49±1 -53±1 

Rac-

tartrate 
-32±2 -56±1 -57±1 

0.5± 

0.01 

0.5± 

0.01 

0.5± 

0.01 

0.25± 

0.03 

0.39± 

0.03 

0.28± 

0.03 
-49±1 -53±1 -50±1 

Literature ---d 0.54±0.02
c
 

1.0
b 

1.12
c
 

0.62±0.01
c
 

45
c 

a) Taken at 1 mA/cm
2
 geometric current density.  Potentials are referenced to the Reversible Hydrogen Electrode. 

b) In 0.1-1M H2SO4.  Reference 14. 

c) Values not reported with electrode area.  Reference 15. 

d) Due to the lack of a singular definition
[13]

 for onset potential, no literature values are reported here. 

 

As expected, when the Heyrovsky step is rate-determining, the electrolyte chirality does 

not affect the HER.  The spin states of the protons from solution are not controlled by chiral 

electrolyte, likely due to the abundance of hydronium (or hydroxide) ions inundating the reaction 

intermediates with randomized spin states.   

5.2.1.2 Nickel 

The Volmer adsorption step is believed to be rate determining for HER on a nickel 

surface.
[10]

  We used a Ni-coated magnet as the working electrode (the surface Ni coating 

is ≈7µm thick) in addition to the chiral electrolyte, with the idea that it will allow for the 

possibility of cooperative interaction of spin preferences.  If the chirality of the electrolyte in 

solution favors spins that are also favored by the direction of the nickel’s magnetic orientation, 

then a cooperative effect should increase the propensity of the controlled spins to affect the HER.  

Figure 5.4 presents sample voltammograms (Figure 5.4a) and Tafel plots (Figure 5.4b).  Table 

5.3 summarizes the reaction parameters for different magnetization directions and chiralities.  
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Due to the propensity for Nickel to oxidize in aqueous solutions, the literature is sparse and 

disparate (see Table 5.3).   

The change in magnetic field does not show a significant difference in the reaction’s 

kinetic parameters in an L-tartaric acid electrolyte.  Nor was there any evidence of a change in 

the reaction mechanism when the enantiopure electrolyte was replaced with racemic tartaric acid.   

 

Figure 5.4 a) HER Voltamograms in a D-tartaric acid solution on the nickel surface of a NdFeB magnet 

rotating disk electrode at 900, 1600, and 3600 rpm (light to dark), taken at a scan rate of 10mV/s.  Panel b) 

shows the Tafel plot for HER in an L-tartaric acid solution (blue) with the North (filled circles) and South 

(hollow circles) poles of the magnet as the working electrode, and for racemic tartaric acid at the North 

pole (violet). 
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Table 5.3 Reaction parameters observed for HER on a nickel magnet in 50mM tartaric acid of different 

chiralities in KOH, at mildly acidic pH. 

 

 
Onset Potential 

[mV]
a
 

Transfer 

Coefficient, α 
j
0
 [mA/cm

2

] 
Tafel Slope 

[mV/decade] 

 
North South North South North South North South 

pH 4.3, 

L-tartrate 

-360± 

20 

-350± 

10 

0.30± 

0.01 

0.30± 

0.01 
2.0±0.1  -209±2 -207±2 

pH 4.3, 

Rac-tartrate 

-340± 

10 
--- 

0.30± 

0.01 
--- 1.9±0.1 --- -215±2 --- 

Literature ---
d
 ≈0.5

e
 5.8±0.8

b
 ≈121-142c 

a)Taken at 1 mA/cm
2
 geometric current density.  Potentials are referenced to the Reversible Hydrogen Electrode. 

b)Reference 14. 

c)In 1M NaOH.  Reference 9. 

d) Due to the lack of a singular definition
[13]

 for onset potential, no literature values are reported here. 

e) Reference 10. 

 

For HER on nickel, the spin states of the reactants come from the solvent, and so, as with 

the platinum electrode, possess randomized spins.  As the Volmer step is rate-determining, this 

will preclude significant kinetic changes for the HER, despite the aligned spin states on the 

magnetic electrode.   

5.2.1.3 Palladium 

For palladium-catalyzed HER, the Tafel step controls the reaction rate.
[10]

  We 

hypothesize that since the Tafel step comprises two adsorbed hydrogen atoms combining to form 

diatomic hydrogen, whose ground state is a singlet, that this combination is hindered if the 

electron spins are aligned by the application of a magnetic field.  Figure 5.5a shows the structure 

of the Palladium electrodes, see Methods for more details.  Sample voltammograms and Tafel 

plots are shown in Figure 5.5b and c, respectively.  While there is no evident change in reaction 

onset nor Tafel slope, the shift in x-intercept of the Tafel plot denotes a change in exchange 

current density with and without a magnetic field.   



116 

 

Figure 5.5 Panel a) shows the construction of the magnetized Pd electrode with the North magnetization.  

100nm Pd was evaporated onto a copper disk and subsequently adhered to a Nd magnet with Ag Epoxy.  In 

the case of no magnetic field, the magnet is replaced with a Cu disk.  Panel b) shows HER Voltamograms in 

0.5M H2SO4 on a Pd rotating disk electrode at 400, 900, 1600, 2500, and 3600 rpm (light to dark), taken at a 

scan rate of 10mV/s.  Panel b) shows the Tafel plot for Pd with (solid) and without (hollow) an applied 

magnetic field. 

Table 5.4 shows the onset potential, transfer coefficient (α), exchange current density (j0), 

and Tafel slope for HER on Pd with and without a magnetic field.  The introduction of a 

magnetic field to the working electrode does not produce significant changes in the onset 

potential, transfer coefficient, or Tafel slope (i.e. the rate-determining step) for HER.  However, 

there is evidence of a shift in j0 by three to four times, indicating a possible change in the rate 

constant. 
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Table 5.4 Reaction parameters and standard deviations measured for HER on Pd with and without the 

presence of a magnetic field.  Standard deviations are across at least three different electrodes.   

 
Onset Potential

 

[mV]
a
 

Transfer 

Coefficient, α 
j0 [mA/cm

2
] 

Tafel Slope 

[mV/decade] 

0mT -380±20 0.20±0.01 0.04±0.03 -135±5 

80mT -400±50 0.20±0.01 0.14±0.03 -128±6 

Literature ---
f
 --- 

  3.0±0.6
b
 

  0.9±0.4
c
 

-121
d
 

-127±8
b
 

-100
e
 

a) Taken at 1 mA/cm
2
 geometric current density.  Potentials are referenced to the Reversible Hydrogen Electrode. 

b) In 0.1M HClO4 at 40°C.  Reference 12. 

c) In 0.1-1M H2SO4.  Reference 14. 

d) Reference 16. 

e) In H2SO4.  Reference 15. 

f) Due to the lack of a singular definition
[13]

 for onset potential, no literature values are reported here. 

The use of Pd under an applied magnetic field as a catalyst for HER shows a slight 

increase in the exchange current density, suggesting that the magnetic field improves the reaction 

rate for HER, contrary to the hypothesis.  However, HER on palladium is not as straightforward 

as on other catalysts, given the tendency for hydrogen to intercalate into the Pd lattice
[10]

, leading 

to the rather disparate literature values.  Future studies with a stronger magnetic field would also 

be of importance to better confirm what, if any, effect it has on the hydrogen evolution reaction.  

In this study, the Palladium was evaporated onto a copper disk to facilitate a robust electrode 

surface.  However, coating Pd directly onto the magnet’s surface, or utilizing a Pd-coated or Pd-

based permanent magnet would yield a more direct effect on the electron spin of the catalyst 

electrode, as well as an increased magnetic field strength.   

5.3 Conclusions 

Although the oxygen evolution reaction has been shown to be dependent upon controlled 

spins, the preliminary studies presented here do not display a clear spin effect for the hydrogen 
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evolution reaction.  We examined a series of metal electrocatalysts for HER, each of which 

should display a different mechanistic pathway, and affected the electron spins through the 

introduction of electrolyte chirality or of magnetization of the working electrode.  Some 

differences in the reaction kinetics are noted, however no change in the mechanistic pathways is 

evident.  Given the numerous mechanistic pathways for HER, these data do not preclude the 

possibility that, under some reaction conditions, controlling spin in the reaction could affect the 

efficiency of the HER. 

5.4 Methods 

5.4.1 Electrode preparation 

Platinum electrodes (ALS Co., RDE Platinum disk electrode) were polished to mirror 

finish using 0.05µm diameter Alumina slurry (Electron Microscopy Sciences).  For nickel and 

palladium, custom disk electrodes were used in a disk replaceable electrode (ALS Co.). 

For the measurements on nickel, a cylindrical NdFeB magnet coated with Ni-Cu-Ni 

(K&J Magnetics, D0505) was polished lightly, so as not to strip the coating, as evidenced by a 

marked color change when the underlying copper layer becomes exposed. 

For the preparation of pallidum electrodes, copper disks were polished to mirror finish 

using 0.05µm diameter Alumina slurry.  Then the disks were placed in a Plassys Electron Beam 

Evaporator (MEB550S).  The samples were further cleaned for 3 minutes using Ar RIE at 

250mV and a 100nm film of Pd was evaporated onto the surface.  A Neodymium magnet 

(McMaster-Carr) was attached to the rear of the Pd/Cu electrode with Ag Epoxy (Chemtronics 
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CW2400) and allowed to cure at room temperature for ≈18 hours.  The strength of the magnetic 

field at the electrode surface was approximately 80mT as measured by a Gauss Meter (PCE-

MFM 3000).  For measurements with no magnetic field, a copper disk was attached in lieu of the 

magnet. 

5.4.2 Electrochemical measurements 

Rotating disk electrode measurements were conducted using an RDE (ALS Co., 

RRDE-3A).  The reference electrode was Ag/AgCl in 3 M KCl (CH Instruments) and the counter 

electrode was a Pt wire.  A CHI 750c bipotentiostat was used for all electrochemical 

measurements. 

For high pH measurements, potassium hydroxide was added to 50mM tartaric acid until 

the desired pH was reached.  Measurements on palladium were conducted in 0.5M H2SO4.  In all 

cases, the solution was purged with Ar for 15 minutes.   

Prior to RDE measurements, the surface was cleaned electrochemically via the oxidation 

and subsequent reduction of the metal surface, ensuring a fresh metal surface.  For hydrogen 

evolution, the potential was swept from -0.07 to -0.5 V vs RHE at a scan rate of 10 mV/s and 

rotation rates of 400, 900, 1600, 2500, and 3600rpm.    
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6.0 Concluding Remarks 

This work has explored electron charge and spin transport in chiral systems, with an 

emphasis on biomolecules and their fundamental relation to chirality.  Advancement in the fields 

of molecular electronics and the applications of the CISS effect are contingent upon the 

understanding and tractability of charge transport pathways as well as its impact on the electron 

spin transport.  The projects described here have explored the molecular conductance through 

nucleic acids as a foundation for furthering the field of molecular electronics and also 

investigated the importance of spin control on charge transport, chemical reactions, and 

electrochemical reactions involving biomolecules.   

Chapter 2 discussed a study of the single molecule conductance of nucleic acids and the 

impact of introducing a gap, or ‘nick’, in the backbone structure.  The data show that the 

inclusion of a ‘nick’ in the nucleic acid backbone results in molecules with similar average 

conductance to that of non-nicked systems.  However, statistical analyses reveal a greater 

variability in the conductance values when the backbone structure is interrupted.  The 

examination of DNA/PNA heteroduplexes revealed that an increase in the fraction of PNA in the 

backbone of the heteroduplex resulted in higher conductance values and that the variability in the 

junction is lower than that for the corresponding homoduplex.  Thus we expect that 

supramolecular assemblies of ‘nicked’ nucleic acids maintain the conductance of the larger 

strands, but with a slight increase in variability, suggesting that assemblies of nucleic acids can 

support complex functions.  To realize the goals to which this work builds, future work should 

explore alternate backbone structures which demonstrate similar Watson-Crick basepair 
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hybridization but facilitate improved basepair coupling, given the significant improvement in 

conductivity for PNA (Peptide Nucleic Acid) over the typical DNA backbone.   

Chapter 3 expanded on the conductance through nucleic acids by examining the impact 

of the basepair sequence, specifically, the structure comprising a series of adjacent guanine 

bases, GnCn, or ‘G-blocks’.  It was seen that PNA is ≈30 times higher conductance than the 

analogous DNA.  However, the conductance oscillations with length are diminished, elucidating 

the interplay between resonant and non-resonant charge carrier transport mechanisms.  

Theoretical analyses point towards the primary differences in conductance between DNA and 

PNA duplexes arising from the molecule-electrode interactions and in the strength of the 

cross-strand coupling.  It was concluded that the greater cross-strand coupling in PNA allows for 

more delocalization across the G-blocks, allowing more pathways for charge transport and 

consequently higher conductivity.  Future work towards increasing the conductance of nucleic 

acids should explore the effects of nonstandard basepairs on the conductivity of nucleic acids, 

with a focus on those that display strong π-π stacking and electronic coupling, particularly at the 

cross-strand.  Because the choice of linker group and material-type for the macroscopic electrode 

was shown to be important, a linker group which facilitates strong electronic coupling to the 

basepair sequence would be ideal for maximizing the conductivity of nucleic acids as molecular 

wires.  Based on our findings, the macroscopic electrode or wire would ideally have a Fermi 

level near the HOMO levels of the linker group and basepair sequence, in order to facilitate 

efficient charge transport.   

Chapter 4 presented new data for the chiral induced spin selectivity effect, and 

incorporated it with the literature to summarize the different phenomena which are known to 

affect the CISS response.  The discrepancies between measurement techniques and nomenclature 
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were examined and a unified terminology was defined.  The impact of length, molecular dipole 

moment, the molecule-substrate interaction, and the secondary structure on the sign and 

magnitude of the spin polarization, SP, was examined.  It was observed that, when referenced to 

the relative directions of an electron’s velocity and its intrinsic angular momentum (spin) vector, 

the sign of the spin polarization is dependent upon the dipole moment of the molecule as well as 

the interfacial dipole moment between the molecule and a substrate.  Further, the increase in SP 

with respect to length for peptides, and for nucleic acids, persists across experimental techniques, 

despite different reported values for the asymmetry.  Further work to delineate the 

structure-property relations which engender the CISS effect is also required to realize the dream 

of CISS-based spintronics.  The finding that the magnitude of the spin-filtered current flowing 

through the entirety of a chiral molecule is significantly different from that where the spin 

polarization results from charge polarization, with no net current flow, implies that the spin 

polarization depends on the local geometry of the electric field of the chiral system.  Based on 

this work, the spin polarization due to the CISS response is suspected to be related to the cross 

product of the electric field setup by a chiral molecule and the charge flowing through it.  To test 

this hypothesis, the correlation of 3D models of the electric field setup by a chiral molecule with 

empirical measurements of the spin polarization due to the CISS effect should be examined. 

Chapter 5 presented ongoing work on the impact of controlling spin in electrochemical 

reactions, specifically the hydrogen evolution reaction (HER) portion of water electrolysis on 

different metal catalysts.  While the mechanistic pathway for HER was not observed to change 

upon the introduction of a magnetic field, the data does not preclude the possibility of more 

subtle effects of spin on the reaction or of other catalysts facilitating a spin dependent reaction 

pathway. 
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The work presented in this dissertation has explored the pathways of charge transport as a 

foundation for molecular electronics utilizing nucleic acid chains.  Control of the backbone and 

of the basepair sequence should facilitate the tailoring of the nucleic acid strands towards desired 

properties.  This work also explored the structure-property relations of the CISS effect in 

biomolecules.  A standardized nomenclature for reporting the orientation and magnitude of the 

CISS effect was established in order to better facilitate the development of a unified model 

which can predict not only which properties determine the preferred spin for a given chiral 

system, but also the magnitude of the spin selectivity exhibited.  Finally, the potential 

applications of spin-controlled electrolysis for controlling water electrolysis pathways were 

examined with regards to the hydrogen evolution reaction.  Progress in molecular electronics and 

applications of the CISS effect will utilize the foundation established in this dissertation to 

advance the feasibility of complex molecular circuits and the understanding of the fundamental 

properties which engender the CISS effect. 
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Appendix A Supporting Information for Chapter 2 

Appendix A.1 Nucleic Acid Sequences  

The sequences for the nucleic acid oligomers which were studied are listed in Table A.1.  

Note that a (CH2)3SH linker group was used for the strands involved in the conductance 

measurements to bind the duplexes to the electrodes.  The strands used for the fluorescence 

measurements have pyrene modifications (indicated by “pyr”) and these oligomers do not have 

thiol modifications.   

Table A.1 Sequence of oligonucleotides
a
 

 PNA Sequences 

P1 H-CGTACAAACTTAGACACCAG Lys3-(CH2)3SH 

P2 H-CTGGTGTCTAAGTTTGTACG Lys3-(CH2)3SH 
P2a 

P2a(p) 

PT-PNA 

H- AGTTTGTACG Lys-(CH2)3SH 
H- AGTTTGTACG Lys(pyr)Lys-NH 
Ac-AGTTTGTACG-(CH2)3SH 

P2b 

P2b(p) 

H-Lys-CTGGTGTCTA-NH2 
H-Lys-Lys(pyr)CTGGTGTCTA-NH2 

 DNA Sequences 

D1 

D2 

CGTACAAACTTAGACACCAG-(CH2)3SH 
CTGGTGTCTAAGTTTGTACG-(CH2)3SH 

D1(2p) (pyr)CGTACAAACTTAGACACCAG(pyr) 

D2a 

D2a(p) 

D2b 

D2b(p) 

AGTTTGTACG-(CH2)3SH 
AGTTTGTACG(pyr) 
CTGGTGTCTA 
(pyr)CTGGTGTCTA 

a) (p) = one terminal pyrene; (2p) = two terminal pyrenes; PT = propylthiol 
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Appendix A.2 Materials and Methods 

Appendix A.2.1 Synthesis of PNA Oligomers 

The PNA oligomers were synthesized on 10% L-lysine-downloaded MBHA resin 

(0.45 meq. NH2/g, Peptides International).  The oligomers were cleaved from the resin using a 

mixture containing m-cresol/thioanisole/TFA/TFMSA (150/150/900/300 μL per 100 mg of 

resin).  The crude mixture was eluted and precipitated with diethyl ether, dissolved in water, and 

purified by reversed-phase HPLC using a C18 silica column.  All oligomers were characterized 

by MALDI-ToF mass spectrometry (Table A.2) on an Applied Biosystems Voyager 

Biospectrometry Workstation using α-cyano-4-hydroxycinnamic acid matrix (10 mg/mL in 1:1 

water/acetonitrile, 0.1% TFA). 

Appendix A.2.2 Attachment of Pyrene to the C-End Of PNA 

Pyrene can be used as a fluorescent marker that makes it possible to measure the 

distances between, or within biomolecules.  Pyrene can be inserted in PNA oligomers either as 

part of a PNA monomer, or as a side chain of an amino acid.
[1,2]

  In this study, pyrene was 

coupled to the side chain of a C- or N-terminal lysine. 

Attachment of the pyrene moiety to the C-end of PNA was carried out using a combined 

Fmoc/Boc strategy.  First, the MBHA resin was downloaded with Boc-Lys(2-Cl-Z)-OH, 

followed by the removal of the Boc group (95% TFA: 5% m-cresol) and the addition of Fmoc-

Lys(Boc)-OH.  Then, the Boc protection of the side-chain was removed (95% TFA: 5% m-

cresol) and 1-pyreneacetic acid was coupled to the free NH2 group in the presence of HBTU and 
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DIPEA.  After capping with 5% acetic anhydride and 6% lutidine in DMF, the Fmoc group from 

the N-terminus of lysine was removed using 20% piperidine in DMF; the solid-phase synthesis 

was continued applying the Boc protection strategy. 

Appendix A.2.3 Attachment of Pyrene to the N-end of PNA 

Fmoc-Lys(Boc)-OH was added to the growing oligomer after the last PNA monomer.  

The Boc group of this terminal lysine was removed using a mixture of 95% TFA : 5% m-cresol, 

followed by the HBTU/DIPEA activated coupling of 1-pyreneacetic acid.  Then, the Fmoc group 

was removed with 20% piperidine in DMF, and the cleavage of the PNA oligomer was carried 

out using the mixture consisting of m-cresol/thioanisole/TFA/TFMSA (150/150/900/300 μL per 

100 mg of resin). 

Table A.2 Oligomer Sequences and MALDI MS Data 

Oligomer Oligomer sequence N to C 
Calc. 

MW 

Obs. 

MW 

P1  H-CGTACAAACTTAGACACCAG Lys3-(CH2)3SH  5783.55  5782.34  

P2  H-CTGGTGTCTAAGTTTGTACG Lys3-(CH2)3SH  5858.83  5859.84  

P2a  H-AGTTTGTACG Lys-(CH2)3SH  2885.85  2886.86  

P2a(p)  H-AGTTTGTACG Lys(pyr)Lys-NH2 3257.03  3257.15  

PT-PNA  Ac-AGTTTGTACG-(CH2)3SH  2874.67  2875.25  

P2b  H-Lys-CTGGTGTCTA-NH2  2861.83  2861.13  

P2b(p)  H-Lys Lys(pyr) CTGGTGTCTA-NH2  3233.29  3233.14  

 

Appendix A.2.4 Thermal Stability 

UV melting curves were recorded in the temperature range 5°C to 95°C.  The rate of both 

cooling and heating was 1°C/min.  Prior to the measurement of the melting profiles, the solutions 
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were kept at 95°C for 20 min.  The melting temperature, Tm, was taken at the inflection point of 

the Boltzmann sigmoidal fit function, which assumes a two-state model. 

Table A.3 Summary of Thermal Stabilities for DNA/DNA and PNA/PNA Homo-duplexes(Tm[°C]), and 

DNA/PNA Hetero-duplexes(Tm[°C]) 

Homo-DNA duplex Tm[°C] Homo- 

PNA/PNA 

Duplex 

Tm[°C] Hetero- DNA/PNA 

Duplex 

Tm[°C] 

D1(2p)D2a(p)D2b(p) 30 P1P2 >90 P1P2aD2b 68 

D1(2p)D2a(p) 25   D1(2p)P2a(p)P2b(p) 66 

D1(2p)D2b(p) 31   D1(2p)P2a(gRH)P2b(p) 73 

    D1(2p)P2a(p) 65 

    D1(2p)P2b(p) 66 
Tm are known within 2°C.  Tm were obtained from the curve-fitting data or estimated from the first derivative of 

the melting curves.  The Tm values are an average of at least two experiments. 

 

Figure A.1 shows melting curves for the full and nicked versions of the DNA/DNA and 

DNA/PNA duplexes.  The effect of the nick is demonstrated by a shift in the melting temperature 

to smaller values for the nicked versions of the duplexes.   

 

Figure A.1 (A) The melting curves for the full DNA and nicked DNA. (B) The melting curves for the full 

DNA/PNA and nicked DNA/PNA. 
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Appendix A.3 Chirality of the nicked homo-and heteroduplexes 

The handedness of the nicked PNA/PNA:DNA and DNA duplexes was determined by 

circular dichroism (CD) spectroscopy.  Figure A.2 shows the CD spectra for both duplexes.  

While the spectra show exciton coupling patterns consistent with literature findings for DNA and 

DNA/PNA duplexes,
[5]

 the CD responses are markedly different for the nicked nucleic acid 

duplexes.  The spectrum for the PNA/PNA:DNA heteroduplex has an additional point of 

inflection compared to the spectrum for the nicked DNA duplex, resulting in an additional 

negative peak in the spectrum at ~ 290 nm. 

 

Figure A.2 CD spectra of nicked PNA/PNA:DNA and DNA duplexes. Samples containing stoichiometric 

amounts of oligonucleotides at 3 µM strand concentration were prepared in 10 mM sodium phosphate buffer. 
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Appendix A.4 Fluorescence Studies 

Excitation and emission spectra were obtained using a Cary Eclipse fluorimeter.  

Emission spectra were recorded with 0.2 ms delay time and 5 ms gate time in the range 

350-600 nm with selective irradiation at 345 nm (λex= 345 nm). 

Appendix A.5 Conductance Measurements 

Appendix A.5.1 Equipment 

All conductance measurements were performed using an Agilent 5500 Scanning Probe 

Microscope system with a Stanford Research Systems DS345 function generator.  Experiments 

were performed in an environmental chamber housed in an acoustically isolated Faraday cage.  

The Faraday cage was mounted on an anti-vibrational table (Table Stable).  The current was 

collected using a 10 nA/V preamplifier. 

Appendix A.5.2 Nucleic Acid Duplexes 

DNA oligomers were purchased from Integrated DNA Technologies and the PNA strands 

were synthesized following procedures detailed above.  Hybridization of the strands was 

achieved by heating solutions containing 20 μM of each nucleic acid strand in pH=7.0 

Tris-EDTA buffer to 95°C for 10 minutes and allowing them to cool to room temperature over 

several hours.  The characterization of the nicked duplexes was performed as detailed above. 
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Appendix A.5.3 Substrate Fabrication 

The gold substrates were fabricated using the template-stripping technique.
[6]

  A 100 nm 

Au film was evaporated onto freshly-cleaved mica sheets using an AJA ATC-T Series Thermal 

Evaporation System.  Glass slips (10 mm x 25 mm) were cleaned in a piranha solution and 

affixed to the gold surface using an epoxy resin (Epo-Tek).  Prior to each experiment, a glass slip 

was peeled from the mica sheet, and the gold film was transferred to the glass slip. 

Appendix A.5.4 Substrate Preparation 

50 μL of the hybridized nucleic acid solution was deposited on the gold surface for 10 

seconds to allow for a diffuse monolayer to form via the thiol linkers.  The substrates were then 

washed with water, washed with ethanol, and dried under a stream of inert gas. 

Appendix A.5.5 Conductance Measurements 

All conductance measurements were performed using freshly cut gold wire (0.25 mm, 

99.95%, Alfa Aesar).  The prepared substrates were immersed in a mesitylene solution in an inert 

atmosphere.  The current-distance characteristics were monitored between 0.09 nA and 100 nA 

with current below 0.09 nA attributed to the solvent and removed. 
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Appendix A.5.6 Data Analysis 

Thousands of current-distance trajectories were collected for each duplex.  Data sets were 

manually filtered to remove trajectories without molecular junctions.  The procedure for fitting 

the trajectories is detailed in Reference 7  The resulting conductance histograms were fit using 

Gaussian functions, as shown in Figure A.3. 

 

Figure A.3 The conductance histograms for the full and nicked versions of the DNA/DNA and DNA/PNA 

duplexes. The Gaussian fits are shown as overlaid black curves. 

Appendix A.5.7 Thiol Location Control 

To exclude any effect of the thiol location on a backbone in the nicked PNA/PNA:DNA 

heteroduplex, a control was performed in which the nicked PNA/PNA:DNA heteroduplex was 

measured with the thiol linker on the DNA 10-mer rather than on the PNA 10-mer.  In these 

duplexes, the base stack remains composed of the same strands; however, the identity of the 
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strand with the second thiol linker is DNA in one case and PNA in the other.  Conductance 

histograms are shown in Figure A.4 for both nicked heteroduplexes. 

 

Figure A.4 Conductance histograms for the nicked PNA/PNA:DNA heteroduplex with the thiol linker on the 

DNA 10-mer (black), and with the thiol linker on the PNA 10-mer (blue). 

The results of this control experiment showed equivalent high-mode conductances for both 

duplexes.  This suggests that the location of the thiol, whether on a DNA strand or a PNA strand, 

does not affect the molecular conductance.  This supports the conclusion that charge moves 

through the base stack, as the base stack composition is the same for both duplexes.
[8] 

Appendix A.5.8 Serial Correlation 

In an attempt to distinguish the behavior of the molecular junctions for each duplex, 

serial correlation analyses were employed for the conductance measurements.
[9]

  The serial 

correlation is defined as: 

𝒓𝒌 =

𝟏
𝑵 − 𝟏

∑ (𝑮𝒏 − �̅�)(𝑮𝒏+𝒌 − �̅�)𝑵−𝒌
𝒏=𝟏

𝒄𝟎
  

 

 

Equation A.1
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where n and k index periods in the trajectory, 𝐺 is the conductance for a given period, �̅� is the 

average conductance, and  0 is the variance of the conductance of the trajectory. 

Correlation analyses utilizing the STM-BJ technique display a rapid decay as the 

movement of the STM tip drives an eventual breakdown of the junction.
[10-12]

  The calculated 

serial correlation values are indistinguishable between the duplexes because of the rapid loss of 

correlation.  This behavior is attributed to the multiple conductance modes that are probed in the 

frozen junction technique.
[13,14]

  Therefore, a statistical analysis of the conductance value fitted 

for each current response period was performed to compare the full duplexes to their nicked 

analogues for stabilized molecular junctions.
[15]

  Utilizing custom Matlab scripts, periods of the 

current response that have a current greater than the solvent threshold are assumed to arise from 

molecular junctions and are separated from the full current-time, I(t), trajectory (see Figure A.5). 

The set of periods containing molecular junctions was concatenated for correlation analysis. 
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Figure A.5 A current-time, I(t), trajectory showing the method of solvent removal and period concatenation. 

The set-point of the conductance measurements is shown as a red, dashed line. The red, shaded region depicts 

the periods of the current response that are within the solvent threshold and are filtered out of the correlation 

analysis. 

The serial correlation (the correlation of the conductance in the n
th

 period of a trajectory 

with that in the (n – k)
th

 period) is calculated for the full and nicked duplexes and shown in 

Figure A.6 for the frozen junction technique.  Despite creating stabilized molecular junctions, 

serial correlation analyses did not show distinguishable decay characteristics between the set of 

duplexes.  Correlation analyses were subsequently directed to the initial periods of the STM-BJ 

measurements to ensure a comparison within a similar range of current values (see Figure 2.5). 
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Figure A.6 Serial correlation is shown for the full and nicked versions of the DNA/DNA and DNA/PNA 

duplexes using the ‘frozen junction’ method. 

Appendix A.5.9 DNA Conductance Comparison 

The conductance data presented in Figure A.7 are shown versus the total number of base 

pairs.  Inclusion of the G/C base pairs in the length count eliminates the exponential dependence 

demonstrated in Figure 2.7, in which only the number of A/T pairs are used as a metric for the 

tunneling length. 
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Figure A.7 Conductance values for DNA duplexes as a function of the total number of base pairs of the 

duplex measured by various methods.  In the conductance measurements, the DNA was attached to the 

surface by three-carbon (C3) thiol linkers.  Squares identify the conductance measured by the scanning 

tunneling microscope break junction method.  Triangles identify values measured by atomic force 

microscopy conductance utilizing a gold nanoparticle.  The dashed line indicates the best fit function shown 

in Figure 2.7; and the shaded region shows a 95% confidence interval for the best fit. 
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Appendix B Supporting Information for Chapter 3 

Appendix B.1 Sample Preparation 

Appendix B.1.1 PNA Synthesis 

The PNA materials prepared were N-to-C: (Dap-T)GnCnA for n = 3-7; and 

ACnGn(Dap-T) n = 3. 

All reagents were purchased from commercial suppliers and used as received.  Boc/Z and 

Fmoc/Bhoc PNA monomers were purchased from PolyOrg Inc. and ASM Research Chemicals 

and used without further purification.  The acetic acid form of the thymine 5-C2 amino linker 

(T(C2-NH2) acetic acid) was synthesized using a modified published procedure described in 

Reference 1.
 
 The thymine 5-C2 amino linker was connected to the PNA oligomer through 2,3-

diaminopropionic acid (DAP); the T(C2-NH2) acetic acid was coupled to the side chain of the 

Dap.  We used Boc-Dap(Fmoc)-OH (Sigma-Aldrich) at the N-end of the PNA and Fmoc-

Dap(Mtt)-OH (Acrotein ChemBio) at the C-end.  The PNA oligomers were prepared by solid 

phase synthesis using standard Fmoc procedures.
[2]

  The PNAs that contained the T linker at the 

N-end were synthesized as described in Reference 1. 

The PNA AC3G3(Dap-T) that contained the T linker at the C-end was synthesized on 

Rink-Amide MBHA Resin (200-400 mesh, 0.3 milli-equivalent/g) acquired from Chem-Impex.  

The synthesis began with downloading the resin with Fmoc-Dap(Mtt)-OH, followed by the 
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deprotection of the Mtt group using DCM/TFA/TIS 94:1:5 (v/v) 3x10 minutes and by coupling 

of the thymine 5-C2 linker.  The synthesis continued with the addition of the G, C, and A 

monomers.  The PNA oligomer AC3G3(Dap-T) was cleaved from the resin using 

TFA/DCM/triisopropylsilane (10:85:5) for 30 min. Attempts to synthesize by the same 

procedure PNAs ACnGn(Dap-T) where n = 4-7 were unsuccessful.  An attempt to attach the T 

linker to DAP after the G, C, and A monomers were coupled was also unsuccessful. 

PNA strands were purified by reverse-phase HPLC using a C18 column (5 µm; 

19 × 100 mm; Waters Corporation, Milford, MA) and were subsequently lyophilized for long-

term storage.  Characterization of the oligomers was performed by MALDI-TOF on an Applied 

Biosystems Voyager Biospectrometry Workstation using R-cyano-4-hydroxycinnamic acid 

matrix (10 mg/mL in 1:1 water/acetonitrile, 0.1% TFA).  The purified PNAs were dissolved in 

nano-pure water and used in the preparation of surfaces for STM-BJ. 

C-end T linker* 

AC3G3(Dap-T) m/z[M+H]+ calcd/obsvd 2270/2270 

N-end T linker* 

(Dap-T)C3G3-A m/z[M+H]+ calcd/obsvd 2270/2271 

(Dap-T)C4G4-A m/z[M+H]+ calcd/obsvd 2812/2813 

(Dap-T)C6G6-A m/z[M+H]+ calcd/obsvd 3897/3896 

(Dap-T)C7G7-A m/z[M+H]+ calcd/obsvd 4439/4430 

Sequences are written N-to-C 

 

We could not measure melting temperatures of the reported duplexes by UV 

spectroscopy.  Changes in absorbance at 260 nm for solutions of G3C3 PNA duplexes were very 

small and non-sigmoidal, which is attributed to the high stability of GC-rich nucleic acid 

duplexes.  The stability would be even higher for longer G-block duplexes. 
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Appendix B.1.2 DNA Duplexes 

DNA duplexes were purchased from Alpha DNA.  The lyophilized DNA material was 

used to create 100 µM stock solutions in pH 8.0 Tris-EDTA buffer (Sigma-Aldrich).  The stock 

solutions were stored in a freezer and thawed prior to hybridization. 

Appendix B.1.3 Hybridization 

Hybridization involved diluting the stock solutions with pH 8.0 Tris-EDTA buffer 

containing 50 mM NaCl until the concentration of oligomer was 40 µM.  The 40 µM solutions 

were heated to 95°C and allowed to slowly cool to room temperature over the course of several 

hours.  Because the oligomers are self-complementary, the final concentration of hybridized 

duplex was 20 µM. 

Appendix B.2 Conductance Measurements 

Appendix B.2.1 Substrate Preparation 

The Au films were 100 nm in thickness and were prepared by evaporation onto freshly 

cleaved mica using an AJA ATC-T Series Thermal Evaporation System.  Piranha-cleaned glass 

slips (10 mm × 22 mm) were affixed to the gold films by epoxy (EPO-TEK 302-3M).  Prior to 

each experiment, a glass slip was peeled from the mica surface, transferring the gold film to the 

glass.
[3]

  50 µL of 20 µM PNA (or DNA) duplex solutions in a Tris/EDTA buffer were deposited 
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on the gold substrates and allowed to form a diffuse monolayer under a water saturated 

atmosphere for 30 min.  The substrates were subsequently rinsed with deionized water, then 

rinsed with ethanol, and dried under an argon stream. 

Appendix B.2.2 Conductance Measurements 

The conductance measurements were performed in an Agilent 5500 scanning probe 

microscope system using a PicoView interface.  The PNA coated substrates were immersed in 

800 µL of mesitylene (Extra-pure, 99%, Acros Organics).  Gold STM tips (0.25 mm, 99.95%, 

Alfa Aesar) were freshly cut prior to each experiment.  The experimental cell was maintained 

under a positive pressure of argon and contained within an environmental chamber.  The 

environmental chamber was housed in a custom-made Faraday cage that was located on an anti-

vibration platform (Table Stable).  For most experiments, a 50 ± 50 mV triangle waveform was 

applied across the tip-substrate gap at a modulation frequency of 500 Hz (DS345 Function 

Generator, Stanford Research Systems).  Currents in the range of 5-1000 nA were sampled using 

a 100 nA/V preamplifier.  The withdraw speed of the STM tip was 10 nm/sec in order to balance 

the duration and stability of the molecular junctions. 

Appendix B.2.3 Data Analysis 

Conductance data were analyzed following reported procedures utilizing a custom 

MATLAB script.
[4]

  Currents below 5 nA were excluded from the analysis.  Only the current 

traces that showed a clean break in the surface-tip conductance (indicated by a strong, 

precipitous drop in conductance with retraction distance), and were followed by at least 4 voltage 
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modulation periods at a similar current level.  Current-time trajectories that did not display 

molecular junctions were removed.  Only about 3% of traces were judged analyzable by these 

criteria.  The collection and removal of background counts are detailed below. 

Appendix B.3 STM-BJ Background and Control Experiments 

To ensure that the histograms created for the PNA duplexes can be attributed to PNA 

molecular junctions, conductance measurements on the PNA assemblies were compared to those 

that were performed on Au substrates for which the PNA incubation step was excluded. All other 

procedural steps were followed as described.  The number of experiments (i.e., STM tip 

approach and subsequent withdraw from the surface) performed for the PNA coated surface and 

the bare Au surface in this control study was the same.  The results of the control study are 

shown in Figure B.1.  The histogram shown on the left is an unmodified histogram built from the 

total counts observed for the   =  5 N-to-N linker PNA duplex, as an example.  The histogram 

shown on the right is the background histogram corresponding to the Au surface with no PNA.  

To generate the histograms shown in Figure 3.3, the total counts for the background were 

subtracted from the unmodified histograms. 
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Figure B.1 The results of the control study are shown for the PNA coated surface (left) and the bare Au 

surface (right).  Although the number of STM tip cycles with the surface is the same for each dataset, the 

number of modulation periods is considerably less for the bare Au surface than those found for the surfaces 

with PNA duplexes. 

In an attempt to determine the origin of the current responses observed on the bare Au 

surfaces (i.e., no PNA present), a substrate was electrochemically oxidized (1.5 V, 60 s) and 

measured alongside a substrate that did not undergo electrochemical oxidation.  A comparison is 

shown Figure B.2.  The unmodified surface shows significantly fewer modulation periods than 

the oxidized surface.  While the origin of the modulation periods observed in the control 

experiments with a bare Au surface cannot be concluded to arise solely from gold oxidation, 

oxidizing the gold substrate surface results in many more ‘background’ current responses, 

implying that Au oxide is a likely contributor to the background signal. 
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Figure B.2 A comparison of the modulation periods observed for an unmodified substrate and a substrate 

that has undergone electrochemical oxidation.  An equivalent number of trajectories was collected for both 

substrates. 

The histograms shown in Figure 3.3, display a bimodal character.  The presence of 

different ‘modes’ in the conductance population of thiol linked molecules to Au surfaces is well 

known.
[5]

  There exist different conductance modes, based primarily on the arrangement of the 

linker amine groups with gold atoms on the STM tip and the other end of the molecule with the 

substrate.  When the linker group is in contact with multiple gold atoms, a higher conductance is 

expected than if it contacts only one Au atom.  As the tip retracts, only a single gold atom 

maintains contact, and a lower conductance value should be observed.   

Appendix B.4 Low Conductance Mode for PNA 

The fits to the histograms in Figure 3.3 also provided conductance values for the lower 

conductance modes of the G-block PNA duplexes, and these are reported in Table B.1.  The 
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lower conductance mode is a factor of three to five smaller than that found for the higher 

conductance mode. 

Table B.1 The average conductance of the lower conductance mode, 𝑮, and the standard deviation, 𝝈𝑮, from 

the Gaussian fits are shown for the N-linker PNA duplexes for lengths 𝒏 =  𝟑 − 𝟕.  

  𝐺/𝐺0 (× 10
−2) 𝜎𝐺/𝐺0  (× 10

−2) 

3 1.5 1.1 

4 1.4 1.1 

5 1.6 0.9 

6 0.6 0.2 

7 0.6 0.4 

 

In order to compare the lower conductance mode of the PNA with the other conductance 

data, Figure B.3 shows a plot of the lower conductance PNA data (green triangles) on a graph 

with the high conductance mode PNA data (blue squares), the 3’-linker DNA(black triangles), 

and the 5’-linker DNA (red circles).  Note that the lower conductance mode for the PNA G-block 

duplexes has a significantly higher conductance than the DNA G-block duplexes. 
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Figure B.3 The conductance values found for the lower conductance mode of the N-linker PNA (open blue 

squares) are shown in relation to the high conductance modes plotted in Figure 3.4.  The high conductance 

mode for the N-linker PNA (solid blue squares) as well as for the high conductance mode of 5’-linker DNA 

(red circles) and 3’-linker DNA (black triangles) are reproduced from Figure 3.4. 

Appendix B.5 DNA Conductance Measurements 

The molecular conductance histograms that were obtained for 3’-linked and 5’-linked 

G-block DNA duplexes of lengths  = 3 to  = 5 are shown in Figure B.4.  The full range of 

conductance data recorded is included in the histograms, any differences in the ranges of the 

conductance values are the result of the molecules themselves.  The average conductance values 

that were extracted from these data are in good agreement with the average conductance values 

that were reported by Liu and coworkers.
[6]

  The average conductances obtained from these 

histograms are plotted in Figure 3.4 of the main text and reported in Table B.2. 
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Figure B.4 Conductance histograms are shown for 3’-linked and 5’-linked G-block DNA duplexes for lengths 

𝒏 = 𝟑 to 𝒏 = 𝟓.  For the 3’-linked duplexes (A-C), the histograms are shown as shades of black and each 

histogram is fit with a sum of two Gaussian functions, shown as a red overlay.  For the 5’-linked duplexes (D-

F), the histograms are shown as shades of red and the Gaussian fit is shown in black. 

 

Table B.2 The average conductance of the highest observable mode, 𝑮, and the standard deviation, 𝝈𝑮, from 

the Gaussian fits are shown for the 5’- and 3’-linker DNA duplexes for lengths 𝒏 = 𝟑 − 𝟓. 

𝒏 5’-linker 

𝑮/𝑮𝟎 (× 𝟏𝟎
−𝟐) 

5’-linker 

𝝈𝑮/𝑮𝟎  (×  𝟏𝟎
−𝟐) 

3’-linker 

𝑮/𝑮𝟎 (× 𝟏𝟎
−𝟐) 

3’-linker 

𝝈𝑮/𝑮𝟎  (× 𝟏𝟎
−𝟐) 

3 0.29 0.28 0.85 0.25 

4 0.044 0.025 0.41 0.20 

5 0.25 0.08 0.77 0.33 
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Appendix B.6 Classical Molecular Dynamics 

Appendix B.6.1 Molecular Dynamics Procedure 

The nucleic acid duplexes were solvated in a TIP3P water box
[7]

 that extended at least 

15.0 Å from each atom.  DNA duplexes were neutralized with Na
+
 ions.  CHARMM36 force 

field parameters for DNA
[8]

 and PNA
[9]

 were used.  The scaling factor for 1-4 electrostatic 

interactions was set to 1.00.  A distance of 12 Å was selected for truncating van der Waals 

interactions.  The maximum non-bonded interaction distance for the periodic calculation of the 

interaction energy was set to 14 Å.  The Particle Mesh Ewald method
[10]

 with a grid spacing of 

1 Å was used to compute the electrostatic interactions.  Full electrostatic interaction energies 

were evaluated every 2 time steps.  The lengths of all chemical bonds between hydrogens and 

heavy atoms were constrained.  The unit cell vectors were (in Å): (74, 54, 54) for DNA 5’, (74, 

54, 54) for DNA 3’, and (62, 80, 58) for PNA N-end. 

The NAMD 2.11 software
[11]

 was used to run the MD simulations.  First the duplexes 

were optimized with 8x10
4
 energy minimization steps.  The minimization was followed by 225 

ps of solvent equilibration (fixed nucleic acid duplex) at 300 K to allow water molecules and 

ions to adjust.  Next, the constraints were removed, and a Langevin thermostat and piston
[12,13]

 

were used to equilibrate the systems at constant temperature and pressure for 1.5 ns (temperature 

= 300 K, pressure = 1 bar, barostat period = 100 fs, characteristic damping time = 50 fs, damping 

coefficient = 2.0 ps
-1

).  The final MD production run lasted 100 ns.  Snapshots were saved for 

each system every 33 ps (3000 coordinate frames in total).  
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Appendix B.6.2 Analysis of MD structural ensembles 

Figure B.5 shows the root-mean-square deviation (RMSD) maps for the nucleic acid 

duplexes generated using MDAnalysis.
[14,15]

  Each frame is compared and color-coded according 

to the RMSD.  Both DNA structures have somewhat higher RMSD values than PNA, in contrast 

to previous studies.
[16]

  Figure B.6 includes the percent change in flexibility, ∆𝜎, of helical 

parameters related to nucleic acid flexibility (rise, roll, shift, slide, tilt, twist).  

∆𝜎 =  
𝜎𝑟 − 𝜎𝑑

𝜎𝑟⁄ ∙ 100, where 𝜎𝑟 is the standard deviation of the reference (DNA 5’) and 𝜎𝑑 is 

the standard deviation of the nucleic acid duplex (DNA 3’ or PNA N-end).  Negative values 

show a decrease in flexibility. 

 

Figure B.5 RMSD maps for the MD production simulations of the nucleic acid duplexes. 
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Figure B.6 Comparisons between the standard deviations of several parameters between duplexes (using 

5’ DNA as the reference). All base pairs were considered. Structural parameters are defined and calculated 

with the 3DNA software package.
[17]

 

Appendix B.6.3 HOMO Energies 

Table B.3 shows the HOMO energies and standard deviations of all of the base pairs of the 

 = 5 duplexes. 

Table B.3 HOMO energies and standard deviations (𝝈) in eV for each base pair of the 𝒏 = 𝟓 duplexes. 

Base Pair 

DNA 5' DNA 3' PNA N-end 

EHOMO σ EHOMO σ EHOMO σ 

A1-T1 7.45 0.21 7.57 0.23 7.39 0.19 

G1-C1 6.61 0.23 6.73 0.22 6.56 0.18 

G2-C2 6.45 0.22 6.43 0.21 6.45 0.19 

G3-C3 6.31 0.19 6.34 0.19 6.49 0.17 

G4-C4 6.31 0.20 6.38 0.21 6.70 0.18 

G5-C5 6.56 0.22 6.52 0.20 6.99 0.19 

G6-C6 6.55 0.23 6.56 0.21 6.97 0.19 

G7-C7 6.34 0.22 6.52 0.21 6.70 0.19 

G8-C8 6.40 0.20 6.41 0.22 6.51 0.18 

G9-C9 6.48 0.21 6.47 0.21 6.43 0.17 
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G10-C10 6.68 0.21 6.62 0.22 6.51 0.18 

A2-T2 7.54 0.20 7.44 0.22 7.31 0.17 

 

Appendix B.6.4 Average Structures 

The average structures over the 3000 coordinate snapshots for each duplex were obtained 

from VMD.
[18]

  Figure B.7 shows the average structures of the duplexes and Figure B.8 shows 

the four nucleotides at the cross-strand section.  The RMSDs of the four nucleobases at the cross-

strand section are in Figure B.9 and the calculated electronic couplings for the average structures 

are in Table B.4.  The base pair electronic couplings are consistent with previous results.
[19]

 

 

Figure B.7 Average structures from the 3000 MD snapshots.  The intra-strand and cross-strand G-G overlaps 

are shown for each duplex. 

 

Figure B.8 Average structures from the 3000 MD snapshots for the four nucleobases at the cross-strand 

section. 
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Figure B.9 RMSDs (excluding H atoms) from its average structure along the MD production runs for the four 

nucleobases at the cross-strand section. 

 

Figure B.10 Nucleobase labeling for the calculation of 𝑽𝑪
𝑺𝑬. 

 

Table B.4 𝑽𝑹𝑴𝑺 values of the electronic couplings in eV of the four nucleotides at the cross-strand section 

(Figure B.10) calculated at the M11/ma-def2TZVPP level of theory
[20,21]

 using single snapshots taken every 

5 ns. The superexchange cross-strand coupling, 𝑽𝑪
𝑺𝑬 =

𝑽𝑮𝟓−𝑪𝟔𝑽𝑮𝟔−𝑪𝟔
∆𝑬⁄ .  ∆𝑬 is approx. 0.7 eV

[22,23]
  The 

𝑽𝑪
𝑺𝑬 value calculated with the alternative pathway (𝑽𝑮𝟓−𝑪𝟓𝑽𝑪𝟓−𝑮𝟔) gives similar results. (i.e. 𝑽𝑮𝟓−𝑪𝟔 ≈ 𝑽𝑪𝟓−𝑮𝟔 

and 𝑽𝑪𝟔−𝑪𝟔 ≈ 𝑽𝑮𝟓−𝑪𝟓) 

 

DNA 5’  DNA 3’  PNA N-end  

G5-C6 G6-C6  𝑽𝑪
𝑺𝑬 G5-C6 G6-C6  𝑽𝑪

𝑺𝑬 G5-C6 G6-C6  𝑽𝑪
𝑺𝑬 

0.015 0.052 0.001 0.069 0.046 0.005 0.250 0.040 0.014 
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Appendix B.7 Double-Barrier Model 

The DNA conductance data were fit using a double-barrier transmission model that 

includes coherent and incoherent transport,
[24]

 where the conductance (G) and the effective 

resistance ( 𝑡 𝑡) are given by 

𝟏

𝑮
= 𝑹𝒕𝒐𝒕 = 𝑹𝟎 +

𝒉

𝒆𝟐𝑻𝑮𝑮

𝟐𝒏 + 𝟏

𝟏 − 𝟐𝒆−𝑩(𝟐𝒏+𝟏)𝐜   (𝑪(𝟐𝒏 + 𝟏))
 

Equation B.1

This model was used earlier to describe the measured resistance in G-block DNA duplexes.
[25-27]

  

 0 is the effective resistance of the molecule-electrode contacts, and it includes the resistance 

between the electrodes and the AT base pairs.  The second term on the right side of Equation B.1 

describes mixed coherent and incoherent transport from the AT base pair through the G-blocks; 

it includes a coherent transport correction that produces conductance oscillations.  TGG is the 

probability of incoherent transmission through the π-stack.  In the double-barrier model, the 

inelastic (‘phase randomizing’) events are associated with the carrier reservoir, and, in the 

molecular analogy, the phase randomizing events are likely associated with the ‘cross-strand’ 

charge flow.  The double barrier model includes coherence effects through a ‘correction’ term, 

associated with parameters B and C.  The parameter 𝐵 =
𝑤0

(  𝜏𝑖)
⁄   describes the decrease in the 

coherent mechanism with distance, where 𝑤0 is the inter-base pair distance,   is the velocity of 

the charge carrier, and 𝜏𝑖 is the scattering time.  The C parameter represents the change in phase 

of the charge carrier for coherent transport, and 𝐶 =
2𝑤0√2𝑚𝐸

ℏ
⁄  where 𝑚 is the effective mass 

of the charge carrier and 𝐸 is its energy.  Fits of the experimental data using Equation B.1 are 

shown in Figure 3.4 and the fitted parameters appear in Table B.5.  The presence of oscillations 

has been interpreted as a signature that reflects a coherent-resonant (ballistic) mechanism,
[6,28,29]
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and the smaller amplitude of oscillations for PNA indicates a smaller relative contribution from 

the fully delocalized G-blocks to the overall conductance.  

The data were fit by this model in a two-step process.  In the first step, we estimated the 

contact resistance (between the molecule and the electrode), the PNA data were fit by a 

sequential hopping model based on the steady-state flux method.
[30,31]

  The model is given by 

1

𝐺
=  𝑡 𝑡 =  0 +

2 + 1

𝑒2𝜌(𝐸𝐹)
 −1𝑒𝐸𝑎/𝑘𝐵𝑇 Equation B.2 

where R0 is the effective resistance of the molecule-electrode contact, e is the electron charge, 

𝜌(𝐸𝐹) is the density of states at the Fermi level, k is the hole transfer rate constant between 

hopping sites, Ea is the activation energy, kB is Boltzmann’s constant, and T is the temperature.  

In the second step we used the contact resistance R0 from step 1 as an initial guess for R0 and we 

assumed similar carrier energies for PNA and DNA (i.e., similar C values) to constrain the fit by 

Equation B.1.  The fitting parameters are shown in Table B.5. 

Table B.5 Best fit parameters for the data in Figure 3.4 using Equation B.1. 

 DNA 5’ DNA 3’ PNA N-end 

R0 /MΩ 1.26 0.65 0.15 

B 0.11 0.19 0.32 

C 1.38 1.40 1.40 

TGG 0.03 0.19 1.23 

Slope/MΩ - - 0.02 

 

The parameters found in the fitting indicate that the contact resistance R0 is larger for 

DNA than for N-linked PNA.  5’ DNA has a larger resistance than 3’ DNA.  The decrease in 

molecule-lead coupling for DNA compared to PNA is attributed to the structural fluctuations of 

the duplex ends that manifested in the MD simulations. 
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The single barrier transmission factor TGG is determined by the cross-strand, intra-strand, 

and AT-GC couplings (Table 3.3).  Given the similar HOMO energies and intra-strand couplings 

for 3’-DNA and 5’-DNA, the small TGG value found for 5’-DNA is believed to arise from its 

much smaller 5’ cross-strand coupling.  Figure B.11 shows contour plots that indicate the 

correlation among the fitting parameters.  Although the R0 and TGG parameters in Equation B.1 

are coupled in the fitting, the uncertainty in the best fit parameters is small enough that it does 

not change the above interpretations.  The large TGG value for PNA arises from the strong 

coupling among G base pairs and between AT and GC pairs. 

The effects of coherent transport through the cross-strand junction (i.e., the even-odd 

effect) manifest in the B and C parameters of Equation B.1.  The B parameter reflects the 

strength of the dephasing as a function of distance and affects the magnitude of this coherent 

correction to the transmission.  The small value of B for 5’ DNA indicates that the duplex has a 

larger coherent contribution to the overall conductance, which accounts for the larger amplitude 

of the even-odd effect that is seen experimentally.  As the value of B increases, the coherent 

contribution becomes less important and TGG dominates, which leads to a dampening of the 

conductance oscillations.  For 3’-DNA, the coherent contribution decreases and seems to arise 

from the increase in the cross-strand coupling, which is the only significant difference between 

the 3’ and 5’ G-block DNAs.
[6]

  The C parameter is similar in 5’-DNA and 3’-DNA, which 

indicates that the hole energies are not too different among the species.  For N-linked PNA, the 

strong cross-strand coupling and the molecule-lead coupling reduces the relative importance of 

the coherent correction, resulting in the largest B value among the structures.
[6,28,29] 

Figure B.11 shows the correlation between the parameters R0 and TGG.  The parameters 

used in Table B.5 guarantee a good fit as described by the parameter χ
2
. 
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Figure B.11 Contour plots of fitting parameters R0 and TGG.  B and C are fixed at the values given in Table 

B.5. 
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Appendix C Hall Effect Measurements 

Appendix C.1.1 Device Structure and Cleaning 

Hall effect devices were fabricated as reported previously.
[1]

  Figure C.1a shows an 

assembled device with PDMS cell (denoted by the white outline and shading) mounted on a chip.  

A schematic of the Hall device (denoted by the red outline in Figure C.1a) is shown in Figure 

C.1b.  Figure C.1c shows a cross-section of the structure of the active area.   

 

Figure C.1 Panel (a) shows an assembled device (red outline) and PDSM cell (shaded area).  Panel (b) 

presents a top view scheme of the the device.  The blue area denotes the active channel of the device.  

Electrical leads are shown in gold; the large rectangles indicate the contact pads for the wirebonding of 
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electical connection from the device to the chip.  From left to right, the connections are Hall probe 1a, Source, 

Hall probe 1b, Hall probe 2b, Drain, and Hall probe 2a.  Panel c shows the cross section structure for the 

active channel of the device.  The 2DEG and source-drain current is between the bulk GaN and the AlGaN 

layer. 

 

Figure C.2 Panel (a) shows the pin connections of the chip carrier for a typical Hall measurement setup.  The 

pegs within the red rectangles are all electrically connected.  The remaining two pegs in each row on either 

side are electrically identical pairs.  Panel (b) shows the typical wiring arrangement for wirebonding of the 

device to the chip.  Pin 1 is denoted by the smaller square on the chip. 

The devices have been coated in MICROPOSIT S1813 photoresist, which must be 

thoroughly removed prior to SAM formation.  This was done by heating in 1-methyl-2-

pyrilidone (NMP) at 80°C for at least 5 hours.  The devices were then rinsed with NMP, acetone, 

isopropanol, ethanol, water, and dried under Ar stream.  Removal of photoresist was confirmed 

by SEM and AFM.  It is essential to note that this cleaning was not always sufficient, so the 

confirmation of a clean, smooth surface is essential prior to any SAM formation, see Figure C.3.  

Once a clean surface is obtained, devices should be promptly incubated under conditions suitable 

for SAM formation of the analyte molecule.   
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Figure C.3 AFM (a) and SEM (b) images of a device channel with significant photoresist residue.  Further 

cleaning is required in this case. 

The device is attached to a standard chip (28-lead Sidebraze, Global Chip Materials) 

using double-sided tape.  Electrical connections were accomplished by wirebonding with 

Aluminum. 

Appendix C.1.2 Polydimethylsiloxane (PDMS) Cell Assembly 

To facilitate measurements in solution, a PDMS cell was constructed around the device.  

PDMS (Sylgard 184) was mixed as directed, degassed under vacuum, and poured into an 

aluminum mold (see Figure C.4) and allowed to cure for at least 24 hours at 80°C.   

b)a)
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Figure C.4 Mold for making PDMS cells.  While this mold has an inner cavity of 4x4 cm and results in a 

PDMS square of 8x8x10 mm with a cell of 3x3x10 mm, more ideal dimensions should instead yield PDMS 

squares of approximately 2x2x0.5 cm with a cell of 5x5x5 mm. 

The PDMS cell is removed from the mold and carefully placed onto the chip with the 

Hall device so that the active channel of the device is uncovered.  It is best to have the device 

recessed in the cavity of the chip and the PDMS cell is attached to the perimeter of the recession.  

Fresh PDMS was applied from a syringe to adhere the cell to the chip, being very careful to not 

sever the wirebonds, as the weight of the uncured PDMS alone can cause them to separate 

(although they must be electrically isolated from solution during the Hall measurement), nor coat 

the active channel.  The PDMS was cured for at least 18 hours at 80°C. 

Appendix C.1.3 Hall Measurements 

Hall measurements were conducted using a Keithley 2636A Source Meter and a Keithley 

2182A Nanovoltmeter.  Both are allowed to reach a stable internal temperature, ≈ 3 hours.  A 

custom LabVIEW script is used to conduct the measurements, see Appendix C.1.5.  Pipette in 

any desired solution to completely fill the cell, ≈100-200µL.  A glass microscope slide coverslip 

(2.5cm by 2.5cm by ≈0.2mm), coated with 5nm Ti and 80nm Au, evaporated using Plassys 
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Electron Beam Evaporator, is placed on top of the cell, with the uncoated side towards the 

solution.  Ensure that no air bubble is present and that there is not solution overflow.   

The Keithley 2636A Source Meter provides both the current driven through the 2DEG 

channel (‘Channel A’ in Figure C.5) and the polarizing ‘Gate’ voltage (‘Channel B’ in Figure 

C.5.  Typically, 50 µA of current driven with the each application of the Gate voltage having a 

duration of ≈10 s (‘Pulse On/Off’ in Figure C.6) for each Gate voltage step are good starting 

values.  The maximum Gate voltage (‘Gate Range’ in Figure C.6) should never exceed ±20 V. 

Appendix C.1.4 Analysis 

The Hall voltage data for the ‘forward’ (ISD = +50 µA) and ‘reverse’ (ISD = -50 µA) 

applied current is averaged by the equation:  

𝑯𝒂𝒍𝒍 𝑽𝒐𝒍𝒕𝒂𝒈𝒆 =
𝚫𝑽𝑯𝒂𝒍𝒍

𝑭𝒐𝒓𝒘𝒂𝒓𝒅 − 𝚫𝑽𝑯𝒂𝒍𝒍
𝑹𝒆𝒗𝒆𝒓𝒔𝒆

𝟐
 

 

Equation C.1 

where ΔVHall = Vpeak – Vbaseline.  To minimize impact of any change in the baseline over time, 

Vbaseline is taken as the value immediately prior to the application of a Gate voltage.  Vpeak will 

frequently display an initial spike concurrent with the application of Gate voltage; this is an 

artifact of the instruments and should be ignored.  However, due to the rapid decay of Hall 

voltage typically seen, the value for Vpeak should be taken in the first 0.5 s (≈5 data points) after 

the Gate voltage is applied.  The slope of the plot of Hall Voltage vs Gate voltage, see Figure 

4.2c-d, is indicative of the intensity of the CISS response, as disucssed in Chapter 4. 
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Appendix C.1.5 LabVIEW Code for Hall Measurements 

 

Figure C.5 LabVIEW Front panel for the setup of the Source-Drain current for Hall measurements. 

 

Figure C.6 LabVIEW Front panel for the setup of the Gate voltages applied for Hall measurements. 
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Figure C.7 LabVIEW Block Diagram for Hall effect measurements. 
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Figure C.8 LabVIEW Block Diagram for Hall effect measurements. 
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Figure C.9 LabVIEW Block Diagram for Hall effect measurements. 
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Figure C.10 LabVIEW Block Diagram for Hall effect measurements. 

 

Figure C.11 LabVIEW Block Diagram for Hall effect measurements.  SubVI 2182A single measurement.vi. 
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Figure C.12 LabVIEW Block Diagram for Hall effect measurements.  SubVI 2636A single measurement_full 

WITH OPP SOURCE-MEASURE.vi. 

 

Figure C.13 LabVIEW Block Diagram for Hall effect measurements.  SubVI Keithley 2600 

Series.lvlib:Measure no buffer.vi. 
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Figure C.14 LabVIEW Block Diagram for Hall effect measurements.  SubVI Error Cluster From 

Error Code.vi. 

 

Figure C.15 LabVIEW Block Diagram for Hall effect measurements.  SubVI Keithley 2600 

Series.lvlib:Error Query.vi. 

 

Figure C.16 LabVIEW Block Diagram for Hall effect measurements.  SubVI Keithley 2600 

Series.lvlib:Display Dual Screen.vi. 
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Figure C.17 LabVIEW Block Diagram for Hall effect measurements.  SubVI Keithley 2600 

Series.lvlib:Display Measure Function_mod.vi. 

 

Figure C.18 LabVIEW Block Diagram for Hall effect measurements.  SubVI Keithley 2600 

Series.lvlib:Source Output Enable_mod.vi. 
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Figure C.19 LabVIEW Block Diagram for Hall effect measurements.  SubVI 2636A single 

measurement_full.vi. 

 

Figure C.20 LabVIEW Block Diagram for Hall effect measurements.  SubVI Keithley 2600 

Series.lvlib:Config Measure Filter_mod.vi. 

 

Figure C.21 LabVIEW Block Diagram for Hall effect measurements.  SubVI Keithley 2600 

Series.lvlib:Config Source.vi. 
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Figure C.22 LabVIEW Block Diagram for Hall effect measurements.  SubVI Keithley 2600 

Series.lvlib:Default Instrument Setup.vi. 

 

Figure C.23 LabVIEW Block Diagram for Hall effect measurements.  SubVI Keithley 2600 

Series.lvlib:Config Source_mod1.vi. 

 

Figure C.24 LabVIEW Block Diagram for Hall effect measurements.  SubVI Keithley 2600 

Series.lvlib:Config Measure Settings_mod.vi. 
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Figure C.25 LabVIEW Block Diagram for Hall effect measurements.  SubVI Keithley 2600 

Series.lvlib:Config Measure Function_mod1.vi. 

 

Figure C.26 LabVIEW Block Diagram for Hall effect measurements.  SubVI Keithley 2600 

Series.lvlib:Initialize_mod.vi. 

 

Figure C.27 LabVIEW Block Diagram for Hall effect measurements.  SubVI Keithley 2600 Series.lvlib:Data 

Output Format.vi.  
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