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Advancing Machine Learning for Small Molecule
Property Prediction

Paul Glidden Francoeur, PhD

University of Pittsburgh, 2023

Recently, machine learning (ML) models have rapidly become the state of the art at various

molecular property prediction tasks. The speed of ML models, without sacrificing accuracy,

makes them especially attractive in screening contexts, where a large number of potential

molecules need to reduced to a number feasible for experimental testing. However, the black

box nature and rapid advancement of ML models has resulted in a proliferation of input

representations and model architectures. This makes selection of the “best” model architecture

and input representation for a given task difficult. Additionally, while ML models thrive

on having large datasets for training, the amount of labeled structures for properties like

receptor-ligand binding affinity is small.

This work sets out to help address these two problems with ML models for molecular

property prediction. First, a wide variety of molecular input representations and ML model

architectures were trained to predict calculated molecular properties. The characterization of

both the performance of these models, and how well they utilize the training data, yields

suggestions on how to best select a ML approach for more realistic property prediction tasks,

given the amount of compute resources and training data available. Next, in order to address

the lack of labeled structural data, a new dataset, CrossDocked2020, was created to expand

iv

https://orcid.org/0000-0002-1440-567X


the PDBbind dataset to expand the available binding pose classification data. By docking

ligands into non-cognate, but similar, receptors we were able to expand the 200,000 poses

available from the PDBbind General set into 22.5 million poses in CrossDocked2020. Various

data imputation techniques were then explored to see if they could improve the binding affinity

regression of a convolutional neural network (CNN) on CrossDocked2020. The utilization of

an ensemble of CNN models to impute the missing binding affinity labels of complexes in

CrossDocked2020 had a small, but significant improvement on model performance. Lastly,

in order to give further support that the knowledge from this work is applicable in the real

world, the CNN developed in this work was utilized to identify a small molecule to disrupt

the actin-profilin1 protein-protein binding complex.
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1.0 Introduction

The number of molecules defined as drug-like, obeying Lipinski’s rule of five for oral bioavail-

ability, is estimated to be 1060.1–3 With such a large number of possible molecules, it is likely

that there exists a molecule that would satisfy all the necessary requirements for any given

task. However, our knowledge about the full chemical space is quite limited. ChEMBL

currently contains 2.3 million compounds that cover 1.5 million assays, which is a tiny fraction

of the estimated space.4 It is also not feasible to physically screen every compound in chemical

space, since the current rate of 100,000 compounds a day5 would take about 1051 years to

complete. This process is further limited to only being possible for compounds which currently

exist. Thus, the number of possible molecules remains too large to screen.

With experimental enumeration impossible to obtain, the next step is to calculate the

properties of the molecules which we do not have measurements for. However, this class

of potential molecules is both too large and contains molecules with too many atoms to

be analyzed via quantum mechanics. Thus we turn to modeling based approaches such

as scoring with Force Fields (FF) or other semi-empirical methods to calculate properties.

Notably, these methods are still too slow to calculate the properties of every molecule in

chemical space, but they scale to much larger molecules than can be currently handled via

direct computation of quantum mechanics. Advancements in machine learning (ML) methods

have resulted in a boom of predictors for a variety of chemical properties, e.g. there are 38

published ML models in the Journal of Chemical Information and Modeling when searching

for "binding affinity" from 2022 alone. Importantly, ML methods, once trained, are very

fast and parallelisable, which allows them to efficiently screen large libraries of available

compounds. Additionally, as evidenced by ML methods’ success in other fields, as we obtain

larger and larger amounts of labeled chemical space, it stands to reason that the ML methods

will continue to improve over time.
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However, ML based methods are not without flaws. Increasingly complex ML models

have become more successful, but as this complexity increases it becomes harder to interpret

the reasoning behind model behavior. Ultimately, this results in treating the ML methods as

black boxes, with the users having no idea how a method resolved to a particular prediction.

This treatment of models also results in difficulty in comparing the various types of ML

models available, as there are numerous differences in architecture and molecular input

representation between the models. There is no indication as to which type of model is best

for a given molecular property prediction task, nor is there any justification as to what type

of input representation will provide the model with the best results.

Additionally, ML methods are prone to fitting to biases in the dataset and not being able

to generalize to new data outside of their training distribution. This is a significant drawback,

as chemical datasets are full of experimental error (different techniques, different labs, etc.),

human bias (e.g. selecting compounds for measurement) and are a small subset of all of

chemical space. ML models using 3D structural data as input compound these problems, as

there is even more limited data available to these types of models. For example, the PDBbind

version 2020 only contains 23,496 structures with labeled binding affinity data.6 We know

that molecular properties depend on the interaction of atoms in 3D space, so using an input

representation that explicitly encodes this information makes logical sense for an ML model.

However the lack of available training data limits the effectiveness of models which utilize

this input representation. There is an opportunity to expand the limited data to train better

models.

Lastly, papers that introduce new ML models compare to other existing models to show

their improvements. These comparisons rely on performance on benchmark datasets, which

can have a variety of problems. The most important problem is that given the limited amount

of data available for training, good performance on a benchmark dataset does not necessarily

imply good performance of the model in a real-world setting. So, while there are many new

models being released which improve performance on these benchmarks, it is unclear if the
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better result is due to fitting better to the benchmark, or the model better fitting to chemical

space as a whole. Thus, there is an opportunity to verify a model being useful in some new

wet-lab based experimental setting.

This work addresses the following knowledge gaps in applying ML models to predicting

molecular properties: 1) What is the relationship between molecule input representations

and model performance? 2) How can we expand the available structural data for training

ML models to classify binding poses and predict protein-ligand binding affinity?, and 3) In a

real drug discovery campaign, will ML models identify new potential binders?

1.1 Machine Learning for Molecular Property Prediction

In order for ML models to operate on molecules, we must represent said molecule in a machine

interpretable format. There are a few excellent reviews on this topic, but to summarize,

representations can be broadly broken into three categories based on their dimensionality: 1D,

2D, and 3D.7,8 1D descriptors are scalar values that describe something about the molecule

and do not contain any information about how the atoms are interconnected in the molecule.

These include molecular weight, atomic numbers, and atom type counts. In particular, since

1D descriptors do not contain information on functional groups or connectivity, there are

clashes between different molecules sharing the same set of descriptors. For example, 1-Butene

and 2-Butene have the same molecular weight, the same number of double bonds, 4 carbon

atoms, and 8 hydrogen atoms, yet they are distinct molecules.

2D descriptors are vectors of values to describe a molecule and can encode functional

groups and connectivity. The most common type of 2D descriptors are molecular fingerprints.

These fingerprints are binary vectors, where each dimension of the fingerprint can represent

the presence or absence of a particular subgroup of the molecule. Fingerprints represent

atom connectivity and molecular topology through a variety of methods. The most common
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of which are 1) keyed fingerprints such as molecular access system (MACCS) keys9 , 2)

path-based fingerprints - Daylight fingerprints10 and RDKit11 , and 3) Circular fingerprints -

Morgan fingerprints12. Lastly, 3D descriptors depend on the orientation of the molecule’s

atoms in 3D space, such as steric properties, surface area, volume, and more.

Models can then fit these input descriptors to perform the desired task. These types of

models are called scoring functions and are classified into 3 groups: force-field based13–16,

empirical17,18, or knowledge based19,20. Force-field based methods utilize parameters estimated

experimental/simulated data and aim to model the intermolecular potential energies of the

molecule(s). Empirical scoring functions are constructed from interaction terms such as

hydrophobicity and hydrogen bonding, which are parameterized to the available data. Lastly,

knowledge-based methods are constructed from non-physical statistical potentials derived

from the known complexes. Each of these scoring approaches utilize a linear fit of their input

features to the target prediction.

ML approaches allow nonlinear fits of input features to target predictions and improve

model performance. For example, RF-score, released in 2010, is a random forest model to

predict protein-ligand binding affinity, and outperformed classical scoring functions at the

time.21 RF-score utilizes counts of interacting atom types, defined by two atom types being

within a distance threshold, for a total of 36 features. A more recent example from 2017 is

SVM-SP, a support vector regression model fit to 146 pair potentials calculated between 17

different atom types, and was more successful than traditional scoring functions to screen

compounds against HIV-protease.22

While these ML approaches are improvements, their reliance on molecular descriptors

comes with the drawback that the descriptors themselves are fixed and are not learnable to

improve a model’s performance. More advanced ML methods can learn their own molecular

embedding space from the training data. The two most common input representations for

models with this capability are: 1) grids of atomic density, and 2) molecular graphs. Grids of

atomic density treat a molecule as an image, where instead of channels of red, blue, or green
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pixels, one instead utilizes a channel for each atomic type and projects the molecule’s 3D

coordinates onto a multidimensional grid23. Molecular graphs treat the atoms of the molecule

as nodes and the bonds of the molecule as the edges of a graph. These graphs can include

other atomic/bond features such as atom type, formal charge, bond type, and stereoisomers

as additional node or edge features.

The first application of an ML model learning its own descriptors was in 2017 with

the first CNN for binding pose classification.24 This network utilizes 3D atomic density

grids as input, and during training identifies its own set of features to predict the score of

a protein-ligand complex. After this initial paper, there have been considerable advances

in the use of CNN models to predict the classification of the binding pose or the binding

affinity of a protein ligand complex.25–27 Each of these models utilizes different channels of

atomic features and / or represents the atomic grid at different resolutions, while also having

different architectures for the CNN. For example, Pafnucy26 utilizes 19 channels to represent

an atom including features for atom type, hybridization, number of bonds, partial charge,

and others, whereas gnina27 utilizes 28 channels that represent atom types only. This means

that the performance differences between the models is entangled with architecture changes

and input representation changes, making it difficult to infer which areas of the model should

be evaluated for further improvements.

There has also been considerable advancements in utilizing graph based models.28–30

DGraphDTA28 utilizes a two-pronged approach to its input, where the molecule is represented

by a graph where the node features include the element type, the number of total bonds, the

number of bound hydrogens, the number of implicit hydrogens, and if the atom is aromatic,

resulting in a 78 dimensional vector. A 54-dimensional feature vector which includes the

residue name, position-specific scoring matrix, and a variety of other properties (e.g. pH

of isoelectric point, hydrophobicity, charge, etc.) represents the protein. DGraphDTA then

processes the two graphs separately and combines the output of the two processes to obtain

the final prediction. MedusaGraph29 takes a simpler approach where a node’s feature is
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the atom type (duplicated for receptor and ligand) and the 3D coordinate, for a total of

21 features. This singular graph is then processed to produce the model’s output. Lastly,

SS-GNN30, released in 2022, uses a single graph consisting of all ligand atoms and receptor

atoms that are within 5Å of any ligand atom as input. An 11-dimensional feature vector

containing the atom type, charge, hybridization, valence, degree, number of hydrogens, 3D

coordinates, chirality, mass, aromaticity, and whether it is a protein or ligand atom represents

the graph nodes. SS-GNN then processes this single graph to produce the binding affinity

prediction. Again, while these methods are all graph neural networks, the differences in

architecture are compounded by differences in input representation, making comparisons

between the methods difficult.

The wide variety of models introduces a new problem to users: Which model is best

for my particular task? Although the papers include comparisons to other similar models

within them, it is often unclear what exact data splits or cleaning procedure was utilized for

each method. There are relatively few papers comparing between various model types.31–35

Typically, the comparison paper is focused on a large number of datasets, rather than a

variety of complex ML models. Others avoid more complex models and only utilize simpler

ML approaches, such as k-nearest neighbors, random forests, gradient-boosted trees, and

support vector regression, while eschewing the more complex deep neural nets.34 Finally,

while comparisons can contain all the relevant model types, sometimes training sets are

set up such that activity classes only have up to 1000 molecules for training, which is not

the environment where large/complex ML methods excel.35 Additionally, a number of ML

method development papers rely on improving performance on benchmark datasets, such as

PDBbind or DUD-E. However, there have been problems reported with available benchmarks.

For example, DUD-E overestimates the performance of ML models36. In a similar fashion, the

PDBbind core set mimics the distribution of the refined set utilized in training.6 This provides

an overestimation of the ML model’s performance, and commonly ML models trained on

PDBbind data fail to generalize in a crossdocking setting.27 This has led to the creation of
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other more rigorous datasets, such as the maximum unbiased validation (MUV) dataset37, but

these more rigorous benchmarks have not had widespread adoption among the community.

Throughout the rise of ML based methods, advancements in different model architectures

often go hand in hand with changes in input representations. Justification for these changes is

typically reporting performance on benchmarks or a post-hoc analysis of the model presented

in the paper. Taking protein-ligand binding affinity as a case study, many different methods

achieve similar performance, with a Person’s R correlation of around 0.8 on the PDBbind core

set being typical of a variety of models and input representations.24–26,30,38–45 The performance

plateau indicates that almost any type of model and combination of input representations can

be successful in this task. This raises the question: what is the relationship between input

representations and model type on performance for predicting a given molecular property?

In order to address this, I propose an extensive analysis of different molecular repre-

sentations and model types to asses how various combinations of inputs and model types

affect a model’s ability to predict various computed properties of molecules, e.g. molecular

weight, longest path through the molecular graph, UFF energy46 etc. By utilizing computed

properties I can eliminate human sources of error present in various benchmark datasets and

utilize the larger number of molecules available in ChEMBL for my analysis. Additionally,

we can compute properties that we know should be difficult or impossible for certain input

representations. Thus, by experimental design, if a model performs well on such a task, we

can infer that there are additional sources of information in the training data from which

the model is learning (e.g. human selection bias). Lastly, once we have identified the best

possible input and model combinations, we can enable three analyses: 1) Are more complex

models better when fully optimized, 2) How variable are these more complex models, and

3) How efficiently are these models utilizing the available training data. These analysis will

result in better guidance for selecting an appropriate molecular input representation and ML

model for a given amount of available training data.
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1.2 Limitations of Structural Data for Machine Learning

Molecular properties are the direct result of atoms interacting in space; therefore, it makes

intuitive sense to use some representation of the structure of the molecule as input. However,

the scale of the available data is significantly smaller than the scale of other successful ML

applications such as that used in language comprehension. Take predicting protein-ligand

binding affinity as an example. PDBbind version 2020 only contains 23,496 structure6, which

both is a small portion of the total PDB ( 140,000 ligand bound structures) and significantly

less than the 2 million assay entries of ChEMBL that lack structural information. Thus there

is an opportunity to expand the available data for an ML model’s training.

There are two ways in which we can expand the data for training: 1) we can generate

new binding poses to train on and 2) we can impute binding affinity labels for unlabeled

complexes in the PDB. Each of these approaches have problems. While it is common to

utilize a docking algorithm such as AutoDock Vina47 to generate putative binding poses for

training ML models, generating even more poses for a given receptor-ligand complex has

diminishing returns. Namely, it is trivially easy to generate poses of poor quality that do not

reflect the interactions between the receptor and the ligand that generate the binding affinity.

Adding a large number of such poses to your training data has the potential to drown out the

signal from the true interactions. For the imputation of missing labels, it is unclear if such an

approach will help performance, as there is a large amount of unlabeled data. For example, it

is entirely possible that the features learned from the small set of labeled examples introduce

systematic errors into the model calculated the imputed labels. Those errors then can then

result in the imputed labels not actually being helpful for model training.

To address the limitations of generating additional poses, we make an additional assump-

tion. We assume that a molecule will bind to a similar receptor with the same potency. This

assumption allows us to match one known receptor-ligand binding interaction with many

other receptors, resulting in a combinatorial explosion of data for training. This process is
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Figure 1.1: A sample overlap between 2 structures in the DCK_HUMAN_2_260 binding pocket.

The cognate receptor (3mjr) and native ligand pose is shown in green, and the aligned crossdocked

receptor (1p5z) is shown in cyan. Notice that the ligand contains a carbon tail which intersects

into the polar density created by an oxygen in the crossdocked receptor. This clash is absent in the

cognate receptor. Thus, utilizing the native ligand pose as the ground truth for the crossdocked

receptor is likely incorrect.

known as crossdocking, and has the benefit of resulting in a measure of a model’s ability to

predict drugs in a non-cognate receptor context. By training on a majority of non-cognate

receptor data, the resulting model is more applicable to real-world drug discovery scenarios

where it is unknown if a drug will bind a target receptor or not.

While the aforementioned properties of crossdocking are nice, utilizing such a setup

introduces a new potential problem for training ML models. It is not trivial to determine

what the ground-truth binding pose for a ligand is in a crossdocking context. The non-cognate

receptors can have different orientations of similar residues, or entirely different residues

present in the binding pocket. This can result in the ligand pose for the cognate receptor

producing steric clashes with the new receptor (Figure 1.1). Additionally it is also possible
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for the ligand to have a different binding pose in the non-cognate receptor, even if the ligands

cognate pose does not produce steric clashes with the new receptor. Each of these situations

could hurt the ML model’s performance during training, and it is unclear if that is enough of

a detriment to outweigh the potential performance gains of including more data to train on.

The second approach of imputing labels for ligand bound structures expands available

training data by providing additional training examples to learn from, at the cost of said

examples having noisy labels. Broadly speaking, there are 4 classes of missing data: Struc-

turally Missing Data (SMD), Missing Completely At Random (MCAR), Missing At Random

(MAR), and Missing Not At Random (MNAR). Data SMD refers to data where a given

entry is not supposed to have a value in a field (e.g. the age of a first child for a person

with no children). Data MCAR describes when missing values are independent from the

observed and unobserved entries. Notably, data MCAR affects statistical power, but does

not introduce bias into the sample. Data MAR, however, describes data whose probability of

being missing depends on some known property. Lastly, data MNAR refers to data whose

probability of being missing depends on unobserved measurements. Data MNAR is especially

problematic since future observations cannot be predicted without bias from the model. Due

to the numerous biases present in our small samples of chemical space and further reductions

in the amount of structural information available, we are dealing with data MNAR.

Lately, ML based approaches have become more popular for data imputation, with k

nearest neighbors and iterative random forests being especially successful on a variety of

missing data situations48,49. While these methods are successful, they are relatively primitive

approaches to ML. In essence, these models are learning some latent representation of the

training data, and utilizing this representation to guess labels for the unlabeled data. We

hypothesize that similar to utilizing sophisticated models to learn their own representations

of chemical space in tasks like protein-ligand binding affinity, we can utilize the same model

to impute labels for missing data. This has a small compute benefit, as the model that we

are evaluating is the same as the one that is fitting to the data, which means that a separate
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"data imputation model" does not need to be fit. Additionally, this setup allows for an

iterative approach to the imputation where we can successively impute the missing labels

and retrain the prediction model. This results in an easy to implement workflow that can be

applied to any ML model fitting any dataset.

Recently, there has been considerable development into new ML architectures and input

representations to predict protein-ligand binding affinity. While these advancements are

significant, we are approaching limitations in absolute model performance due to the lack

of available structural data for training. We investigate two ways to expand the available

structural data: 1) Expanding the available binding complexes by utilizing crossdocking to

generate putative poses of ligands in related proteins where we assume that they can bind,

and 2) imputation of binding affinity for unlabeled complexes in the PDB. Crossdocking

allows for both a combinatorial expansion of available binding pose data, since instead of one

protein and one ligand to generate poses, we have many proteins per ligand, and it also serves

as a better indicator of model performance. With a crossdocking dataset, the majority of

poses are from ligands in non-cognate receptors. Notably, predicting properties for a ligand

in non-cognate receptors is the task in drug discovery, as you are not searching for a known

protein-ligand interaction but something new. Imputation, on the other hand, serves to

provide pseudo-labels for training a new model. Neither of these approaches has been utilized

in predicting protein-ligand binding affinity, and we will demonstrate both strategies are

effective at improving the performance of an ML model.

1.3 The Profilin1 - Actin Complex

The prior sections of this work focused on methods and evaluations to improve ML model

training. While these experiments are useful, it is also important to show that the models

generated are applicable to real-world drug discovery campaigns. We demonstrate this using
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our deployed models to assist in an ongoing drug discovery campaign targeting the Profilin1

(PFN1) protein’s interaction with actin.

PFN1 is a key protein in the angiogenesis pathway, and aberrant angiogenesis is a

component of many disease states. Notably, upregulated angiogenesis is a hallmark of

clear-cell renal cell carcinoma (ccRCC) tumor microenvironment.50 Furthermore, PFN1 is a

known regulator of actin dynamics and actin-based cellular processes such as migration and

proliferation51–56 and has been identified as a marker of late stage ccRCC.57,58 Additionally,

upregulation of PFN1 in vascular endothelial cells is implicated in proliferative diabetic

retinopathy (PDR), one of the leading causes of blindness worldwide59. In the progression

of PDR, up-regulation of PFN1 results in an increase in PFN1-actin binding, which in turn

upregulates processes related to cell mobility and angiogenesis. Thus, the PFN1-actin binding

interaction is an attractive clinical target. Notably, this interaction in particular is attractive

as a testing ground for our ML methods, as the protein-protein binding surface is flat and

thus devoid of traditional binding pockets (Figure 1.2). Ergo, finding a small molecule that

mimics a protein-protein binding interaction is difficult for traditional modeling methods.

Gau et al. 60 identified a small molecule, C2, which could disrupt the PFN1-actin binding

interaction in vivo. Although C2 was effective in disrupting the PFN1-actin interaction,

the concentration necessary to do so was 50-100uM60. This concentration is too high for a

commercial drug and, while we know that C2 disrupts the protein-protein interaction, its

mechanism of binding is unknown. This adds additional difficulty in trying to optimize C2

for better potency, as we do not know what interactions C2 is making with PFN1 or actin to

achieve its function, nor do we know what potential interactions are available at the binding

site to improve binding efficiency.

Improving upon C2 provides an excellent research challenge, as its important molecular

features are unknown, its binding site is unknown, and protein-protein interactions are a

difficult problem for traditional modeling methods. Therefore, the success of ML methods on

identifying a molecule to target this protein-protein interaction would be strong support that
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Figure 1.2: The PFN1-actin binding interface from 2BTF in the PDB. Actin is shown in green.

PFN1 is shown in Cyan. Note that the PFN1-actin interface is relatively smooth and devoid of

traditional ligand binding pockets.
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such in silica methods are valuable in difficult experimental settings. We propose utilizing a

structure-based virtual screen to identify new candidate molecules to target the PFN1-actin

binding interaction, using the models developed during the previous sections of this thesis to

score the candidates.

1.4 Dissertation Overview

ML methods for molecular property prediction have seen rapid advancements over the past

decade. However, changes in model architecture are often accompanied by different input

representations, making it difficult to determine the best model class or what the most

appropriate input representation is for a given property prediction task is. Additionally for

structure based ML models there is a general convergence of performance on benchmark

datasets like the PDBbind. The sizes of the datasets used for these benchmarks pale in

comparison to those used in other tasks where ML is successful, such as image recognition.

Lastly, ML models are compared by their performance on these benchmark datasets, which

are unrepresentative of the use case of these models in actual drug discovery campaigns. This

work seeks to address these problems through three sections of work. First, we evaluated

a variety of ML model types and input representations on computed molecular properties

to investigate the relationship between the input representation of a molecule and the ML

models that are successful at predicting various properties. Second, we expand the available

data for training structure based ML models through crossdocking and the imputation of

missing labels. Lastly, we demonstrate the viability of these techniques by utilizing them

to screen for new compounds to target the challenging PFN1-actin protein-protein binding

complex in a drug discovery campaign.
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2.0 Investigating the Relationship Between Molecule

Input Representations and Model Performance

2.1 Summary

Various machine learning (ML) models have been developed for molecular property prediction

tasks. These models span a large variety of general architectures and input representations,

often both at the same time. This in turn makes the relationship between input representation

and model architecture unclear. Here we characterize the performance of ML models on several

computed properties in order to investigate the relationship between input representation and

model performance. Fitting power laws to expanding versions of the training data also allow

us to estimate how ML models will improve as more data becomes available. We demonstrate

that more complex ML models both empirically outperform the simpler models, and also

utilize training data more efficiently. Additionally, our analysis of fitting the UFF energy of

conformers demonstrates the importance of analyzing model behavior, as our 3D model’s

did not perform as expected. Lastly, fitting the UFF energy was our hardest task and our

fits of successively increasing training sets showed that fitting random forests is the best

strategy for good model performance until we hit 1 million training points. This suggests

that simpler methods are more effective in challenging, data limited settings and warrants

further investigation.
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2.2 Introduction

The large size of chemical space, estimated at 1060 1–3, is too vast to label experimentally.

Thus, in drug discovery or other screening campaigns there is a need for fast and effective

chemical property predictors to narrow down the search space in order to find the subset of

molecules most likely to succeed at some task. Traditionally this is performed by modeling

molecules in some way such as scoring with force fields or other semi-empirical methods, as

the space is far to vast for quantum mechanics calculations. Machine learning (ML) models

have started to dominate the field of chemical property predictors with a plethora of models

being published. For example, there are 38 ML models published in the Journal of Chemical

Information and Modeling in 2023 alone when searching for "binding affinity". ML methods

are very attractive, as once trained they are fast, parallelizable, and very accurate in the

regime of their training data. This allows trained ML models to efficiently screen large

libraries of available compounds. Finally, ML methods tend to perform better as the volume

of training data increases. As more experimental measurements of different molecules are

verified and stored, it stands to reason that ML methods will continue to become better in

the future.

However, these approaches are not without their flaws. ML methods, due to their nonlinear

modeling, are prone to fit to biases in the training data.36,61–64 This is exasperated for small

molecule property prediction as we are very data limited. ChEMBL is a database containing

2.3 million compounds covering 1.5 million assays, and only represents a tiny fraction of all

of chemical space.4

Problematic training data aside, there is another fundamental problem when attempting

to compare between two ML models. Namely, that performance differences between two

different models could be due to differences in their architecture OR differences in their input

representation. Often, when new methods are released, both the architecture and the input

representations are different from other established models. Thus, when comparing to other
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reported numbers on a benchmarking dataset it is unclear if the new model is better because

of the new architecture, or if it found a better way to represent molecules to a computer.

There have been very few comparisons between various models in a rigorous fashion.31–35

These comparisons also tend to focus on a large number of datasets.31–33, can eschew complex

models34, or have very limited training data35. All of these issues mean that the results of

the comparisons tend to be rather generic and do not offer meaningful information about

what type of model is best for a given task.

The other type of comparison happens when a new model is published and the authors

compare the performance metrics (root mean squared error, Pearson R, etc.) of their model

with the published numbers of other models on a particular dataset. Better metrics are used

to justify or ad-hoc explain why differences in model architecture or input representation

for the published work are better than in the prior models. However, there are potential

caveats to this approach as well. The values of certain metrics depend on the underlying

data distribution, which can be the result of a random data generation process (e.g. the

generation of docked poses), which could be different between the two publications.

In addition, advances in model architectures often go hand in hand with different input

representations of the molecules. This means that the post-hoc justification of better

performance metrics is insufficient to explain if the different model architecture or a better

representation is the cause of the improvement. Model architecture differences can be probed

with ablation studies, but this practice is not as applicable to input representations. In total,

these issues make it so that if one is given a set of data and a desired property prediction task,

there is no way to tell what model type or input representation is the best for the desired

task.

We can partially address this overall knowledge gap through the investigation of three

questions: 1) Are more complex models better when fully optimized, 2) How variable are

more complicated models, and 3) How efficiently are models utilizing the available training

data. In order to remove as much bias as possible from our analysis, we will investigate
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computed properties of molecules in the ChEMBL dataset. We eliminate sources of error

due to experimental measurement by having a completely deterministic label generation

procedure for the computed properties. With this dataset we can then train and evaluate a

variety of models ranging from the relatively simple ridge regression model, to the much more

complex molecule attention transformer65, which also span a variety of input representations

(e.g. chemical fingerprints, grids of atomic density, and graphs). Optimizing the various

models’ hyperparameters will allow us to answer the first two questions by comparing the

absolute performance of the best performing model in each class, and analyzing the variability

in model performance during the hyperparameter sweep.

Kaplan et al. 66 demonstrate that the cross entropy loss of large language models empirically

follow power laws with model size, compute budget, and dataset size. A power law relationship

is described by the following equation:

f(x) = a · xk (2.1)

where a is a scaling factor, and k describes the proportional change in the other quantity.

Importantly, power laws are scale invariant.

f(x) = a · xk

f(cx) = a(cx)k

f(cx) = ck(axk)

f(cx) = ckf(x) (2.2)

This means that all power laws with a particular scaling exponent are equivalent up to a

constant factor. This means that fitting a power law between dataset size and a model’s test

set performance can yield a framework to detect diminishing returns. When the power law is

true, we can expect a fixed proportional increase in test set performance by doubling the
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amount of training data. However, if the power law overestimates the performance gains of

adding training data, then we have evidence that the model has reached diminishing returns

where the addition of more training data results in fewer performance gains. Additionally, if

the power law fits well, then we can compare the rates of performance gain as data is added

(the exponent), which will tell us how efficiently a model is utilizing the available training

data. That is, a model which lowers the test set error faster (has a more negative exponent)

improves more from the same amount of training data. This is possible as due to the scale

invariance of power laws, we can ignore the scaling factor a during our comparisons. Lastly,

a consistent power law across tasks can give insight into how well a particular model and

input representation combination will generalize its performance to new tasks.

This work seeks to investigate the relationship between input representation and model

type on the performance of ML models on a variety of computed property prediction tasks.

Through the training and evaluation of these models we will be better able to suggest input

representation and model combinations for a particular property prediction task given the

amount of training data available and how well we expect said model to scale as more data

becomes available. By training on predicted property labels we know that the sources of

variation between the models trained in this work is due to intrinsic qualities of the model and

input representation, as the labels were generated through a defined process. This eliminates

the possibility of the more complex models achieving better performance through a better

propensity to fit to noise inherent in experimental labels. In this work we examine ridge

regression, support vector regression (SVR), random forests (RF), and feed-forward neural

networks trained on molecular fingerprints, a convolutional neural network (CNN) trained on

grids of atomic density, and a molecule attention transformer trained on 2D and 3D molecular

graphs.
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2.3 Methods

Here we describe the ChEMBL dataset preparation, input representations, and model types.

2.3.1 ChEMBL dataset preparation

The SMILES strings for ChEMBL30 were downloaded from the ChEMBL website’s download

service. We then calculated the labels for the 2D property dataset consisting of the molecular

weight (MolWT), number of rings (NumRings), cLogP, and the longest path through the

molecular graph (LongestPath) with rdkit for each molecule. We then removed the molecules

with a molecular weight under 100Da or over 1000Da. We also removed molecules where

the LongestPath calculation failed. This resulted in a total of 1,984,674 molecules being

retained. We refer to this grouping of molecules as the “2D dataset”. For each molecule

we then calculated the default rdkit fingerprint with bitsize 2048 (shortened to rdkitFP),

the Morgan fingerprint67 with radius 2 and bitsize 2048, and every descriptor in rdkit’s

Descriptors module (shortened to Feature). Note that the rdkit Descriptor vector contains

the MolWT, NumRings, and cLogP. Since these are 3 out of 4 labels of our dataset, the

Feature vector serves as a trivial baseline for information content of a representation for

the MolWT, NumRings, and cLogP prediction tasks. The data was then randomly split

into a single 75% training and 25% testing set. A histogram of the train-test split for each

calculated property of the 2D dataset is shown in Figure 2.1.

The 3D property datasets were similarly generated. First, rdkit was utilized to generate

up to 10 conformers for each molecule, which were then saved as sdf files. We then calculated

the radius of gyration and UFF energy for each conformer, which were then independently

filtered. For the radius of gyration, we removed poses where the calculation failed, resulting in

a total of 26,060,341 conformers with each molecule having an average of 8.75 conformers. We

refer to this grouping of molecules as the “RadGyr dataset”. For the UFF energy, we removed
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conformers with over 1000kcal/mol as the extreme values were on the order of 106kcal/mol

and were interfering with model training. In total 24,112,889 conformers were retained, with

each molecule having an average of 8.36 conformers. We refer to this grouping of molecules

as the “UFF dataset”. We then randomly split both groupings of molecules into a single 75%

training and 25% testing set each. A histogram of the train-test split of the RadGyr and

UFF datasets is shown in Figure 2.1e,f.

Lastly, we generated a successively growing version of each training set. This was done by

randomly selecting an initial small version of the training set, and then successively growing

the dataset through the addition of more randomly selected training data. For the 2D dataset

this corresponded to 50k, 100k, 200k, 500k, and 1 million molecules being selected for the

training set. For the 3D datasets, instead of dealing with entire molecules we are dealing

with conformers of molecules. So, when we apply the same random selection procedure to

the 3D datasets, we are acting on conformers. Thus the same molecule is potentially split

across different sizes of the training set. For the RadGyr and UFF datasets, this random

growth procedure resulted in training set sizes of 100K, 200K, 500K, 1 million, 2 million, and

10 million poses being generated.

2.3.2 Input Representation and Model setup

We evaluated several model types: linear regression, ridge regression, support vector regression

(SVR), random forest regression (RF), feed-forward neural networks (F.F.), convolutional

neural networks (CNN), and transformers. The linear, ridge, SVR, RF, and F.F. models

were all trained on either rdkit’s path-based fingerprint, the Morgan fingerprint, or rdkit’s

descriptor fingerprint as described above. The CNN is grid based and uses voxels of atomic

density as described by Ragoza et al. 68 . Lastly, the transformers are the molecule attention

transformer as described by Maziarka et al. 65 . The linear, ridge, SVR, and RF models were

all implemented via the scikit-learn package69. The F.F., CNN, and transformer were all
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Figure 2.1: Histograms of the train-test split for each of the predictive tasks. Notably, for the Radius

of Gyration histogram, all radii greater than 8 were put into the same bin for visual clarity.
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implemented in PyTorch70.

The general architectures for the F.F., CNN, and transformer are shown in Figure 2.2.

The F.F. network is a series of a series of blocks. A block consists of a single fully connected

layer mapping its input to a defined hidden dimension followed by a non-linear activation

function. The F.F. network consists of an initial block going from the input dimension

to a defined hidden dimension, then some number of additional blocks (see n_hidden in

Figure 2.12), and a final fully connected layer to produce the output. Similarly, the CNN also

consists of a series of blocks. Here each block is a Max Pool, followed by at 3x3x3 convolution,

batch norm, and non-linear activation function. However in this setup, the first convolution’s

output number of channels is defined (initial_filters) and each subsequent block doubles the

number of output channels for each convolutional layer. The output layer is a single fully

connected layer to produce the predicted label.

Lastly, the transformer is the same molecule attention transformer defined by Maziarka

et al. 65 . Briefly, this model works on molecular graphs where each node is an atom, and each

edge is a bond. Each node has an associated feature vector: a one hot encoding of the atom’s

identity (B, C, N, O, F, P, S, Cl, Br, I, or Other), the number of bonds [0,5], the number

of bonded hydrogens [0,4], the formal charge (-1,0,1), if the atom is in a ring, and if the

atom is aromatic. Additionally, the pairwise distance matrix between all atoms is computed.

The network consists of a number of blocks (Nstacklayers) where each block consists of self

attention building up to a final internal representation vector of a specified size (Dmodel),

which is then fed into a fully connected layer to produce the predicted label. In the Molecule

Multi-Head Self Attention layer, we utilize a weighted combination of self-attention on the

graph’s node features (Self-Attention in Figure 2.2c), adjacency matrix, and distance matrix

as our input into the self-attention process. The weight applied to each of these matrices is

defined by the Ldist and Lattn hyperparameters, with the remaining weight for the adjacency

matrix being defined by 1− Ldist− Lattn. In total these different model architectures were

selected to represent a sliding scale of complexity, from linear regression to the transformer
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Figure 2.2: General architectures used during hyperparameter sweeps for the feed-forward (F.F.),

convolutional (CNN), and transformer neural networks. The F.F. networks utilize a molecular

fingerprint as input, the CNN utilized grids of atomic density, and the transformer utilizes a

molecular graph. Each of the blue boxes is a hyperparameter that was tuned during the sweep.

neural network architecture.

In order to meaningfully compare between these difference architectures, we first had to

optimize each model’s hyperparameters for every prediction task. This was done via a two

stage process utilizing the tools from Weights and Biases.71 First, a grid or random search was

performed over a broad range of hyperparameter values. Then, the results of the first search

was utilized to set the ranges of hyperparameters to explore with a Bayesian hyperparameter

search. As implemented by Weights and Biases, the Bayesian hyperparameter search utilizes

a Gaussian Process72 to model the relationship between the other hyperparameters and a

specified test set metric. For all models we set the hyperparameter optimization to minimize
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the root mean square error (RMSE) of the test set. The fingerprint based models utilized the

full training and test set setup during hyperparameter optimization. However, due to the

computational demands of the CNN and transformer model, we only utilized the reduced

training set of 1 million poses for the training set to speed up the hyperparameter search.

The ridge regression, SVR, RF and F.F. models were tuned for each of the cLogP, MolWT,

LongestPath, and NumRings predictive tasks as these are 2D calculated properties and the

input to each of these models is a 2D fingerprint. Similarly, the CNN and transformers

were tuned to the UFF Energy predictive tasks, as these models incorporate 3D conformer

information and the UFF Energy is a conformer specific property.

For the ridge regression model we explored the strength of the L2 regularization and the

number of iterations utilized by sklearn in the conjugate gradient solver. The general search

space of the SVR was to cover the regularization parameter and the tolerance for the stop

criterion specified by the sklearn python package. The RF model sweep covered the number of

trees in the forest, how the leaves were split and pruned, and how deep each tree was allowed

to be. For the F.F. models the sweep generally covered which nonlinear activation function

was utilized, the size of the hidden dimension, and the number of hidden layers in the network.

The CNN model generally explored different atom type definitions (covering additional

types for aromatic/aliphatic carbon, donor/acceptor Nitrogen, polar/apolar Hydrogen, and

donor/acceptor Oxygen), the initial dimension of the first convolution layer, the number of

convolutions, and the nonlinear activation function. Lastly, the Transformer model swept

over the number of dense layers in the self-attention blocks, the number of attention blocks,

the number of heads in each self-attention layer, the hidden dimension of the model, and the

weighting of the distance matrix, adjacency matrix, and the graph node’s feature vector as

input to the self-attention layer. The full details of each hyperparameter sweep are shown in

Figure 2.12. Notably, we stopped the two stage process for the F.F. models on the cLogP

and MolWT predictive tasks after the Bayesian stage failed to improve the F.F. models on

the LongestPath and NumRings tasks. Similarly, to save on computational expense, only the
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random hyperparameter sweep was performed on the CNN and transformer models. The top

models were selected based on their RMSE on the test set.

2.4 Results

Here we present the results of our extensive hyperparameter sweep, the evaluation of the best

performing model on each predictive task, and the fit of power laws to our growing training

set sizes.

2.4.1 More complex models are better

The RMSE of the best performing model during the hyperparameter sweep is shown in

Table 2.1. For the fingerprint based models we observe that the Morgan fingerprint based

models outperform the rdkit fingerprint for all of the 2D predictive tasks. This implies that

the connectivity based Morgan fingerprint is a better representation that the path based

rdkit fingerprint. However, we note that we selected a single bit size for the fingerprint

vector and did not perform any hyperparameter sweeps over the fingerprints themselves.

Thus the differences we observe could potentially be removed by optimizing our fingerprint

selection. We also note that the rdkit feature vector contains the Number of Rings, cLogP,

and Molecular Weight as part of the vector, which means that models trained with this input

should be able to achieve perfect predictions.

Interestingly, this near zero performance is not observed with the SVR and F.F. models

on the Molecular Weight predictive task. While the RMSE is not zero, it is less than the

weight of a Hydrogen atom for each of these cases. Still, the nonzero performance is surprising

as both the SVR and F.F. models have L2 regularization on the model weights. A perfect

fit is possible though the assignment of 0 weight to all non-molecular weight input features
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(207 total) in the input vector, and a weight of 1 to the remaining molecular weight input

feature. However, it is possible that a combination of a small amount of weight on the other

207 features would lower the weight assigned to the molecular weight input feature. This

situation would be preferred by the implementation of the regularization for the SVR and F.F.

models, and would lead to more error. In general, the regularization of these more complex

models is designed to avoid the situation where the model hyper-focuses on a small set of

input features to determine the output, which is precisely the behavior we desire in this case.

For the RF models, this behavior is less impactful as for a given decision tree, the optimal

information yield is to split nodes along this singular input feature (or other input features

that are highly correlated with the molecular weight). Thus, the error is likely due to having

to group the data into bins for regression, where a leaf’s prediction is the mean molecular

weight of the members of said leaf. Lastly, since 3/4 properties are contained in the rdkit

feature vector, and our observation that Morgan fingerprint based models outperformed the

rdkit fingerprint models, we utilized the Morgan fingerprint as input for the 2D models for

the remaining analyses.

Additionally, for the 2D property prediction tasks, we observe that as the model com-

plexity increases, we observe better performance across both the Morgan and rdkitFP input

representations (Table 2.1). This implies that the more complicated models are better able

to fit the information present in the fingerprint representations. However, this trend of more

complicated models having better performance was not necessarily observed with the 3D tasks.

We expected that the Transformer would outperform the CNN, but this was only true for

the UFF energy predictive task (Table 2.1). For the Radius of Gyration predictive task, the

CNN outperformed the Transformer. We suspect that this is due to the grid representation

of the CNN completely representing the radius of the molecule, whereas the 3D pairwise

distance matrix of the Transformer does not explicitly represent the center of mass of the

molecule and its corresponding radius.

The final model endpoints shown in Table 2.1 do not tell the full story. It is also important
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Task Input Linear Ridge SVR RF F.F. CNN Transformer

Longest Path*
Feature 1.669 1.275 1.278 0.763 0.417
Morgan 1.981 2.001 2.001 1.522 0.894
rdkitFP 2.971 2.989 2.989 1.828 1.285

Number of Rings*†
Feature 6.41e−14 2.31e−6 4.1e−4 2.45e−3 6.53e−3

Morgan 0.570 0.570 0.570 0.402 0.199
rdkitFP 0.725 0.725 0.725 0.437 0.301

cLogP*†
Feature 8.08e−14 8.443e−6 9.6e−4 3.02e−3 8.41e−3

Morgan 0.916 0.921 0.921 0.732 0.366
rdkitFP 1.181 1.186 1.186 0.758 0.516

Molecular Weight*†
Feature 1.66e−11 1.372e−5 0.159 0.00372 0.458
Morgan 50.136 50.364 50.364 43.085 21.738
rdkitFP 72.168 72.439 72.439 43.801 29.851

UFF Energy‡
Grid 115.838

Graph 114.516

Radius of Gyration‡
Grid 0.1634

Graph 0.2265
* Training and testing on the 75%-25% random split of the 2D dataset.
† rdkit feature vector contains label as part of the input
‡ Train - 1million subset of the corresponding dataset, Test - full 25% random split of the dataset.

Table 2.1: Test set RMSE for the best performing model of each model type during the hyperparameter

sweep for each calculated molecular property task.

to determine how performance scales as a function of the amount of training data available.

To determine this we trained the best performing (lowest test set RMSE) ridge, SVR, RF,

F.F., CNN and Transformer model on our successively growing training sets (Figure 2.3).

We utilized the Morgan fingerprint for our input representation for the ridge, SVR, RF, and

F.F. models. For all tasks, the ridge and SVR model achieved the same performance. We

also observe the general trend of SVR performing worse than the RF, which does worse than

the F.F., which does worse than the CNN, which does worse than the Transformer across

nearly every task, given a sufficient amount of training data is available. The exception

to this general trend is the UFF energy regression task where the CNN outperforms the

Transformer and on 10million data points the F.F. neural net also outperforms the transformer

(Figure 2.3e).
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Figure 2.3: Best performing models on each of the prediction tasks. The Ridge and SVR models

are completely overlapping. For (a)-(d) the CNN and Transformer models utilized the 3D RadGyr

dataset with the corresponding calculated property, while the other models utilized the 2D dataset.

This is indicated with an asterisk, as the dataset for the Ridge, SVR, RF, and FeedForward models

are distinct form the dataset used for the CNN and Transformer. For (e) all models utilized the

UFF dataset, and for (f) all models utilized the RadGyr dataset. F) only goes to 2 million poses due

to computational complexity preventing the completion of the 10 million, and full dataset. Similarly,

the UFF energy set did not have the full dataset completed.
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2.4.2 More complex models require more hyperparameter tuning effort

In the prior section we compared the performances of the best model, by test set RMSE,

for each model type on each predictive task. While useful, it is also relevant how much

computational effort goes into finding the best model, especially if you are compute limited.

We can quantitatively assess the effort needed to find the best performing model by analyzing

the variability of the test set performance across the hyperparameters analyzed during the

sweep. We also only care about models which exhibit “good” test set performance. Here,

we defined this to be performing better (lower test set RMSE) than a model which simply

predicts the mean of the training set for every molecule. We also note that we do not really

care about the hyperparameter sweeps that utilized the rdkit Feature vector as their input.

Figure 2.4 shows the histograms of the test set performance of the Ridge, SVR, RF, and F.F.

models on the 2D dataset, and the Transformer and CNN models on the UFF and RadGyr

datasets.

It is clear that both the Ridge and SVR models have a very narrow distribution over their

hyperparameters (Figure 2.4a-d). This implies that generally, a small hyperparameter sweep

is sufficient to cover the possible performance space for these models. On the other hand,

the RF, F.F., Transformer, and CNN models all demonstrate a much wider range of test set

performance given a set of hyperparameters. Thus, for these more complex methods, a larger

hyperparameter sweep is necessary to cover the optimal hyperparameter space.

Table 2.2 shows the number of models that were excluded from the histograms in Figure 2.4.

Notably, going along with their narrow distributions, the Ridge and SVR models were unlikely

to have a combination of hyperparameters that resulted in a model worse than one that

predicts the mean of the training set. Interestingly, there were a large number of RF models

that exhibited this poor performance. This is due to the combination of two hyperparameters

explored in the initial search, ccp_alpha and min_impurity_decrease. If both of these

hyperparameters were not set to 0, then the resulting RF model collapsed to a fit worse than
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(f) Radius of Gyration test set RMSE histogram.

Mean Training set predictor RMSE: 1.0202.

Figure 2.4: Test set RMSE of each model trained during the hyperparameter sweep. We removed

models trained with the rdkit Feature vector, and models whose test set RMSE was equivalent or

worse than predicting the training set mean for each molecule.
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Property Ridge SVR RF F.F. CNN Transformer
LongestPath 25/2958 127/3449 748/865 693/1321

Number of Rings 8/2160 181/2451 692/923 650/1683
cLogP 2/2158 179/2449 748/865 693/1321

Molecular Weight 0/2160 183/2450 943/1058 589/1320
UFF Energy 207/999 308/2000

Radius of Gyration 354/945 311/2000

Table 2.2: Number of models not shown in the histograms of Figure 2.4, due to the test set

performance being equivalent or worse than predicting the mean of the training dataset for every

molecule. Each column is a model type, and for each task the numerator is the number of models

removed, and the denominator is the total number of models evaluated in the hyperparameter sweep.

the mean training set predictor.

As we get to the other more complicated ML models, F.F., CNN, and Transformer, the

relationship of how certain hyperparameters affect the resulting model’s test set RMSE become

more complex. It thus becomes unclear what specific combinations of hyperparameters will

result in a collapsed fit. This further reinforces the idea that these more complex methods

require a more extensive hyperparameter sweep in order to determine an optimal set of

hyperparameters for a given task.

2.4.3 More complex models utilize training data more efficiently

The results shown in Figure 2.3 show comparisons of absolute performance between the

various models. However, it is also important to consider how efficiently the models are

utilizing the available training data. Not only does this give us an estimate of how much

we can expect these models to improve, but it will also give insight into whether or not the

models have reached diminishing returns and it would be better to focus research efforts

elsewhere. In order to investigate this we fit power laws to the data utilized in Figure 2.3 for

each predictive task (Figures 2.5-2.10).

In general, a power law describes the relationship of training set size to test set RMSE
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(a) SVR – Longest Path (R2 0.864)
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(b) Random Forest – Longest Path (R2 0.985)
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(c) Feed Forward – Longest Path (R2 0.998)
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(d) CNN linear fit - Longest Path (R2 0.963)
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(e) Transformer – Longest Path (R2 0.973)

Model R2 Power Law Exponent
SVR 0.864 -0.00510
RF 0.985 -0.137
F.F. 0.998 -0.182
CNN 0.963 -0.000341

Transformer 0.973 -0.808

(f) Table summarizing the power law fit. Note: CNN

is a linear fit, so the slope is reported indicated with

italics.

Figure 2.5: Fitting power laws mapping the training set size to model performance for the Longest

Path prediction task. We only fit up the first 5 growing training sets for the Transformer model, as

the computational demands were too high.
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(a) SVR – Number of Rings (R2 0.859)
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(b) Random Forest – Number of Rings (R2 0.986)
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(c) Feed Forward – Number of Rings (R2 0.987)

500 1000 1500 2000
Training ChEMBL IDs (x1000)

0.2

0.4

0.6

Te
st

 R
M

SE

data
fit

(d) CNN – Number of Rings (R2 0.973)

0 500 1000 1500 2000
Training ChEMBL IDs (x1000)

0.1

0.2

Te
st

 R
M

SE

data
fit

(e) Transformer – Number of Rings (R2 0.967)

Model R2 Power Law Exponent
SVR 0.859 -0.00668
RF 0.986 -0.170
F.F. 0.987 -0.231
CNN 0.973 -0.693

Transformer 0.967 -0.660

(f) Table summarizing the power law fit

Figure 2.6: Fitting power laws mapping the training set size to model performance for the Number

of Rings prediction task. We only fit up the first 6 growing training sets for the Transformer model,

as the computational demands were too high. Additionally, we excluded the first data point of the

CNN from the power law fit due to it being an outlier
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(a) SVR – cLogP (R2 0.878)
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(b) Random Forest – cLogP (R2 0.988)
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(c) Feed Forward – cLogP (R2 0.998)
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(d) CNN – cLogP (R2 0.837)

0 500 1000 1500 2000
Training ChEMBL IDs (x1000)

0.1

0.2

0.3

Te
st

 R
M

SE

data
fit

(e) Transformer – cLogP (R2 0.990)

Model R2 Power Law Exponent
SVR 0.878 -0.00500
RF 0.988 -0.129
F.F. 0.998 -0.192
CNN 0.837 -0.264

Transformer 0.990 -0.603

(f) Table summarizing the power law fit

Figure 2.7: Fitting power laws mapping the training set size to model performance for the cLogP

prediction task. We only fit up the first 6 growing training sets for the Transformer model, as the

computational demands were too high.
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(a) SVR – Molecular Weight (R2 0.827)
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(b) Random Forest – Molecular Weight (R2 0.989)

0 500 1000 1500
Training ChEMBL IDs (x1000)

30

40

Te
st

 R
M

SE

data
fit

(c) Feed Forward – Molecular Weight (R2 0.992)
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(d) CNN – Molecular Weight (R2 0.979)
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(e) Transformer – Molecular Weight (R2 0.966)

Model R2 Power Law Exponent
SVR 0.827 -0.00585
RF 0.989 -0.149
F.F. 0.992 -0.196
CNN 0.979 -0.712

Transformer 0.966 -2.37

(f) Table summarizing the power law fit

Figure 2.8: Fitting power laws mapping the training set size to model performance for the Molecular

Weight prediction task. We only fit up the first 6 growing training sets for the Transformer model,

as the computational demands were too high. Additionally we excluded the first data point from the

CNN power law fit due to it being an outlier.
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(a) SVR – UFF energy (R2 0.749)
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(b) Random Forest – UFF energy (R2 0.983)
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(c) Feed Forward – UFF energy (R2 0.956)
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(d) CNN – UFF energy (R2 0.991)
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(e) Transformer – UFF energy (R2 0.959)

Model R2 Power Law Exponent
SVR 0.749 -0.00206
RF 0.983 -0.0338
F.F. 0.956 -0.0464
CNN 0.991 -0.0834

Transformer 0.959 -0.0680

(f) Table summarizing the power law fit

Figure 2.9: Fitting power laws mapping the training set size to model performance for the UFF

energy prediction task. We only fit up the first 6 growing training sets for the Transformer model,

as the computational demands were too high.
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(a) SVR – Radius of Gyration (R2 0.860)
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(b) Random Forest – Radius of Gyration (R2 0.991)
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(c) Feed Forward – Radius of Gyration (R2 0.987)
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(d) CNN – Radius of Gyration (R2 0.942)
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(e) Transformer – Radius of Gyration (R2 0.953)

Model R2 Power Law Exponent
SVR 0.860 -0.00295
RF 0.991 -0.126
F.F. 0.987 -0.0857
CNN 0.942 -0.0894

Transformer 0.953 -0.360

(f) Table summarizing the power law fit

Figure 2.10: Fitting power laws mapping the training set size to model performance for the Radius

of Gyration prediction task. We only fit up the first 5 growing training sets for the Transformer

model, as the computational demands were too high, and similarly restricted our fit of the CNN to

keep comparisons between the 3D methods more fair.
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well (R2 > 0.9). Notable exceptions are the CNN on the Longest Path prediction task, which

was better described with a linear fit, the CNN model on the cLogP predictive task, and

the SVR model on every task. It is clear from the plots (Figures 2.5-2.10(a)) that the SVR

model’s performance has diminishing returns, and that the power law is overestimating the

test set RMSE improvements. Interestingly, for the CNN model’s performance on cLogP the

relatively poor R2 value is driven by 2 data points, the 2nd and 3rd from the final point,

that poorly fit the power law (Figure 2.7(d)). It is especially interesting that the 10 million

pose training dataset for the CNN outperformed the full training dataset as this was the only

time such behavior was observed in our experiment.

By comparing the exponents listed in Figures 2.5-2.10 (f) we can determine which models

are utilizing the available training data most efficiently (e.g. more negative exponents mean

a faster reduction in test RMSE). We observe that across all tasks, except the Radius of

Gyration prediction, the F.F. model has a more negative exponent in the fit power law than

the RF model. Thus not only were the F.F. models’ performance better across these tasks

(Figure 2.3 (a)-(e)), but we expect as more training data becomes available that the difference

in improvement will widen. In the Radius of Gyration prediction task, the opposite is true.

For this task, the RF model has a more negative exponent (-0.126) than the F.F. model

(-0.0857). So, while the performance of the F.F. model is currently better than the RF model

(0.354 vs 0.433 RMSE), we expect that the RF model will surpass the F.F. model with

enough training data. Assuming that our power laws will hold as more training data becomes

available, the RF model will surpass the F.F.at approximately 27.5 million available training

poses.

This trend of more complex models utilizing data more efficiently than the less complex

models breaks down for the 3D methods. The CNN has a more negative power law exponent

for the Number of Rings and UFF energy predictive tasks, and exhibited a linear fit on the

LongestPath predictive task. The Transformer on the other hand had a more negative power

law fit on the cLogP, Molecular Weight, and Radius of Gyration predictive task. We also
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note that the CNN model may be exhibiting signs of diminishing returns on the Radius of

Gyration task as the power law is over-estimating the test set RMSE, and the performance

of the CNN is flattening out (Figure 2.10c).

Model 2D task mean exponent 3D task mean exponent
SVR -0.00566 (6.7e−4) -0.00251 (4.4e−4)
RF -0.146 (0.015) -0.0794 (0.046)
F.F. -0.200 (0.019) -0.0660 (0.020)
CNN -0.557 (0.21)* -0.0864 (0.0030)

Transformer -1.11 (0.73) -0.214 (0.15)

Table 2.3: Mean power law exponent for each model across the various input tasks. The standard

deviation of the fits is shown in parenthesis. There are 4 tasks in the 2D task, except for CNN for

which the LongestPath task is excluded due to it being a linear fit (indicated with *). There are

only 2 tasks in the 3D task.

We then looked at how consistent our power law fits for a given model were by comparing

the fit exponent for a given model across the tasks.Table 2.3 shows the mean exponent of our

power law fits per model, split between the 2D and 3D predictive tasks. We observe that

across both the 2D tasks, the SVR, RF and F.F. models essentially have the same exponent

for their power law fit as evidenced by having a standard deviation between the fits an order

of magnitude smaller than the mean fit. This was also true of the SVR and CNN model on

the 3D tasks. However, it was not the case for both the CNN and Transformer models on

the 2D tasks, and not the case for the RF, F.F, and Transformer on the 3D task. Notably,

there are only 2 3D tasks, so the standard deviation here is fairly unreliable. These findings

indicate that for more complex models, while a power law fit can describe the relationship

between training data size and model performance, the exact nature of this fit is task specific.

We show the datapoints utilized in Figures 2.9 and 2.10 in Table 2.4. We expected that

the RF and F.F. models would both be poorly suited to the UFF energy and Radius of

Gyration predictive tasks, as they utilize the 2D Morgan fingerprint as input and thus cannot

utilizes the necessary 3D conformer information to predict the correct answer. For the Radius

of Gyration task, this is exactly what plays out with the CNN being the best performer no

40



Train Size RF F.F. CNN Transformer
100k 126.68 128.50 141.80 140.58
200k 123.21 126.68 136.93 132.52
500k 119.63 123.78 122.93 124.33
1 mil 117.41 119.70 116.81 114.85
2 mil 116.01 113.07 110.25 110.63
10 mil 107.43 103.90 98.15 105.14

(a) UFF Energy Test set Error

Train Size RF F.F. CNN Transformer
100k 0.634 0.507 0.206 0.597
200k 0.595 0.492 0.194 0.428
500k 0.534 0.450 0.170 0.380
1 mil 0.481 0.421 0.163 0.222
2 mil 0.433 0.394 0.162 0.206

(b) Radius of Gyration Test Set Error

Table 2.4: Model Test RMSE comparisons for the 3D property prediction tasks. Bold indicates the

best performing model in the row. Italics indicates when the CNN or Transformer surpasses the

feed-forward neural network’s performance.

matter the amount of training data. The Transformer also quickly surpasses the fingerprint

based models once 200,000 training poses are available. This is not necessarily surprising

since the CNN is able to “see” the entire size of the molecule in three dimensions, making it

well suited to the task.

Conversely, in the Transformer model the 3D information needed to calculate the Radius

of Gyration (the 3D coordinates of each atom) are more hidden from the model. First, unless

there exists an atom at the molecule’s center of mass, the pairwise distance matrix does not

explicitly contain the Radius of Gyration. So first the model would have to figure out the

math (and the assumptions) to compute a set of coordinates that corresponds with the input

distance matrix. Then, the model has to calculate the center of mass for that computed set

of coordinates, followed by calculating the distance to each coordinate to locate the solution.

There is an easy to compute approximation, being half of the largest value in the pairwise

distance matrix, but it is prone to error if the molecule is not globular. Additionally, the only
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place that the distance matrix enters the model is in each head of the self-attention layers of

the transformer (Figure 2.2c). Within the code, the distance matrix is pushed through an

exponential kernel (g(d) = exp(−d)) during the self-attention block. Thus, the model does

not have direct access to the distances within the distance matrix. Which in turn, makes

the Transformer architecture, as implemented here, less suited to predicting the Radius of

Gyration than the CNN.

However, this was not the case with the UFF energy task. The R.F. model was our best

performing model until 1 million training poses were available. It also took 500,000 training

poses before the CNN was able to overtake the F.F. model, and 1 million training poses

before the Transformer was able to do the same. Additionally, even though the F.F. and

RF models utilized the same input, it took 2 million training poses before the F.F. network

outperformed the random forest. This is particularly interesting as since all of the models

performed relatively poorly, it indicates that if the problem is hard or not suitable to our

input representations. We can conclude that in such a case if there is not a lot of training

data available, then the best approach is to utilize the random forest. But once a sufficiently

large amount of data is available, then the more complex models start to outperform the

random forest.

Lastly, we wish to examine how the 3D information is impacting our 3D predictive tasks.

We cannot simply compare between the 2D and 3D models, since the differences between

them can be due to both the ability to process 3D information as well as differences in the

model type. Thus, it is better to compare between a 2D conformer and 3D conformer as

input to our 3D methods. This must be done with care. For example, the CNN architecture

requires 3D information to be present in the input. Simply flattening the conformer to 2

dimensions allows some data leakage of the conformer into the 2D representation as the

locations of the atoms will be different. It also either changes the dimensionality of the

feature maps learned by the CNN as you remove a coordinate dimension from the molecular

grid, or introduces a lot of zero value grids due to the 3D grid being mostly empty with
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(a) 2D versus 3D distance matrix input for Trans-

former models on UFFenergy.
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(b) 2D versus 3D distance matrix inputs for Trans-

former models on Radius of Gyration.

Figure 2.11: Visualizing the difference of using a 2D instead of 3D pairwise distance matrix as input

to the transformer models. We expected that the 3D models would outperform the 2D counterparts

as there is extra information available to the same number of model parameters. This is the case for

the Radius of Gyration, but not the case for the UFF energy.

everything squashed into 2 dimensions. The Transformer model does not suffer from this

problem. 3D information is incorporated into the graph structure through the pairwise

distance matrix. Said matrix can be generated utilizing the positions of the 3D conformer,

or through calling the Compute2DCoords() function in rdkit on 2D molecular graph itself.

Notably, the dimensionality of the pairwise distance matrix is always Natoms ×Natoms. Thus,

the data leakage can be avoided by having each conformer have the same 2D pairwise distance

matrix, and thus, the same input into the neural network.

In Figure 2.11 we show the results of utilizing a 2D or 3D pairwise distance matrix as

input to our Transformer model on the UFF energy and Radius of Gyration predictive tasks.

The results on the Radius of Gyration task were generally what was expected; that the

3D version of the input was better than the 2D version due extra information on the 3D

conformer being present in the input. Notably, this effect only starts to appear after 500,000

input poses are included in the training set. This was not the case for the UFF energy

predictive task. Instead, we observe that as the training set size grows, the two versions of
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the Transformer model collapse to the same performance. This indicates that the conformer

information is not being utilized in the predictive performance on this task.

2.5 Conclusion

In order to investigate the relationship between input representation and performance of

various ML models, we trained several models on various computed molecular property

prediction tasks. We observe that the more complex models empirically outperform the

simpler models (Figure 2.3). We compared our best performing model across tasks by fitting

power laws to describe the relationship between training set size and the resulting test set

error. In general, these fits explained the relationship very well (commonly R2 > 0.95) and

allows for relatively easy detection of diminishing returns if the power law is overestimating

the model’s test set performance (e.g. the SVR model on every task). We also observed

remarkable consistency between the fit exponents of the power law across tasks for our simpler

models, the SVR, RF, and F.F., except for the RF model on the 3D tasks (Table 2.3). This

implies that our simpler models utilizing molecular fingerprints fit training data in a similar

fashion regardless of the task. As this behavior was consistent across 3 model types, it

suggests that this property could be due to the input Morgan fingerprint representation rather

than some property of a model type. This is further suggested by the CNN and Transformer

models, which both utilize different input representations, having generally different power

law exponent fits across the tasks.

We also demonstrate that more complex models tend to utilize data more efficiently,

as the more complex models tend to have more negative exponents in their power law fit

(Figures 2.5-2.10f, Table 2.3). In the 2D tasks, it is clear that the SVR handles new data

worse than the RF, which in turn is worse than the F.F. models as expected. Things become

less clear with the CNN, due to the large standard deviation. However, this is due to both
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the CNN having only 3 tasks to fit, since the Longest Path was better explained by a linear

fit, and relative outlier fit exponent of -0.264 on the cLogP task (Figure 2.7f) as compared

to -0.712 on Molecular Weight (Figure 2.8f) and -0.693 on Number of Rings (Figure 2.6f).

We also note that this worst fit exponent for the CNN (-0.264 for the cLogP task) is higher

than any observed exponent for the F.F. model. So, while our fit exponents are much noisier

for the CNN on the 2D predictive tasks, they are all higher than the F.F. model and thus

can support the claim that more complex models utilize the data more efficiently. There is

a similar story with the Transformer model, where an outlier exponent fit of -2.37 on the

Molecular Weight predictive task (Figure 2.8f) is much higher than the other exponent fits of

-0.808, -0.660, and -0.603 on the LongestPath, Number of Rings, and cLogP tasks respectively

(Figure 2.5f, 2.6f, 2.7f). Again, the smallest exponent fit for the Transformer model, -0.603 on

cLogP (Figure 2.7f), is higher than any observed in the F.F. model. So again, we can conclude

that this more complicated model utilizes data more efficiently than a F.F. model. However,

due to the large standard deviations in the fit exponents, we cannot make conclusions about

the ability to utilize the training data between the CNN and Transformer model for the 2D

predictive tasks. For the 3D tasks, this relationship is harder to tease as there are only 2

tasks and the CNN is the only model that achieved consistent results between the two tasks.

An interesting exception to the power law fit is the CNN on the Longest Path prediction

task, where a linear model had a much better fit to the data (linear R2 of 0.963 versus

the power law’s R2 of 0.876). This indicates that this particular input representation and

model architecture is well suited to the task, as we are seeing consistent linear improvements.

It also indicates that we have not started to reach the performance limit of the model,

where diminishing returns of additional training data would start to form. This is an

interesting contrast to the Transformer model, which does follow a power-law relationship.

The Transformer exhibits better performance than the CNN on the Longest Path prediction

task. The Transformer had a test set RMSE of 0.313 with 1.23 training million molecules

versus 0.372 RMSE with 1.96 million training molecules for the CNN. However, we expect
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that the CNN will surpass the transformer at ≈2.6 million total training molecules, assuming

that both the linear fit for the CNN and the power law for the Transformer continue to hold.

One of our initial hypotheses was that the extra 3D input for the UFF energy predictive

task would allow networks with 3D input to outperform their 2D counterparts. That is, we

expected that the CNN and Transformer architectures would outperform the RF and F.F.

networks, which was not necessarily the case (Table 2.4a). Notably, it took 500,000 training

poses for the CNN to outperform the F.F. network, and 1 million poses before the 3D methods

outperformed the 2D ones. It is also important to note that the RMSE of over 100 kcal/mol

is a poor performance to recapitulate the energy defined by the UFF for a given conformer.

To investigate this further, we utilized the Transformer model as it is easy to change the

pairwise distance matrix to utilize 2D distances based on the molecular graph instead of

3D distances of the conformer without modifying other parts of the network architecture

(Figure 2.11). We expected to see that the 3D method would always outperform the 2D

method as it has an additional source of information about the 3D conformer. However,

we observe that as the training size grows the two versions of the model achieve the same

performance. We speculate that this is due to the large variance in the UFF energy of the

dataset (Figure 2.1e). The variance of UFF energies between molecules is much greater than

the variance between conformers of the same molecule. Ergo, in a learning context, a quick

way to reduce the overall error of a model would be to distinguish between molecules rather

than learn the actual force field parameters to distinguish between conformers of the same

molecule. Thus, we suspect that the models are learning to map molecular identity to the

UFF energy rather than the actual parameters of the force field to determine the energy from

the positions of the atoms in a conformer.

The difficulty of our models on the UFF energy predictive task can better mimic the

challenging property prediction use cases (such as receptor-ligand binding affinity) for these

models. Table 2.4 shows that when the available training data is limited, a random forest

based on molecular fingerprints is likely the best modeling option. It takes over a million
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training poses to be available before the CNN or Transformer architectures can outperform the

random forest. Additionally when training with 10 million poses the performance difference

between the RF, F.F., CNN, and Transformer models is not very large. This could help

explain the phenomenon observed with the PDBbind benchmark6, where a large variety of

different architectures and input representations achieve similar performance on the core set.

With the small amount of available data, only 19,443 structures, there is simply not enough

data present to meaningfully outperform simpler approaches on the PDBbind. Thus, it is

imperative that training data expansion methods be developed to help the advancement of

ML models in these structure-based molecular property predictive tasks.
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2d fingerprints -- rdkitFP 2048, Morgan radius 2 & 2048, rdkit Feature vector
Ridge Regression

Initial search: grid (n=240)
--alpha = 1, 100, 10000, 1000000, 100000000 Constant that multiplies the L2 term
--fit_intercept = 0,1 Bool on fitting the intercept
--max_iter = 1000,10000,15000,20000 Maximum iterations for conjugate gradient solver.
--positive = 0,1 Bool to force coefficients to be positive
--solver = auto Automatically choose the solver method
--training = rdkitFP, Morgan, rdkit feature vector Input representation selection

Second search: bayes (n=100)
--alpha: uniform [0,100000]
--fit_intercept = 1
--max_iter = 20000
--positive = 0
--solver = auto

Linear SVR
Initial search: grid (n=675)

--c = 100, 10, 1, 0.1, 0.01 Regularization parameter. Strength is inversely proportional
--epsilon = 0, 0.1, 1, 10, 1000 Tolerance for stopping criteria
--intercept_scaling = 1, 0.1, 10 enable intercept_scaling*synthetic feature weight.
--max_iter = 1000, 10000, 20000 Limit on iterations within solver
--loss = squared_epsilon_insensitive Use the L2 loss function
--training = rdkitFP, Morgan, Feature Input representation selection

Second search: bayes (n=100) Num Rings, MolWT, cLogP, LongestPath Morgan
--c = 2
--epsilon: uniform [0,0.1]
--intercept_scaling = 1
--loss = squared_epsilon_insensitive
--max_iter = 30000

Second search LongestPath rdkitFP: bayes (n=100)
--c: uniform [1,100]
--epsilon: uniform [0,10]
--intercept_scaling: uniform [0,10]
--loss squared_epsilon_insensitive
--max_iter 20000

Third search LongestPath rdkitFP: bayes (n=100)
--c = 2
--epsilon: uniform [0,0.1]
--intercept_scaling = 1
--loss = squared_epsilon_insensitive
--max_iter: int_uniform [20000,30000]

Random Forest
Initial search: random (n=1000)

--ccp_alpha = 0, 0.25,0.5,0.75 Complexity parameter for Minimal Cost-Complexity Pruning
--criterion = squared_error, poisson Function to measure quality of a split
--max_depth = None, 100, 1000, 10000 Maximum depth of the tree
--max_features = auto, sqrt, log2 Number of features to consider when looking for the best split
--max_samples = 1, 0.75, 0.5, 0.25 Fraction of samples to draw from training set for each tree.
--min_imputity_decrease = 0, 0.25, 0.5,0.75 Impurity decrease threshold for splitting nodes
--min_samples_leaf = 1,2,5,10,20 Minimum number of samples required to be in a leaf
--min_samples_split = 2,5,10,100 Minimum number of samples to split an internal node
--n_estimators = 50, 100, 1000 Number of trees in the forest
--training = rdkitFP, Morgan, Feature Input representation selection

Second search: (bayes, n=100)
--ccp_alpha = 0
--criterion = squared_error
--max depth: int_uniform [1000,20000]
--max features = auto
--min impurity decrease = 0
--min samples leaf = 1
--min samples split = 2
--n_estimators: int_uniform [50,5000]

(a) Hyperparameter sweeps for scikit learn models utilizing fingerprints as input
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2d fingerprints -- rdkitFP 2048, Morgan radius 2 & 2048, rdkit Feature vector
Feed Forward Neural Netowork

Wide-Shallow Initial search: random (n=1000)
--activation = lrelu, sigmoid, tanh, relu Nonlinear activation function
--epochs = 1,2,10,20 Number of training epochs
--hiddensize = 50, 100, 1000, 10000 Dimension of layers of the model
--lr = 0.0001, 0.001, 0.00001, 0.1 Learning rate for Adam Optimizer
--n_hidden = 0,1 Number of hidden layers
--weight_decay = 0, 0.01, 0.1, 0.2 Weight decay for Adam Optimizer
--training = rdkitFP, Morgan, Feature Input representation selection

Wide-Shallow Num Rings rdkitFV & Feature & Morgan Second search: bayes (n=100)
--activation = lrelu
--epochs: int_uniform [10,30]
--hidden_size: int_uniform [8000, 20000]
--lr: uniform [0.0001, 0.001]
--n_hidden: int_uniform [0,5]
--weight_decay = 0

Wide-Shallow LongestPath Morgan Second search: bayes (n=100)
--activation = lrelu, tanh
--epochs: int_uniform [10,40]
--hidden_size: int_uniform [1000,12000]
--lr: uniform [0.00001, 0.001]
--n_hidden: 0,1
--weight_decay = 0

Wide-Shallow LongestPath rdkitFV Second search: bayes (n=100)
--activation = sigmoid, tanh
--epochs: int_uniform [1,40]
--hidden_size: int_uniform [8,256]
--lr: uniform [0.00001, 0.001]
--n_hidden: 0,1
--weight_decay: uniform [0,0.01]

Narrow-Deep Initial search: random (n=1000)
--activation = lrelu, sigmoid, tanh, relu
--epochs = 1,2,10,20
--hiddensize: 50, 100, 200
--lr = 0.0001, 0.001, 0.00001, 0.1
--n_hidden = 5, 10, 15, 20
--weight_decay = 0, 0.01, 0.1, 0.2
--training = rdkitFP, Morgan, Feature

Narrow-Deep Num Rings rdkitFV & Morgan Second search: bayes (n=100)
--activation = lrelu
--epochs: int_uniform [10,30]
--hidden_size: int_uniform [200, 500]
--lr: uniform [0.0001,0.001]
--n_hidden: int_uniform [10,30]
--weight_decay = 0

Narrow-Deep LongestPath Morgan & rdkitFV Second search: bayes (n=100)
--activation = lrelu
--epochs: int_uniform [1,40]
--hidden_size: int_uniform [32,512]
--lr: uniform [0.00001, 0.001]
--n_hidden: int_uniform [20,100]
--weight_decay: uniform [0.05,0.4]

(b) Hyperparameter sweeps for feed forward neural networks utilizing fingerprints as input
3D grid based CNN Initial search: random (n=1000)

--atommap = basic, C, Caromatic, CN, CNO, CNOH, H Atom Type definitions for libmolgrid
--batchsize = 64,128,256 Number of examples per batch
--lr = 0.1,0.01,0.001,0.0001 learning rate for Adam optimizer
--initial filters = 32,64,128 Number of output channels in first convolution
--n_conv = 2,3,4 Number of convolutions in network
--weight_decay = 0, 0.01, 0.1, 0.2 Weight decay for Adam optimizer
--activation = lrelu,sigmoid,elu,relu Non-linear activation function following each convolution

Graph transformer Initial search: random (n=1000)
--Ndense = 1,2,3,5 Number of position-wise feed forward layers
--batch size = 64,128,256 Number of examples per batch
--delta = 0.1,0.2,0.5,1,2,10 Delta for the Huber loss function
--dmodel = 64,128,256,512,1024 Hidden dimension size of the model
--dropout = 0,0.01,0.1,0.2 Probability to zero elements in an input tensor
--heads = 2,4,8,16,32 Number of self attention heads
--lattn = 0.1,0.2,0.33,0.5 Weight of the self-attention matrix
--ldist = 0.1,0.2,0.33,0.5 Weight of the distance matrix
--nstacklayers = 2,4,6,8,10,16 Number of attention blocks
--lr = 0.1,0.01,0.001,0.0001 Learning rate for SGD optimizer
--momentum = 0.6,0.7,0.8,0.9 Momentum for SGD optimizer

(c) Hyperparameter sweeps for convolutional neural networks utilizing grids of atomic density as input, and

molecule attention transformer networks utilizing molecular graphs as input

Figure 2.12: Hyperparameters explored during the search.
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3.0 Expanding Training Data

3.1 Summary

Machine learning methods have become increasingly popular for protein-ligand scoring. In

particular, several new structure-based methods all achieve similar performance on the

PDBbind dataset6. Machine learning methods’ success in other fields is due in part to a large

volume of available training data, which is not the case for receptor-ligand structures. There

are two vectors to approach expanding the available structural data for machine learning

models: expanding the available binding pose data, and expanding the available binding

affinity data. We developed the CrossDocked2020 dataset which expands the available binding

pose data through docking ligands into similar receptors. This results in the expansion of

the 200,000 poses available in the PDBbind General set into over 22.5 million poses in

CrossDocked2020. We then demonstrate that training convolutional neural networks on

CrossDocked2020 results in models that perform better on the redocking and crossdocking

tasks, are more pose sensitive, and yield more informative gradients. Lastly, we demonstrate

that utilizing imputed labels generated from these networks on the missing binding affinity

data in CrossDocked2020 results in improved performance for both pose classification and

binding affinity regression via simple imputation techniques. The release of CrossDocked2020

and the data splits utilized to train our model allows for the direct comparison of other

models to the ones generated in this study. This study also provides the proof of concept for

further investigating imputation as an in silica method to improve binding affinity regression

for structure-based models.
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3.2 Introduction

A key component in the drug discovery pipeline is protein-ligand scoring. It provides a

method to narrow the scope of all of chemical space down into a more reasonably sized

set of compounds for experimental testing. Given that the interactions of atoms in space

determine the properties of a given protein’s interactions with a ligand, it is common to utilize

a structure-based method to score these molecules.73–77 In these structure-based methods, the

scoring function is responsible for evaluating the correctness of the pose and predicting the

affinity of a given complex. Traditionally, scoring functions fall into one of three categories:

force-field based13–16, empirical17,18, or knowledge-based19,20.

Force-field based methods model the intermolecular potential energies through bonded

and nonbonded parameters estimated from experimental and simulated data.78 Empirical

scoring functions, in contrast, are constructed from manually selected interaction terms (e.g.

hydrophobicity, hydrogen bonding, etc.) parameterized to available data. Lastly, knowledge-

based methods are constructed from entirely non-physical statistical potentials derived from

available protein-ligand complexes. Each of these approaches commonly utilize a linear fit of

their input features to the target prediction. Machine learning (ML) models have, relatively

recently, emerged as their own class of scoring function, and are particularly attractive as

they fit a non-linear function of their input to the target prediction21,79–83.

ML approaches to scoring require an input representation of the complex, which is often

calculated using a predefined set of features to characterize the protein-ligand binding. This

overt featurization possibly limits the performance of ML scoring functions by imbuing

them with extra sources of bias from the human selected features. This limitation can be

avoided by using a direct representation of the protein-ligand structure as input. One such

representation is a 3D grid where the only features are the choice of atom types and how

atom occupancy is represented in the grid. There have been several recent efforts at utilizing

convolutional neural networks (CNNs) on these atomic grids for scoring receptor-ligand
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complexes.25,68,84–86 CNNs are particularly attractive as they allow the model to determine its

own representations/features in order to determine what makes a low RMSD pose or strong

binder for a given receptor-ligand complex. In addition, there have also been considerable

advancements in utilizing graph-based representations with other ML architectures to predict

receptor-ligand binding affinity.87,88

It is also important to note that the available structural data for receptor-ligand binding is

inherently biased and does not span all of chemical space. Importantly, all of the available data

is the result of specific human design choices, e.g. drug campaigns for a specific receptor.89

Cleves and Jain 89 demonstrated that there are different inductive biases present for ligand-

based modeling methods depending on if the method was 2D or 3D. There are three common

biases present in virtual screening datasets: ‘analogue bias’ (highly similar active compounds),

‘artificial enrichment’ (poor property matching between actives and decoys leading to easier

classification), and ‘false negatives’ (assumed decoys that were later experimentally verified to

be active).90 The recent success of ML methods has renewed interest in controlling for biases

in the available datasets.36,61–64 This is especially relevant as ML-based methods tend to fit to

the initial biases of their training data.61 For example, the DUD-E benchmark91 for virtual

screening has been shown to have numerous biases present in it, with ligand-only models able

to achieve comparable performances to CNNs despite their lack of receptor information.36

ML models for pose selection and affinity prediction largely rely on the PDBbind dataset6

which curates the Protein Data Bank (PDB) for high quality receptor-ligand structures with

published binding affinities. Unfortunately this dataset is small by ML standards, containing

a total of 19,443 protein-ligand entries in version 2020. This is a far cry from the scale of data

utilized for large deep learning models. As an example, AlphaFold is a 93 million parameter

model to predict a protein’s 3D structure from its sequence, and was trained on all 204,104

structures available in the PDB and 355,993 unlabeled sequences from Uniclust3092. Part of

the success of AlphaFold is in the supplementation of the structures available in the PDB with

the unlabeled sequence data. Thus, it is desirable for us to similarly expand the PDBbind
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based data to become more on scale with the datasets used for AlphaFold. There are two

approaches to scaling the PDBbind data: we can expand the poses of every receptor-ligand

complex to generate more pose data, and we can expand the binding affinity data. In silica

methods to perform these expansions are particularly attractive as it is time-consuming,

expensive, and difficult difficult to generate both a crystal structure and binding affinity

measurement for a given receptor-ligand pair.

It is theoretically trivial to expand the number of poses for a given receptor-ligand complex

through molecular docking. By simply sampling more and more poses, it is theoretically

possible to generate an infinite amount of training data. However, it is unclear if generating

data in this fashion would be useful to the model as most poses generated in this fashion

are of poor quality. Ultimately, the goal of receptor-ligand scoring is not to recapitulate the

binding pose of a known receptor-ligand complex (redocking), but to predict the poses of

novel ligands in a given structure (crossdocking).

We can neatly address this problem by utilizing crossdocking itself to expand the binding

pose data. The assumption that similar receptors bind similar ligands is common in virtual

screening tasks. This same assumption would allow us to group the PDB into clusters of

similar receptors and then expand the poses by docking every ligand in the cluster to every

other receptor in the cluster. This both approximates the crossdocking use case better by

generating poses of ligands in non-cognate receptors, but also serves to combinatorially

expand the number of poses within each cluster.

A shortcoming of this approach is that it does not expand the amount of binding affinity

data present in the dataset. In particular, the PDB contains a large number of complexes

with unknown binding affinity, but known structure. It is non-trivial to incorporate outside

sources of binding information into a structure-based dataset. A simple approach is to

take the binding affinity label from a receptor-ligand complex with an unknown structure.

However, it has been shown that training ML models on such data by using the top ranked

docked pose of such a complex results in entirely pose-insensitive models, defeating the point
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of using structure-based modeling at all.68 Template-based docking docking could provide

better results for such a setup, but it is unclear if it be successful.93

A different in silica solution for this problem is to assign a binding affinity value to known

receptor-ligand complexes in the PDB through imputation.94,95. There are several approaches

to imputing missing data, the simplest of which is to delete or ignore data points with missing

labels (i.e. not perform imputation). This approach is problematic as it can introduce extra

bias into the models, especially if the missing data is not randomly distributed.96 We know

that this is a large fraction of our available data, so this approach is unsuitable.

The next easiest method is known as “simple imputation” and entails replacing the missing

values by a single quantifiable attribute of the non-missing values (e.g. mean, median,

mode). However, it is known that these methods produce extra bias or unrealistic results on

high-dimensional data sets.97 This is also unsuitable for our task as we define our labels as a

function of our high-dimensional data input (atom positions in 3D space). Thus, regression

imputation is the most attractive option to explore.

In this method of imputation a model is fit to the known data labels and is then used

to assign the imputed labels. There are several approaches to this type of imputation, from

the statistical, such as a weighted quantile regression, to more ML inspired approaches like

k-nearest neighbors, support vector machines, random forests, etc.95,96 ML-based imputation

approaches have been successful across the medical field, showing success in Medical Expen-

diture Panel Surveys98, or being utilized in clinical decision making.99. Rubinsteyn et al. 100

examined a variety of imputation methods for imputing binding affinities for peptide-Major

Histocompatibility Complex (MHC) interactions. The methods examined were not ML-based

and only predicted a singular class of binding affinity interactions (e.g. only against MHC as

a receptor).

The most common ML models employed in imputation are k-nearest neighbor (k-NN)

models and random forest models.95 Nearest neighbor algorithms require a meaningful

similarity metric. This is challenging for molecules, as it has been shown that fingerprint-based
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similarity metrics can incorrectly measure the similarity between molecules.101 Additionally, for

receptor-ligand binding affinity regression, a ligand similarity is insufficient as the interactions

between the receptor and ligand are important to correct modeling. It is unclear what

similarity metric could capture each of these unique features, making these ML models

unsuitable to our task. Instead, we propose utilizing our CNN models directly to impute the

missing labels.

This work is broken into two halves: first generating an expanded pose dataset through

crossdocking and, second, expanding the binding affinity data through the utilization of our

CNN models to impute the missing values. We extend the CNN developed by Ragoza et al. 68

to jointly train for pose classification, i.e. classifying if a given ligand pose has a low root

mean squared deviation (RMSD) to the true crystal pose, and binding affinity regression.

This CNN is the rigorously benchmarked on the traditional PDBbind dataset in order to

determine its general efficacy at these two tasks. Then, we can utilize this CNN in order

to give an initial benchmark for the CrossDocked2020 dataset and determine if expanding

the available poses through crossdocking is beneficial to model performance. We can then

utilize this CNN as our ML model to perform regression imputation on the receptor-ligand

complexes in CrossDocked2020 which are missing binding affinity labels. The evaluation of a

newly trained CNN on the imputed labels will then inform if this imputation approach to

generating missing binding affinity values is effective at increasing model performance.

3.3 Expanding Pose Data

Our first approach to expanding the pose data is a combinatorial expansion through the use

of crossdocking. We assume that similar ligands will bind to similar receptors, which allows

us to generate new training complexes by docking ligands into non-cognate receptors. In this

subaim we create a new dataset, CrossDocked2020, and rigorously evaluate the performance
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Model Parameters Forward ± SD (ms) Backward ± SD (ms)
Def2017 383,616 1.110 ± 0.0259 1.151 ± 0.0286
Def2018 388,736 1.147 ± 0.0334 1.369 ± 0.0363

HiRes Affinity 1,106,560 10.375 ± 0.181 20.640 ± 0.360
HiRes Pose 964,224 5.452 ± 0.0597 8.381 ± 0.918

Dense 684,640 8.116 ± 1.550 15.712 ± 0.180

Table 3.1: Number of parameters and time for a forward pass and backwards pass on a NVIDIA

TITAN Xp for each model. The reported time is the average time per a single input complex

averaged across 10 runs where each run consisted of 1000 iterations of batch size 50.

of our CNN’s on this dataset to provide a solid benchmark for the community to fairly

compare their new model’s performance against.

3.3.1 Model Architectures and Input Representations
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Figure 3.1: CNN model architectures. Code is available at http://github.com/gnina.

In this subaim, we evaluate five distinct CNN model architecture variations shown in
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Figure 3.1. The number of parameters and timing for the forwards and backwards passes of

each network is listed in Table 3.1. All of our models utilize the same input representation: a

3D grid of Gaussian-like atom type densities as generated by libmolgrid23. The grid is a

23.5Å cube with 0.5Å resolution centered on the center of mass of the ligand. Each grid point

contains 14 ligand atom type channels and 14 receptor atom type channels, including distinct

types for oxygen/nitrogen hydrogen donor/acceptors and aliphatic/aromatic carbons.

The “Default 2017” (Def2017) architecture is the architecture originally developed by

Ragoza et al. 68 . The remaining architectures were the result of an extensive hyperparameter

search on clustered cross-validated splits of the PDBbind refined set. The “HiRes” models

were the best performing models on either the binding affinity regression or the binding

pose classification task. In contrast, the “Default 2018” (Def2018) architecture was selected

based on its combined performance on both affinity regression and pose classification, and

its evaluation time. Lastly, “Dense” is a densely connected CNN102 that is partially derived

from a model previously utilized for virtual screening86.

All models consist of a series of 3D convolutional and/or pooling layers followed by

two separate fully connected layers whose outputs are the pose score and binding affinity

prediction. Pose selection is a classification task to distinguish between low RMSD (< 2Å)

and high RMSD (> 2Å) poses. This section of the network utilizes a logistic loss function.

Conversely, the affinity prediction network is a regression task to correct predict the binding

affinity for the receptor-ligand complex. It is trained with a custom L2-like pseudo-Huber

loss that is hinged when evaluating high RMSD poses. That is, if the input is a low RMSD

pose then the model is penalized for predicting either a too high or too low binding affinity.

But, if the input is a high RMSD pose then the model is only penalized for predicting too

high of a binding affinity for the complex.
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3.3.2 PDBbind dataset preparation

The PDBbind is one of the most common benchmarking sets for predicting receptor-ligand

binding affinity for models that take 3D structural data as input. It consists of an expansive

(General) set, a curated (Refined) set, and a predefined ‘Core’ set. The ‘Core’ set is selected

such that it matches the overall distribution of the rest of the data. In order to train

our models we created several partitions of PDBbind v2016 for training and evaluation:

Refined\Core, General\Core, clustered cross-validated (CCV) Refined, and CCV General.

Complexes were discarded if the ligand molecular weight was greater than 1000Da, or if the

ligand name was ambiguous. Each receptor and ligand was downloaded directly from the

PDB as an SDF through the downloadLigandFiles service to avoid ambiguities in bond

orders and protonation states present in the full PDB file. Waters and all atoms identified by

the HETATM tag were stripped from the receptor via the ProDy python package103.

Up to 20 docked poses were generated by docking ligands into their cognate receptor with

smina104 by defining a box around the crystal ligand with the autobox feature and keeping

the rest of the options at the default value. Additionally, we energy minimized the crystal

ligand using the UFF force-field46 via rdkit11, and then used the Vina scoring function to

minimize this UFF conformer of the crystal ligand with respect to its cognate receptor. This

ultimately gives up to 21 generated poses per receptor-ligand pair: 20 docked poses and 1

energy-minimized crystal pose.

This filtering and docking process resulted in the Refined set containing 3,805 complexes

with 66,953 poses, the General set containing 11,324 complexes and 201,839 poses, and the

Core set containing 280 complexes with 4,618 poses. The binding affinity labels were taken

using the pK reported in the PDBbind. The binding poses were labeled as good if they

had under 2Å RMSD to the crystal pose, and poor otherwise. Dataset comparisons and

information are shown in Table 3.2.

In addition to the more typical train on General/Refined and test on Core setup, we
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Dataset Pockets Complexes Poses Ligands Affinity Data %
PDBbind Core – 280 4,618 280 100

PDBbind Refined – 3,805 66,953 2,972 100
PDBbind General – 11,324 201,839 8,757 100

ReDocked2020 2,916 18,369 786,960 13,780 32.7
CrossDocked Iteration 0 2,922 18,450 10,691,929 13,839 39.9
CrossDocked Iteration 1 2,922 18,450 19,182,423 13,839 41.3

CrossDocked Only 2,767 18,293 21,797,142 13,786 42.2
CrossDocked2020 2,922 18,450 22,584,102 13,839 41.9

Table 3.2: Composition of the datasets used in this work. ReDocked2020 and CrossDocked2020 both

have model-generated counterexample. CrossDocked Iteration 0 is the CrossDocked2020 set without

any counterexamples added. ReDocked2020 and CrossDocked Only form a non-overlapping partition

of CrossDocked2020 into redocked and cross-docked poses. Affinity Data refers to the percentage of

poses with associated binding affinities from the PDBbind.

created CCV splits of the General+Refined+Core set (CCV General) and the Refined+Core

set (CCV Refined). The clusters were created by grouping together receptors with over 50%

sequence similarity or over 40% sequence similarity and 90% ligand similarity as computed

with rdkit’s FingerprintMols11. This results in complexes with highly similar ligands only

being placed in distinct clusters if the receptors have less than 40% sequence similarity.

Clusters were then randomly assigned to folds for 3-fold cross-validation.

3.3.3 CrossDocked 2020 dataset preparation

In order to expand the available binding poses, we rely on the assumption that similar ligands

bind similar receptors. Protein sequence similarity is not a perfect metric to determine if two

receptors are similar in this context, as we really only care about the properties of the binding

site. To address this discrepancy we utilized the Pocketome v17.12 database.105 Pocketome

groups structures from the PDB based on the similarity of their ligand binding sites into

“pockets” which contain the identified receptors and ligands. Thus for every pocket specified

in Pocketome we downloaded the receptor and ligand files from the PDB. Similarly to the
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PDBbind data, ligands with over 1000Da molecular weight were removed and the receptor

structures were stripped of water and aligned to the Pocketome identified binding site. Unlike

the PDBbind data, ions as identified by ProDy were retained and assigned as receptor atoms.

Then for each ligand-receptor pair in a given pocket, we generated up to 20 docked poses and

a singular UFF energy minimized pose as described with the PDBbind data. Finally, the

binding data (pK) of a particular ligand was taken from PDBbind v2017 and assigned to all

poses containing that ligand. This assumes that the binding affinity of a ligand is constant

for all members of a given pocket. We also assume that the original crystal pose is the correct

pose for a ligand with every receptor in a pocket. Notably, these assumptions are commonly

made during structure-based virtual screening, but are not always valid. Thus, the labels of

the data in CrossDocked2020 in inherently noisier.

We then had to generate CCV splits of the dataset. Importantly, we wanted to retain

the nature of grouping pockets based on features of their binding sites. Due to the grouping

by Pocketome, we already have a clustering of receptors and ligands within a pocket and

only need a method to cluster between pockets. We performed this cross-pocket clustering

by utilizing the ProBiS106 algorithm with the z-score parameter set to 3.5 on the Pocketome

identified cluster centers of each pocket. These clusters were then randomly assigned to

the folds for cross-validation. In total, CrossDocked2020 version 1.0 contains 13,780 unique

ligands, 41.9% of which have a binding affinity label, and is grouped into 2,922 pockets

containing 18,450 pocket-ligand complexes. There are 22,584,102 receptor-ligand poses,

11,892,137 of which are generated in our counterexample generation procedure (outlined in

the next paragraph). A ReDocked subset was created by only including poses where the

ligand was docked into its cognate receptor. The ReDocked set contains the same pockets

and ligands as the CrossDocked2020 set, but only has 18,369 complexes and 786,960 poses of

which 391,137 are counterexamples (Table 3.2).

It has been shown that an iterative approach to the generation of training data improves

the robustness of the trained model.107 In order to do this, we first train a model on all
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of the available training data then use it to optimize every pose in the training data with

respect to the newly trained model. This results in the generation of new poses that the model

considers as improvements to their starting pose. Since we know the correct answer (the

crystal ligand pose), we can identify the newly generated poses that the model struggles with.

That is, we update the training set with the newly generated poses that score high (above 0.9)

while being more than 2Å RMSD away from the crystal pose (confidently wrong), or scored

low (below 0.5) while being less than 2Å RMSD away from the crystal pose (unconfidently

correct). The new poses that are identified in this way provide a set of counterexamples that

are designed to confuse the model.108 We filter these counterexamples to ensure that we only

add poses that are more than 0.25Å away from any other pose in the training set. Each

iteration added fewer poses (Table 3.2) and becomes computationally more demanding, so

this process was performed twice for the creation of the CrossDocked2020 dataset.

3.3.4 Training procedure

All models were trained using a custom fork of the Caffe deep learning framework109 with

libmolgrid integration23 using the train.py script available at https://github.com/

gnina/scripts with a batch size of 50. Training examples were randomly shuffled, batches

were balanced with respect to the pose label (low vs high RMSD poses), and examples were

stratified with respect to their receptor so that targets are sampled uniformly during training

regardless of the number of docked poses per target. In order to overcome the coordinate

frame dependency of grids, input structures were randomly rotated and translated up to 6Å

(provided the ligand did not leave the box) every time an example grid was generated during

training. This approach was shown to be successful by Ragoza et al. 68 .

Models were optimized with the stochastic gradient descent (SGD) optimizer with an

initial learning rate of 0.01, momentum 0.9, and with a weight decay of 0.01. We implemented

an early stopping criteria to dynamically reduce the learning rate and terminate training when
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Selected Training Hyper Parameters
Data Set step_when step_end_cnt percent_reduced

PDBbind Refined (Crystal) 5 4 100
PDBbind Refined (Core) 25 4 100
PDBbind Refined (CCV) 18 4 100

PDBbind General (Crystal) 5 4 100
PDBbind General (Core) 88 4 100
PDBbind General (CCV) 88 4 100

ReDocked (CCV) 200 3 3.82
CrossDocked (CCV) 200 3 0.132

Table 3.3: Training Hyper Parameters

the model converges. Early stopping hyperparameters for each training set are provided in

Table 3.3. Every 1000 iterations of the training set the early stopping criteria is evaluated on

a reduced version of the training set. The size of this set is determined by the percent_reduced

parameter in train.py. If there is no reduction in the training loss during the last step_when

evaluations, then the learning rate is lowered by a factor of 10. This lowering of the learning

rate can occur step_end_cnt times, after which training will cease. We select the step_when

parameter such that the network will see the entire training set or 200,000 examples, whichever

is smaller, before updating the learning rate.

For each dataset we trained five models with five different random seeds for evaluation.

Additionally, for the CCV PDBbind data, each seed utilized a different 3-fold split of the

data. This was not the case for models trained with CrossDocked2020 or ReDocked2020,

where only a single 3-fold split is considered due to the computational cost and time required

to create splits of this much larger dataset.

3.3.5 Evaluation metrics

All of our models output a pose score for binding pose classification and predict the binding

affinity of the receptor-ligand complex for binding affinity regression. We evaluate the binding

pose classification task with the area under the curve of the receiver operating characteristic
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curve (AUC), and the ‘Top1’ fraction. The AUC indicates how well the model separates low

RMSD from high RMSD poses and is a measure of inter-target ranking power. Conversely,

Top1 is the fraction of low-RMSD (< 2Å) poses among the top-ranked poses and is a measure

of intra-target ranking power (i.e. how often docking is successful). Notably, the meaning

of Top1 significantly depends on the underlying ratio of generated poses. As an example,

if not all complexes have a low RMSD pose, then the best possible Top1 is less than 1.0.

Additionally, the expected Top1 of a random classifier will vary depending on the number

of low RMSD poses that were sampled during docking. In order to provide context for our

Top1 results, we provide the best possible Top1 and the performance of a random classifier.

Finally, when evaluating crossdocked poses, we consider all docked poses of a ligand across

all receptors in a given pocket (pocket-ligand pairs) as a single set, emulating ensemble

docking110.

In order to evaluate the quality of the binding affinity, we must first select which docked

pose of the ligand we are evaluating. This is done to avoid having multiple instances of the

same complex with the same label in our metrics. Unless stated otherwise, we select a pose

for a given complex (receptor:ligand for PDBbind, or pocket:ligand for Pocketome) by taking

the pose with the highest pose score (the same pose used to generate the ‘Top1’ statistic)

or best Vina score when evaluating the Vina scoring function. The predicted affinity for

this selected pose is then used to calculate the Pearson’s R and root mean squared error

(RMSE) with the experimental binding affinity data in pK units. We also analyzed the effect

of selecting our singular pose by the highest predicted affinity, the best pose (lowest RMSD

to the crystal), the worst pose (highest RMSD to the crystal), or a random pose for these

affinity metrics.

Our general base line is the Autodock Vina47 scoring function. In order to compare the

binding affinities from the PDBbind to the Vina scores, we need to convert the Vina score
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from kcal/mol to pK. This is done via the formula:

pK = − log10(e
vina
T ·R )

Where T = 295K and R = 1.98720 · 10−3kcal mol−1K−1 is the ideal gas constant.

With all of the datasets and metrics set up, we then performed a series of experiments.

The first group of experiments served to characterize our various CNN models on the PDBbind

data in order to compare them with other state of the art models. We then demonstrate that

the results of our (and other’s) models on the PDBbind Core test set are overly optimistic,

and argue for the adoption of CCV splits by the community going forward. This leads into

the second group of experiments where we rigorously evaluate the performance of the Def2018

and Dense architectures on the CrossDocked2020 dataset. Lastly, we present the results of

our best networks to serve as a benchmark for the community and provide the exact poses

and data splits used to train our models.

3.3.6 Characterizing CNN performance on the PDBbind data

In order to show the benefits of training a model on CrossDocked2020, we first need to compare

our CNN models to contemporary methods. This means a rigorous evaluation of our models

on the PDBbind data. We first compare our models with other networks that all trained

on the PDBbind Refined/General set and tested on the Core set in Table 3.4. In particular,

Pafnucy85 and KDeep25 are both CNNs based on grids similar to our models, RF-Score21 is

a random forest, and 1D2D CNN88 is a CNN with a distinct input representation based off

of the topology of the input. We include Vina as a representative of a traditional scoring

function. Our best performing models show similar performance to the previous grid-based

CNN methods and RF score, although a precise comparison is not possible due to differences

in the training and test sets (and not having the exact docked pose distributions used to
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Model RMSE R
Def2018 Refined Crystal 1.50 0.73
Def2018 Refined 1.50 0.72
Def2018 General 1.38 0.79
Def2018 General Ensemble 1.37 0.80
Dense General 1.49 0.73
Dense General Ensemble 1.35 0.79
Pafnucy85* 1.42 0.78
KDeep25† 1.27 0.82
RF Score21‡ 1.39 0.80
1D2D CNN88† 1.64 0.848
Vina 2.22 0.41

* Train: PDBbind General and Refined v2016 crystal
structures (N=11,906). Removed Nucleic Acid+Protein,
Protein+Protein, and Nucleic Acid+Ligand from all
sets. Test: remaining Core set (N=290).
† Train: PDBbind Refined v2016 crystal structures
(N=3767). Test: PDBbind Core set crystal structures
(N=290)
‡ Train: PDBbind Refined v2007 crystal structures
(N=1300). Test: PDBbind Core set crystal structures
(N=195)

Table 3.4: Affinity prediction performance on PDBbind Core (N=280) for a variety of models.

train other models). This is reassuring, as it indicates that further analysis of our models

on PDBbind and CrossDocked2020 should produce a comparable effect on the other models

rather than being a quirk of our particular CNN architectures.

In order for our CrossDocking method to be appropriate, we need to know the effect of

training on docked poses rather than the crystal poses for affinity prediction. We investigated

this by training on two versions of the PDBbind Refined data: one with only the crystal poses

(Crystal) and another with only docked poses (Docked). When training with the Crystal set,

the pose score layer of the model is omitted and the only loss computed is the L2-like loss on

the affinity prediction. The Docked set includes both low (< 2Å) and high (> 2Å) RMSD

poses, and models trained with this follow the training procedure outlined in the Methods

section.

We measure the performance of our models on predicting receptor-ligand binding affinity

for these two sets in Figure 3.2. All four models achieve comparable performance on both the
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Figure 3.2: Affinity prediction correlation and RMSE on PDBbind Core set for models trained using

crystal or docked poses from the Refined Set. Autodock Vina was used as a baseline. The test set

consisted of either crystal or docked poses. Note: there is an increased scale for the Autodock Vina

RMSE results plot

Crystal and Docked datasets, with average R in the range 0.72 to 0.75. This demonstrates

that the inclusion of docked poses does not reduce binding affinity prediction performance,

despite the inclusion of low quality poses. We also demonstrate that a model trained with

only Crystal data and evaluated on Docked poses achieves a similar result to a model trained

on Docked poses and evaluated on Crystal data. This indicates that our CNN models are

insensitive to small perturbations of ligand positions (e.g. a low RMSD pose is scored similarly

to a crystal pose as desired). Notably, this is in contrast to the AutoDock Vina scoring

function, which performed poorly on the Crystal data. This is due to the presence of clashes

in the Crystal data, which result in very large repulsion terms.

As shown in Figure 3.2, our new models behave similarly to the Def2017 model. The

HiRes models are the best at the task and dataset (Refined) they were optimized for, but this

pattern is not conserved across different training and test sets, suggesting that the models may

have been selected for their ability to overfit the Refined set. Since Def2018 was selected for

its generally solid performance and fast run time, it has fewer parameters which may have had

the effect of muting the problems of the HiRes models. Since all four models demonstrated

similar trends, and the Def2018 generally performed best, all further evaluations were only
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Figure 3.3: Affinity prediction performance for Def2018 model with different pose selection methods

when trained on Crystal or Docked poses of PDB Refined and tested on Core. Best is the lowest

RMSD pose to the crystal pose, CNNscore is the highest predicted scoring pose (not applicable for

Crystal trained models), CNNaffinity is the highest predicted affinity, Worst is the highest RMSD

pose to the crystal pose, and Random is taking a pose at random.

for the Def2018 model. This limited improvement motivated the substantially different Dense

model architecture, which is evaluated in Figure 3.14.

Given that training on docked poses had little effect on binding affinity prediction

(Figure 3.2), we then evaluated if our models were pose-sensitive at all and how the choice

of binding pose affected performance. There are five different pose selection methods: Best

(selecting the pose with the lowest RMSD to the crystal pose), CNNscore (selecting the pose

with the highest predicted pose score, the default), CNNaffinity (selecting the pose with the
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Figure 3.4: Intra-target pose ranking performance of various pose selection methods with the Def2018

model when trained on Crystal or Docked poses of PDB Refined and tested on Core.
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highest predicted affinity), Random (selecting a random pose), and Worst (selecting the pose

with the highest RMSD to the crystal pose). For each of these pose selection methods we

evaluated the Def2018 model trained on the Refined Crystal or Refined Docked set and tested

on the Core set made up of docked poses (Figures 3.3 and 3.4).

As the quality of the selected pose decreases, both the correlation and RMSE of the

predicted affinity worsen. The effect is more pronounced for the models trained with Docked

data (Figure 3.3). Interestingly, while using the highest RMSD pose reduces affinity prediction

performance, the Crystal trained Def2018 model still achieves an R of 0.60 compared to 0.70

with the best possible pose. This suggests that the model trained with the Crystal data is

making minimal use of the protein-ligand interactions in the affinity prediction task. However,

models trained withe Docked poses exhibit affinity prediction quality better correlated with

pose quality (Figure 3.3), and the affinity prediction by itself is significantly better at selecting

low RMSD poses (Figure 3.4).

All of the previous analysis was performed on the PDBbind Refined set, which is filtered

from the PDBbind General set. The General set is composed of data that is of dubious

quality111. We investigated the effect of adding more, but lower quality, data to training

our models by comparing models trained with the General set to models trained with the

Refined set, with both tested on the Core set (Figure 3.5). For all of our models and metrics,

training on the PDBbind General set improves Core set predictions. This suggests that the

quality controls utilized in the creation of the Refined set can be overly strict, and imply that

training on a larger quantity of data can outweigh the data being lesser quality.

These past analyses trained on the Core set are problematic, as the Core set, by design,

mimics the distribution of values of the General/Refined set. Thus, taking your model

performance metrics by their result on the Core set is similar to the fit of the training set

as the test set is being drawn from the same distribution of values. However, in the drug

discovery space, one is more concerned with the ability of the model to generalize to unseen

chemistry. We can better mimic this through the evaluation on our 3-fold CCV splits of
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Figure 3.5: Performance on Core when the training set is expanded from PDB Refined to General.

the General set. For each of our three metrics, the clustered cross-validated models perform

substantially worse. Pearson R drops from 0.78 to 0.56, AUC from 0.94 to 0.89, and Top1

from 0.77 to 0.62 (Figure 3.6).

The most likely explanation for this performance difference is that the Core set is a poor

measure of a model’s ability to generalize. The training size of the CCV models is higher than

model’s trained on the Refined set (Table 3.2), and the CCV metrics are also substantially

worse than the Refined set performance on the Core set (Figure 3.5). By design, the CCV

splits measure the performance of models on new target classes, whereas the Core set is

constructed to that there is a low/medium/high affinity example of each target class. This

results in a different distribution of affinity values that produces artificially high correlations

(Figure 3.6). These factors suggest that a significant portion of the performance measured by

testing on the Core set is attributable to overfitting the training set.

3.3.7 CNN performance on CrossDocked2020

In the prior subsection we demonstrated that our CNN models achieve comparable performance

to other methods and that expanding the available training data through both docking AND

the inclusion of more lower quality data improves model performance. This further motivated
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Figure 3.6: Performance when utilizing different train/test splits. Models were either trained on

PDBbind General and tested on PDBbind Core (Core) or trained with clustered cross-validation

splits of the PDBbind General. Note the same data is in both sets, but is divided differently among

train and test.

the creation of the CrossDocked2020 dataset, which greatly expands the available pose data

by including cross-docked poses, complexes that lack affinity data, and counterexamples.

We compare the performance of the Def2018 model on CCV splits of the PDBbind Refined

set, General set, the ReDocked subset of CrossDocked2020, and CrossDocked2020 itself in

Figure 3.7.

We generally observe that as more redocked poses are added to the training set (Refined <

General < ReDocked Figure 3.7), model performance increases for all metrics. Interestingly,

we also note that the affinity metrics improve even with the inclusion of training complexes

with unknown binding affinity labels. However, we caution that as the underlying data

distributions of the different CCV sets are different, it is not possible to definitively conclude

that the improvement is due to the additional volume of data. In fact, Vina also sees

improvement on the ReDocked2020 dataset.

The notable exception from above is that the performance of the Def2018 model at pose

selection for the CrossDocked2020 dataset is substantially reduced. This is not necessarily

surprising, as crossdocked poses are inherently noisier and there are many more poses to
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Figure 3.7: Clustered cross-validation performance of the Def2018 model trained with our various

datasets. Training and testing set size increases along the horizontal axis. Note, as each test set

is distinct the performance of each method cannot be directly compared. Instead compare with

performance relative to Vina
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select from. It is simply a much more challenging task, while also being a more realistic

assessment of a model’s performance in a prospective docking experiment. Notably, the drop

in docking accuracy for the CNN model is less than the drop exhibited by Vina, which is

reassuring.

In contrast, binding affinity regression performance of the Def2018 model is similar on

the ReDocked and CrossDocked2020 datasets. This suggests that the inclusion of extra

negative examples and noisier pose labels does not affect the affinity prediction capabilities

of our model. We investigated this further by evaluating models trained on ReDocked2020

and tested on CrossDocked 2020 and vice-versa in Figure 3.8. The difference in Pearson

R between the models in not statistically significant (p > 0.05, Student’s t-test) and the

CrossDocked2020 trained model has a better AUC and worse Top1 than the ReDocked2020

model. Importantly, models trained with CrossDocked2020 see a performance boost when

evaluated on ReDocked2020 as compared to a performance drop the other way around. This

suggests that models trained with the crossdocked poses are more robust.

We then characterized the impact of training with crossdocked poses by training models

with either the CCV PDBbind General set or CrossDocked2020, and then evaluating them

on their matching test set, the other test set, or a subset of CrossDocked2020 without the

counterexamples (it0). We included the it0 version of CrossDocked2020 to have a more

fair comparison to the PDBbind General set data, which does not have counterexamples

present in it. Additionally, since the data splits of the PDBbind General set are different

per seed, each corresponding swapped test set has a different amount of data removed to

avoid test-on-train. Figure 3.9 shows the results of this training schema. Since each test set

is unique, we cannot directly compare the results of each column and can only comment on

the observed trends.

Models trained with PDBbind data alone are unsurprisingly fooled by the counterexamples

present in CrossDocked2020, whereas models trained on CrossDocked2020 generalize well

to the PDBbind data. Removing the counterexamples is enough to rescue the PDBbind
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Figure 3.8: Performance of training and testing with and without cross-docked poses. Def2018

models were trained on either the ReDocked2020 set or the CrossDocked2020 set. They were then

evaluated on either the ReDocked2020 set, the CrossDocked2020 set, only the cross-docked poses in

the CrossDocked2020 set (CDonly), or only the apo receptors of the CDonly set.
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Figure 3.9: Performance of training and testing with and without cross-docked poses. Def2018 models

were trained on either the clustered cross-validated PDBbind General set or the CrossDocked2020

set. They were then evaluated on either the PDBbind General set, the CrossDocked2020 set without

counterexamples, or only the full CrossDocked2020 set. Note that each test set here is unique, due

to varying splits of PDBbind General having different overlap with CrossDocked2020
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trained model’s performance on the crossdocked poses for binding affinity prediction, but

is insufficient to rescue the performance on binding pose classification. This reinforces that

CrossDocked2020 measures the results on a more challenging binding pose classification

problem. Lastly, when comparing the CrossDocked2020 test set without the counterexample

poses (the grey columns) between both training sets, models trained with CrossDocked2020

data exhibit a small performance gain on the AUC, Pearson R and Top1, along with a

substantial improvement on RMSE. This suggests that models trained with only the redocked

PDBbind data are not as equipped to handle crossdocking tasks.

In turn, this questions if the performance differences observed in Figure 3.9 are due to

the inclusion of crossdocked poses, or just from other differences between the PDBbind data

and the data in CrossDocked2020. We investigated this by training models on either the

ReDocked subset of CrossDocked2020 or all of CrossDocked2020 and report the performance

of these models on test sets in escalating order of receptor deviation from the cognate receptor

(Figure 3.8). We expect that the apo structures present in CrossDocked2020 represent the

most challenging examples, as we are trying to fit a ligand into a receptor with no ligand

present. This is also reflective of a common use case scenario in the drug discovery pipeline.

Figure 3.8 shows that training on CrossDocked2020 allows for a small performance boost

on affinity prediction for the apo structures (R from 0.378 to 0.398, and RMSE from 1.90 to

1.82), AUC (0.867 to 0.891), and Top1 (0.289 to 0.317). Interestingly, on all tasks and test

sets models trained on CrossDocked2020 generally performed about the same or better than

models trained on the ReDocked2020 data. Notable exceptions are the AUC when testing on

ReDocked, and all of the Top1 metrics except the apo test sets. This suggests that training

with CrossDocked data generally does not hurt model performance, and helps in the hardest

tasks.

We then investigated the effect of the two iterations of counterexample generation on

model performance for CrossDocked2020. This was done by training models on our initial

“Iteration 0” CrossDocked2020 set (no counter examples) and our full CrossDocked2020 set,
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Figure 3.10: Effect of counterexamples on Def2018 clustered cross-validated performance. The

models were trained on the CrossDocked2020 set either without counterexamples (Iteration 0) or

with counterexamples (Iteration 2). They were then evaluated on the test set without or with the

counterexamples. Note same colors indicates the same test set.

“Iteration 2”, and evaluating them on both test sets (in Figure 3.10). As expected models

trained without counterexamples were completely fooled by counterexamples existing in the

test set (orange dots in Figure 3.10). Counter examples hurt a model’s ability to perform

binding pose selection on datasets without counterexamples in them, dropping the AUC from

0.885 to 0.845 and dropping the Top1 from 0.577 to 0.566 (blue dots in Figure 3.10C,D). The

opposite effect is observed on binding affinity predictions with Pearson R going from 0.577 to

0.587 and RMSE going from 1.463 to 1.457 (blue dots in Figure 3.10A,B). Taken together,

these conflicting results suggest that adding counterexamples into the training regime does

not strictly improve model performance on the original data.

However, the motivation for including counterexamples was not to improve model perfor-
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mance; rather, they are include to improve the model’s robustness to out-of-distribution poses

and give the model more meaningful gradients. In order to test for this, we analyzed the

results of a docking run of the PDBbind Core set where our Def2018 and Dense networks were

utilized in the energy minimization process. We plot the distribution of RMSD to the Crystal

pose for every pose generated during docking for models trained without counterexamples

(It0) or with counterexamples (It2) in Figure 3.11. The inclusion of counterexamples during

training resulted in more low RMSD poses being sampled for both models. The effect is

more dramatic for the Def2018 model (mean RMSD of 6.03 to 4.62) than the Dense models

(mean RMSD 6.35 to 5.33). This is likely due to the counterexamples being generated for

the Def2018 architecture specifically. It is reassuring that they still provided a benefit to the

Dense architecture.
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Figure 3.11: A Histogram of the RMSD of poses minimized using the Def2018 or DenseNet models

trained with or without our counterexamples. While not as impressive as the Def2018 model from

which the counterexamples are generated, they still yield a positive benefit for the DenseNet.

The expectation for a structure-based ML model is that its output is primarily a function

of the receptor-ligand interactions, which is the case with classical scoring functions. However,

it has been demonstrated that ligand-only, cheminformatic information can explain much

of the performance of structure-based ML models36,61,112. We investigate this effect with

the Def2018 architecture on both the PDBbind General set and the CrossDocked2020 set in

Figure 3.12, by comparing the results between versions of the model trained with only ligand
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informations and models trained with the full complex.

Unsurprisingly, models trained without receptor information have unchanged performance

when tested on a set with receptors. This is due to the weight regularization during training

setting the weights that would deal with the receptor channels to zero. Models trained with

a receptor perform worse on the ligand-only test set than models trained with only ligand

information. This indicates that some amount of receptor information is being utilized in our

model’s predictions.

Consistent with the previous observations36,63,112, a model trained without receptor

information is able to achieve a significant correlation on predicting binding affinity with a

Pearson R of 0.52 on the PDBbind General set and 0.49 on the CrossDocked2020 set. This is

a performance drop from training on the entire complex (Pearson R of 0.56 and 0.58 on the

General set and CrossDocked2020 respectively), but it is not a major drop. This suggests

that protein ligand interactions play more of a role in affinity prediction for models trained

with CrossDocked2020. In order to investigate this further we trained a variety of simpler

models with cheminformatic descriptors as input on the General set and CrossDocked2020

(Table 3.5. These simpler models are able to achieve a Pearson R of 0.51 on average for the

PDBbind General set, but only a Pearson R of 0.27 on CrossDocked2020.

In contrast to the affinity results, since pose selection is a inherently a function of the pose

of the ligand relative to the receptor, models trained without a receptor have a Top1 metric

equal to random performance (Figure 3.12G,H). Similarly, models trained with a receptor

exhibit close to random AUCs when evaluated on the ligand-only test set (Figure 3.12E,F).

Surprisingly, the AUC of the ligand-only models on the General set and CrossDocked2020

are both significantly higher than the expected 0.5 of a random classifier. Since there is no

receptor, this non-random performance must be due to differences in the ligand conformation

or some general cheminformatic descriptor of the ligand. Our initial hypothesis is that the

native crystal pose could have lower energy than other poses, which could be identified by

our model. In Figure 3.13 we show that scoring each pose in the PDBbind General set by its
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Figure 3.12: Ligand-only model performance. Def2018 models were trained with or without receptors

(w/ Rec or w/out Rec) and evaluated on test sets with or without receptors (With Receptor or No

Receptor).
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Figure 3.13: Investigating performance of using simple ligand-only classifiers to distinguish good

from bad poses for the PDBbind General and Core sets.

internal energy as calculated by the UFF force field achieves and AUC of 0.55. This is similar,

but worse, AUC performance than our ligand only CNN models which achieve an AUC of

0.59. Thus, the energy of the ligand pose is unable to account for the extra enrichment we

observe with the ligand only models.

We then fit a linear regression model to the 2D-only Morgan fingerprint of the ligands in

the General set (Figure 3.13). This results in an AUC of 0.60, which is a much closer match

to the performance of our ligand-only CNN model (AUC 0.59). Since these fingerprints are

independent of the ligand conformation, this result is achieved despite different poses of the

same ligand producing identical scores. The reason this does not result in an AUC of 0.5

is that not all ligands have the same fraction of low RMSD poses. As an example, a rigid

molecule which binds to a fully enclosed protein pocket would have fewer high RMSD poses

as the steric constraints of the system would prevent them being sampled during docking. It
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Figure 3.14: Dense model compared to Def2018 on the CrossDocked2020 set. The performance of

the ensemble of both sets of five models is also shown.

appears that the model can identify these ‘highly dockable’ chemotypes, which results in the

non-random AUC. This artificial enrichment is not present in the Top1 metric, as it strictly

evaluates the ordering of poses of the same ligand.

Finally, we evaluated our more computationally demanding Dense model on the Cross-

Docked2020 dataset in Figure 3.14. The Dense architecture has nearly twice as many

parameters as Def2018 and it takes an order of magnitude longer to evaluate (Table 3.1). This

extra computation results in an improvement at pose selection, with Dense having a Top1 of

0.615 compared to the 0.537 of Def2018. Interestingly, the Dense nets actually performed

worse at binding affinity regression than the Def2018 architecture (average R of 0.55 instead

of 0.58).

Our final experiment concerned the use of model ensembles to produce better results

on CrossDocked2020. We first evaluated taking the ensemble mean of up to 10 differently

seeded Def2018 models on CrossDocked2020 as the predicted score and binding affinity of
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Figure 3.15: Ensembles of Default 2018 models trained on CrossDocked2020. There are diminishing

returns after an ensemble of 5 models is used.

each pose (Figure 3.15). We observed diminishing returns after five models were utilized

in the ensemble. As such we then evaluated a five model ensemble for both the Def2018

and Dense architectures on CrossDocked2020, the PDBbind General set, and the PDBbind

Refined set.

We observed a small performance gain for both our Def2018 and Dense architectures, as

shown in Table 3.6 and Figure 3.14. In all cases, an ensemble of models has equal or superior

performance to the individual model. Interestingly, the best performance gain was observed

with the Dense architecture on CrossDocked2020. A potential explanation is that the much
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larger number of parameters of the Dense net could have been overfit to the training data, as

ensembling is an effective method for compensating for overfitting.113 This actually achieved

our best performing model on CrossDocked2020, as the ensemble of Dense models achieved a

Top1 of 0.684, AUC of 0.956, Pearson R of 0.612, and RMSE of 1.42.

3.4 Expanding Binding Affinity Data

The previous section of work demonstrated the utility of expanding the available binding

pose data through the creation of the CrossDocked2020 dataset. However, this only addresses

half of the problem. In this subaim, we address the other half of the problem: expanding the

available binding affinity data through the imputation of the missing labels with our CNN.

3.4.1 Model Architecture, Dataset, and Training Procedure

We utilize the Def2018 model architecture that was described in the previous subaim for

all experiments in this subaim. Contrary to the data presented above, these experiments

were performed with version 1.3 of the CrossDocked2020 dataset. This version upgrade

fixed several receptor structures that were flattened in the original dataset (version 1.1), and

fixed several ligands that had the double bonds removed from their aromatic rings (version

1.2). Lastly, version 1.3 fixed an issue where multiple ligands on different chains would

be downloaded into the same file, several misaligned receptor and ligand structures, and

culled redundant entries in the Pocketome database. In total CrossDocked2020v1.3 contains

2,900 binding pockets, consisting of 17,815 pocket-ligand pairs, and a total of 22,566,449

poses and is the latest version of CrossDocked2020. We utilized the same pocket-ligand

clustering procedure described in subaim 1 in order to perform 3-fold CCV splits for all of

our experiments. Finally, we also utilized the exact same model training procedure as subaim
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Dataset Model RMSE R
General (CCV) CNN (With Receptor) 1.65 0.56
General (CCV) Gradient Boosted Trees (Descriptors) 1.63 0.54
General (CCV) Random Forest (Descriptors) 1.65 0.52
General (CCV) CNN (Without Receptor) 1.72 0.52
General (CCV) Decision Tree (Descriptors) 1.69 0.50
General (CCV) KNN (Descriptors) 1.70 0.50
General (CCV) SVM (Descriptors) 1.69 0.49
General (CCV) Lasso (Descriptors) 1.70 0.48

CrossDocked (CCV) CNN (With Receptor) 1.47 0.58
CrossDocked (CCV) CNN (Without Receptor) 1.58 0.49
CrossDocked (CCV) Gradient Boosted Trees (Descriptors) 1.82 0.31
CrossDocked (CCV) Random Forest (Descriptors) 1.82 0.30
CrossDocked (CCV) SVM (Descriptors) 1.92 0.28
CrossDocked (CCV) KNN (Descriptors) 1.86 0.25
CrossDocked (CCV) Lasso (Descriptors) 1.86 0.24
CrossDocked (CCV) Decision Tree (Descriptors) 1.93 0.23

Table 3.5: Comparison of CNN models trained with and without receptor information and a variety

of models trained with simple chemical descriptors. R and RMSE values are the mean across the

ensemble.

Train Test Model Evaluation RMSE R AUC Top1 BP Rand

CrossDock CCV Dense Average 1.55 0.547 0.944 0.615 0.970 0.0321
Ensemble 1.42 0.612 0.956 0.684 0.970 0.0321

CrossDock CCV Def2018 Average 1.47 0.577 0.906 0.537 0.970 0.0321
Ensemble 1.45 0.587 0.914 0.574 0.970 0.0321

General Core Dense Average 1.490 0.733 0.942 0.788 0.946 0.135
Ensemble 1.348 0.788 0.960 0.836 0.946 0.135

General Core Def2018 Average 1.383 0.787 0.943 0.802 0.946 0.135
Ensemble 1.368 0.796 0.946 0.814 0.946 0.135

Refined Core Def2018 Average 1.503 0.720 0.932 0.766 0.946 0.135
Ensemble 1.438 0.749 0.941 0.800 0.946 0.135

Table 3.6: Effect of using an ensemble of models compared to average of individual model performance.

BP: Best possible fraction of low RMSD poses; Rand: expected fraction of randomly sampled low

RMSD poses.
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Imputation Type Pocket-Ligand Grouping Only Low RMSD Poses
Individual No No

Individual Ensemble No No
Median Ensemble Yes No

Median Good Only Ensemble Yes Yes
Max Ensemble Yes No

Max Good Only Ensemble Yes Yes
Min Ensemble Yes No

Min Good Only Ensemble Yes Yes

Table 3.7: This table shows how a given experimental approach imputes a given pocket-ligand

complex. The imputation types marked with “Individual” create an imputed binding affinity label

for every pose. The other imputation types select a single imputed label for every pose for a given

pocket-ligand complex. The label selection is done by taking the median, maximum, or minimum of

the imputed labels for either all poses or only the low RMSD poses of the pocket-ligand complex.

1 in order to train the models for the experiments in this subaim.

3.4.2 Experimental setup

For each experiment we trained 5 models with different random seeds on the 3-fold CCV

splits. The general training schema is: 1) Train and evaluate an initial model ignoring any

missing labels, 2) Use the trained model and a selected imputation type to impute the missing

labels, and 3) Train and evaluate a new model on all of the data (including the imputed

labels). Steps 2 and 3 of this training scheme can be repeated as many times as you like. For

our Individual and Individual Ensemble imputation types, we repeated steps 2 and 3 until

the performance on the test set no longer improved. Each of the imputation types is listed in

Table 3.7.

The first imputation type that we used is the simplest: treat each binding pose as a

different example and utilize the raw predictions of the trained model (Individual). Notably,

this results in each seeded model having a distinct training set from one another. Thus we

end up with five different sets of distinct labels for each pose that required imputation, with
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each subsequent model only seeing 1 of these label sets. The second imputation type, similar

to Individual, treats each binding pose as a separate example. However, this time we take the

ensemble mean of our five model’s predictions as the imputed label (Individual Ensemble).

This allows for the same training set to be utilized for each of our random seeds on training

subsequent generations of models and produces a singular distinct binding affinity label for

each pose requiring imputation. It was unclear whether this behavior of having a singular

pocket-ligand complex having many imputed labels was desirable, so we also investigated

other imputation types.

For the remaining imputation types, we stored the predicted label of every pose for a given

pocket-ligand complex (rows with pocket-ligand grouping in Table 3.7). We then took as our

imputation label either the max, median or minimum of these stored labels. In contrast to

the second imputation type, this approach results in a single value being utilized for every

pose of a particular pocket-ligand complex. This matches how we treat the binding affinity

labels in CrossDocked2020, where every pose of a pocket-ligand complex has the same binding

affinity label.

There is a potential flaw in this approach as well. Namely, we are storing the predicted

binding affinity values for poses that we know are low quality (> 2Å RMSD to the crystal

pose). As demonstrated in the prior subaim, we know that our CNN models produce binding

affinity predictions that are pose-sensitive. Ergo, it could be that including the predicted

labels from poor quality poses could have a negative effect on our imputed label selection.

Thus, we also investigated only storing the predicted binding affinities from poses that we

know are < 2Å RMSD from the crystal pose, and then taking the median, max, or minimum

of these “Good Only” poses as our imputed label (rows with “Only Low RMSD Poses” in

Table 3.7). We evaluate all of our models on the same test set folds, which have no imputed

binding affinity labels, utilizing the same metrics as described in subaim 1.
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3.4.3 Imputation Improves Model Performance

In our first experiment, we sought to determine if imputing missing labels improves our CNN’s

ability to predict receptor-ligand binding affinity. For this experiment we selected the first

two imputation types (Individual and Individual Ensemble) for their simplicity in producing

imputed labels. Figure 3.16 shows that utilizing imputed labels during training indeed

improves the model’s performance on binding affinity prediction. Maximal performance

gains were achieved after 2 rounds of imputation. Notably, even though the binding pose

classification training data remains unchanged, we observed that the imputed labels also

provided a small improvement at the binding pose classification tasks (Figure 3.16C,D).

In subaim 1 we demonstrate that the Def2018 CNN architecture produces binding affinity

predictions that are pose dependent. For this experiment, while the pose label is unchanged,

we are now supplying a unique imputed binding affinity label to many poses in the training

data. During the training procedure, the loss is a combination of the affinity loss and

the classification loss. So by adding the imputed binding affinity labels, we supply more

information to the model as now every pose has both the binding affinity loss and the

classification loss.

However, it is unclear if utilizing a different imputed label for every pose is the best

approach for performance on the binding affinity regression task. In contrast to this experiment,

when training with experimental binding affinities, every pose has the same binding affinity

label. If we trust our model’s ability to predict protein-ligand binding affinity accurately,

then it does not make sense to introduce extra noise in the form of label variation when

training on imputed labels.
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Figure 3.16: Adding imputed binding affinity labels to the training set provides a small improvement

to all predictive tasks. We show the results of six iterations of data imputation and model retraining

on affinity labels from CrossDocked2020v1.3. At each data point we plot the mean of 5 models

trained with different random seeds. The colored area is the 95% confidence interval around the

mean calculated via bootstrapping in seaborn. The blue line shows the results of five different random

seeds (Individual Table 3.7). The orange line shows an ensemble approach, taking the mean of the

five models as the imputed label of every pose (Individual Ensemble Table 3.7).
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3.4.4 Restricting Imputation to Low RMSD Poses Further Improves Model

Performance

In order to address this question we investigated three different approaches to selecting a

single imputed label for all poses of a pocket-ligand pair: the median, maximum, or minimum.

We also investigated the effect of this calculation using all possible poses, or only considering

the imputed labels from low RMSD poses. This resulted in 6 different imputation types

for analysis. In Figure 3.16 we demonstrate that an ensemble mean for the imputed labels

outperformed individual imputation, so we only investigated the ensemble mean of 5 models

to generate the imputation labels for each of these new imputation types. After generating

the new training data, we trained five new models with different seed on the new dataset. We

then compared the difference between models trained with this singular round of imputation

and models trained without imputed data in Figure 3.17.

All of these new imputation types improved the model’s performance on binding affinity

Pearson’s R, but only the “Median Good Only Ensemble” improved the binding affinity RMSE

(Figure 3.17A,B). This imputation type also had the best performance gain on the binding

affinity regression task. So, we performed another round of imputation label generation using

the “Median Good Only Ensemble” imputation type, similar to the previous experiment. The

results of this extra round of imputation are shown in Figure 3.18. Again, we observe a small

additional performance gain from this second round of imputation label generation. Due

to the performance gain being small and the results of Figure 3.16, no additional rounds of

imputation were performed.

We note that while the “Median Good Only Ensemble” provided the best results for

the binding affinity prediction task, it performed relatively poorly on the binding pose

classification task (Figure 3.17). The “Individual Ensemble” performed the best at having the

top-ranked pose be low RMSD (Top1) and was the only approach to achieve a statistically

significant improvement between the models trained with imputation and those without
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Figure 3.17: Comparing different binding affinity imputation styles. The performance metrics for
five models with different seeds trained with each imputation style were subtracted from the mean
performance of training without imputation. The error bar is the 95% confidence interval calculated
via bootstrapping in seaborn. For each plot, a bar corresponds to a singular imputation style. Ind is
short for Individual, and Ens is short for Ensemble. The first two styles (blue and orange) are the
same as used in Figure 3.16. For the rest of the styles, we select one number for each pocket-ligand
pair, either by the median (Med), maximum (Max), or minimum (Min). Styles marked with _GO
only utilize the imputations from good poses. The Min_Ens results were omitted, due to performing
so poorly that they re-scaled the plots (Delta RMSE 1.674, Delta R -0.157, Delta Top1 -0.0175, and
Delta AUC 0.00219). The Student’s T test for each of these values is reported in Table 3.8.
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Imputation Type RMSE R AUC Top1
Individual 0.0144 0.0595 0.000747 0.459

Individual Ensemble 0.00482 0.253 0.000755 0.0433
Median Ensemble 1.07e-6 0.00234 0.00477 0.391

Median Good Only Ensemble 3.43e-5 0.000304 0.0131 0.485
Max Ensemble 2.29e-5 0.00863 0.352 0.914

Max Good Only Ensemble 0.00712 0.0144 0.00429 0.130
Min Ensemble 3.14e-13 1.54e-10 0.00488 0.00358

Min Good Only Ensemble 4.27e-5 0.00202 0.0218 0.324

Table 3.8: Student’s T-test p-values for the difference between 0 and 1 round of imputation for

each of the methods. Numbers in bold are < 0.05. This table corresponds to the data utilized to

generate Figure 3.17. Notably, for the binding affinity RMSE, every method results in a statistically

significant difference as compared to not performing the imputation. This is not true for all the

other metrics, though generally imputation results in a statistically significant difference for binding

affinity Pearson’s R and AUC while generally failing to produce a statistically significant difference

for Top1.

(Table 3.8). Both the “Individual” and “Individual Ensemble” imputation types resulted in

the best performance gain for AUC.

3.4.5 Balancing Imputed and Known Labels Maximizes Model Learning

The majority of CrossDocked2020 ( 60%) is missing a binding affinity label. Thus, we theorize

that it is potentially harmful to have a majority of the data available for training have an

imputed label. We characterized the effect of gradually adding more imputed labels to the

training set for the “Median Good Only Ensemble” imputation type. This was performed

by first randomly splitting the imputed labels into 5 chunks (e.g. each chunk had 20% of

the imputed labels). We then created a series of training sets by randomly selecting a chunk

to add without replacement. This resulted in a total of five sets with growing numbers

of imputed labels containing 20%, 40%, 60%, 80%, and then 100% of the imputed labels

respectively. For each of these training sets, we again trained and evaluated five models with
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Figure 3.18: Performance metrics of our best imputation approach, taking the ensemble mean of

the median predicted binding affinity for each pocket-ligand complex good pose, for binding affinity

regression. The 0th point on the line is the model results after training on the original dataset. We

then used that model to generate the imputed labels, and utilized them to train the model for the

1st data point. Said model was then used to generate the imputed labels for the second datapoint’s

model’s training. For each point five models with different seeds were trained from scratch. The

shaded area is the 95% confidence interval of the mean calculated via bootstrapping in seaborn.
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different random seeds (Figure 3.19).

We observe a general trend of improvement as more imputed data is added, with improve-

ment plateauing at the inclusion of 80% of the imputed labels. This plateau is especially

interesting as 80% of the imputed binding affinity labels corresponds to having 47.2% of

the data having an imputed label and 41.1% having a known binding affinity label (with

the remaining data being unlabeled). Though not explicitly tested for, this result implies

that maximal improvement is achieved with a balance of imputed and known labels during

training.

3.5 Conclusion

In subaim 1 we present the CrossDocked2020 dataset for training structure-based machine

learning models and rigorously evaluate the performance of several CNN architectures on

CrossDocked2020 to serve as a benchmark for the community. We first demonstrate that our

CNN architectures achieve similar performance to other published methods on the common

PDBbind dataset (Table 3.4), although exact comparisons are complicated by differences

in test set selection. In particular, our best performing single model (Def2018 trained on

the General set) achieves a Pearson R of 0.79 which is similar to another grid-based CNN

KDeep which achieved a Pearson R of 0.8225. This is especially impressive because KDeep

has 1,340,769 parameters, which is about triple the amount of parameters we use in Def2018.

We further demonstrate, consistent with conventional wisdom that ML models struggle

to extrapolate beyond their training domain, our CNN models have trouble generalizing for

both the pose classification and binding affinity regression tasks. First, for pose classification,

models trained to predict binding affinity with only crystal structures as input fail to identify

low RMSD docked poses (Figure 3.4), despite their good performance on crystal poses

(Figure 3.2). Training on docked poses and jointly training binding affinity prediction and
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Figure 3.19: Effect on metrics as a function of successively adding more imputed binding affinities

to the training set. Each plot is showing the results of five models with different seeds, being trained

on successively more of the imputed binding affinity labels. The shaded area is the 95% confidence

interval of the mean calculated via bootstrapping in seaborn. Shown are no imputed labels, to all of

the imputed labels, in increments of 20%. The imputation generation procedure is the ensemble

mean of the median predicted binding affinity from good poses only from Figure 3.17.
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pose selection does not improve affinity prediction performance (Figure 3.2), but does make

the affinity prediction model pose sensitive (Figure 3.3). Interestingly, we note that training

upon docked poses is insufficient for a model to perform well when incorporated into a pose

sampling strategy unless a counterexample generation procedure was utilized when training

the models (Figure 3.10).

We demonstrate similar struggles for the binding affinity regression task. The first piece of

evidence is the substantial performance drop for our binding affinity metrics when changing

the train-test split from train on General/Refined and test on Core to CCV splits (Figure 3.6).

Additionally, the minimal importance of the receptor structure (Figure 3.12) and the relative

success of affinity prediction using high RMSD poses (Figure 3.3) strongly suggest that these

models will not generalize to new chemotypes.

Traditional protein-ligand scoring functions typically struggle to balance performance

on pose selection and binding affinity prediction114–118. Our models help to join efforts on

these two tasks by having both the affinity prediction and pose selection modules share

most of their computation (all but the last fully connected layer, see Figure 3.1) but remain

distinctly computed outputs. Our models’ affinity predictive power is unaffected by the

inclusion of negative poses in the training data (Figures 3.3 and 3.9). Consistently, through

our evaluation of swapped test sets, we observe that the performance losses are more severe for

the pose prediction task than the affinity prediction task (Figures 3.9, 3.10, 3.2, 3.8, and 3.12).

Notably, in Figure 3.12, we observe that models trained with receptor information perform

worse on ligand-only test sets than the same architecture trained on ligand-only data. This

demonstrates that the model predictions are dependent on the receptor input. Importantly

the inclusion of receptors during training improves binding affinity prediction (Pearson R of

0.577 instead of 0.487), and our CNN ligand-only models outperformed the ligand-only models

trained on simple predictors (Table 3.5). So, while it is true that ligand-only information

is a substantial contribution to the affinity prediction performance, model performance on

CrossDocked2020 is improved through the combination of ligand structural and receptor
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information.

We were surprised by our ligand-only models achieving better than random AUC on pose

classification. Unlike binding affinity prediction, upon which cheminformatic methods are

routinely successful, pose classification should be entirely dependent on the receptor structure.

We thought that there would be no relevant information about the pose of a ligand when

the corresponding receptor structure was missing. However, due to the construction of our

datasets, each ligand can generate a different number of low RMSD docked poses. So, a

ligand only model could learn this ‘dockability’ index for the ligands in the training set and

use that to group all poses of a given ligand together. It is unclear if this is a useful prior

to learn, since such a prior can produce more confident scores for ligands that are easier to

dock. Luckily, the effect could be eliminated by resampling the training set such that every

receptor-ligand complex has the same number of low and high RMSD poses.

This type of problem underlies the importance of the underlying distribution of poses

when comparing pose classification performance between two models. Both the AUC and

Top1 metrics are highly dependent on the construction of the test set. For example, a random

classifier will have an expected AUC of 0.5, but its Top1 will depend on the average fraction

of low RMSD poses available for each ligand. It is also trivial to inflate the AUC by the

inclusion of trivial-to-predict high RMSD poses, while those same poses would leave the Top1

metric unchanged. A concrete example of the difficulty is comparing our PDBbind-based

models to the graph-based model of Lim et al. 87 . Their model achieves an AUC of 0.968,

higher than any of our models, but also exhibits a Top1 of under 0.5 which is substantially

worse than our models (Figure 3.5). Since we do not have access to the exact poses utilized

by Lim et al. 87 to train their model, we do not know if this Top1 result is actually a poor

result or not. It could be the case that for half of their test set a low RMSD pose was never

sampled, in which case a Top1 of 0.5 is perfect performance. For this reason, we made sure

to make available the exact splits utilized for training all of our models.

Lastly, when evaluating our pose selection criteria, we observed that selecting the pose
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with the highest CNNaffinity can recover most of the pose predictive performance when

compared to selecting a pose based on the highest CNNscore for the complex (Figure 3.4).

We suspect that this behavior is due to our model training procedure. During training the

binding affinity loss behaves differently depending on if the pose is low RMSD or not. Namely,

low RMSD poses are penalized for both under and over-predicting the binding affinity. In

contrast, high RMSD poses are only penalized for over-predicting the binding affinity. This

imbues the CNN predicted binding affinity with some amount of pose predictive power, since

the low RMSD poses are more strongly penalized for being incorrect.

In subaim 2 we demonstrated the imputed binding affinity labels improve model perfor-

mance at predicting receptor-ligand binding affinity and potentially improve binding pose

classification for the the CrossDocked2020 dataset. Through the investigation of several

imputation approaches utilizing our CNN model, we can suggest best practices for imputation

in different settings: ensemble-based approaches perform better (Figure 3.16), two rounds of

imputation generation achieves maximal performance (Figures 3.16,3.18), and a roughly equal

number of imputed labels and known labels achieves optimal performance gains (Figure 3.19).

Notably, our results only investigated utilizing a model trained with CrossDocked2020

for the imputation. We know that our training data is not representative of chemical space,

and our imputed labels could just be further reinforcing the biases of CrossDocked2020

during training. A potential solution to this problem would be to utilize a different model

that is trained on a different, larger dataset (e.g. ChEMBL119). Such a model setup could

potentially provide more useful imputed binding affinity labels. However, there are several

initial challenges to such an approach: 1) selecting a different training dataset without having

leakage into CrossDocked2020, 2) selecting an appropriate input representation that works

for both the new dataset and CrossDocked2020, and 3) selecting a new model architecture

for this task. We also only investigated relatively simple approaches (median, maximum, and

minimum) to generating a single imputed label for a protein-ligand pair. It is entirely possible

that a more sophisticated approach, such as SICE97 or maximum likelihood estimation, could
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provide a better label. However, these approaches would require a model that can output

its confidence in its predictions, which is outside the score of our current Def2018 CNN

architecture.

Additionally, we observed that imputing a unique binding affinity for each pose (Individual

and Individual Ensemble) resulted in a small, but statistically significant improvement on

the pose classification task (Figure 3.17, Table 3.8). This is not necessarily surprising due to

our model’s training procedure. In the Def2018 architecture, the CNN produces a 6x6x6x128

feature tensor as input into two separate fully connected networks in order to produce the

binding pose classification and binding affinity regression respectively. By including imputed

binding affinities that are different for every pose we allow the binding affinity hinge loss to

affect all of the poses in the training set, instead of only being applied to the 40% of the data

with a known binding affinity. This can allow the CNN to gain some additional information

to help in its pose-classification task.

This work provides both a more realistic and challenging dataset in CrossDocked2020,

and a completely comparable baseline of CNN model performance on CrossDocked2020

through the publication of the exact poses utilized to train our datasets. Our initial work

on including imputed labels provides a ground work to explore other techniques to further

advance model performance. Taken together both of these data expansion techniques improve

the performance of our CNNs as compared to training on more traditional datasets and

provide a completely comparable baseline for which other model architectures can be fairly

compared towards.

3.6 Declarations

The first subaim of this chapter is adapted from:

Francoeur, P., Masuda, T., Sunseri, J., Jia, A., Iovanisci, R., Snyder, I. and Koes,
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D. Three-dimensional convolutional neural networks and a cross-docked data set

for structure-based drug design. Journal of Chemical Information and Modeling

2020. DOI: 10.1021/acs.jcim.0c00411

The second subaim of this chapter is adapted from:

Francoeur, Paul G and Koes, David R. Expanding Training Data for Structure-

Based Receptor-Ligand Binding Affinity Regression through Imputation of Missing

Labels. ACS Omega 2023 DOI: 10.1021/acsomega.3c05931

These were all first author papers where I performed the vast majority of the experiments,

performed all of the analysis, and wrote the manuscripts with editing help from the other

contributing authors. Notable exceptions are Dr. Tomohide Masuda who developed and

tested the Dense architecture utilized in subaim 1, Dr. Jocelyn Sunseri who developed

libmolgrid and pioneered the lab’s initial CNN models for protein-ligand scoring, Richard

Iovanisci and Ian Snyder who did the ensemble analysis presented in subaim 1, and Andrew

Jia who performed the sub-sampling analysis of CrossDocked2020.
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4.0 Real Application

4.1 Summary

The PFN1-actin binding interaction is involved in increasing angiogenesis and is implicated in

both renal cell carcinoma and wet age-related macular degeneration. Previous work identified

a small molecule, C2, that disrupted this protein-protein binding interaction through an

unknown mechanism and required a high concentration of compound to be effective. We

performed whole protein docking of C2 to actin and PFN1 to identify potential binding

sites and used them to screen for new potential drugs. Our convolutional neural networks

identified a novel small molecule, C74, that targets the PFN1-actin binding interaction. C74

performs similarly to C2 in renal cell carcinoma cell proliferation and migration assays at half

the concentration of C2. This study provides a real world success of deploying the models

developed in prior sections of this thesis on a real drug discovery problem.

4.2 Introduction

Angiogenesis is a highly regulated cellular process wherein new blood vessels are formed.

This process is fundamental for vascular expansion during development and healing, and

aberrations in angiogenesis is implicated in both renal cell carcinoma and wet age-related

macular degeneration (AMD). Renal cell carcinoma is among the 10 most common cancers

in both men and women, with an estimated incidence of 81,800 and number of deaths of

14,890.120 The most common subtype, clear-cell renal cell carcinoma (ccRCC), occurs in

over 75% of patients. Notably, about 20-30% of ccRCC patients present with metastases at
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Figure 4.1: Cartoon showing that the secretion of VEGF leads to the highly vascularized tumor

microenvironment of ccRCC. Figure made with biorender.com.

diagnosis, with another one-third of patients developing either local recurrence and/or distant

metastases following initial treatment.50 Additionally, the 5-year survival rate of patients

with advanced-stage ccRCC is 14%.121 ccRCC commonly presents a highly vascularized

tumor microenvironment arising from the upregulation of vascular endothelial growth factor

(VEGF).50 A cartoon of VEGF secretion is shown in Figure 4.1. VEGF is a rational target

for treatment of ccRCC, since blocking VEGF signalling will stop the tumor from recruiting

more blood vessels through angiogenesis, and thus it will starve and/or stop growing. Indeed,

many patients initially respond to therapies targeting VEGF, however virtually all of them

develop progressive, drug-refractory disease.122–124

During normal VEGF function, PFN1 is eventually upregulated to increase actin polymer-

ization, which in turn leads to angiogenesis (Figure 4.2). When VEGF signalling is blocked,

several compensatory pathways are upregulated which also lead to the same upregulation

of PFN1 and angiogenesis occurring even with VEGF signalling suppressed(Figure 4.2). In

the literature PFN1 has been demonstrated to be a key protein in both the angiogenesis

pathway and in regulating actin dynamics.51–55 PFN1 upregulation has also been identified

as a marker of late stage ccRCC.57,58 Thus, there is evidence that PFN1 has potential to be

a more effective target than VEGF to inhibit angiogenesis in the treatment of ccRCC.

On the other hand, wet AMD only affects 10-15% of AMD patients, but accounts for nearly
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Figure 4.2: Cartoon of the compensatory pathways that induce angiogenesis when VEGF signalling

is blocked. Figure made with biorender.com.
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Figure 4.3: Cartoon showing PFN1’s role in actin polymerization. Figure made with biorender.com

all of AMD-related vision loss125,126. Disease progression is characterized by the invasion of

leaky choroidal neo-vessels into the retina, which results in rapid vision loss127. This invasion

occurs when pro-angiogenic growth factors (e.g. VEGF) induce tip cell differentiation in

a sub-population of vascular endothelial cells (VEC), which guide the vascular outgrowth.

Intravitreal injection of anti-VEGF agents has been shown to be an effective treatment in

wet AMD models by diminishing the vascular growth and leakage128,129. Again, a substantial

number of patients acquire resistance to the VEGF-based treatment, due to the side stepping

previously outlined.

PFN1 has also been shown to be transcriptionally upregulated in both the retinal VEC in

proliferative diabetic retinopathy patients and the oxygen-induced retinopathy mouse model,

which causes blindness in a similar mechanism to wet AMD59. Suppressing PFN1 has also

been shown to reduce migration, proliferation, and angiogenic ability of VECs in vitro and

ex vivo.130–132 Thus, there is also evidence that PFN1 has potential as a target to treat wet

AMD.

Both ccRCC and wet AMD are commonly treated by VEGF-based treatments and

suffer from the developments of resistance to the treatments. There is ample evidence that

PFN1 could provide the same anti-angiogenic treatment benefits while avoiding the VEGF
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sidestepping mechanisms in both disease states. We propose targeting the PFN1-actin

complex to perform this task. PFN1 binds to actin in the cytosol and recruits it to the

leading edge of the actin filament to enable actin polymerization (Figure 4.3). Notably,

designing a drug to target a protein-protein interaction is difficult. Luckily, Gau et al. 60 has

already identified a small molecule, C2, that disrupts the PFN1-actin binding interaction in

vitro. However, it was only effective at a concentration of 50-100uM, which is too high for a

commercial drug.60 Furthermore, the exact mechanism by which C2 disrupts PFN1-actin

binding is unclear. This makes using C2 as a lead molecule challenging, as we do not know

what interactions it is making with which protein. This in turn means that we do not

understand which properties of the C2 molecule can be improved, nor which parts of the C2

molecule are essential to its function. So in order to improve upon the binding affinity of C2,

we must first hypothesize potential binding sites for the molecule.

4.3 Methods

Here we describe the whole protein docking procedure utilized to identify potential ligand

binding sites on PFN1 and actin. We also describe the pharmacophore based virtual screen

that was utilized in each potential binding site.

4.3.1 Whole Protein Docking

The PFN1-actin binding interaction is along a relatively flat section of both proteins (Fig-

ure 4.4). This surface is devoid of traditional binding pockets, which in turn makes utilizing

off the shelf binding pocket detection algorithms challenging. Additionally, the large area of

the protein-protein interaction surface further increases the challenge of designing a small

molecule to disrupt the two proteins from forming a complex, since it is unclear which
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(a) PFN1 surface of the PFN1-actin complex. PFN1
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residues within 5 angstrom of PFN1 are colored.

Figure 4.4: The binding surfaces of both PFN1 (green) and actin (blue) in the PFN1-actin complex.

interactions are important for complex formation. However, we have a compound that is

known to disrupt the binding interaction in C2. We utilized whole protein docking with C2

to identify potential binding sites on both actin and PFN1.

Molecular docking refers to a set of algorithms that are utilized to predict the binding

orientation of a ligand to a target receptor. The output of a molecular docking procedure

is a set of ranked conformations and, usually, the predicted binding affinity of the ligand

to the given receptor.133–135 These procedures consist of two parts: sampling new potential

poses, and scoring said pose. Sampling refers to an extensive search of the conformational

space of the molecules being docked. This space is large since both the receptor and the

ligand are flexible, so the receptor is often kept rigid to reduce the search space. The scoring

function determines the fitness of a given conformation to the receptor and is used to rank

the generated conformations in order of their likelihood of being correct.

Typically, the search space of molecular docking is restricted to a known binding site.

However, our binding site is unknown. Therefore we expand the search space of the docking

algorithm to encompass the entire receptor. Accordingly, we must increase the exhaustiveness

of the search in order to adequately sample our search space. We can identify potential

binding sites via the locations on the protein surfaces where C2 scores highly in the docking

procedure. A diagram of the procedure is shown in Figure 4.5b.
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(a) The computational pipeline to identify small molecules to target the PFN1-actin complex.
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(b) The procedure for the processing of the actin and PFN1 structures for the whole protein

docking step in A).

Figure 4.5: Diagrams depicting the methodology of the drug discovery project.
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There are 3 potential states where the compound could bind: 1) free actin, 2) the PFN1-

actin complex, or 3) free PFN1. We obtained the PFN1-actin complex through the PDB entry

2BTF and the free actin complex through the PDB entry 4JHD. We desire our compound

to bind to free PFN1, so to maximize the chances of finding a druggable pocket at the

PFN1-actin binding interface, we performed a 100ns molecular dynamics simulation with

Amber18136 utilizing the ff15ipq force field and TIP3P water on the PFN1 structure extracted

from 2BTF. We then selected the 3 most diverse conformations, measured by backbone

RMSD, for whole protein docking. For each of our receptors, we docked C2 utilizing smina 104

with exhaustiveness 50 and the autobox_ligand parameter set to the entire receptor. The

results from this series of whole protein docking experiments were then utilized to identify

potential binding sites, from which we performed virtual screens of potential molecules.

4.3.2 Virtual Screening

Virtual screening refers to a series of in silica tools that filter chemical compound libraries to

identify those most likely to bind to a specific target.137 A common approach to performing

virtual screening is to use pharmacophore-based models to query large chemical libraries for

compounds with specific properties. The International Union of Pure and Applied Chemistry

defines pharmacophores as “the ensemble of steric and electronic features that is necessary to

ensure the optimal supra-molecular interactions with a specific biological target structure

and to trigger (or block) its biological response.” 138 The theory behind pharmacophore

models is that if a new compound maintains the chemical functionalities and relative spatial

arrangement of a known binder, the new compound will also have biological activity against

the target.137

The most common pharmacophore features are: hydrogen bond acceptors; hydrogen

bond donors; hydrophobic areas; positive charges; negative charges; aromatic; and metals.

Additionally, it is common to include a shape or exclusion volume, which represent the
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Figure 4.6: Pharmit pharmacophore query for the actin-PFN1 site 1 binding pocket. This was the

input that resulted in the identification of C74.

size/shape of the binding pocket. These features are represented as geometric entities (e.g.

spheres). Notably, pharmacophores can be derived from the binding pocket alone, potential

ligands alone, or a combination of the two. For each of the binding sites identified in the

previous section, we utilized pharmit139 to characterize the highest scoring conformation

of C2 to generate potential pharmacophores. The resulting pool of pharmacophores were

then hand selected to a smaller set that were then utilized to screen MolPort for purchasable

compounds as the first step in our virtual screen (Figure 4.6).

Each of these searches return a large number of potential molecules which need to be

narrowed down to a reasonable number of candidates for experimental verification. To do

so, we employ two methods: 1) rescoring the energy minimized hit pose from pharmit with

AutoDock Vina and gnina, and 2) reperforming the energy minimization using gnina.140 The

resulting scores from these methods were then clustered to produce our candidate molecules.

In particular, at this stage of the selection process, we used ML models that were developed
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in the earlier part of this work. Thus, a functional hit molecule that was selected via our

ML models provides a real world example where the deployment of our ML methods was

successful.

4.4 Results

In order to identify potential binding sites for small molecules, we utilized whole protein

docking of C2 to propose five potential small molecule binding sites targeting the PFN1-actin

binding complex. Four of the sites are along the PFN1-actin binding surface, with the

final site being the actin ATP binding site (Figure 4.7). For each binding site we ran a

pharmacophore search of MolPort resulting in an initial pool of 128,331 molecules across the

identified potential binding sites. We then scored the matches in each binding site utilizing

our CNN models developed in Aim 2 and the AutoDock Vina scoring function, and clustered

the candidate molecules according to their molecular similarity. We then selected 67 candidate

molecules from these clusters for experimental validation. Of these candidate molecules,

one, C74, was experimentally verified to disrupt PFN1-actin binding and reduce RCC cell

proliferation in vitro and tumor growth in vivo.

4.4.1 Binding Site Identification

Actin monomers, stripped of non-protein atoms, were extracted from PDB entries 2BTF

and 4JHD. Similarly, we extracted the PFN1 monomer from 2BTF. We then selected the 3

most diverse conformations of a 100ns molecular dynamics simulation of the PFN1 monomer

as described above. We then performed whole protein docking of C2 to these 5 structures

using smina with exhaustiveness set to 50. From this, we were able to identify 5 potential

binding sites (Figure 4.7). Included in these potential sites is the predicted binding site of
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Pocket Number of Matching Molecule Poses Number of Unique Molecules
Actin ATP Site 18,870 8,264
Actin-PFN1 Site 82,223 33,643
Profilin Site 1 67,639 33,281
Profilin Site 2 135,187 63,795
Profilin Site 3 19,095 11,308

Total 128,331

Table 4.1: Total number of MolPort molecules matching the pharmacophore search for each potential

binding site. The middle column contains the total number of ligand poses identified in each pocket.

The right column counts the number of unique molecules identified for each pocket.

C260 (PFN1-actin site 3) and the actin ATP binding site. In particular, the actin ATP site is

on the other side of the protein from the PFN1-actin binding surface. The other 4 potential

sites are along the PFN1-actin binding surface.

4.4.2 CNN Virtual Screening Results

After obtaining our potential binding sites, we then had to generate a pharmacophore model

for each site. This was performed with the pharmit website, using the potential pocket as the

receptor and the highest scoring C2 pose in said pocket as the ligand. Since we do not know

which pharmacophores are important for C2’s activity, we cannot tell which pharmacophores

are important to keep. Thus, we elected to use a minimal set of broad pharmacophores

to return a large number of molecules and rely on downstream scoring to identify good

candidates. In order to do this we manually adjusted the selected pharmacophores until less

than 200,000 molecules in MolPort matched (Figure 4.6). The total number of matching

molecules are listed in Table 4.1.

The matched molecules from pharmit were minimized with smina 104 with Autodock Vina

scoring to provide their initial pose. The Vina score was one of the methods we utilized to

rank the molecules. We also re-ran the minimization utilizing gnina, our internal CNN model,

which classifies the binding poses as being near native and predicts the binding affinity. The
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(a) 2D representation of the docked

molecule, C2.

PFN1 Actin
Actin-PFN1 site 1

Actin ATP site

PFN1-actin site 3

PFN1-actin site 2

PFN1-actin site 1

(b) The possible binding spots on PFN1 and actin.

Figure 4.7: Identified potential binding sites on actin and PFN1 through whole protein docking of

C2. The docking was performed using smina with exhaustiveness set to 50. We obtained 5 potential

binding sites for further analysis in the virtual screening pipeline. Note that in the actin-PFN1

complex, the actin-PFN1 site 1 (purple) interacts with PFN1-actin site 2 (yellow).
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CNN predicted binding affinity was the other metric we utilized to rank the molecules. We

clustered the molecules utilizing the cluster_mols plugin141 of PyMol with its default settings.

For each cluster, we identified the top-ranking molecule by the Vina score or CNN predicted

binding affinity. This process resulted in 67 candidate molecules for experimental validation.

4.4.3 ccRCC Experimental Validation

Each of our proposed 67 molecules was first tested with a pyrene-actin polymerization assay

to determine if they would inhibit actin polymerization.60 In the pyrene-actin polymerization

assay, as time passes actin can polymerize. During this elongation process, the fluorescent

intensity increases. For our purposes, PFN1 binds to actin which inhibits the polymerization

of the actin filaments relative to an experiment with actin alone, since the actin is interacting

with PFN1 instead of other actin to polymerize. Ergo, if we introduce a compound that inhibits

PFN1-actin binding, we would expect the fluorescence curve of acting+PFN1+compound

to be similar to the curve produced by actin alone. Of the 67 proposed molecules, only 7

molecules passed this first test (Table 4.2). The performance of C74 is shown in Figure 4.8.

Notably, C74 was a molecule that was selected by having a high predicted CNN score in the

actin-PFN1 binding site (purple site in Figure 4.7). The predicted binding pose of C74 to

actin is shown in Figure 4.9). Furthermore, C74 at a dose of 100 micromolar inhibits actin

polymerization mediated by PFN1 (Figure 4.8).

C74 was then compared to C2 in a cell proliferation and migration assay. The cells were

treated with 50 micromolar of C2, or 10, 25, or 50 micromolar of C74. The results are shown

in Figure 4.10. C74 performs at about half the concentration (25 micromolar) of C2 (50

micromolar) on both cell proliferation and cell migration assays.

Lastly, C74 was also tested in subcutaneously implanted RENCA cells in vivo. The results

of this study are shown in Figure 4.11. After 19 days of treatment the C74 treated animals

had less tumor growth than the control animals. Collectively, these results show that a small
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Figure 4.8: Pyrene-actin polymerization assay curves for C74. Each time point is the mean plus

or minus the standard deviation of the fluorescence relative to the maximum recorded florescence

of actin alone. The numbers in parentheses indicate relative concentrations of actin, PFN1, and

C74. The actual concentrations of actin and PFN1 are 10 and 40 micromolar respectively. C74 was

utilized at 100 micromolar. This data was generated by David Gau and Jordan Sturm.

Compound Identifier MolPort ID Inhibits Actin Inhibits PFN1:Actin
C60 MolPort-007-600-121 Yes No
C63 MolPort-000-481-426 Yes No
C64 MolPort-000-481-100 Yes No
C66 MolPort-002-622-882 Yes No
C73 MolPort-000-778-708 No Yes
C74 MolPort-000-793-534 No Yes
C76 MolPort-019-793-213 No Yes
C98 MolPort-004-271-775 No Yes
C99 MolPort-002-295-702 No Yes
C107 MolPort-029-999-390 No Yes
C108 MolPort-028-585-829 No Yes

Table 4.2: Table summarizing the results of the pyrene-actin polymerization assay for the proposed

67 compounds. Italics indicates that the compound inhibits actin polymerization by interacting with

actin rather than profilin. Compounds in bold have the desired result of disrupting the actin-pfn1

complex while not preventing actin from polymerizing. This data was generated by David Gau.
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Figure 4.9: CNN predicted binding pose for C74 to actin. This is the actin-PFN1 site (purple color

in Figure 4.7). Favorable polar contacts are shown in the yellow dotted lines. Notably, this predicted

pose was produced by the gradients of our CNN models, and resulted in sterically clashing oxygen

atoms which is almost certainly incorrect.

molecule inhibitor of the PFN1-actin interaction can decrease the aggressiveness of RCC cells

in vitro and in vivo.

4.4.4 Eye Neovascularization Experimental Validation

C74 was additionally tested for use in preventing angiogenesis in the eye. There were two cell

lines utilized in the in vitro experiments: immortalized human dermal micro-VEC cell lines

(HdmVEC; source: ATCC, CRL-3243), and primary human retinal micro-VEC (HrmVEC;

source: Cell Biologics, ACBRI181). Ex vivo experiments were performed with choroids

harvested from 3-week old C57BL/6 mice. Lastly in vivo experiments were performed on

8-week old C57BL/6JRj mice.

We will first describe the in vitro experiments. C74 was first tested with a single-cell

migration assay (Figure 4.12A). HdmVEC cells were sparsely plated in a 24-well plate coated

with type I collagen (Millipore) and subjected to overnight treatment with DMSO (control),

25uM C74, or 50uM C74. The next day, the cell culture was replaced and time-lapse images of
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(a) A series of boxplots showing the effect of 50 micro-

molar dosage of C2 versus DMSO on the proliferation

of VHL-negative RVN cells.

(b) Boxplot summarizing the effect of

C2 versus DMSO treatment on serum-

induced chemotactic migration of RVN

cells. These are the results of 3 inde-

pendent experiments.

(c) Boxplots showing the effect of a series of dosages

of C74 versus DMSO on the proliferation of VHL-

negative RVN cells.

(d) Boxplot summarizing the effect of

C74 versus DMSO treatment on serum-

induced chemotactic migration of RVN

cells.

Figure 4.10: A and C shows the results of cell proliferation assays upon treatment with C2 and C74

respectively. Notably, we observe that C74 shows a mild response at 10 micromolar, and a significant

response at 25 micromolar. This is a considerable improvement over C2 needing 50 micromolar. B

and D show the results of a cell migration assay upon treatment of C2 and C74 respectively. C74

again achieves a similar response to C2 at 25 micromolar instead of 50 micromolar. This data was

generated by David Gau and Abigail Allen.
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(a) Representative tumors of the subcutaneously im-

planted RENCA cells.

(b) Boxplot of the harvested tumors from the C74

treated mice (n=10) compared to the untreated mice

receiving DMSO (n=9).

Figure 4.11: Treatment via C74 reduces RCC cell proliferation in vivo. Mice were treated with an

intraperitoneal injection of either 16mg/kg C74 or DMSO daily over a period of 19 days. The C74

treated animals had significantly smaller tumors on average (978.8mg) than the DMSO treated mice

(1327.5mg). This data was generated by David Gau.
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the cells randomly migrating was taken with the 10x objective on an Olympus IX-71 inverted

microscope for 120min with a 1min time interval using the CellSens software. The centroid

of the cell nucleus was tracked frame-by-frame with ImageJ, and the average migration speed

was calculated (total centroid distance travelled / total time). C74 treatment resulted in an

40% and 50% decrease in average speed for the 25uM and 50uM treatments respectively

(Figure 4.12A).

C74 was then tested for its effect on a cell proliferation assay (Figure 4.12B). 5000

HdmVEC cells were plated in duplicate on a 24-well plate and cultured overnight. After the

culture, cells were subjected to DMSO (control) or 25uM C74 on day 1. The cells were then

trypsinized and counted daily up to day 4 (3 days of treatment total). The medium was

replenished every other day with the appropriate treatment. It is clear that C74 treatment

has a robust anti-proliferative effect on the HdmVEC cell (Figure 4.12B).

C74 was also tested in a chord morphogenesis assay (Figure 4.12C). In this assay, HrmVEC

are plated atop of polymerized Matrigel and allowed to adhere overnight. The following day,

cells were treated with DMSO (control) or 25uM C74 for 16 hours. Phase-contrast microscopy

was utilized to take pictures of the cells, where total cord length was quantified with the

Angiogenesis plugin of ImageJ. 25uM treatment of C74 was sufficient to reduce the total

cord length/field by 32% (Figure 4.12C). Lastly, a commercial live/dead staining kit (Life

Technologies) was utilized to ensure that C74 was not cytotoxic to the cells. Virtually 100%

of cells were viable even after an overnight treatment of up to 50uM of C74 (Figure 4.13).

C74 was then examined if these results could be replicated ex vivo (Figure 4.14A). In order

to do this a choroidal explant angiogenesis assay was performed according to a previously

published procedure142. Briefly, for choroid isolation, 3-weeks old C57BL/6 mice were

injected with Avertin for 5min and then euthanized by cervical dislocation. The eyes were the

immediately enucleated and kept on ice-cold medium before dissection. The cornea and lens

were removed from the anterior of the eye, and the peripheral choroid-scleral complex was

separated from the retina and cut into 1mm by 1mm pieces. These pieces were then cultured
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(a) Boxplot summarizing the

average speed of HdmVEC of

overnight treatments of C74 as

compared to the DMSO con-

trol in single-cell migration assay.

The summary is of 3 independent

experiments containing a total of

≈ 60 cells.

(b) Effect of 25uM C74 treatment

on proliferation of HdmVEC cells

in 2D culture. The error bars are

the standard deviation of three

independent experiments.

(c) Representative images and

quantification of Matrigel cord

morphogenesis assay. The as-

say was performed with HrmVEC

cells following overnight treat-

ment of 25uM C74 or 0.1%

DMSO.

Figure 4.12: In vitro anti-angiogenic activity of C74. 25uM of C74 is effective at halving the average

speed and preventing the proliferation of HdmVEC cells. Overnight treatment of 25uM of C74

reduces the ability of HrmVEC cells to form chords by 33%. This data was generated by David Gau.

for 3 days. After which, the fragments were treated every alternate day with 25uM C74 or

DMSO (control) until day 6. Photos of individual explants were taken on days 3 and 6, and

areas of sprouting were quantified with Fiji software. The surface of day 3 was subtracted

from the surface at day 6 in order to calculate the vascular outgrowth that occurred. 25uM

of C74 substantially diminished vascular outgrowth (Figure 4.14A).

Lastly, C74 was tested to determine if it could inhibit choroidal neovascularization (CNV)

in vivo though the murine laser-injury induced CNV assay (Figure 4.14B). In this model,

target laser injury to the retinal pigment epithelium and Bruch’s membrane induces angiogenic

sprouting of chorodial VECs into the outer retinal layer, mimicking the we AMD143. For this

assay, 8-week old C57BL/6JRj mice received four laser coagulations per eye (400mW, 50ms,

100um spot size) with a Laser Yag 532 Eyelite mounted on a slit lamp. Immediately after
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Figure 4.13: Live/dead staining of HdmVEC and HrmVEC following overnight treatment of C74

at the indicated concentrations. Doxorubicin at 8uM is the positive control for inducing cell death.

Green cells are viable, red cells are dead, and the scale bar is 200um. (**: p < 0.01) This data was

generated by David Gau.

photocoagulation and then on days 4 and 7, the mice were injected intravitreally in both

eyes with 2uL of C74 or DMSO. This resulted in an 25uM intravitreal concentration of C74

after the 2.5-fold dilution of the compound following entry into the 5uL intravitreal volume.

On day 10, these mice were sacrificed and sub-retinal NV was assessed by lectin staining of

choroidal flat-mounts according to previously described methods142. Treatment with C74

reduced the mean area of lectin-positive CNV by 25% (Figure 4.14B) and provides the first

proof-of-concept for the ability of a pharmacological compound targeting the actin-Pfn1

binding interaction to diminish CNV.

4.5 Conclusions

Our CNN models identified C74, a novel small molecule that improves upon C2 at disrupting

the PFN1-actin binding interaction. We identified C74 by first identifying potential C2

binding sites through whole protein docking, then performing a pharmacophore screen in each
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(a) Representative image of choroidal explant angio-

genesis culture on Day 6 under vehicle (DMSO) or

treatment with 25uM C74. The red outline shows

the edge of vascular outgrowth. The insert shows

shows explants progress on Day 3.

(b) Representative images of isolectin-stained

choroidal flat-mounts prepared from mice subjected

to laser injury-induced choroidal neovascularization

and treated with 0.1% DMSO (VEH) or 25uM C74.

The total area of choroidal neovascularization (CNV)

from both treatment groups. There are 16 lesions

from 8 C74 injected eyes (4 mice), and 28 lesions

from 10 DMSO injected eyes (6 mice).

Figure 4.14: Proof of concept for C74’s ability to diminish choroidal neovascularization (CNV).

25uM of C74 diminishes CNV both ex vivo and in vivo. (*: p < 0.05) This data was generated by

Lucile Vignaud.

of the five proposed binding sites, and scoring the resulting molecules with gnina. C74 achieves

similar results to C2 in reducing ccRCC cell proliferation and migration assays with half the

concentration (Figure 4.10). C74 was also shown to reduce tumor growth in vivo (Figure 4.11),

and also diminish choroidal neovascularization ex vivo and in vivo (Figure 4.14). Thus, we

have demonstrated C74’s ability to disrupt angiogenesis in both ccRCC and wet AMD, which

shows the promise of targeting the PFN1-actin binding interaction as a replacement target

instead of VEGF. C74 has a worldwide patent - WO2022040005A1.

This drug discovery campaign shows a proof of concept for the CNN models that we

developed in Aim2 in real experimental settings. The campaign is still ongoing, as C74’s

effective dose of about 25 micromolar can still be improved, ideally into something in the

nanomolar range. We have been assisting in suggesting new analogues of C74 to be synthesized

and experimentally tested by our collaborators. Furthermore, while we have a model of the

potential binding site, the exact binding mechanism of C74 is still unknown. Elucidating
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the actual binding modality would enable a more robust screening of analogues and a more

intelligent selection of molecules to feed into our models. Our collaborators are also in the

process of experimentally validating the binding mechanism of C74.

4.6 Declarations

This chapter is adapted from:

Allen, A., Gau, D., Francoeur, P., Sturm, J., Wang, Y., Matin, R., Maranchie,

J., Duensing, A., Kaczorowski, A., Duensing, S., Wu, L., Lotze, M., Koes, D.,

Storkus, W., Roy, P. Actin-binding protein profilin1 promotes aggressiveness of

clear-cell renal cell carcinoma cells. Journal of Biological Chemistry 2020. DOI:

10.1074/jbc.RA120.013963

The compound was also utilized in:

Gau, D., Vignaud, L., Francoeur, P., Koes, D., Guillonneau, X., Roy, P. Inhibition

of ocular neovascularization by novel anti-angiogenic compound. Experimental

Eye Research 2021. DOI: 10.1016/j.exer.2021.108861

This series of papers is a collaborative effort in which I identified the lead compound

through potential binding site identification on profilin1 and actin through whole protein

docking, created a pharmacophore model for each potential binding site, and performed a

virtual screen where the pharmacophore models were utilized to identify potential molecules,

which were then narrowed down to candidate molecules through our machine learning

models. For the first manuscript, I created Figures 7A, B, and C, and wrote the “Pfn1-Actin

interaction inhibitor identification" section of the Methods. For both papers, I helped edit

the manuscript.
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5.0 Conclusions and Future Directions

5.1 Conclusion

The immense size of chemical space is a driving force for developing better modeling methods,

as it is far to vast to exhaustively search/screen. Correspondingly, the rise of computing

power, especially the adoption of graphical processing units, has also allowed for the rapid

advancement of machine learning (ML) for modeling molecules in recent years. This rapid

growth has resulted in a large variety of model types and input representations, and it is

unclear which combination is best suited to a task. Additionally, more complex ML methods

require a tremendous amount of training data in order to be effective, which is especially

challenging for structure-based methods. In this work we perform initial experiments to start

solving both of these issues and demonstrate the effectiveness of ML in a drug discovery

campaign.

For Aim 1 we characterized a wide variety of ML model architectures and 3 different input

representations on computed molecular properties. We demonstrated that the more complex

ML methods (transformers and convolutional neural networks) typically both outperform and

utilize data more efficiently than their simpler counterparts (random forests and feed-forward

neural networks). This comes with the trade off that one needs to spend more effort in

hyperparameter tuning for these models. However, our UFF energy predictive task shows

that this type of analysis can break down if the task is challenging. We demonstrate that

until a sufficient quantity of training data (1 million poses in our experiment) is available,

the 2D fingerprint based random forest model was the best performer at predicting the UFF

energy of a conformer.

Additionally, the UFF energy prediction task also highlights another potential problem
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with ML approaches: they do not necessarily perform the way you expect. Our transformer

model utilizes the 3D information through the a pairwise distance matrix of every atom in

the molecule, which can be computed from the 3D conformer or the 2D molecular graph.

We hypothesized that the 3D version of the pairwise distance matrix would allow the model

to outperform the 2D pairwise distance matrix as there is more information to learn from.

However, we observed that as the training set grows the performance difference between a

model using the 3D pairwise distance matrix and the 2D version approaches 0. This indicates

that rather than utilizing the 3D information about the relative orientation of atoms, which

is necessary to the correct calculation of the UFF energy, the models are instead mostly

disregarding that information and determining molecule identity to predict the energy. On

the other hand, the radius of gyration prediction task, which depends solely on the orientation

of the atoms in 3D space, behaved as expected. So, our expectations were in line when the

orientations of atoms were the sole driver of the property prediction, but when there are

confounding factors it is entirely possible for the ML model to fit to those rather than what

is desired by the user.

In Aim 2 we investigated two approaches to solve the issue of limited data availability

for structure based models. First we created the CrossDocked2020 dataset, which both

serves as a benchmark for binding pose classification and binding affinity regression, and

combinatorially expands the available structures for training through docking ligands to

similar non-cognate receptors. We first demonstrated that our CNN models achieve similar

performance to other ML models on the often used PDBbind dataset, and then showed that

the model’s performance deteriorates when evaluated on clustered cross-validation splits

of the PDBbind instead of the usual train on general/refined and test on core set. Our

models trained utilizing our counterexample generation procedure with CrossDocked2020

yields models with similar performance to that of PDBbind trained models, but have more

informative gradients. The CrossDocked2020 trained models also perform better on the

hardest class of cross-docking problems (docking a ligand into an apo receptor) than models
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trained only with redocking data. Lastly, our exact model performance and training splits

are publicly available for CrossDocked2020, which allows for fair comparisons between the

results of our model and new models as the new models can be trained and evaluated on the

exact same training and testing distributions used in our work.

While CrossDocked2020 expands the available training data, it does so by expanding the

number of poses. This does not actually expand the binding affinity data, which was taken

from the PDBbind, and in fact only about 40% of CrossDocked2020 has a binding affinity

label. We investigated utilizing simple imputation techniques to assign binding affinity labels

to these unlabeled complexes. We demonstrated that utilizing the median affinity prediction

of an ensemble of models on the poses that were known to be under 2Å from the crystal

pose had the best effect on improving performance of our CNN on both binding affinity

regression and binding pose classification. Notably, this was achieved by utilizing the same

model architecture and only the data that is available in CrossDocked2020.

Finally, while this work showcases potential areas for ML model improvement, they are

all in silico evaluations. What ultimately matters is if utilizing these models is useful in

a real world drug discovery campaign. To demonstrate our CNN model’s effectiveness, we

incorporated them in the computational pipeline for a drug discovery campaign targeting

the actin-PFN1 protein-protein binding interaction. We utilized whole protein docking to

identify 5 potential small molecule binding sites on actin and PFN1 and then performed

a pharmacophore screen on each site to identify 128,331 potential small molecules. Our

CNN was then utilized to minimize and score each of these molecules in order to cluster the

molecules in each potential site. From this pool, our collaborators experimentally tested 67

molecules, 7 of which showed activity at disrupting the actin-PFN1 binding complex in an

actin polymerization assay. Of these C74 was our most promising compound, which doubled

the potency of the initial C2 molecule and has a worldwide patent pending (WO2022040005A1)

for small molecules targeting this protein-protein binding interaction. We demonstrate that

C74 also slows tumor growth in vivo and can diminish choroidal neovascularization ex vivo
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and in vitro.

Overall, this work has demonstrated that our current ML models are useful in a drug

discovery campaign, provided a new more rigorous benchmark to the ML community for

binding affinity regression and binding pose classification through CrossDocked2020, and

demonstrated that imputation is a viable approach to improve binding affinity regression for

structure based models. Through the first aim of this work we show that more complex ML

models generally perform better, once sufficient training data becomes available, and also

utilize the available data more efficiently. This indicates that while ML models are currently

successful, we can expect their performance to improve as more and more structures become

available in the future.

5.2 Future Directions

All of the models we tried on the UFF energy prediction task performed relatively poorly,

where it appears that the models are learning a mapping of molecular identity to the UFF

energy of the molecule rather than the force field parameters. We suspect that this is due

in part to the much larger variance of energies across different molecules when compared to

energetic differences between different poses of the same molecule. In our evaluations the

training set is randomly shuffled, which means that the gradients per batch are averaged

across molecules. Instead, we could provide all of the poses of some number of molecules

for a batch. Then when the gradients are calculated across this batch, the information from

different poses of the same molecule will affect the models’ weights at the same time. This

could help reduce the indexing problem that we observed.

Another approach to help this would be to normalize the UFF energy by the number of

atoms in the molecule. As this is a force-field, as the number of atoms in the molecule grows,

so do the number of interactions that contribute to the forces interacting on the molecule.
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Thus, a type of molecular weight bias along with the identification of the molecule could

achieve a greater information gain during training rather than learning the actual forces

acting on the molecule. Normalizing the UFF energy by the number of atoms in the molecule

could help to eliminate this source of confounding information.

Lastly, our evaluations were done utilizing a random split of ChEMBL. Thus, there is

training data leakage into the test set. This was done to give an evaluation about how well

our models are fitting the training data. However, since we utilized the test set performance

to select our best models in the hyperparameter sweep, we could be selecting models by their

ability to overfit the training data, and have no way to detect it. This could be solved by

re-training the best handful of models on a molecular identity split of ChEMBL, which could

more rigorously control for training data leakage.

The CrossDocked2020 dataset is currently frozen in time, as it is dependent on the

Pocketome database to group similar receptors into pockets. Unfortunately, Pocketome

no longer exists, which means that CrossDocked2020 cannot have new receptor structures

incorporated into it. As such, it would be prudent to move to a different method to determine

if two receptor binding pockets are similar. This method should be able to run stand alone,

and incorporate into a pipeline that can regenerate a new version of CrossDocked2020 from

the PDB.

In Aim2b, we demonstrate that our simple imputation approaches can improve model

performance on both binding affinity regression and binding pose classification. There are

several paths that could be viable to further improve these models: 1) modify the training

procedure, 2) utilize a different model and/or training datasets to perform the imputation.

A potential drawback to our study is that we did not treat imputed binding affinity labels

differently from the known labels. It could be beneficial to include a hinge-type loss (like we

do for binding affinity regression of poor quality poses), but only for the imputed labels.

Secondly, we utilized the same model architecture that we were training to perform the

imputation. This means that our model, even with the imputed labels, is still mainly being
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driven by the same binding affinity distribution present in the original dataset. We also know

that there exists much larger repositories of binding affinity experiments, such as ChEMBL,

which do not include structural data. It is possible that a model trained on that larger dataset

could provide better imputed labels for our structure based training.

Lastly, in the actin-PFN1 drug discovery campaign, we have collaborators currently

working on verifying the binding pose of C74 with actin or PFN1. Once known, this binding

pose can be utilized to drive further modeling efforts for analogs, or the exploration of different

kinds of chemistry to improve the potency. A different set of collaborators are also currently

working on the synthesis of various molecules to provide a structure activity relationship

of C74. Again, these changes can help us hone in on further improvements to C74 as its

effective dosage of 25uM in our cell assays and mouse retina or 16mg/kg in the mouse tumor

model is too high for a clinical setting. These two parallel tracts of information will allow us

to rerun the pipeline that identified C74 with a higher quality pharmacophore screen in order

to identify new, potentially better, molecules.
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