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As an additive manufacturing process for fabricating metal components, laser powder bed 

fusion (L-PBF) and wire-arc directed energy deposition (wire-arc DED) have drawn increasing 

attention in the past few decades due to their advantages such as fast production, high 

customization, and waste reduction. During fabrication, the rapid, intense, and repeated heat input 

(laser beam or wire arc) leads to a complex thermal history in parts, resulting in significant residual 

stress and distortion. These residual stress and distortion can adversely affect product quality by 

increasing surface roughness, reducing dimensional accuracy, and introducing defects into the 

parts.  

This dissertation is focused on improving the inherent strain (IS) method for predicting 

residual stress and deformation in parts manufactured by L-PBF and wire-arc DED processes. In 

addition, two frameworks based on the IS method for recoater interference prediction and 

distortion compensation in L-PBF are proposed. Chapter 2 introduces a new procedure for 

implementing the modified inherent strain (MIS) method. This procedure incorporates an 

additional solution step that uses mechanical properties at elevated temperatures, markedly 

improving the accuracy of the MIS method on residual stress prediction. Chapter 3 extends the 

MIS method to include the heat accumulation effect in the wire-arc DED process. This 

enhancement involves introducing a flashing heating simulation to calculate interpass temperature 

and applying temperature-dependent ISs in the MIS-based simulation. In Chapter 4, an integrated 



 v 

simulation and experimental framework for predicting potential recoater interference in the L-PBF 

process is proposed. This framework addresses the previously undefined criterion for recoater 

interference and incorporates the edge effects when calculating the part deformation. In Chapter 

5, a data-driven distortion compensation framework for the L-PBF process is presented. The 

framework employs a Gaussian process regression (GPR) model and reduced-order modeling to 

learn from experimentally-validated IS simulation data and generate the compensated shape.  
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 1 

1.0 Introduction 

1.1 Overview of Laser Powder Bed Fusion (L-PBF) and Wire-arc Directed Energy 

Deposition (wire-arc DED) 

The ISO/ASTM 52900:2021 on “Additive Manufacturing — General Principles — 

Fundamentals and Vocabulary” categorizes AM processes into seven groups, as listed in Table 

1.1. Among these AM processes, powder bed fusion and directed energy deposition for metal 

components are the primary focus of this study. More specifically, our attention is centered on the 

laser powder bed fusion (L-PBF) and wire-arc directed energy deposition (wire-arc DED) 

processes. Both of them involve intense and continuous thermal energy input, leading to the 

melting and solidification of materials. 

Table 1.1 General categories for AM processes [1] 

Process category Abbreviation Description 

Binder jetting BJT 
A liquid bonding agent is selectively deposited to join 

powder materials 

Directed energy 

deposition 
DED 

Focused thermal energy is used to fuse materials by 

melting as they are being deposited 

Material extrusion MEX 
Material is selectively dispensed through a nozzle or 

orifice 

Material jetting MJT Droplets of feedstock material are selectively deposited 

Powder bed fusion PBF Thermal energy selectively fuses regions of a powder bed 

Sheet lamination SHL Sheets of material are bonded to form a part 

Vat photopolymerization VPP 
Liquid photopolymer in a vat is selectively cured by 

light-activated polymerization 
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The L-PBF process is one of the most popular metal AM processes [2, 3]. Its products have 

been widely used in aerospace, automotive, medical, and other industries due to their advantages 

of low cost, light weight, and high degrees of customization. A typical L-PBF system, as shown 

in Figure 1.1, involves a powder delivery system to prepare the powder bed and a scanner system 

to provide the energy for melting the material. The general procedure of producing one layer is 

that: (1) at the beginning of each layer, the powder delivery piston rises a layer thickness; (2) after 

that, the spreader or recoater blade moves parallel to the printing plane until a layer of powder 

(pre-placed power bed) covers the part that is being fabricated; (3) then, a laser beam generated by 

the scanner system follows a specific path to melt the powder; (4) the fabrication piston moves 

downwards by a layer thickness after re-solidification of the melted layer. This procedure repeats 

until the entire part is finished. 

Building upon mature metal welding technology, wire-arc DED has been widely employed 

to fabricate medium to large-scale metal parts due to its low cost, high efficiency, and wide 

material range [4, 5]. In this process, metal wire serves as the feedstock and a welding arc is used 

as the heat source to deposit weld beads in a layer-by-layer fashion, building the net-shape 

components [6]. The common heat sources used in the wire-arc DED include gas metal arc welding 

(GMAW), gas tungsten arc welding (GTAW), and plasma arc welding (PAW) [5, 7, 8]. A 

schematic overview of the GMAW-based wire-arc DED system is shown in Figure 1.2. The heat 

source involved in the present study is a variant of GMAW, known as cold metal transfer (CMT) 

[9, 10]. The primary difference between CMT and the conventional GMAW process lies in CMT’s 

ability to control the motion of wire feeding precisely.  
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Figure 1.1 Schematic overview of the L-PBF system [11]   

 

Figure 1.2 Schematic overview of the GMAW-based wire-arc DED system [12] 

Compared with the traditional approaches such as subtractive and formative 

manufacturing, the L-PBF and wire-arc DED processes offer advantages including the production 

of customized designs, simplification of the supply chain, improved product performance, reduced 

production costs and so forth [13, 14]. Despite these benefits, both processes still face drawbacks 

that hinder their application. One of the most challenging drawbacks is the presence of residual 

stress and distortion in as-built parts, primarily caused by the large thermal gradients arising from 
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repeated melting and solidification during the deposition [15, 16]. The residual stress and the 

associated component deformation are the bottlenecks of L-PBF and wire-arc DED processes, as 

they may inversely affect product quality [17]. These effects include compromising geometrical 

accuracy, affecting material properties (such as hardness and fatigue strength), reducing the 

feasibility of post-machining, and even causing build failure during the deposition [2, 3, 5, 9, 18, 

19]. 

1.2 Multiscale Modeling on Residual Stress and Deformation Prediction in L-PBF and 

wire-arc DED 

Considering the substantial influence of residual stress and distortion on product quality, 

numerous methods have been proposed to assess them in parts produced by L-PBF and wire-arc 

DED. The most direct method is experimental measurement; however, this approach is expensive 

and time-consuming. Particularly during the design stage, the part geometry and process 

parameters may undergo multiple modifications to meet customer requirements and standards. 

Conducting experiments after each modification is nearly infeasible. Numerical simulations have 

been extensively employed to evaluate residual stress and deformation at the design stage rapidly. 

Generally, there are three types of simulation models for L-PBF and wire-arc DED in terms of 

their fidelity, which limits the model size to the microscale, mesoscale, and macroscale (also called 

part-scale).  

At a size of tens of microns, the microscale model has the ability to consider the fluid 

dynamics of melt pools as well as microstructure evolution. For example, Han et al. [20] 

quantitatively investigated the effect of interfacial forces, including thermocapillary forces, surface 
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tension, and recoil vapor pressure, on the melt pool shape and fluid flow in the laser material 

interaction process by solving the thermal-fluidic problem via the finite difference method. 

Bauereiß et al. [21] used a numerical model based on the lattice Boltzmann method to study the 

defects formed during the L-PBF process by considering hydrodynamics, including capillary and 

wetting effects, in their work. Qian et al. [22] developed a multiphysics model involving thermal-

fluid dynamics to investigate the influence of preheating temperature on molten pool morphology 

in the L-PBF process. This model employs the volume of fluid technique to track the free surface 

of a melt pool and is able to consider the buoyant flow, Marangoni convection, vapor recoil 

pressure, and heat radiation. Although the microscale model has a high resolution, it is only able 

to reflect the structural characteristics in a tiny area.  

At the mesoscale level, the size of the model is tens of millimeters. Several simplifications 

are introduced to save computational expense because the solution domain is significantly 

expanded compared to the microscale models. An essential simplification is to replace the complex 

melt pool dynamics with a moving heat source, such as the Goldak double ellipsoidal [23] and 

Gaussian [24] models. The mesoscale model usually loses some field quantity prediction accuracy 

compared to the microscale one but still exhibits the influence of macroscopic parameters on the 

printing process, e.g., layer thickness, laser power, and laser scanning path. Li et al. [25] developed 

a 3D thermomechanical model to predict the melt pool geometry of the L-PBF process and 

investigate the influence of the scanning strategies and process parameters on the residual stress 

of the part. The model includes the temperature-dependent material properties of metal at powder, 

solid, and liquid states, and considers the layer shrinkage due to material solidification and 

evaporation. When modeling the L-PBF process for Ti6Al4V products, Tan et al. [26] considered 

the powder-liquid-solid transition and the metallurgical effects, i.e., solid-state phase 
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transformation. Ding et al. [27] proposed a steady-state thermal model to predict the thermal field 

and a simplified mechanical model to evaluate the stress and deformation in large-scale parts. 

Lindgren et al. [28] developed a thermomechanical modeling approach for wire-arc DED 

processes, where a microstructure model for phase transformation of Ti6Al4V and a physics-based 

flow stress model for hardening are included. 

The macroscale model is used to assess the stress and strain profile over the entire part. In 

most cases, it adopts a layer-by-layer or even one-shot deposition pattern, significantly decreasing 

the computational time [29, 30]. A number of great efforts have been made to improve the 

reliability of this class of models [31-34]. Among the macroscale modeling approaches, the finite 

element (FE)-based inherent strain (IS) method has gained significant attention recently. The IS 

method typically involves only static mechanical analysis in a layer-by-layer fashion and is 

computationally efficient. 

1.3 Inherent Strain (IS) Method 

The IS method was originally proposed by Ueda et al. to predict residual stress in welded 

structures, and it assumes that applying so-called inherent strains (ISs) to the welded area can 

reconstruct the strain/stress distribution formed by the complex welding process [35-37]. Due to 

the similarities between AM and welding processes, many researchers have started implementing 

the IS method for AM metal parts [38-42]. Based on how the ISs are calculated, the IS method can 

be divided into three categories: analytical, empirical, and numerical [43].  

Analytical-based approaches utilize the material’s thermal and mechanical properties. 

Yaghi et al. [32] defined the IS magnitude of a material as the ratio between its yield strength and 
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Young’s modulus, with both properties being estimated at room temperature. Alvarez et al. [44] 

calculated the IS values by multiplying the material’s equivalent coefficient of thermal expansion 

(CTE) by the temperature difference between the melting point and the initial value of each layer. 

The equivalent CTE depends on the actual CTE and is also influenced by the laser scanning 

strategy. Empirical-based approaches typically involve first experimentally measuring the 

distortion of several printed benchmark geometries, and then numerically calibrating or optimizing 

the ISs to minimize the discrepancy between the measured and simulated distortions. Bugatti and 

Semeraro [30] introduced a regression-based optimization algorithm, which utilizes distortion 

measurements from twin-cantilever beams produced via L-PBF processes to calibrate the ISs. 

Setien et al. [45] proposed a method that employs the Hooke-Jeeves direct penalty technique to 

solve the optimization problem and investigated the impact of scanning strategy on ISs. Siewert et 

al. [46] reported that, although the ISs are calibrated based on distortion, the predicted residual 

stress also exhibits a good agreement with measurements obtained via X-ray diffraction. 

Numerical-based approaches usually have hierarchical simulations where the ISs are computed. 

Keller and Ploshikhin [38] proposed a multiscale simulation framework to achieve the fast 

prediction of distortion for metal AM parts, including a micro-scale model for heat source 

calibration, a meso-scale hatching model to calculate the ISs, and a macro-scale layer model to 

predict the part distortion.  

In this work, we primarily focus on a numerical-based approach, namely the modified 

inherent strain (MIS) method developed by Liang et al. [29, 47, 48] and Chen et al. [49] for powder 

DED and L-PBF processes.  
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1.4 Research Objectives  

1.4.1 A New Procedure for Implementing the Modified Inherent Strain (MIS) Method with 

Improved Accuracy in Predicting Both Residual Stress and Deformation for L-PBF 

The MIS method has been proved to accurately and rapidly predict deformation in metal 

parts produced by L-PBF processes, with diverse applications including topology optimization, 

path planning, crack prevention, and buckling analysis [42, 50-54]. However, the accuracy of MIS-

based simulations in predicting residual stress has not been thoroughly investigated. In this work, 

it is shown that the current procedure of implementing the ISs in the MIS-based part-scale 

simulation is not proper for residual stress prediction. A new procedure is then proposed to improve 

the prediction accuracy. In the current procedure, the ISs are applied to each layer whose material 

properties are at ambient temperature. In contrast, the new procedure first applies ISs to a layer 

with material properties at elevated temperatures, then reverts the material properties to those at 

ambient temperature. This new procedure is more consistent with the physics underlying the MIS 

method. 

1.4.2 Temperature-dependent MIS Method for Predicting Residual Stress and Deformation 

for wire-arc DED 

In wire-arc DED processes, the interpass temperature — top surface temperature on the as-

deposited material before the next layer — increases significantly with part height due to heat 

accumulation. This temperature variation critically influences the stress, strain, and microstructure 

evolution in the deposit. A major challenge in applying the MIS method to wire-arc DED is its 
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inability to account for heat accumulation, as it applies constant ISs across the entire part. To 

address this issue, our work extends the MIS method to incorporate heat accumulation effects, 

making it suitable for large parts fabricated via wire-arc DED. In the extended method, the detailed 

process simulation is repeated under varying interpass temperatures to derive temperature-

dependent ISs. To ascertain the interpass temperature for a given part, a flash heating simulation, 

incorporating part-scale transient thermal analysis, is employed. Instead of applying constant ISs 

layer by layer, our extended method divides each layer into segments following the deposition 

path, and then sequentially loads temperature-dependent ISs based on the interpass temperature of 

these segments. To enhance the applicability of the approach, solid-state phase transformation 

modeling is also integrated so that it can be applied to materials like Ti6Al4V. 

1.4.3 Predicting Recoater Interference for L-PBF by Considering Both Global Thermal 

Deformation and Local Edge Deformation Using the MIS Method 

Preventing recoater interference and crash is crucial in L-PBF processes for printing parts 

with overhanging features. The interference and crash may compromise product quality by 

increasing surface roughness, reducing dimensional accuracy, and introducing defects into the 

parts. While in-situ monitoring is helpful in detecting or predicting recoater interference or crash 

a few layers in advance, having an efficient and accurate tool for predicting these abnormalities 

during the part’s design phase is essential. The existing simulation works have two limitations: (1) 

the criterion for interference is not clearly defined, and (2) they primarily consider thermal-

gradient-induced deformation in the part but do not account for the edge effect — the formation 

of elevated edges caused by melt pool dynamics — due to limitations in model fidelity at the part 

scale. This work proposes an integrated simulation and experimental framework to predict 
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potential recoater interference for a given part designed for L-PBF fabrication. In the framework, 

the criterion for recoater interference is defined based on part deformation. Specifically, 

interference occurs when the deformation of the part in the build direction exceeds the thickness 

of a newly spread powder layer after recoating. The largest deformation in the build direction is 

assumed to occur at the edge of a part and is the sum of two contributions: global thermal 

deformation and local edge deformation. The global thermal deformation is computed using the 

MIS method with location-dependent ISs, and the local edge deformation is estimated by 

reconciling the MIS simulated and experimentally measured deformation on several overhang 

wedges. 

1.4.4 Data-driven Distortion Compensation for L-PBF Process Using the Gaussian Process 

Regression (GPR) and IS Method 

The repeated melting and solidification in the L-PBF process lead to significant thermal 

gradients, resulting in notable distortion of the as-built part compared to the design shape. 

Distortion compensation has been widely used to address this issue, involving pre-deforming the 

part design so that the as-built shape aligns with the target shape. Generally, implementing 

distortion compensation includes two main tasks: determining the deformation caused by the 

deposition process and calculating the pre-deformation to be applied to the design shape. 

Commercial software packages such as ANSYS and Autodesk Fusion 360 Netfabb typically 

employ thermomechanical simulations to calculate part deformation and utilize an iterative process 

to determine the pre-deformation. Although this approach is straightforward to implement, it is 

computationally intensive. In this work, we introduce a data-driven distortion compensation 

framework for the L-PBF process. The framework employs an experimentally calibrated IS 
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method to calculate the deposition-induced deformation and uses Gaussian process regression 

(GPR) to compute the pre-deformation and create the compensated geometry. In the GPR model, 

we include not only the design shape and its corresponding deformation but also several trial 

geometries similar to the design, along with their respective deformations. This approach 

incorporates a broader range of deformation data and expands the training dataset, thereby 

enhancing the accuracy of the GPR model. 
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2.0 A New Procedure for Implementing the Modified Inherent Strain (MIS) Method with 

Improved Accuracy in Predicting Both Residual Stress and Deformation for L-PBF 

2.1 Modified Inherent Strain Method 

2.1.1 Origin of the Residual Stress 

We use a single-track welding example, as shown in Figure 2.1(a), to illustrate the origin 

of the residual stress in welding processes, which also applies to L-PBF and wire-arc DED. In this 

example, several assumptions and simplifications are made: (1) the welding process is represented 

as a one-dimensional isotropic ideally-plastic bar undergoing heating and cooling; (2) the bar is 

assumed to be fixed at both ends, maintaining zero total strain at all times; (3) the total strain 

(𝜀𝑡𝑜𝑡𝑎𝑙) of the bar comprises only thermal (𝜀𝑡ℎ𝑒𝑟𝑚𝑎𝑙), elastic (𝜀𝑒𝑙𝑎𝑠𝑡𝑖𝑐), and plastic (𝜀𝑝𝑙𝑎𝑠𝑡𝑖𝑐) strains, 

ignoring other strain terms. The justification for the second simplification is that the dimension of 

the weld is typically much smaller than the parent metals it joins (such as sheets and I-beams). As 

a result, these parent metals act as a strong constraint on the weld. 

 

Figure 2.1 Illustration of the origin of the residual stress. 
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Figure 2.1(b) through (d) illustrate the stress-strain curve of the bar under three different 

thermal cycles. In Figure 2.1(b), the bar undergoes elevated temperatures at the heating stage, 

leading to positive thermal strain and a tendency to expand. Since both ends are firmly constrained, 

compressive elastic strain and corresponding stress develop, as Arrow AB shows. The cooling 

phase begins next, marked by Arrow BA. As the bar returns to its initial temperature, the thermal 

strain vanishes, and the bar fully recovers without any residual stress. For Figure 2.1(c) and (d), 

the compressive stress induced during the heating phase eventually reaches the yield strength of 

the bar, causing plastic deformation, indicated by Arrow BC. As the cooling begins, both the 

compressive elastic strain and stress within the bar decrease, as depicted by Arrow CD. At Point 

D, the stress in the bar disappears, and the elastic strain returns to zero. The remaining thermal 

strain is counterbalanced by the plastic strain developed during the heating stage. As the 

temperature continues to drop, a positive elastic strain emerges, compensating for the diminishing 

thermal strain and keeping the total strain at zero, as shown by Arrow DE. As a result, the stress 

in the bar becomes tensile. In Figure 2.1(c), the stress-strain curve arrives at point E as the 

temperature returns to its initial state. In Figure 2.1(d), the tensile stress attains the yield strength 

of the bar, and the curve finally reaches point F. The remaining tensile stress in the case of Figure 

2.1(c) and (d) is referred to as the residual stress.   

From the above description, it can be deduced that, as thermal strain diminishes, the plastic 

strain generated during the heating phase is the cause of the residual stress in the bar. A more 

general statement is that residual stress arises to accommodate inelastic deformation. 
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2.1.2 Intermediate and Steady Thermal States 

Initially, Ueda et al. [35-37] proposed the inherent strain (IS) method to predict residual 

stress and deformation in welded structures. The basic idea is that the strain/stress distribution 

within the weld can be reconstructed by applying the inherent strains. In the IS method, the 

thermomechanical process in the welded structure is considered a black box, and the exact 

happenings inside this box are not important.  

Ueda et al. [35-37] defined the IS as the inelastic strain that remains in the welded structure 

as it returns to its initial temperature, since this inelastic strain is responsible for the residual stress. 

For convenience, we define a steady thermal state to be when the welding process has finished and 

the welded structure has returned to its initial ambient temperature. Then, the inherent strain 𝜀𝑖𝑛ℎ 

can be expressed as: 

 𝜀𝑖𝑛ℎ = 𝜀𝑖𝑛𝑒𝑙𝑎𝑠𝑡𝑖𝑐 = 𝜀𝑠
𝑡𝑜𝑡𝑎𝑙 − 𝜀𝑠

𝑒𝑙𝑎𝑠𝑡𝑖𝑐 (2.1) 

where 𝜀𝑖𝑛𝑒𝑙𝑎𝑠𝑡𝑖𝑐 denotes the inelastic strain. 𝜀𝑠
𝑡𝑜𝑡𝑎𝑙 and 𝜀𝑠

𝑒𝑙𝑎𝑠𝑡𝑖𝑐 denote the total strain and elastic 

strain calculated at the steady thermal state.  

A fundamental assumption of the original IS method for the welding process is that the 1-

D bar in Figure 2.1(a) can be considered fixed at two ends due to the relatively small dimension 

of the weld. Based on this assumption, all the strain is constrained within a small region around 

the weld during the welding process and can be easily measured or computed. However, in metal 

AM processes like L-PBF and wire-arc DED, this assumption may not hold since the deposit is 

comprised of multiple tracks and layers, meaning that no stable and consistent “parent metal” can 

provide the fixed boundary conditions for each track or layer. 
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Figure 2.2 Illustration of the stress evolution in the L-PBF process. (Adapted from Ref. [55]) 

Figure 2.2 illustrates the stress evolution at a small area in the L-PBF process. At the 

heating stage, laser irradiation creates a melt pool and makes the temperature of the surrounding 

area rise sharply, leading to significant thermal expansion. The expansion of this region is 

constrained by the surrounding cooler areas, which leads to the development of compressive stress 

and may also produce a considerable amount of elastic and plastic strain in the heated area. Once 

the laser moves to a different location, the heated area starts to cool down, leading to thermal 

contraction. This contraction, still restricted by the adjacent material, results in tensile stress. 

Meanwhile, as heat flows into neighboring areas, they experience thermal expansion, which is 

constrained by their more distant surroundings, thereby producing compressive stress. As a result, 

the strain initially generated during the heating stage can also “migrate” into surrounding areas 

along with the heat flow. When the deposit returns to ambient temperature and the thermal strain 

diminishes, the 𝜀𝑠
𝑡𝑜𝑡𝑎𝑙 in Equation (2.1) represents only the total strain remaining in that area at the 

steady state, not including the strain that has migrated during the cooling stage. The complexity of 

this problem further increases in a general case with multiple tracks and layers because the strain 

may “migrate” continuously between adjacent tracks and layers. 

To address this problem, Liang et al. [29, 47, 48] and Chen et al. [49] introduced another 

thermal state called the intermediate state and developed a modified inherent strain (MIS) method 
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for the L-PBF process. For a concerned material point, the intermediate state is defined as the 

thermal state when the heat source moves closely and stimulates its extreme (compressive or 

tensile) strains. In the MIS method, the 𝜀𝑖𝑛ℎ is calculated as the difference of strain terms at the 

intermediate and steady thermal states:  

 𝜀𝑖𝑛ℎ = 𝜀𝑖
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 − 𝜀𝑠

𝑒𝑙𝑎𝑠𝑡𝑖𝑐 (2.2) 

In the formulation above, the mechanical strain at the intermediate state 𝜀𝑖
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙  is 

written as follows: 

 𝜀𝑖
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 = 𝜀𝑖

𝑒𝑙𝑎𝑠𝑡𝑖𝑐 + 𝜀𝑖
𝑝𝑙𝑎𝑠𝑡𝑖𝑐

= 𝜀𝑖
𝑡𝑜𝑡𝑎𝑙 − 𝜀𝑖

𝑡ℎ𝑒𝑟𝑚𝑎𝑙 (2.3) 

where 𝜀𝑖
𝑡𝑜𝑡𝑎𝑙, 𝜀𝑖

𝑡ℎ𝑒𝑟𝑚𝑎𝑙, 𝜀𝑖
𝑒𝑙𝑎𝑠𝑡𝑖𝑐, 𝜀𝑖

𝑝𝑙𝑎𝑠𝑡𝑖𝑐
,  denote the total, thermal, elastic and plastic strain of the 

material at the intermediate state, respectively.  

In Equations (2.1) and (2.2), the term 𝜀𝑠
𝑒𝑙𝑎𝑠𝑡𝑖𝑐 is consistent, representing the elastic strain 

at a material point at the steady thermal state, that is, when the part returns to ambient temperature. 

In the MIS method, the total strain at the steady state 𝜀𝑠
𝑡𝑜𝑡𝑎𝑙 is substituted with the mechanical 

strain at the intermediate state 𝜀𝑖
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙. This mechanical strain is also equivalent to the total 

strain at the intermediate state minus the corresponding thermal strain (𝜀𝑖
𝑡𝑜𝑡𝑎𝑙 − 𝜀𝑖

𝑡ℎ𝑒𝑟𝑚𝑎𝑙). 

For a material point at the intermediate thermal state, we can assume that it is strongly 

constrained by the surrounding cooler material since, by definition, the heat source is heating this 

point. At this moment, the 𝜀𝑖
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 includes all the elastic and plastic strain generated in this 

area, without any strain “migration”. Therefore, substituting 𝜀𝑠
𝑡𝑜𝑡𝑎𝑙 with 𝜀𝑖

𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 is considered 

a practical approach to mitigate the effects of multiple tracks and layers on the calculation of IS 

for L-PBF processes. 
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2.1.3 General Procedure of the MIS Method 

The numerical implementation of the MIS method is based on finite element analysis 

(FEA) and includes two steps: extraction and loading of the ISs, as shown in Figure 2.3. In the 

detailed process simulation, the meso-scale finite element (FE) model of a representative volume 

is used to extract ISs through a sequentially coupled thermomechanical analysis. The detailed 

simulation involves specific process parameters including laser power, layer thickness, scanning 

velocity and scanning path. The obtained ISs are then loaded onto a part-scale FE model to 

compute residual stress and deformation through a static mechanical analysis, which constitutes 

the MIS-based part-scale simulation. The element birth and death technique [56, 57] is employed 

in both the detailed process and part-scale simulation. In the former, the elements of the deposited 

materials are activated step by step as the heat source travels; while in the latter, elements are 

activated in a layer-by-layer fashion.  

 

Figure 2.3 General procedures of the MIS method. (Adapted from Ref. [58, 59]) 

In the detailed process simulation, the mesh size is set smaller than the diameter of the laser 

beam spot to ensure the accuracy of the FE model. The thermal field for the entire deposition 

process is simulated first and then the temperature history profiles from the thermal analysis are 
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fed into the mechanical analysis. For the L-PBF process, such a small FE model is sufficient to 

provide accurate ISs because (1) the part is printed under almost the same process parameters, 

laser scanning strategies, and boundary conditions except for edges and surfaces; (2) although laser 

in the following layer may remelt the previous layer and change its strain and stress field, this 

inter-layer effect is assumed to exist only in a few layers (typically two or three) following the 

layer of interest [60, 61]. Note that the shear strain components of the IS are neglected since their 

influence is limited [29, 61]. 

In the MIS-based simulation, a part-scale FE model that represents a real part geometry is 

used in static mechanical analysis to predict residual stress and deformation. In the previous MIS-

based study, the part-scale model only employs material properties at the ambient temperature 

[30]. IS values are assigned as CTEs of the deposition. Residual stress and deformation are induced 

by increasing the temperature of the layer by a unit degree. The entire simulation is performed in 

a layer-by-layer fashion to incorporate the inter-layer effect naturally, as shown in Figure 2.4. 

However, in layer-wise modeling, the part-scale FE model cannot have as many thin layers as the 

practical metal depositions; otherwise, the computational cost of simulating too many layers would 

be prohibitive. Hence, a lumping-layer technique is adopted [62] to accelerate the layer-wise 

simulation. Tens or even hundreds of consecutive physical layers in the actual part are lumped 

together as one equivalent numerical layer in the simulation. This technique has proven effective 

when simulating the L-PBF process [61].  

 

Figure 2.4 Analysis workflow of the MIS-based part-scale simulation. 
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2.2 Example of Implementing the MIS Method 

2.2.1 Model Geometry and Process Parameters 

Figure 2.5(a) shows the FE model of a three-layer single-walled structure. The substrate is 

150 mm in length, 60 mm in width, and 4 mm in thickness. The deposit has a dimension of 

100×6.4×3 mm3, consisting of uniform 8-node hexahedral elements (2×3.2×1 mm3). Both the 

substrate and deposition are made of 17-4PH. In the thermal process simulation, the Goldak double 

ellipsoidal heat source model is adopted [23], as shown in Figure 2.5(b), where 𝑞 is the heat energy 

density and 𝑄 is the effective power. In addition, 𝑎𝑓 and 𝑎𝑟 are respectively the front and rear half-

length, 𝑏 the half-width, and 𝑐 the depth of the heat source, which moves along the X-direction in 

each layer of the deposition. It is assumed that 𝑎𝑓 = 𝑎𝑓 in the L-PBF process for simplicity [29, 

49]. Thermal boundary conditions are shown in Figure 2.5(c) [63]. Natural convection (hnatural) 

and radiation (εradiation) are applied to upper surface of the substrate and deposition. Forced 

convection (hforced) is applied to bottom surface of the substrate. In the mechanical analysis, one 

end of the substrate (plane X = 0) is fixed while the other end is free to move. After printing, when 

the whole system recovers to ambient temperature, the substrate bends like a cantilever beam due 

to the residual stress, as shown in Figure 2.5(c). Table 2.1 lists the process-modeling parameters. 

Here, the FE model geometry, heat source, and process parameters are quite different from those 

of a typical L-PBF process. We intentionally choose this simple geometry and these parameters so 

that it is computationally acceptable to use the same FE model for both detailed process and MIS-

based part-scale simulation. As a benefit, the residual stress and deformation obtained by these 

two simulations can be directly compared. 
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Figure 2.5 (a) FE model of the single-walled deposition and substrate; (b) Goldak double ellipsoidal heat 

source model [64]; (c) thermal boundary conditions and residual deformation pattern. 

 

Table 2.1 Process-modeling parameters for the single-walled deposit 

Parameter Value 

Heat source half-length a = af = ar 3.2 mm 

Heat source half-width b 3.2 mm 

Heat source depth c 1.0 mm 

Effective power Q 937 W 

Laser scanning velocity v 4.0 mm/s 

Layer thickness h 1.0 mm 

Dwell time between two layers tdwell 175 s 
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2.2.2 Governing Equations and Material Modeling 

In the detailed process simulation, the temperature field in the transient thermal analysis is 

determined by solving the governing equation [49, 65], 

 𝜌𝐶𝑝
𝑑𝑇

𝑑𝑡
=
𝜕

𝜕𝑥
(𝑘
𝜕𝑇

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝑘
𝜕𝑇

𝜕𝑦
) +

𝜕

𝜕𝑧
(𝑘
𝜕𝑇

𝜕𝑧
) + 𝑄𝑖𝑛 (2.4) 

where 𝜌 is the material density, 𝐶𝑝 is the specific heat, 𝑇 is the temperature, 𝑡 is the time, 𝑘 is the 

thermal conductivity, 𝑄𝑖𝑛 is the internal heat source. 𝑥, 𝑦, and 𝑧 denote the global coordinates of 

the material point. 

The governing equation of the mechanical analysis in the detailed process and part-scale 

simulation is [49], 

 ∇ ∙ 𝝈 + 𝒃 = 0 (2.5) 

where 𝝈 is the stress tensor and 𝒃 denotes the body force vector. 

The mechanical behavior of the material is considered to be ideal plastic with von Mises 

yield criterion [49, 66]: 

 𝝈 = 𝑪: 𝜺𝑒𝑙𝑎𝑠𝑡𝑖𝑐 (2.6) 

 𝜺𝑒𝑙𝑎𝑠𝑡𝑖𝑐 = 𝜺𝑡𝑜𝑡𝑎𝑙 − 𝜺𝑝𝑙𝑎𝑠𝑡𝑖𝑐 − 𝜺𝑡ℎ𝑒𝑟𝑚𝑎𝑙 (2.7) 

 𝜺𝑡ℎ𝑒𝑟𝑚𝑎𝑙 = 𝜶(𝑇 − 𝑇𝑟𝑒𝑓) (2.8) 

 𝜎𝑣 = √
3

2
𝜎𝑖𝑗𝜎𝑖𝑗 −

1

2
(𝜎𝑘𝑘)2 (2.9) 

where 𝑪 is the fourth-order tensor of elastic moduli. 𝜺𝑡𝑜𝑡𝑎𝑙 , 𝜺𝑒𝑙𝑎𝑠𝑡𝑖𝑐 , 𝜺𝑝𝑙𝑎𝑠𝑡𝑖𝑐 , and 𝜺𝑡ℎ𝑒𝑟𝑚𝑎𝑙  are 

tensors denoting the total, elastic, plastic, and thermal strain, respectively. 𝛼 is the coefficient of 

thermal expansion (CTE),  𝑇  and 𝑇𝑟𝑒𝑓  respectively denote the material temperature and the 
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reference temperature (20 °C in the present work). 𝜎𝑣  represents the von Mises stress and 𝜎𝑖𝑗 

denotes the Cartesian stress component. 

Temperature-dependent material properties used in the detailed process simulation are 

given in the Appendix. Theoretically, the material properties should be able to cover the full range 

of temperature that the material may experience during the heating and cooling cycles, from 

ambient temperature to melting point and even higher temperature. However, this is impractical in 

the current simulation for three reasons. First, it is difficult to obtain material properties at 

temperatures close to or above the melting point through experiments directly. Second, the current 

detailed process simulation only considers the deposit as solid state, and no thermal and 

mechanical interactions involving liquids and gases within the melt pool are modeled. It is not 

necessary to employ material properties at very high temperatures. Third, as the temperature 

increases, the metal material becomes softer, oftentimes making the mechanical analysis difficult 

to converge. Therefore, based on the recommendation by Lindgren [67], we introduce a cut-off 

temperature 𝑇𝑐𝑢𝑡, above which the material properties are kept constant. The selection of  𝑇𝑐𝑢𝑡 

depends on available experimental data and also the required simulation accuracy. Setting the 

melting point of the material 𝑇𝑚 as a reference, the Computational Welding Mechanics textbook 

by Lindgren [67] proposed three levels of the cut-off temperature corresponding to different 

simulation accuracy: (1) 𝑇𝑐𝑢𝑡 ≥ 0.5𝑇𝑚 for “basic” simulations; (2) 𝑇𝑐𝑢𝑡 ≥ 0.7𝑇𝑚 for “accurate” 

simulations, and (3) 𝑇𝑐𝑢𝑡 ≥ 𝑇𝑚 for “very accurate” simulations where the fluid flow should be 

taken into account. In this study, most of the material properties listed in the Appendix have 𝑇𝑐𝑢𝑡 ≥

0.7𝑇𝑚, indicating that the detailed process simulation is “accurate”. The latent heat of fusion is 

included to consider the solid-liquid phase transition. In ANSYS, it is done by defining the 
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enthalpy. As a function of material temperature 𝑇, enthalpy is the integral of the product of the 

specific heat and density over temperature [68, 69]: 

 𝐻(𝑇) = ∫ 𝜌(𝑇)𝐶𝑝(𝑇)𝑑𝑇
𝑇

𝑇0

+ 𝜌∗𝛽𝐿 (2.10) 

 𝛽 = {

0                                       , 𝑇 ≤ 𝑇𝑆
(𝑇 − 𝑇𝑆) (𝑇𝐿 − 𝑇𝑆)⁄     , 𝑇𝑆 < 𝑇 ≤ 𝑇𝐿
1                                       , 𝑇 > 𝑇𝐿

 (2.11) 

where 𝐻 is the enthalpy, 𝜌 is the material density, 𝐶𝑝 is the specific heat, 𝑇0 = 20 ℃ is set as the 

reference temperature at which the enthalpy is zero, and 𝐿 is the latent heat.  𝑇𝑆 and 𝑇𝐿 are the 

solidus and liquidus points of the material, respectively. For simplicity, during the phase transition, 

the material density 𝜌∗ is considered as a constant and evaluated at (𝑇𝐿 + 𝑇𝑆) 2⁄ . 

Regarding AM modeling, some researchers have reported that, in thermal analyses where 

only the solid phase is considered, the peak temperature of the metal material can be far higher 

than its real melting point [49, 70, 71]. There are several reasons that may explain this problem, 

such as inaccurate material properties used for high temperatures, lack of fluid dynamics of the 

molten pool, and errors introduced by numerical algorithms. At the present stage, the 

aforementioned problem cannot be fully eliminated. In mechanical analyses, since thermal strains 

are related to the temperature difference, the abnormally high peak temperature in the simulation 

may lead to extremely large thermal strains, resulting in unreasonable residual stress and strain 

fields. To reduce this error as much as possible, we also introduce a cut-off temperature for thermal 

strain and set it to the solidus point 𝑇𝑆 of the material, as shown in Figure 2.6. The thermal strain 

𝜀𝑡ℎ𝑒𝑟𝑚𝑎𝑙 is calculated by Equation (2.8) for temperatures lower than 𝑇𝑐𝑢𝑡, and kept constant for 

temperatures higher than 𝑇𝑐𝑢𝑡. 
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Figure 2.6 Schematic illustration of the cut-off temperature for thermal strains. 

The mechanical behavior of the non-melting powder bed has little effect on 

thermomechanical simulations for the L-PBF process. Usually, there are two ways to deal with the 

mechanical properties of fresh powder. One is to scale down the yield strength and Young’s 

modulus of the bulk material (for example, multiplying a coefficient of 0.1) and assign these values 

to powder [72]. The other is to use the element birth and death technique that has been widely 

adopted in commercial simulation codes [26]. This technique can deactivate the powder by 

multiplying the element stiffness by a reduction factor of around 10-6. In this study, the second 

method is employed. As the heat source moves, its surrounding inactive elements will be activated 

and recover to their original stiffness. 

2.2.3 Extraction of Inherent Strains 

After the detailed process simulation, ISs are determined based on the temperature and 

strain history of each element in the deposit. Here, we use the temperature and mechanical strain 

(in the X- and Z-direction) history of a typical element (Figure 2.7) to illustrate how to calculate 

the ISs through Equation (2.2) and (2.3). The mechanical strain history in the Y-direction is not 

given because it is found to be similar to that in the X-direction.  
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Figure 2.7 History plot of the temperature and mechanical strain in the (a) X-direction and (b) Z-direction 

for a typical element in the single-walled deposit. Hollow circles denote the steady thermal state, and hollow 

triangles denote the intermediate thermal state. 

The three temperature peaks in Figure 2.7 indicate that this element is located in the first 

layer of the deposit (three layers in total). It is easy to find the steady term 𝜀𝑠
𝑒𝑙𝑎𝑠𝑡𝑖𝑐 in Equation 

(2.2), that is, the elastic strain when the deposit decreases to ambient temperature. In this example, 

the elastic strain at t = 600 s can be considered as the steady term (marked by hollow circles in the 

figure). The intermediate term 𝜀𝑖
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 can be identified more clearly in the zoomed views in 

Figure 2.7(a) and (b). It corresponds to the minimum in the X- and Y-directional mechanical strain 

history and the peak in the Z-directional (see hollow triangle markers in the zoomed view). 
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At the intermediate state, the moving heat source controls the strain evolution in a small 

area around the concerned material point because it causes a very large but localized thermal 

gradient. The intermediate term 𝜀𝑖
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙  represents the effects of this transient thermal 

gradient. At this instant, the effect of the global thermal gradient induced by far-field boundary 

conditions can be ignored; for example, the free heat convection on the outer surface of the part 

and heat conduction between the substrate and fixtures. After the heat source moves away, the 

material point of interest continually undergoes several thermal cycles due to the subsequent 

melting, solidification, and cooling processes. At this stage, since the material point’s temperature 

is relatively lower than that in the intermediate state, the strain evolution of the material point 

mostly depends on the temperature variation of the surrounding deposition and the far-field 

boundary conditions. This explains why the second term, a steady source 𝜀𝑠
𝑒𝑙𝑎𝑠𝑡𝑖𝑐, should be taken 

into consideration. Though it is called “steady”, the second term actually reflects the continuous 

and accumulative effect of the global thermal gradient from the intermediate state to the steady 

state. In addition, only three normal components of the ISs are extracted. 

The variation in mechanical strain at the intermediate state can be attributed to the changing 

thermal gradient near the melt pool [73]. Within the melt pool itself, the material, being in a liquid 

state, is stress-free. In contrast, the surrounding heat-affected zone (HAZ) is solid and maintains 

higher temperatures than its adjacent regions. This causes the HAZ to expand but be constrained 

by the cooler neighboring material, leading to the formation of compressive stress. As illustrated 

in Figure 2.8, when region P is at the center of the melt pool, it remains liquid and unstressed. As 

the melt pool moves forward, region P transitions into the heat-affected zone and starts to 

experience compressive stress. The compressive plastic strain may also develop if this stress 

reaches the material’s yield strength. As the laser heat source moves further away over time, region 
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P begins to cool and tends to shrink. Due to the constraints from the surrounding material, tensile 

stresses develop in region P. 

 

Figure 2.8 Schematic illustration of the thermal stress around the heat source. 

In the zoomed view of Figure 2.7(a), upon element activation, the mechanical strain in the 

X-direction is compressive (negative) and reaches the minimum at the intermediate state. This is 

caused by constrained thermal expansion. After the intermediate state, the compressive mechanical 

strain decreases in magnitude and gradually becomes tensile due to constrained thermal shrinkage. 

The mechanical strain in the Y-direction has similar trends. In contrast, as shown in the zoomed 

view of Figure 2.7(b), the mechanical strain in the Z-direction is positive at the intermediate state, 

which can be explained by the Poisson effect. In particular, the constraint in the Z-direction (out-

of-layer plane) is weak compared to those in the X- and Y-direction (in-layer plane) as there is no 

material on top of the deposit yet; therefore, the compressive mechanical strain in the X- and Y-

direction leads to tensile strain in the Z-direction. After element-by-element extraction, the IS 

values are averaged into a vector for each layer, as listed in Table 2.2. 
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Table 2.2 Extracted ISs for each layer of the single-walled deposit 

 X-direction Y-direction Z-direction 

Layer 1 -0.0111 -0.0140 0.0222 

Layer 2 -0.0071 -0.0106 0.0152 

Layer 3 -0.0067 -0.0095 0.0137 

2.2.4 Drawback of the Existing MIS Method 

The extracted ISs are then applied to the same three-layer single-walled model following 

the procedure described in Section 2.1.3. For the detailed process and MIS-based simulation, the 

maximum residual deformation in the Z-direction is 6.477 mm and 6.660 mm, respectively, which 

shows the good accuracy of the existing MIS method in residual deformation prediction. However, 

Figure 2.9 shows that the overall residual von Mises stress of the deposition predicted by the MIS-

based simulation is close to the yield strength of the material, which is much higher than the results 

obtained by the detailed process simulation. Therefore, it is noted that the existing MIS method is 

inaccurate in evaluating the residual stress and should be modified to improve its accuracy. More 

technical details are introduced in the following section.  

 

Figure 2.9 Profile of the residual von Mises stress obtained from (a) detailed process simulation and (b) MIS-

based simulation. 
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2.3 New Implementation Procedure in Part-scale Simulation 

To further improve the performance of the MIS method, we first analyze possible source 

of inaccuracy in residual stress prediction. The good agreement of overall residual deformation 

indicates that total strains induced in the MIS-based simulation are reasonable. Therefore, the IS 

values determined by the detailed process simulation are reliable. The overestimation in residual 

stress level (see Figure 2.9(b)) is found to be caused by incorrect mechanical response in the MIS-

based simulation, that is, the relative proportion of elastic and plastic strains in the total strains are 

incorrect. After thoroughly examining the existing procedure, we have found the use of constant 

ambient temperature material properties in the MIS-based simulation can be a potential source of 

error. As described in Section 2.1, ISs are comprised of the intermediate term  𝜀𝑖
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 and the 

steady term 𝜀𝑠
𝑒𝑙𝑎𝑠𝑡𝑖𝑐 . By definition, for a material point, 𝜀𝑖

𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙  is induced when the heat 

source is close by, suggesting that the material is experiencing an instant and relatively high 

temperature.  As for 𝜀𝑠
𝑒𝑙𝑎𝑠𝑡𝑖𝑐, it is induced from the intermediate state to the steady state, reflecting 

the influence of the subsequent temperature variation caused by the global thermal gradient on the 

material point of interest. It has to be noted that although the term 𝜀𝑖
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 is induced instantly 

by the localized thermal gradient at the intermediate state, the subsequent global thermal gradient 

can also cause the induced strain to change until the steady state is reached. In other words, the 

evolution of the IS can be divided into two steps: 1) at the intermediate state, the localized thermal 

gradient induces 𝜀𝑖
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙; 2) from the intermediate state to the steady state, the global thermal 

gradient induces 𝜀𝑠
𝑒𝑙𝑎𝑠𝑡𝑖𝑐 and also alters the previously generated 𝜀𝑖

𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙. Thus, in the MIS-

based simulation, applying ISs using ambient temperature properties solely cannot fully reflect the 
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effect of localized and global thermal gradients on the mechanical behavior, and thus fails to 

capture the correct relationship between elastic and plastic strains in the final cooled metal parts.  

Based on the above discussion, the implementation procedure of the MIS-based simulation 

needs some modification. A new procedure involving the material change technique is proposed. 

The workflows of both the existing and new procedures are shown in Figure 2.10. For each layer 

of the deposition, the new procedure contains two sequential static equilibrium steps: (1) ISs are 

applied to the layer using material properties (Young’s modulus, yield strength, etc.) at the 

intermediate state temperature 𝑇𝑖 and the equilibrium is solved; (2) the material properties of the 

current layer are then changed to those at the steady state temperature 𝑇𝑠 (ambient temperature) 

and the equilibrium is solved again, while the ISs are kept the same as in the previous step. This 

new procedure is repeated for each layer until the entire part is finished. In the first step, material 

properties at 𝑇𝑖 are assigned to the layer because it is the temperature where the term 𝜀𝑖
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 

is induced. Although the term 𝜀𝑠
𝑒𝑙𝑎𝑠𝑡𝑖𝑐  is measured at steady state in our model, it actually 

represents the conversion of thermal strain into elastic strain from temperature 𝑇𝑖 to temperature 

𝑇𝑠, and thus this term is also added in the first step of the new procedure.  In the second step of the 

procedure, we use the material change technique to simulate the temperature change from 𝑇𝑖 to 𝑇𝑠. 

By doing so, the effects of the global thermal gradient on the evolution of  𝜀𝑠
𝑒𝑙𝑎𝑠𝑡𝑖𝑐  and  𝜀𝑖

𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 

are both considered.  
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Figure 2.10 Comparison of the existing and new procedures for MIS-based part-scale simulation. 
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As a proof of concept for the new procedure, the ISs extracted in Section 2.2.3 are applied 

to the three-layer single-walled FE model again but using the new procedure. The maximum 

deformation in the Z-direction regarding different types of simulations is listed in Table 2.3. Given 

that the error is only -3.6%, it is acceptable to claim that the new procedure can also accurately 

predict the distortion. The von Mises stress profile is shown in Figure 2.11(a). For quantitative 

comparison, von Mises stress along the top centerline of the single-walled deposit (see the dashed 

line in Figure 2.5(a)) is plotted in Figure 2.11(b). It can be seen that compared with the detailed 

process simulation, the MIS-based simulation with the new procedure yields better residual stress 

prediction than the existing one.  

Table 2.3 Results of maximum deformation in the Z-direction 

 Max. deformation in Z-dir. Error 

Detailed process simulation 6.477 mm N/A 

MIS-based simulation - existing 6.660 mm 2.8% 

MIS-based simulation - new 6.244 mm -3.6% 

 

 

Figure 2.11 (a) Von Mises stress of the MIS-based simulation using the new procedure; (b) comparison of von 

Mises stress along the top centerline of the single-walled deposition in different simulations. 
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2.4 Experimental Validation 

This section will experimentally validate the new procedure by evaluating the residual 

deformation and stress for two structures fabricated by L-PBF (EOS M290 DMLS in the present 

work). The first structure is a solid L-bracket printed in stainless steel 316L and 17-4PH. The 

second one is a canonical part printed in 316L. The distortion of the as-built specimen is measured 

by a Faro Arm scanning device, and the residual stress is measured by X-ray diffraction (XRD). 

Note that the distortion of the L-bracket is not investigated here because its superficial normal 

shrinkage is minimal, and the magnitude is close to the measurement resolution of the device 

(approximately 0.075-0.1 mm [52]). As a reference, the ANSYS AM package (AdditiveWizard) 

is also employed to predict the residual deformation and stress. This package uses a layer-wise 

thermomechanical analysis. The specific computational principles of this package are proprietary 

and thus are not accessible by common users including the authors. 

2.4.1 Material Properties of 316L and 17-4PH 

The temperature-dependent material properties of 316L and 17-4PH shown in the 

Appendix are obtained from the references [71, 74-76]. Before implementing the MIS method, we 

need to ensure these properties are consistent with those samples produced by the EOS M290. 

Therefore, some 316L and 17-4PH tensile bars are built using the default process parameters 

provided by the printer, and tested according to ASTM E8/E8M Standard [77]. Due to equipment 

limitation, only room-temperature mechanical properties are measured. The results of Young’s 

modulus and yield strength are close to those from the literature [71, 75] (Table 2.4). Similar values 

are also reported by the EOS company [78]. It indicates that samples printed in the present work 
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possess properties at room temperature similar to those found in the literature. Therefore, the full-

range temperature-dependent material properties (see Appendix) found in the literature are 

considered acceptable and thus adopted in our simulations. 

Table 2.4 Mechanical properties (at room temperature) of 316L and 17-4PH 

  316L 17-4PH 

Young’s modulus (GPa) Tensile test 250 ± 6 235 ± 18 

 Literature [71, 75] 196 205 

Yield strength (MPa) Tensile test 520 ± 11 1040 ± 82 

 Literature [71, 75] 428 1158 

 

For 316L and 17-4PH, the solid-state phase transformation, such as austenite-to-martensite 

transformation, is ignored based on two considerations. First, although some material models [79, 

80] can include the solid-state phase transformation, their use is limited due to the lack of modeling 

parameters, which are usually material-dependent and need special experiments to determine. 

Second, in the research by Li et al. [71], for 316L parts fabricated by the L-PBF process, the 

residual stress predicted by the numerical simulation agrees well with the experimental 

measurement without considering the solid-state phase transformation. It means that for materials 

like 316L, the solid-state phase transformation has a limited effect on residual stress. 

2.4.2 Heat Source Calibration 

Default process parameters for 316L and 17-4PH powder in EOS M290 DMLS printer are 

given in Table 2.5. Among them, hatch spacing, stripe width, and stripe overlap are related to 

scanning strategies and illustrated in Figure 2.12. The direction of the scanning path is rotated 

layer-by-layer to minimize the material’s anisotropy.  
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Table 2.5 Default L-PBF process parameters for 316L and 17-4PH in EOS M290 

 316L 17-4PH 

Laser power 195 W 195 W 

Scanning velocity 1083 mm/s 900 mm/s 

Layer thickness 20 µm 20 µm 

Hatch spacing 90 µm 90 µm 

Stripe width 5 mm 4 mm 

Stripe overlap 0.12 mm 0.7 mm 

Laser rotation angle 66.7° 66.7° 

 

 

Figure 2.12 Process parameters related to laser scanning strategy (X-Y plane is the in-layer plane, build 

direction is along the Z-axis which is in the out-of-layer plane). 

The heat source model employed in the detailed process simulation is similar to the one 

shown in Figure 2.5(b) using different parameter values. Geometrical (𝑎, 𝑏, 𝑐) and energy-related 

(𝑄) parameters are calibrated experimentally by single-layer deposition on a substrate made of the 

same material (see Figure 2.13). The thickness of the deposition is close to the layer thickness of 

the L-PBF process. Four corners of the substrate are fixed to the native build platform. A 

thermocouple (Omega SA1XL-K-72) is attached to the bottom of the substrate beneath the 

deposition to collect temperature data. According to our experience, a single-layer deposition can 

hardly cause remarkable temperature change at the bottom of a substrate nearly 10 mm thick. 

Therefore, three grooves (35 mm in length, 10 mm in width, and 6.35 mm in depth) are created by 
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milling the back of the substrate to attach the thermocouples closer to the laser scanning surface. 

This kind of far-field temperature measurement has been widely used in metal welding and AM 

fields to validate the process model [33, 56, 63, 81]. After printing, a small piece of the single-

layer deposition and substrate is cut off by electrical discharging machining (EDM) and chemically 

etched for molten pool measurement using an optical microscope. The width and depth of the heat 

source are straightforwardly determined based on the measured melt pool cross-section. The half-

length of the heat source is assumed to be equal to its half-width, that is, 𝑎 = 𝑏  [49]. The 

calibration procedures are detailed in Ref. [49] and are not described here. Through calibration, 

the temperature history of the measured location from the simulation is in good agreement with 

the experimental data, as shown in Figure 2.14. Table 2.6 summarizes the calibrated heat source 

parameters.  

 

Figure 2.13 Geometrical dimension of the single-layer deposit and the substrate with grooves. 
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Figure 2.14 Comparison of the simulation and experimental results for the single-layer deposition made of (a) 

316L and (b) 17-4PH. 

Table 2.6 Calibrated parameters of the Goldak heat source model 

 316L 17-4PH 

Half-length a = af = ar 60.5 µm 30.9 µm 

Half-width b 60.5 µm 30.9 µm 

Depth c 50.4 µm 32.1 µm 

Effective power Q 87.75 W 58.50 W 

2.4.3 Extraction of Inherent Strains 

The calibrated heat source model is then employed in the detailed process simulation, 

which consists of a five-layer deposit on a previously deposited block, as shown in Figure 2.15. 

The FE mesh comprises two different shapes. The deposit and the surrounding pre-deposited block 

are meshed with 8-node hexahedral elements. The remaining section of the model is filled with 

elements of mixed types by free meshing in order to reduce computational time. The elements in 

the deposit have a uniform size of 12 µm × 12 µm × 6.7 µm. Considering the laser beam spot 

radius is around 50 µm, this element size is able to provide enough simulation accuracy. The 
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rotational angle of laser scanning paths is set to 90° between two consecutive layers. Specifically, 

the 1st, 3rd, and 5th layers are scanned along the X-direction, while the 2nd and 4th layers are 

scanned along the Y-direction (coordinate directions are denoted in Figure 2.15). Here, we choose 

a rotational angle of 90° instead of the default 66.7° because the former requires fewer layers to 

let the scanning direction rotate back. The influence of the rotational angle will be discussed in the 

next section. There is a dwell time of 20 seconds between two consecutive layers, accounting for 

operations like build plate descend and powder spreading [49].  

 

Figure 2.15 Geometry of the model for detailed process simulation. 

The detailed simulation and the extraction of ISs on this mesoscale FE model follow the 

general procedures described in Section 2.1.3. Heat convection and radiation are applied to the 

outer surface of the model. The convection coefficient and emissivity are constant for most of the 

outer surface. However, these parameters should be considered temperature-dependent for areas 

near the heat source due to the extremely high temperature to ensure accuracy [82, 83]. An 

empirical relationship [84] is employed to determine the convection coefficient on the top surface 

of the layer that is being deposited:  

 ℎ𝑎 = 2.4 × 10
−3𝜀𝑇1.61 (2.12) 
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where ℎ𝑎  denotes the artificial convection coefficient ( W ∙ m−2K−1 ), 𝜀  is the emissivity 

coefficient, and T is the material temperature in Kelvin (K). This artificial coefficient combines the 

influence of both temperature-dependent convection coefficient and emissivity. 

During the printing, the stress and strain evolution of the deposited material is affected by 

its transient temperature field from two aspects: (1) thermal strain and (2) temperature-dependent 

material properties. To illustrate, we select a measuring path at the bottom of the 316L deposition 

(see the dashed line in Figure 2.16) and compare the stress and temperature values along this path 

when each layer is complete (𝑡1~𝑡5) and when the steady state is reached (𝑡𝑠), as shown in Figure 

2.17. Here, the term “complete” means the laser finishes scanning the entire layer, not including 

the interlayer cooling process. Note that the laser scanning paths are parallel to the X-direction in 

Layer 1, 3, and 5, and are parallel to the Y-direction in Layer 2 and 4. 

In Figure 2.17(a), the average temperatures along the measuring path at 𝑡1  and 𝑡3  are 

higher than 𝑡5, indicating that the effect of thermal expansion at 𝑡1 and 𝑡3 is supposed to be larger 

than 𝑡5. However, this effect is limited since the material properties like yield strength and Young’s 

modulus at high temperatures are quite small. This explains why (1) the X-directional stress is 

tensile at 𝑡1 and 𝑡3 and compressive at 𝑡5; (2) the stress magnitude at 𝑡1 and 𝑡3 is significantly 

smaller than that at 𝑡5. A similar trend is also observed in Figure 2.17(b), where the magnitude of 

stress at 𝑡4 is larger than that at 𝑡2 even though the latter has a higher temperature profile. When 

the deposition cools down to ambient temperature (steady state 𝑡𝑠), the residual stress in the X-

direction along the measuring path becomes highly tensile due to thermal contraction, which is 

consistent with the results in Ref. [85]. The two ends of the path have larger stress values than the 

center, which is caused by the constraint of the previously deposited block. Note that the 
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temperature profile is almost symmetrical at 𝑡1, 𝑡3, and 𝑡5, while asymmetrical at 𝑡2 and 𝑡4. This 

is caused by the rotation of laser scanning paths. 

 

Figure 2.16 Measuring path along which temperature and stress are extracted. 

 

Figure 2.17 Variation in temperature (left) and X-directional stress (right) along the measuring path at (a) 𝒕𝟏, 

𝒕𝟑, and 𝒕𝟓, and 𝒕𝒔; (b) 𝒕𝟐, 𝒕𝟒, and 𝒕𝒔. “𝒕𝑵” represents the time when Layer N is complete. “𝒕𝒔” represents the 

steady state. 
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When the detailed process simulation is done, ISs in three normal directions (X, Y, and Z) 

are extracted. We only consider those elements located in a core section (96×96×100 µm3) of the 

deposit, as shown in Figure 2.15, to minimize the influence of boundary constraints. The averaged 

ISs for each layer are plotted in Figure 2.18. As can be seen, the in-layer-plane ISs (along the X- 

and Y-direction) are compressive, while the out-of-layer-plane components (along the Z-direction) 

are tensile. The IS in the X- and Y-direction fluctuate slightly for different layers. That is caused 

by the 90° rotation of the scanning paths in the detailed process simulation. The fluctuation 

indicates that the magnitude of IS in the laser scanning direction is slightly smaller than in the 

transverse (to the scanning path) direction. It also suggests that the obtained ISs can capture the 

influence of the scanning direction. Setien et al. [45] have shown that when the laser scanning path 

rotates periodically, the in-layer ISs tend to be uniform no matter what the specific rotation angle 

is. Therefore, in this study, according to research conducted by Xuan et al. [51], we average ISs in 

the X- and Y-direction to obtain a uniform value for the in-layer plane. This value is also applicable 

for parts printed with other rotation angles. Note that in cases where the laser path does not rotate 

cyclically, such as using a fixed direction, the IS components along the scanning and transverse 

directions are set differently and cannot be averaged [52]. To consider the inter-layer effect, ISs in 

different layers are further averaged. The final IS vectors adopted in the following MIS-based 

simulations are listed in Table 2.7. 
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Figure 2.18 Average ISs for each layer of the five-layer deposition for (a) 316L and (b) 17-4PH. 

Table 2.7 ISs for 316L and 17-4PH in L-PBF process 

 
In-layer plane 

(X-direction) 

In-layer plane 

(Y-direction) 

Out-of-layer plane  

(Z-direction) 

316L -0.0126 -0.0126 0.0183 

17-4PH -0.0145 -0.0145 0.0216 

2.4.4 MIS-based Simulation on L-bracket 

The ISs in Table 2.7 are applied to the L-bracket deposition using both the existing and 

new procedures for comparison. When implementing the MIS-based simulation, the L-bracket 

with nearly 1,400 physical thin layers is divided into 40 equivalent layers in the build direction. 

The number of equivalent layers is determined based on the research conducted by Xuan et al. [48] 

and Qian et al. [49]. They employed the MIS method to predict the residual distortion of a DMLS-

processed canonical part in which one equivalent layer represents 36 physical layers. Here, the L-

bracket has 40 equivalent layers, each containing 35 physical layers. Interested readers are referred 

to Ref. [48] for more details about how the number of equivalent layers would affect the accuracy 

of the MIS method. The predicted residual stress on top of the deposit is compared with XRD 
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measurements. The geometry of the L-bracket and residual stress sampling points (P1 to P15) are 

given in Figure 2.19(a). Two specimens are printed for each material using different laser scanning 

strategies, as shown in Figure 2.19(b). One strategy has a layer-wise rotation angle of 90° (denoted 

by ALT), while the other is 66.7° (denoted by ROT). Figure 2.19(c) shows an as-built L-bracket 

printed with 316L. The XRD measurement is done by American Stress Technologies Inc. with the 

Stresstech Xstress 3000 Xrobot (Figure 2.19(d)). The deviation of the measured residual stress 

(error bars in Figure 2.21) represents the quality of the elliptical curvature fitting of 𝑑 and sin2𝜓, 

where 𝑑 is the interplanar spacing, and 𝜓 is the title angle that defines the orientation of the sample 

surface [53, 86]. The residual stress is calculated based on a series of interplanar spacing 

measurements at different title angles. Besides, as reported in Ref. [87], the oxidation on the 

sample surface may also cause the deviation. But this is difficult to quantify. For interested readers, 

more information regarding the residual stress measurement by the XRD technique can be found 

in Ref. [53].  

 

Figure 2.19 (a) Geometry of the L-bracket; (b) two laser scanning strategies; (c) as-built L-bracket; (d) 

residual stress measurement setup [53]. 
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Theoretically, the top surface of the L-bracket has no stress in the Z-direction (build 

direction) because it is a free surface. Therefore, the XRD measurement on the top surface is 

acceptable, even though it can only acquire in-plane residual stress, that is, the stress in the X- and 

Y-directions. However, due to numerical errors caused by the Gaussian integration and the 

extrapolation of results, the Z-directional stress on the top surface is not exactly zero in the 

simulation. Figure 2.20(a) and (b) show the von Mises and Z-directional stress of the 316L L-

bracket using the new procedure. On the top surface, the average von Mises stress is around 170 

MPa, and the average Z-directional stress is about 6 MPa. Given that the stress in the Z-direction 

only accounts for insignificant influence on the von Mises stress, in the following section, we 

directly compare the von Mises stress obtained from the XRD measurement, MIS-based and 

ANSYS AM simulations.  

 

Figure 2.20 (a) Von Mises stress and (b) Z-directional stress of the L-bracket deposit. 
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Figure 2.21 shows the residual stress at different measurement locations. The exact stress 

values can be found in the Appendix. The legend is explained as follows. “ANSYS AM” represents 

results obtained by the ANSYS AM package. “MIS-EXT” and “MIS-NEW” denote simulation 

results obtained using the existing and new procedures of the MIS method, respectively. “EXP-

ALT” and “EXP-ROT” denote experimental results for the ALT and ROT specimens, respectively.  

As mentioned before, it has been proved that the cyclical rotation scanning strategies tend 

to cause homogeneous ISs in the printing plane and thereby resulting in similar residual stress and 

deformation fields under different rotation angles. In Figure 2.21, for both materials, the 

experimental measurements of ALT and ROT specimens show a fair agreement considering the 

experimental uncertainties, meaning that the effect of different rotation strategies on the residual 

stress is small. However, at sharp corners such as P1 for 316L and P9 for 17-4PH, the ALT has 

extremely low residual stress than ROT, indicating that drastic changes in geometry or boundary 

conditions may enhance the effect of rotation strategies on the residual stress. The influence of 

geometric changes on the residual stress can also be observed in the results of numerical 

simulations (ANSYS AM, MIS-EXT, and MIS-NEW). For example, for both ends of the top 

surface (P1-P2-P3 and P13-P14-P15), the predicted residual stress computed at the midpoints (P2 

and P14) is larger than those at the corner. This is because the midpoints have less freedom to 

deform. 

It can be seen from Figure 2.21 that for most of the inspection points, the existing procedure 

significantly overestimates the residual stress values (close to the yield strength of the material) 

compared to XRD measurements. In contrast, the proposed new procedure can provide residual 

stress much closer to the experimental results for both materials. Further, even for the corner points 

where the measured stress in the ALT specimen largely differs from the ROT, such as P1 for 316L 
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and P9 for 17-4PH, the residual stress predicted by the new procedure is reasonable as it is between 

EXP-ROT and EXP-ALT values. In general, the residual stress predicted by ANSYS AM is close 

to the results of the new procedure and experiment, further validating the new procedure. The 

performance of ANSYS AM is not evaluated here as it is beyond the scope of this research. This 

package does not seem to consider the effect of laser scanning strategies because the related 

parameters, such as rotational angle, are not needed when setting up the model. 

 

Figure 2.21 Von Mises stress obtained by simulations and measurement at different locations on the top 

surface of the L-bracket with (a) 316L; (b) 17-4PH. 

In addition to the residual stress on the top surface, we also investigate the normal stress 

distribution along the build direction. As shown in Figure 2.22(a), two measuring paths on a 

section plane are selected. Path A is on the sidewall of the L-bracket, while Path B is located inside. 

Figure 2.22(c) and (d) show the normal stress (𝜎𝑦 and 𝜎𝑧) along these two paths and compare the 
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results from MIS-NEW and ANSYS AM. Note that the stress profiles (1) have similar trends for 

316L and 17-4PH only with different magnitudes, and (2) have a good agreement between MIS-

NEW and ANSYS AM in general. Therefore, for convenience, the following discussion regarding 

the stress profiles focuses on the results obtained by MIS-NEW with 316L. Along Path A, the 

tensile stress 𝜎𝑦 in the top and bottom area of the L-bracket is higher than in the center area. This 

is because, along the build direction, the in-layer-plane thermal contraction at two ends is larger 

than in the middle of the part [48]. The Z-component normal stress 𝜎𝑧 is also tensile along Path A. 

It first increases with the part height because the thermal contraction in the Z-direction accumulates 

and then vanishes rapidly due to the free surface on top of the part. These stress variations on the 

sidewall of the L-bracket are consistent with the XRD results in Ref. [87]. Along Path B, 𝜎𝑦 has a 

similar pattern to that along Path A though the stress values are smaller. 𝜎𝑧 varies from highly 

compressive on the substrate (Z = 0) all the way up to nearly zero on the top surface (Z = 30 mm). 

Li et al. [71] also reported this compressive 𝜎𝑧 in the center of the L-bracket and stated that it is 

balanced by the tensile 𝜎𝑧 on the sidewall. 

It has to be noted that the results predicted by MIS-NEW and ANSYS AM show a relatively 

large discrepancy at the bottom of the part, especially on Path A. This may be caused by the FE 

mesh associated with the contact algorithm that ANSYS AM uses between the part and substrate. 

As shown in Figure 2.22(b), although a uniform mesh size is intentionally chosen for the entire 

structure in ANSYS AM, the auto-generated meshes in the deposit and the substrate still have a 

mismatch. The contact algorithm that ANSYS AM employs aims to allow users to use fewer 

elements in the substrate and save computational time but may also lead to inaccurate results at 

the interface of mismatched meshes. 
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Figure 2.22 (a) Locations of measuring Path A and B; (b) FE mesh mismatch in ANSYS AM; (c) residual 

stress distribution along Path A for 316L (left) and 17-4PH (right); (d) residual stress distribution along Path 

B for 316L (left) and 17-4PH (right). 
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2.4.5 MIS-based Simulation on Canonical Part 

In this section, the new MIS procedure is employed to evaluate both residual deformation 

and stress of a canonical part fabricated by EOS M290 DMLS in 316L by default parameters. As 

shown in Figure 2.23(a), two identical specimens are printed, each with an overall dimension of 

81.6 × 81.6 × 64.5 mm3. Due to the symmetry, the MIS-based simulations are implemented using 

a quarter FE model (see Figure 2.23(b)). Details regarding the modeling of this canonical part can 

be found in our previous works [48, 49], where the existing MIS procedure is implemented to the 

same part made of Inconel 718 and Ti-6Al-4V. After the simulation (ANSYS AM, MIS-EXT, 

MIS-NEW) and experiment (EXP), total distortion is measured on the outer surface of the part 

along the paths shown in Figure 2.23(a).  

The results are plotted in Figure 2.24. The curve EXP-AVE is the experimental data 

averaged over eight measuring paths (each specimen has four), and the shaded area EXP-STD 

represents the standard deviation of the measurement. The negative distortion values indicate part 

shrinkage. It can be seen that the distortion along the build direction is not uniform, which is mainly 

caused by the irregular geometry of the canonical part. The measured distortion can be 

approximately divided into four regions along the build direction, as shown in Figure 2.24. In 

Region A, the substrate has strong constraints on the deposited material. As the part height 

increases, the constraints become weaker, leading to increased distortion. In Region B, the 

distortion is stable because the influence of the substrate is limited, and the part geometry is regular 

in that region. In Region C, the distortion significantly increases with part height and reaches a 

peak value due to the presence of the overhanging inner wall and its varying cross-sectional area 

with height.  Note that the inner wall and outer wall of the part become connected in this region, 

forming a strong constraint on the deposit. In Region D, the distortion decreases as the measuring 
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position approaches the top free surface. Overall, all the numerical methods are able to capture this 

trend.  

Regarding the prediction by the MIS models, the distortion predicted in Region B by MIS-

NEW and MIS-EXT are larger than the experimental measurement. A possible reason for this 

discrepancy is that the ISs we use are extracted from bulk deposits, which may not be accurate for 

thin-walled structures in Region B. The distortion comparison between the MIS-NEW and MIS-

EXT indicates that although the new procedure aims only to adjust the ratio of elastic strain to 

plastic strain, it still affects the total strain and distortion. In addition, the prediction of MIS-NEW 

in Region B and C has a larger error than that of MIS-EXT. This is likely because, compared with 

the existing procedure, the material change process in the new procedure adds complexity to the 

strain evolution, making the new procedure more sensitive to extreme geometries (thin-wall in 

Region B) and drastic geometrical changes (in Region C). This topic is left for future study. 

Although able to follow the distortion trend, the ANSYS AM overestimates the distortion 

along the entire measuring path compared with the measurement. However, the prediction errors 

are comparable with the experimental errors. The latter may be induced by the limited resolution 

of the device (approximately 0.075-0.1 mm [24]) and the alignment algorithm used to compare the 

CAD file and scanned point cloud. Note that the height (Z-coordinate) of the peak distortion in 

Region C predicted by the numerical methods is slightly different from the experiment. This is 

because the equivalent layer used in these numerical methods is thicker than the actual layer, 

making it challenging to capture the exact location of the peak distortion. In general, the MIS 

method with the new procedure can effectively predict the residual deformation of AM parts 

processed by L-PBF. 
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Similar to the L-bracket, residual stresses at several locations on top of the canonical part, 

as shown in Figure 2.25(a), are measured via XRD and compared with the predictions by numerical 

methods. P1, P5 and P9 are located at the very top of the structure (on the fence), while other 

points are on the top flat plane of the structure. From the top view, these points are distributed on 

three lines. Line P1-P4 and Line P5-P8 are perpendicular and form a 45° angle with Line P9-P12. 

The comparison of the residual stress is shown in Figure 2.25(b), where the legend is similar to 

that for the L-bracket. “EXP-1” and “EXP-2” represent the measured data from different 

specimens. The exact stress values can be found in the Appendix. In Figure 2.25(b), the existing 

procedure of the MIS method again severely overestimates the residual stress, while the new 

procedure and ANSYS AM yield results closer to the measurement.  

In addition to the stress values, the numerical simulations exhibit some stress patterns 

confirmed by the experiment. The residual stress on the fence (P1, P5, and P9) is higher than on 

the flat plane. The stress distributions on Line P1-P4 and P5-P8 are similar, which is reasonable 

because the part is symmetric. In addition, it is found that, on the flat plane, the point closer to the 

part center tends to have higher residual stress. For instance, P4 > P3 > P2. This may be related to 

the irregular geometry of the canonical part. 

To this end, the effectiveness of the new procedure has been fully validated. Employing 

both material properties corresponding to the intermediate and steady thermal state can improve 

the performance of MIS-based simulation for residual stress prediction while retaining accuracy 

in deformation prediction. 
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Figure 2.23 Canonical part: (a) printed specimens and (b) one-quarter FE mesh. 

 

 

Figure 2.24 Total distortion along the measuring path. 



 53 

 

Figure 2.25 (a) Location of measurement points P1 - P12 and (b) von Mises stress comparison. 

2.5 Conclusions 

Though exhibiting good accuracy in predicting residual deformation, the MIS method has 

not been fully investigated for its performance in residual stress evaluation. In this chapter, we use 

a three-layer single-walled deposit to numerically demonstrate the existing implementation 

procedure of the MIS method is not able to predict the residual stress of metal builds accurately. 

In particular, the residual stress level is overestimated. After carefully inspecting the workflow of 

the MIS method, the way of extracting ISs through the detailed process simulation is considered 

reasonable, but the implementation procedure of the MIS-based part-scale simulation is found to 
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be flawed. The existing procedure applies ISs to the deposit with only ambient temperature 

properties. However, accurate ISs are calculated based on two terms: one is generated at high 

temperature (intermediate term), while the other is induced when the high temperature changes to 

the ambient temperature (steady term). It suggests that the ISs depend on material properties not 

only at ambient temperature but also at the elevated temperature corresponding to the intermediate 

state. Therefore, only employing material properties at ambient temperature in the MIS-based 

simulation is inaccurate.  

To improve the modeling fidelity, a new procedure for implementing the MIS-based 

simulation is developed in this chapter. Unlike the existing one, the newly proposed procedure 

considers material properties at temperatures corresponding to both intermediate and steady states. 

The effectiveness of the new procedure is then experimentally validated by L-brackets and 

canonical parts printed by EOS M290. For the L-bracket, the von Mises stress extracted from the 

MIS-based simulation is compared with the XRD and ANSYS AM results at several locations on 

top of the part. For the canonical part, in addition to the stress comparison, the distortion is also 

measured and compared with the scanning and ANSYS AM data. The results obtained by the new 

procedure match the experiment well. In particular, the new procedure significantly improves the 

accuracy of residual stress prediction compared to the existing procedure. 
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3.0 Temperature-dependent Modified Inherent Strain (MIS) Method for Predicting 

Residual Stress and Distortion for Wire-arc DED 

3.1 Effect of Heat Accumulation in Wire-arc DED 

Compared to L-PBF, the wire-arc DED is more prone to heat accumulation due to its high 

deposition rate combined with low heat dissipation during the deposition [7, 8, 88, 89]. Heat 

accumulation is commonly quantitatively evaluated by the interpass temperature, which refers to 

the temperature on top of the previous layer right before the deposition of new material. In other 

words, the more heat accumulates, the higher the interpass temperature. Literature has revealed 

that heat accumulation is crucial for the wire-arc DED process. Wu et al. [90] found that the 

interpass temperature is able to change the arc shape and deposit geometry in the wire-arc DED 

process with Ti6Al4V. They suggested that the interpass temperature should be precisely 

controlled during the deposition for better product quality. Vázquez et al. [91] investigated the 

influence of heat accumulation on the mechanical properties and microstructure of Ti6Al4V alloys 

manufactured by wire-arc DED and stated that reducing interpass temperature can avoid the 

coarsening of 𝛼𝐺𝐵 and increase the elongation at break. Jimenez et al. [92] and Silva et al. [88] 

reported that severe heat accumulation leads to significant residual stress and distortion. Xiong et 

al. [93] showed that a lower interpass temperature is beneficial to increasing the surface quality of 

thin-walled parts fabricated by wire-arc DED. Many measures have been proposed to reduce heat 

accumulation, such as implementing active cooling systems [8, 88, 91], combining with 

conventional manufacturing processes like forge [94],  and adjusting process parameters and 
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deposition strategies [93, 95]. Lee et al. [96] investigated the influence of interpass cooling time, 

constraint condition, and toolpath strategy on the deformation of Ti6Al4V walls. 

Despite the application of the MIS method in the L-PBF process, to the best of our 

knowledge, its application to the wire-arc DED process has not yet been explored. A vital 

limitation of the current MIS method is its inability to account for the effects of heat accumulation. 

To overcome this, we extend the current MIS method to make it suitable for predicting residual 

stress and deformation in wire-arc DED processes. 

3.2 Extension of the MIS Method 

The MIS method has been proved effective for AM processes like L-PBF with relatively 

small parts [48, 49, 51, 52, 59]. However, when this method is used to predict the residual stress 

and distortion of large parts produced by wire-arc DED, the prediction error may increase due to 

the significant heat accumulation. The error mainly comes from two aspects: (1) the small 

representative FE model in the detailed process simulation is not able to reflect the heat transfer 

within the large part; (2) applying constant ISs in the MIS-based simulation ignores the fact that 

the interpass temperature is not constant due to heat accumulation. 

To improve the prediction accuracy for wire-arc DED processes, we extend the current 

MIS method and introduce the concept of temperature-dependent ISs, that is, the ISs applied to a 

deposit volume depend on the interpass temperature of the deposit. The general procedures of the 

extended method are shown in Figure 3.1. The main differences between the constant and 

temperature-dependent MIS methods are:  
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(1) The detailed process simulation is implemented not once but several times with different 

temperatures applied to the previously deposited block (see Figure 3.1 top-left) as thermal 

boundary conditions to include the effect of interpass temperature. An IS versus interpass 

temperature relationship is established after simulations.  

(2) After the detailed process simulation, a step of implementing the flash heating simulation 

is added, aiming to obtain the interpass temperatures for a given part. The newly added 

simulation uses the same part-scale FE model as the MIS-based simulation but involves 

transient thermal analysis with an equivalent heat source. Details regarding this type of 

simulation will be discussed later.  

(3) For the MIS-based simulation, different ISs are applied according to the interpass 

temperatures obtained by the flash heating simulation. The two-equilibrium procedure is 

unchanged. Note that the dependence of material properties on the interpass temperature is 

not directly considered in the MIS-based simulation because it is accounted for in the 

detailed process simulation and implicitly included in the IS values. 

(4) In the FE model for flash heating and MIS-based simulations, each layer is divided into 

several segments to apply the equivalent heat source and ISs. The actual scan pattern of the 

heat source is ignored in each segment. 
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Figure 3.1 General procedures of the extended MIS method for wire-arc DED. 

In the thermal analysis of the detailed process simulation, the Goldak volumetric heat 

source [23] follows a specific path along which the elements are activated incrementally, as shown 

in Figure 3.2. In contrast, for each layer, the flash heating simulation applies an equivalent power 

density 𝑞  segment-by-segment (white-dash-lined domain in Figure 3.2). The power density is 

calculated by:  

 𝑞 =
𝑄

𝐿 ×𝑊 ×𝐻
 (3.1) 

where 𝐿, 𝑊, 𝐻 are the length, width, and thickness of the deposited segment, respectively. 𝑄 is 

the effective power used in the Goldak heat source.  

This equivalent heat source is held for the same duration as the Goldak heat source would 

need to finish that segment. Therefore, the total energy input between the two heat sources is 

conserved for each segment. The benefit of doing so is that once the Goldak heat source is 

calibrated, the equivalent heat source does not require further calibration. Similar energy-based 

heat sources have been used for part-scale AM modeling [97-99]. Though the equivalent heat 
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source loses the local thermal gradient around the melt pool, it extensively saves computational 

time compared with the Goldak heat source. The number of segments in each layer of the deposit 

varies case by case since it depends on many factors such as the scale of the part, geometrical 

complexity, and deposition strategies. Specifically, for the thin walls presented in Section 3.4, we 

choose three segments per layer after sensitivity analysis. It will be seen that this number of 

segments is accurate enough for obtaining the interpass temperature and stress/strain prediction. 

Table 3.1 compares different types of simulation involved in the extended MIS method. To 

this point, the extended MIS method is able to include the heat accumulation effect by considering 

it as the change in interpass temperature.  

 

Figure 3.2 Schematic view of the Goldak and equivalent heat source. 
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Table 3.1 Multiscale simulations involved in the extended MIS method  

 
Detailed process 

simulation 
Flash heating simulation MIS-based simulation 

FE model scale Meso-scale Part-scale Part-scale 

Analysis type Decoupled 

thermomechanical 

(transient thermal & 

quasi-static elastoplastic 

mechanical) 

Transient thermal Static elastoplastic 

mechanical 

External load Goldak volumetric heat 

source in thermal analysis 

& thermal profile in 

mechanical analysis 

Equivalent power density ISs 

Material 

properties 

Temperature-dependent & 

thermomechanical 

Temperature-dependent & 

thermal 

Temperatures 

corresponding to 

intermediate and steady 

states & mechanical 

Element 

activation mode 

Step-by-step Segment-by-segment Segment-by-segment 

Description For each time step, the 

heat source moves a small 

distance, like the actual 

melt pool 

For each deposited 

domain (segment), the 

action time of the 

equivalent power density 

equals the real printing 

time 

For each deposited 

domain (segment), ISs are 

applied according to its 

interpass temperature 
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3.3 Solid-state Phase Transformation of Ti6Al4V 

3.3.1 Calculation of Phase Fractions 

In this chapter, the deposition material used in the wire-arc DED process is Ti6Al4V, a 

dual-phase (𝛼 + 𝛽 ) alloy where the aluminum works as 𝛼  stabilizer and the vanadium as 𝛽 

stabilizer [100]. The microstructure of the 𝛼 phase is hexagonal close-packed (HCP), and the 𝛽 

phase is body-centered cubic (BCC) [101].  

During the wire-arc DED process, repeated heating and cooling of deposited Ti6Al4V 

bring in complex heat transfer physics, leading to the solid-state phase transformation (SSPT). 

Since different microstructures result in changes in material properties like Young’s modulus and 

yield strength [102], the SSPT affects the strain and stress evolution of the deposit. In the present 

study, the SSPT is encoded in the material’s constitutive model and considered in the detailed 

process simulation, as shown in Figure 3.3. After the transient thermal analysis, the temperature 

histories of each element are extracted. These data have two functions: (1) they are imported to the 

subsequent mechanical analysis as thermal loads; (2) they are used to calculate the phase fractions 

in each element and further used to acquire the mechanical material properties based on the rule 

of mixtures. 

 

Figure 3.3 Workflow of detailed process simulation with the consideration of SSPT. 
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In the SSPT calculation, some assumptions and simplifications are made:  

(1) There are only three phases involved, that is, 𝛼 , 𝛽 , and martensite 𝛼′ . Literature has 

reported that there are different types of α  phase, such as grain boundary 𝛼𝐺𝐵  and 

Widmanstätten 𝛼𝑊  [103, 104]. Since their difference in mechanical properties are not 

clear, for simplification, we do not distinguish them [105]. It is further assumed that the 

equilibrium phase fractions of α and β at ambient temperature are 0.91 and 0.09, 

respectively [103].  

(2) Although the SSPT among different phases coincides in reality, an order of occurrence is 

specified to simplify the calculation. 

(3) The phase fractions of an element only depend on its own temperature history and, 

therefore, can be calculated individually. 

(4) Only the mechanical properties have phase dependence and are applicable to the rule of 

mixtures. The thermal properties are considered phase-independent. 

The SSPT calculation in the present study is adapted from Ref. [103, 106] and is shown 

schematically in Figure 3.4. It mainly contains two branches: the decomposition (D paths) and 

formation (F paths) of the β phase. The calculation is performed at the beginning of every time 

step in the mechanical analysis. For time step 𝑡𝑛+1 , Table 3.2 lists the input arguments at the 

beginning and the updated arguments at the end. 
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Figure 3.4 Workflow of SSPT calculation (D# and F# represent different transformation paths). 

 

Table 3.2 Input and updated arguments for SSPT calculation at time step 𝒕𝒏+𝟏  

Input at the beginning of time step 𝑡𝑛+1  Updated at the end of time step 𝑡𝑛+1  

𝑋𝛼
𝑛 , 𝛼 fraction at time step 𝑡𝑛  𝑋𝛼

𝑛+1 , 𝛼 fraction at time step 𝑡𝑛+1  

𝑋𝛽
𝑛 , 𝛽 fraction at time step 𝑡𝑛  𝑋𝛽

𝑛+1 , 𝛽 fraction at time step 𝑡𝑛+1  

𝑋𝛼′
𝑛 , α′ fraction at time step 𝑡𝑛  𝑋𝛼′

𝑛+1 , α′ fraction at time step 𝑡𝑛+1  

𝑇𝑛 , temperature at time step 𝑡𝑛   

𝑇𝑛+1 , temperature at time step 𝑡𝑛+1   

𝛥𝑡𝑛+1 = 𝑡𝑛+1 − 𝑡𝑛 , time increment  
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The detailed SSPT calculations are described as follows: 

(A) Calculate the equilibrium phase fractions at the current temperature 𝑇𝑛+1  [103, 106]: 

 𝑋𝛼
𝑒𝑞𝑛+1 = {

0.91(1 − 1/exp (0.013(𝑇𝛽
𝑡𝑟𝑎𝑛𝑠 − 𝑇𝑛+1 ))) 𝑇𝑛+1 < 𝑇𝛽

𝑡𝑟𝑎𝑛𝑠

0 𝑇𝑛+1 ≥ 𝑇𝛽
𝑡𝑟𝑎𝑛𝑠 (3.2) 

 𝑋𝛽
𝑒𝑞𝑛+1 = 1 − 𝑋𝛼

𝑒𝑞𝑛+1  (3.3) 

 𝑋𝛼′
𝑒𝑞𝑛+1 = 0.5(1 + tanh(

𝑇𝐴 − 𝑇𝑛+1

80
)) (3.4) 

where 𝑋𝛼
𝑒𝑞𝑛+1 , 𝑋𝛽

𝑒𝑞𝑛+1 , and 𝑋𝛼′
𝑒𝑞𝑛+1  are equilibrium fractions of 𝛼, 𝛽, and 𝛼′ at 𝑡𝑛+1  respectively. 

𝑇𝛽
𝑡𝑟𝑎𝑛𝑠 = 1000 ℃ is the beta transus, above which only 𝛽 exists [106]. 𝑇𝐴 = 450 ℃ is a material-

related constant [106]. 

(D) If 𝑋𝛽
𝑛 > 𝑋𝛽

𝑒𝑞𝑛+1 , the excess 𝛽  transforms into 𝛼  or 𝛼′  depending on the current 

temperature 𝑇𝑛+1  and cooling rate (CR):  

 CR = ( 𝑇𝑛+1 − 𝑇𝑛 ) 𝛥𝑡𝑛+1⁄  (3.5) 

(B1) If CR < −410 ℃/s and 𝑇𝑛+1 < 𝑇𝑀𝑆, the transformation into 𝛼 is suppressed and a 

100% martensite microstructure is formed. 𝑇𝑀𝑆 = 650℃ is the martensite start temperature, above 

which the martensite transformation does not occur [105, 107]. The diffusionless Koistinen-

Marburger (K-M) equation is adopted to calculate 𝑋𝛼′
𝑛+1  [104]: 

 𝑋𝛼′
𝑛+1 = (1 − exp (−𝑏𝐾𝑀(𝑇𝑀𝑆 − 𝑇𝑛+1 ))) ( 𝑋𝛽

𝑛 + 𝑋𝛼′
𝑛 ) (3.6) 

where 𝑏𝐾𝑀 is a material-dependent constant, which equals to 0.005 in this study [104]. 

(B2) If −410 ℃/s < CR < −20 ℃/s and 𝑇𝑛+1 < 𝑇𝑀𝑆 , both diffusion-controlled 𝛼  and 

diffusionless-controlled 𝛼′ are formed. For simplification, the modified K-M equation below is 

applied [104]: 
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 𝑋𝛼′
𝑛+1 = (1 − exp (−𝑏𝐾𝑀(𝑇𝑀𝑆 − 𝑇𝑛+1 ))) ( 𝑋𝛽

𝑛 + 𝑋𝛼′
𝑛 − 𝑋𝛽

𝑒𝑞𝑛+1 ) (3.7) 

(B3) If the conditions for Equations (3.6) and (3.7) are not satisfied, such as if the cooling 

rate is slower than −20 ℃/s  or the current temperature is above 𝑇𝑀𝑆 , the diffusional 

transformation into 𝛼 takes place. The formation of 𝛼 is computed by the discrete Johnson-Mehl-

Avrami-Kolmogorov (JMAK) equations [100, 105]: 

 𝑋𝛼
𝑛+1 = (1 − exp (−𝑘𝛽𝛼(𝑡𝑐 + 𝛥𝑡𝑛+1 )

𝑁𝛽𝛼
)) ( 𝑋𝛽

𝑛 + 𝑋𝛼
𝑛 ) 𝑋𝛼

𝑒𝑞𝑛+1  (3.8) 

 𝑡𝑐 = [−ln(1 −
𝑋𝛼
𝑛 𝑋𝛼

𝑒𝑞𝑛+1⁄

𝑋𝛽
𝑛 + 𝑋𝛼

𝑛
) 𝑘𝛽𝛼⁄ ]

1 𝑁𝛽𝛼⁄

 (3.9) 

where 𝑡𝑐  is an artificial time parameter that accounts for the previously formed 𝛼  phase. The 

parameters  𝑘𝛽𝛼 (see Figure 3.5) and 𝑁𝛽𝛼 = 2.5 are taken from the TTT diagram of Ti6Al4V in 

Ref. [100, 105]. 

 

Figure 3.5 Kinetic parameters 𝒌𝜷𝜶 for JMAK equation [105]. 

(F) If 𝑋𝛽
𝑛 < 𝑋𝛽

𝑒𝑞𝑛+1 , the 𝛽 phase will be formed by consuming existing 𝛼 and 𝛼′ phases. 

(F1) It is assumed that the martensite 𝛼′ is consumed first if 𝑋𝛼′
𝑛 > 𝑋𝛼′

𝑒𝑞𝑛+1  [106]: 

 𝑋𝛼′
𝑛+1 = 𝑋𝛼′

𝑒𝑞𝑛+1 + (exp (−𝑘𝑚(𝑡𝑐𝑚 + 𝛥𝑡𝑛+1 )
𝑁𝑚
)) ( 𝑋𝛼′

𝑛 + 𝑋𝛽
𝑛 − 𝑋𝛼′

𝑒𝑞𝑛+1 ) (3.10) 
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 𝑡𝑐𝑚 = [−ln(
𝑋𝛼′
𝑛 − 𝑋𝛼′

𝑒𝑞𝑛+1

𝑋𝛼′
𝑛 + 𝑋𝛽

𝑛 − 𝑋𝛼′
𝑒𝑞𝑛+1
) 𝑘𝑚⁄ ]

1 𝑁𝑚⁄

 (3.11) 

 𝑘𝑚 = {
(−4.58 × 10−5) 𝑇𝑛+1 + 1.04,   𝑇𝑛+1 < 500℃ 

(5.40 × 10−5) 𝑇𝑛+1 + 0.99,   𝑇𝑛+1 ≥ 500℃
 (3.12) 

 𝑁𝑚 = {
(4.39 × 10−3) 𝑇𝑛+1 − 1.09,   𝑇𝑛+1 < 500℃ 

(7.33 × 10−4) 𝑇𝑛+1 + 0.74,   𝑇𝑛+1 ≥ 500℃
 (3.13) 

Note that the consumed martensite 𝛼′ is transformed into not only 𝛽  but also 𝛼  phase 

according to the ratio of their equilibrium fractions [106]: 

 𝑋𝛼
𝑛+1 = 𝑋𝛼

𝑛 + ( 𝑋𝛼′
𝑛 − 𝑋𝛼′

𝑛+1 ) 𝑋𝛼
𝑒𝑞𝑛+1  (3.14) 

 𝑋𝛽
𝑛+1 = 𝑋𝛽

𝑛 + ( 𝑋𝛼′
𝑛 − 𝑋𝛼′

𝑛+1 ) 𝑋𝛽
𝑒𝑞𝑛+1  (3.15) 

(F2) If 𝑋𝛼′
𝑛 < 𝑋𝛼′

𝑒𝑞𝑛+1 , the martensite phase 𝛼′ does not change, while the transformation 

of 𝛼 into 𝛽 takes place with a parabolic growth rate [100, 106]: 

 𝑋𝛼
𝑛+1 = {

1 − 𝑋𝛽
𝑒𝑞𝑛+1 𝑓𝑑𝑖𝑠𝑠( 𝑇𝑛+1 )√ 𝛥𝑡𝑛+1 + 𝑡∗,     0 < 𝛥𝑡𝑛+1 + 𝑡∗ < 𝑡𝑐𝑟𝑖𝑡 

1 − 𝑋𝛽
𝑒𝑞𝑛+1 = 𝑋𝛼

𝑒𝑞𝑛+1 ,     𝛥𝑡𝑛+1 + 𝑡∗ > 𝑡𝑐𝑟𝑖𝑡

 (3.16) 

 𝑡∗ = (
𝑋𝛽
𝑛

𝑋𝛽
𝑒𝑞𝑛+1 𝑓𝑑𝑖𝑠𝑠( 𝑇𝑛+1 )

)

2

 (3.17) 

 𝑡𝑐𝑟𝑖𝑡 = 1 (𝑓𝑑𝑖𝑠𝑠( 𝑇𝑛+1 ))
2

⁄  (3.18) 

 𝑓𝑑𝑖𝑠𝑠( 𝑇𝑛+1 ) = 2.2 × 10−31( 𝑇𝑛+1 )
9.89

 (3.19) 

We implement the above SSPT calculations using the ANSYS 2020 R1 user subroutine 

(user-defined material, USERMAT) and validate the code by comparing the results with literature 

for a case where a single element undergoes a temperature profile shown in Figure 3.6(a). The 

change of total 𝛼 fraction (sum of 𝛼 and 𝛼′, 𝑋𝛼+𝛼′) is shown in Figure 3.6(b). It can be seen that 

the results calculated in the present work are in good agreement with those found in the literature 
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by Sun et al. [104], Babu et al. [108], Baykasoglu et al. [106], and Murgau et al. [109]. The slight 

difference is attributed to these possible reasons: (1) the temperature history is grabbed from 

images in the literature instead of directly from data files; (2) parameters used in the calculation, 

such as 𝑇𝐴 in Equation (3.4), 𝑘𝛽𝛼 and 𝑁𝛽𝛼 in Equation (3.8), may vary among different works. 

Overall, the SSPT calculation in the present study is consistent with the published data.        

 

Figure 3.6 (a) Temperature history profile; (b) variation of phase fraction 𝑿𝜶+𝜶′ reported in literature and 

present work. (Adapted from Ref. [104]) 

3.3.2 Calculation of Material Properties 

Most studies on numerical modeling of metal AM processes involve temperature-

dependent material properties. For Ti6Al4V, since the phase fractions can directly affect the 

thermal and mechanical behavior of the material, the phase-dependent properties should also be 

included in the modeling [100]. Baykasoglu et al. [103] have shown that ignoring the variation in 

thermal properties caused by the microstructure change is acceptable when predicting the 

microstructural evolution of Ti6Al4V for DED processes. Therefore, in the current study, the 
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thermal properties of Ti6Al4V, such as density, thermal conductivity, and heat capacity, are only 

temperature-dependent and unrelated to the phase fractions for simplification. In contrast, the 

mechanical properties of Ti6Al4V are determined not only by temperature but also by 

microstructure, based on the rule of mixtures shown in Equation (3.20) [102]. Due to the lack of 

data, we assume only the yield strength and Young’s modulus are phase-dependent, while other 

properties such as thermal expansion coefficient and Poisson’s ratio are unaffected. 

 𝐸(𝑇) = 𝐸𝛼(𝑇)𝑋𝛼 + 𝐸𝛽(𝑇)𝑋𝛽 + 𝐸𝛼′(𝑇)𝑋𝛼′ (3.20) 

where 𝐸(𝑇) is the material property at temperature 𝑇 . 𝐸𝛼(𝑇), 𝐸𝛽(𝑇), 𝐸𝛼′(𝑇) are the material 

properties of 𝛼,  𝛽, and 𝛼′ phases. 𝑋𝛼, 𝑋𝛽, 𝑋𝛼′ are the volume fractions of 𝛼,  𝛽, and 𝛼′ phases. 

The phase fractions are not written as a function of temperature 𝑇 because they mainly depend on 

the deposition process and need to be calculated through the transient thermal analysis in the 

detailed process simulation.   

3.4 Experimental Validation 

3.4.1 Heat Source Calibration 

Before we run the detailed process simulation to calculate the ISs for Ti6Al4V, we first 

calibrate the Goldak ellipsoidal heat source model. The heat source parameters, such as length, 

width, depth, and absorptivity, are determined by comparing the results of numerical simulation 

and experimental measurement. 

A single-layer Ti6Al4V strip is deposited on a substrate made of the same material. The 

torch follows a zigzag path, as shown in Figure 3.7 top, where the toolpath width is 20 mm, and 
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the track distance is 3 mm. Using such a zigzag path ensures the melt pool stability and product 

quality based on manufacturing experience. The track distance is usually a constant for all the 

tasks, while the toolpath width depends on the part geometry. The zigzag path is employed 

throughout this study in both numerical simulation and experiment. As shown in Figure 3.7 

bottom, three transverse sections (Section A-A, B-B, and C-C) are selected for the melt pool 

measurement through an optical microscope. The primary process parameters of the wire-arc DED 

machine are current 18.5 A, voltage 187 V, and torch speed 30 mm/s. Note that the listed current 

and voltage are averages over time because the instantaneous values experience periodic cycles. 

Details regarding the wire-arc DED process and the variations in current and voltage can be found 

in Ref. [109, 110]. 

       

Figure 3.7 Zigzag path of the torch (top); deposited single-layer strip (bottom). 

The calibration uses a meso-scale FE model shown in Figure 3.8. It includes a single-layer 

deposit of 18.4 × 26.4 × 2.55 mm3 and a substrate of 28 × 40 × 10.8 mm3. Although the actual 

cross-section of the deposit has a semi-ellipsoidal-like shape, we use a rectangle in the FE model 

for simplicity. The rectangle’s width is the same as the deposit width, while its height is determined 

based on the constraint that the cross-sectional areas of the actual and simulated deposit are equal. 

The deposit and its immediately adjacent substrate are meshed with 8-node block elements to 
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ensure accuracy, while the rest of the substrate is meshed with 4-node tetrahedral elements to save 

computational time. Like the actual torch, the Goldak heat source in the simulation moves along a 

zigzag path (marked by yellow arrows in Figure 3.8). The snapshots of temperature distribution 

over an observed cross-section (see Figure 3.8) at four instants are shown in Figure 3.9. The 

maximum value of the contour legend is set to the melting point of Ti6Al4V, 𝑇𝑚 = 1660 Co . 

Elements above 𝑇𝑚 are displayed in grey, representing a melted area. The boundary between the 

melted and unmelted material is called the fusion line. At t = 0.827 s, the torch is located at the left 

end of the cross-section. It moves toward the negative X-axis and reaches the right end at t = 1.524 

s. As can be seen, unlike the straight path, the zigzag path results in a constantly changing cross-

sectional shape of the melt pool. In other words, the fusion line is not stable. For calibration, we 

extract the envelope of the fusion lines at different instants on the observed cross-section from the 

simulation and compare it with the microphotographs from the experiment. The results are shown 

in Figure 3.10, where the red dashed line is the envelope of fusion lines. It can be seen that (1) the 

calibrated process parameters yield a melt pool shape that matches the measurement; (2) the melt 

pool shapes in three measured cross-sections are similar, indicating a stable deposition under the 

current process parameters and also justifying that the ISs extracted from a small representative 

model are applicable to a part-scale model. The parameters of the calibrated heat source model are 

half-length 𝑎 = 3 mm, half-width 𝑏 = 3 mm, depth 𝑐 = 6.4 mm, and absorptivity 𝜂 = 0.9. Note 

that calibration of the heat source model has been performed on a base plate alone since the melt 

pool boundary is only visible in the base plate but not in the build itself for Ti6Al4V. The 

calibration may be more accurate if an in-situ melt pool monitoring camera is used to capture the 

melt pool dimensions in the deposit. This will be left as future work to examine the effectiveness 

of this calibration approach.   
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Figure 3.8 Meso-scale FE model for heat source calibration. 

 

Figure 3.9 Snapshots of temperature profile on the observed section. 

 

Figure 3.10 Comparison of the cross-section (red dashed lines are the envelope of the fusion lines). 
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3.4.2 Extraction of Inherent Strains 

After heat source calibration, as shown in Figure 3.11, another meso-scale FE model is 

employed to implement the detailed process-microstructure simulation for extracting the ISs for 

different interpass temperatures. The reason for not using the same FE model as in Section 3.4.1 

is that the heat source calibration is implemented based on a single-layer strip, which is not general. 

The FE model used in this section contains a three-layer deposit and a base that is considered as 

the previously deposited block. The build direction is along the positive Z-axis. The deposition is 

in the XY-plane for each layer, where the heat source follows a zigzag path with alternating start 

and end points. In other words, the endpoint of the current layer is the start-point of the next layer, 

except the height is raised by a layer thickness.  

The boundary conditions in the thermal analysis are described as follows: (1) during the 

deposition, the base bottom is subjected to a fixed temperature 𝑇𝑖𝑛𝑡𝑒𝑟𝑝𝑎𝑠𝑠 that can be considered 

as the interpass temperature; (2) after deposition, the fixed temperature constraint is removed, and 

heat convection with a coefficient of 𝐻𝑏𝑜𝑡 is applied to the base bottom until the entire structure 

cools to ambient temperature (20 °C); (3) the outer surface of the deposit and base, excluding the 

base bottom, is subjected to heat convection with a coefficient of 𝐻𝑜𝑢𝑡 all the time during the 

deposition and subsequent cooling. Similar boundary conditions are employed in Ref. [110] to 

investigate the influence of preheating and cooling rates on microstructures of Ti6Al4V in L-PBF 

processes. In this study, 𝑇𝑖𝑛𝑡𝑒𝑟𝑝𝑎𝑠𝑠  varies from 20 °C to 800 °C. The convection coefficients 

𝐻𝑏𝑜𝑡 = 130 W/(m
2K)  and 𝐻𝑜𝑢𝑡 = 90 W/(m

2K)  are experimentally calibrated based on the 

thermocouple data presented in Section 3.4.3. In the subsequent mechanical analysis, the base 
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bottom is fixed in all directions because, in the wire-arc DED process, the base is commonly tightly 

fixed on a stiff platform to avoid possible distortion during the deposition. 

     

Figure 3.11 Meso-scale FE model for detailed process simulation. 

After the detailed process simulation, ISs are extracted element by element within the 

deposit. Two edge-to-edge paths, AB and CD, are selected to present typical IS distributions in the 

top layer, as shown in Figure 3.12. The IS values along line AB fluctuate. It is because the material 

on line AB is not deposited through one scanning track but through multiple parallel tracks that 

are orthogonal to line AB. The moving heat source repeatedly and alternately traverses line AB 

along with positive and negative X-axis, resulting in different thermal profiles and ISs for each 

element within line AB. In contrast, the material on line CD is deposited through a single track 

and therefore exhibits more stable ISs. The dramatic changes of ISs at the ends of line CD are 

related to the boundary conditions and movement of the heat source.  

In the detailed process simulation, fluctuations in the ISs are inevitable due to the complex 

thermomechanical evolutions and the high resolution of the detailed process model. Similar to our 

previous works [48, 49, 59], we calculate the average ISs over a region inside the deposit. As 

shown in Figure 3.12, the average region is in the center of the deposit. Its length (in X-direction) 
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and width (in Y-direction) are set to 55% of the deposit size to exclude boundary effects. Its depth 

(in Z-direction) is the same as the deposit so that the interlayer effect can be included. 

 

Figure 3.12 IS distributions in the top layer along line AB and line CD (detailed process simulation is 

implemented with 𝑻𝒊𝒏𝒕𝒆𝒓𝒑𝒂𝒔𝒔 = 𝟐𝟎 ℃ and w/ SSPT). 

The average ISs for different interpass temperatures are calculated and visualized in Figure 

3.13. The directions of strain components are consistent with the coordinate system in Figure 3.11. 

Overall, ISs are positive in the build direction (Z-direction) and negative in the printing plane (X- 

and Y-direction). The zigzag scanning path causes the differences in ISs in the X and Y directions. 

As the interpass temperature increases, the magnitude of ISs in all directions decreases. The reason 

for this trend is discussed as follows.  

As shown in Equation (2.2) and (2.3), the IS in the MIS method is equal to the intermediate 

state term 𝜀𝑖
𝑒𝑙𝑎𝑠𝑡𝑖𝑐 + 𝜀𝑖

𝑝𝑙𝑎𝑠𝑡𝑖𝑐
 subtracted by the steady state term 𝜀𝑠

𝑒𝑙𝑎𝑠𝑡𝑖𝑐 . The intermediate state 

term is usually negative along/transverse the scanning direction in the printing plane and positive 

in the build direction, and the steady state term is usually positive in all directions. Given that the 

material always returns to ambient temperature where thermal strains vanish, the interpass 

temperature is considered to have little effect on the steady state term. On the other hand, the 

elevated interpass temperature reduces the influence of local thermal gradients around the melt 

pool during the deposition, thus reducing the intermediate state term in magnitude. Therefore, as 
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the interpass temperature increases, the intermediate state term decreases in magnitude while the 

steady term does not change too much, resulting in a decrease in the magnitude of ISs in all 

directions.  

In Figure 3.13, the changes in ISs with increasing interpass temperature seem small 

compared with the fluctuations against locations shown in Figure 3.12. But these changes are 

indeed caused by the interpass temperature rather than the strain fluctuations within the deposit 

since the ISs in Figure 3.13 are obtained using the same average method and within the same 

region of the FE model. 

 

Figure 3.13 ISs extracted from detailed process simulations at various interpass temperatures.  

To further investigate the influence of interpass temperature on stress evolution in the 

deposit, the von Mises stress histories at three observed points, P1, P2, and P3, are extracted and 

plotted in Figure 3.14. The observed points are located in the center of each layer. For P2 and P3, 

the higher the interpass temperature, the lower the von Mises stress in the as-built deposit. Similar 

results are reported in Ref. [111]. However, at P1 in the first layer, the von Mises stress in the as-

built deposit converges. An explanation is that the deposition of the second and third layers 

repeatedly heats the first layer, weakening the impact of the interpass temperature. 
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Figure 3.14 Von Mises stress histories at observed points. 

As a quick verification, we apply the ISs for interpass temperature of 20 °C to the same FE 

model (see Figure 3.11) as in the detailed process simulation and compare the stress distributions 

along line AB and CD on top of the deposit, as shown in Figure 3.15. Overall, the detailed process 

and the MIS-based simulations are in good agreement. The heat source repeatedly crosses over 

line AB in the detailed process simulation, resulting in stress fluctuations in all directions (see 

Figure 3.15(a)). In contrast, since line CD is parallel to most scanning paths, the stresses along line 

CD are relatively smoother than those along line AB (see Figure 3.15(b)). Note that in this 

verification case: (1) the constant ISs work well because the base bottom is fixed at a specific 

interpass temperature (20 °C), that is, there is no heat accumulation; (2) the MIS method cannot 

reflect the stress variations along these two lines because averaged ISs are applied to the entire 

layer. To summarize, the MIS method can approximately reconstruct the stress distribution 

obtained by the detailed process simulation.  
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Figure 3.15 Stresses in X-, Y-, and Z-directions: (a) along line AB; (b) along line CD. 

3.4.3 Flash Heating Simulation on Ti6Al4V Walls 

Two Ti6Al4V thin-walled deposits are selected to validate the temperature-dependent MIS 

method. As shown in Figure 3.16, the small wall is 112 × 14 × 27 mm3 and the large wall is 250 × 

20 × 27 mm3 in size. Both walls have ten layers. They are deposited using the same build strategy 

(i.e., zigzag path) with the same process parameters and are built on the substrate made of the same 

material. The interlayer dwell time is 60 s. Besides the difference in deposit dimensions, the 

substrates for these two walls are also different. The small wall has a substrate much larger than 

itself, making the distortion in the substrate barely unmeasurable. The large wall, on the other 

hand, has a comparable substrate that deforms significantly after the deposition. As mentioned in 

Section 3.2, each layer of both walls is divided into three segments for the flash heating and MIS-

based simulations. It will be shown in this section that three segments are sufficient to obtain 

accurate predictions for interpass temperature, residual stress, and deformation. 
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Figure 3.16 Validation samples: (a) small wall and (b) large wall. 

Due to the small size of the wall shown in Figure 3.16(a), the detailed process simulation 

for the entire structure is feasible. Therefore, both detailed process and flash heating simulations 

are performed for the small wall. During the deposition, two thermocouples, R1 and R2, are 

attached to the top of the substrate to collect thermal data. The temperature comparison between 

the simulation and experiment is shown in Figure 3.17. It can be observed that both heat source 

models (Goldak and equivalent) yield temperature histories close to the thermocouple data. Note 

that there are some spikes in the experimental curves, possibly due to electrical noise induced by 

the arc when it is close to the thermocouple. Following a similar experimental procedure for the 

small wall, the temperature comparison of the large wall is shown in Figure 3.18. During the 

experiment, two thermocouples are attached to the substrate top (R1 and R2). In this case, using 

the Goldak heat source (detailed process simulation) is impractical due to the large deposit size, 

and thus only the flash heating simulation is performed. Similar to the small wall, there are some 

abnormal spikes in temperature measurement. Overall, the simulated thermal profile agrees with 

the experimental measurement. Although the flash heating simulation cannot capture the 

temperature distribution around the melt pool as well as the detailed process simulation, it can be 

used to obtain far-field temperature distributions like the interpass temperature in the temperature-

dependent MIS method.  
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Figure 3.17 Temperature comparison for the small wall at (a) R1 and (b) R2. 

 

Figure 3.18 Temperature comparison for the large wall at (a) R1 and (b) R2.  

The interpass temperatures for each layer are calculated after the flash heating simulation 

and shown in Figure 3.19, where the solid line and shaded area respectively represent the average 

and standard deviation. The overall trend is that the interpass temperature increases with the wall 

height. For the first two layers, the small and large walls have very similar interpass temperatures, 

indicating that the wall geometry has little effect on the heat accumulation at the beginning of the 

deposition. The interpass temperature of the large wall is higher than that of the small wall for 

Layer 3 and Layer 4, and becomes lower from Layer 6 onwards. The different increase rates of the 

interpass temperature for these two walls can be attributed to their geometries. The average 

interpass temperatures of the last two layers are almost the same for the small wall, indicating that 

heat input and dissipation are close to balance. Note that the standard deviation is more remarkable 

for the large wall than for the small wall. This is because the layer area of the large wall is greater, 

and therefore the non-uniformity of the interpass temperature distribution is more significant. 
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Figure 3.19 Average interpass temperature variation. 

3.4.4 MIS-based Simulation on Ti6Al4V Walls 

Given the interpass temperature calculated from the flash heating simulation, the MIS-

based simulation applies different ISs to each segment according to the IS versus the interpass 

temperature relationship (see Figure 3.13). Mechanical analysis of the small wall using the Goldak 

heat source (detailed process simulation) is conducted because the computational cost is 

acceptable; however, this is not applicable for the large wall. As a comparison, the previous MIS 

method that uses constant ISs (at 20 °C) is also employed to evaluate the stress and deformation 

of the walls.  

The von Mises stresses at several points on top of each thin-walled deposit are extracted 

and compared with the experimental measurement by X-ray diffraction (XRD). The approximate 

locations of these points are given in Figure 3.16: three on the small wall (P1-P3) and five on the 

large wall (P1-P5). The comparison results and the specific measurement locations are visualized 

in Figure 3.20 and Figure 3.21. The exact stress values can be found in the Appendix. 
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Figure 3.20 Von Mises stress comparison for the small wall. 

 

Figure 3.21 Von Mises stress comparison for the large wall. 

For the small wall, the simulation results agree well with the XRD data. Stresses predicted 

by the temperature-dependent MIS method are within the experimental error bars for all measured 

locations. In contrast, the constant MIS method has all the predictions as outliers. According to 

XRD, the residual von Mises stress at the deposit center (P2) is much higher than at the deposit 

ends (P1 and P3), likely because the center point is more constrained structurally than the 

endpoints. Both MIS methods can capture this trend. Further, the XRD reveals that the stresses at 

P1 and P3 are different, which could be attributed to the deposition path (the torch moves through 

P1-P2-P3 to finish the top layer) and the resultant difference in interpass temperatures. The 
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constant MIS cannot find the stress difference between P1 and P3 because it does not consider the 

aforementioned factors and applies constant ISs to all the layers. In contrast, the temperature-

dependent MIS can more accurately predict the stresses at P1 and P3. The detailed process 

simulation results (w/o and w/ phase transformation) indicate that including the SSPT can increase 

the accuracy of stress prediction. Similar conclusions have been reported by other researchers [102, 

112]. The ISs used in the present study are extracted from a detailed process FE model where the 

SSPT is considered. It is worth noting that although the detailed process simulation and the 

temperature-dependent MIS method both have predictions close to the measurement, the MIS-

based simulation only takes about 13 min to complete, compared to 6.5 h for the detailed process 

simulation. 

For the large wall, the temperature-dependent MIS method also predicts the residual von 

Mises stress well (see Figure 3.21). Similar to the small wall, stress predictions by the constant 

MIS are symmetric on measurement locations and are inaccurate at endpoints (P1 and P5). Note 

that the measured stress at endpoint P1 is significantly higher than at other locations. This is 

different from the small wall results, where the endpoints have von Mises stresses lower than the 

middle point. As discussed before, the low stress at endpoints in the small wall is due to the limited 

constraints. One explanation for the high-stress level at one end of the large wall is that, in this 

case, the heat accumulation effect becomes more important than the boundary constraints and thus 

alternates the stress distribution. 

Since the substrate’s size is comparable with the deposit’s size in the large wall experiment, 

after being released from the platform of the wire-arc DED machine, the substrate significantly 

deforms due to the residual stress. We use a laser scanning device shown in Figure 3.22(a), FARO 

Quantum Max ScanArm, to get the point cloud of the whole structure and compare the distortion 
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with the simulation results. Three longitudinal sections parallel to the YZ-plane are selected for 

comparison, as shown in Figure 3.22(b). Section A and C only contain the substrate and are 5 mm 

away from the substrate edge. Section B includes both the deposit and substrate. The deformed 

shapes of these sections are compared in Figure 3.22(c), where one end of the substrate is fixed to 

establish a reference configuration. That is why the substrate deforms like a cantilever beam with 

one end fixed. In the actual case, when placed on a level surface, the middle area of the substrate 

is in contact with the surface and the four corners curl up. 

The similar distortions in Section A, B, and C indicate that most of the deformation occurs 

in the YZ-plane. The comparison in Section C shows that the temperature-dependent MIS has a 

good agreement with the scan data, while the constant MIS overestimates. The largest distortion 

via measurement is 12.45 mm, occurring at the free end of the substrate. The predictions by the 

constant and temperature-dependent MIS methods are 16.15 mm and 13.43 mm, respectively. 

Accordingly, the errors are 29.7% and 7.9%. Buchbinder et al. [113] investigated the influence of 

preheating on structural distortion in selective laser melting (SLM) for aluminum components and 

reported that increasing the preheating temperature can reduce the distortion in the as-built part. 

This explains why the temperature-dependent MIS method, where the heat accumulation can be 

considered as a generalized preheating process, predicts the distortion smaller than the constant 

MIS. In Figure 3.22(c), the deposit height (in the Z-dir.) in the simulation is smaller than the 

measurement. That is because we assume a flat top surface for the deposit in the FE model. In 

reality, the top has a dome shape within the XZ-plane and reaches its highest point in Section C.  
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Figure 3.22 (a) FARO Quantum Max ScanArms; (b) real object and the point cloud; (c) comparison of the 

deformed shape. 

3.4.5 Discussion 

The XRD measurement in this study employs the sin2ψ method. Similar to Ref. [53, 92], 

we convert the direct XRD results to von Mises stresses and compare them with simulation results 

for convenience. The measurement uncertainty depends on many factors, such as grain size, 

sample geometry, incident angle, surface condition, and material anisotropy [114-116]. In this 

study, the quantitative deviation (values after “±”) indicates the fit quality of lattice spacing d 
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against sin2ψ, where ψ is the angle between the normal to the diffracting lattice plane and the 

sample surface. It is noted that the deviation of the wire-arc DED samples (about ± 100 MPa) is 

greater than that of the L-PBF samples in Ref. [53] (approximately ± 20 MPa). However, given 

the large deviations, the temperature-dependent MIS is still considered more accurate than the 

constant MIS method. For the small wall, the temperature-dependent MIS predicts stresses at all 

points within the measurement deviation, while the predictions by the constant MIS method are 

all outside the range (see Figure 3.20). Both methods have similar predictions on P2, P3 and P4 

for the large wall, but the temperature-dependent method is far better on P1 and P5 (see Figure 

3.21). 

To investigate the residual stress distribution along the deposit height, stresses along a 

vertical line EF on the mid-section of the wall structures are extracted from the MIS-based 

simulations, as shown in Figure 3.23. Stress results from the detailed process simulation (w/ SSPT) 

of the small wall are also visualized. For the small wall, the detailed process and MIS-based 

simulations yield similar results, where the residual stresses are mainly tensile in the deposit and 

compressive in the substrate. In contrast, the stress variations in the large wall are more 

complicated. Along the build direction, tensile stresses are present on the substrate bottom, deposit 

bottom, and deposit top, while compressive stresses occur in the middle of the substrate and 

deposit. References [117-120] have reported similar residual stress trends to those in the large wall. 

The difference in residual stress distribution between the small and the large wall is caused by the 

relatively large substrate of the small wall. Specifically, the small wall has a deposit of 112 × 14 

× 27 mm3 and a substrate of 250 × 250 × 22 mm3. The large wall has a deposit of 250 × 20 × 27 

mm3 and a substrate of 350 × 120 × 10 mm3. The large substrate leads to remarkable constraints 

on the small wall deposit and affects the residual stress distribution. 
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Figure 3.23 Comparison of residual stress distribution along line EF: (a) small wall and (b) large wall. 

So far, in the flash heating and MIS-based simulations, each layer is divided into three 

segments. We perform a sensitivity test to investigate the effect of the number of segments on 

residual stress and distortion predictions. The von Mises stress at P1 and the maximum distortion 

in the large wall are selected as indicators for the test, as shown in Figure 3.24. For both indicators, 

the simulation results become closer to the measurements as the number of segments increases and 

become stable when the number of segments exceeds three. Therefore, in the current study, using 

three segments in each layer is proper for residual stress and distortion predictions. In general, the 

number of segments depends on many factors, such as the dimension and complexity of the 

deposit, the scanning path of the heat source, and the boundary conditions of the system. The 

sensitivity test is a good tool for estimating the number of segments.  

The computational times and average prediction errors for the constant and temperature-

dependent MIS methods are listed in Table 3.3. All simulations are implemented on a workstation 

(Intel Xeon CPU E5-1650 v4 3.60GHz, RAM 64G) by ANSYS 2020 R1. It shows that the 

temperature-dependent MIS method gives more accurate predictions at the expense of simulation 

time compared to the constant MIS method. However, the temperature-dependent MIS method is 

still much more efficient than the detailed process simulation, e.g., the former takes about 0.5 h to 

analyze the small wall, which is 13 times faster than the latter (6.5 h).   
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To summarize, the newly proposed temperature-dependent MIS method has been 

experimentally validated regarding residual stress and distortion in as-built wire-arc DED parts. 

The new method, which includes the effect of heat accumulation, has higher prediction accuracy 

than the previous one. 

 

Figure 3.24 Sensitivity test regarding the number of segments in each layer for the temperature-dependent 

MIS method: (a) von Mises stress at P1 in the large wall; (b) maximum distortion in the large wall. Note that 

the data point of “zero segment” represents the result from the constant MIS method. 

 

Table 3.3 Computational time and prediction error for the small and large walls 

  
MIS constant 

(MIS-based) 

MIS temperature-dependent 

(Flash heating + MIS-based) 

Small wall Computational time 6 min 19 min + 13 min 

 Error in von Mises stress 46.5% 8.7% 

Large wall Computational time 4 min 18 min + 13 min 

 Error in von Mises stress 19.5% 6.9% 

 Error in max. distortion 29.7% 7.9% 
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3.5 Conclusions 

The MIS method was initially proposed for powder DED and L-PBF processes. Constant 

ISs are applied to all the layers to predict the residual stress and distortion of as-built parts. In this 

chapter, a temperature-dependent MIS method has been proposed to simulate the wire-arc DED 

process, where the large part size and extensive energy input lead to significant heat accumulation 

during the deposition. The difference between the constant and temperature-dependent MIS 

methods includes: (1) the detailed process simulation is implemented multiple times for different 

interpass temperatures to obtain corresponding ISs; (2) a part-scale flash heating simulation is 

added to obtain the interpass temperature for the deposit; (3) the ISs are applied segment-by-

segment in the MIS-based simulation to approximate the effect of heat accumulation. Based on 

the present work, the following points are concluded: 

(1) The proposed temperature-dependent MIS method is experimentally validated by two 

Ti6Al4V walls deposited by wire-arc DED. The results show that the new method has 

higher accuracy than the constant MIS method. Specifically, the error in residual stress 

prediction is reduced from 46.5% to 8.7% for the small wall and from 19.5% to 6.9% for 

the large wall. The error in maximum distortion is reduced from 29.7% to 7.9% for the 

large wall.  

(2) The computational time of the temperature-dependent MIS method increases by five times 

compared to the constant MIS method. However, it is still an order of magnitude shorter 

than that of the detailed process simulation using a volumetric moving heat source.  

(3) The good agreement in the residual stress profile on the wall ends between simulation and 

measurement indicates that the new method can reflect not only the influence of heat 

accumulation but also the deposition path.  
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(4) The magnitude of ISs decreases as the interpass temperature increases due to smaller 

thermal gradient.  

(5) Including the solid-state phase transformation of Ti6Al4V is able to improve prediction 

accuracy.   

Thus far, the extracted ISs are only applicable to Ti6Al4V deposits manufactured by wire-

arc DED with a specific set of process parameters. However, given adequate process parameters 

and material properties, the proposed MIS method can be used for other metal alloys processed by 

wire-arc DED. 
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4.0 Predicting Recoater Interference for L-PBF by Considering Both Global Thermal 

Deformation and Local Edge Deformation Using the Modified Inherent Strain (MIS) 

Method 

4.1 Current Progress in Prediction of Recoater Interference in L-PBF 

A key challenge in the L-PBF process is manufacturing parts with overhanging features. 

Severe deformation in the build direction, which is vertical to the deposition plane, often 

accumulates at the edges of overhangs, leading to repeated collisions between the part and the 

recoating blade [121]. These collisions can be categorized into two types: recoater interference and 

recoater crash. In common L-PBF systems, as illustrated in Figure 4.1, when the part deformation 

in the build direction (𝑈𝑧
𝑡𝑜𝑡𝑎𝑙) is higher than the powder layer thickness (𝑡𝑝), it will obstruct the 

recoater blade along the recoating path. In the case of EOS M290 DMLS whose recoating system 

is driven by stepper motors, once the blade encounters resistance from the deformed part, the 

current drawn by the motor would increase to overcome this resistance. If the deformation is minor, 

the blade continues to move along its path, either further deforming the part or peeling off some 

material from it, after which the current returns to normal. This phenomenon is referred to as 

recoater interference. On the other hand, when the part deformation becomes excessively large and 

creates substantial resistance to the blade, the control system detects a current surge and stops the 

motor to protect the recoating system. The printer displays an error message and halts the 

deposition process. This event is called a recoater crash. In practice, both recoater interference and 

crash should be avoided since they can lead to surface defects, reduced accuracy in part 

dimensions, build failure, and potential damage to the recoating system [122]. 
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Figure 4.1 Illustration of recoater blade interference in the L-PBF process. 𝑼𝒛
𝒕𝒐𝒕𝒂𝒍 denotes the height 

difference in the build direction between the elevated overhang edge and the design shape. 𝒕𝒑 is the real 

powder layer thickness.  When 𝑼𝒛
𝒕𝒐𝒕𝒂𝒍 exceeds 𝒕𝒑, recoater interference occurs.  

In the L-PBF process, the elevation of overhang edges primarily arises from two types of 

deformation: global thermal deformation (𝑈𝑧
𝑔𝑙𝑜𝑏𝑎𝑙

), driven by relaxation of the thermal stresses 

induced by the rapid laser melting and solidification over the entire part [123], and local edge 

deformation (𝑈𝑧
𝑙𝑜𝑐𝑎𝑙), which is linked to the behavior of the melt pool near the edges, commonly 

referred to as the edge effect [124]. The former deformation type causes the entire part, including 

the overhang region, to distort. Conversely, the latter originates during the solidification of the 

melt pool near edges and is localized to areas close to the melt pool region [125]. Note that there 

are other causes for surface elevation in L-PBF, such as large splashes falling on the top surface 

of the deposit and delamination or cracking of the deposit [126].  

Both global and local deformations are influenced by various design and process-related 

factors. These include the overhang angle and material selection [121, 127, 128], volumetric 

energy density [121, 129-131], rotation angle of the scanning direction between two consecutive 

layers [129], scanning strategy [127, 132], build direction [133], use of contour scan [130], and 

implementation of remelting [129]. In response to the diverse impacts of these factors, several 
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researchers have proposed methods to mitigate overhang deformation. Yuan and Chen [134] 

introduced an innovative technique that involves altering the laser spot size through defocus 

control for the supportless fabrication of overhangs. Yeung et al. [135] developed a dynamic power 

control strategy for the laser spot when scanning overhang areas. Cheng and Chou [136, 137], 

Ameen et al. [138], and Kayacan et al. [139] have each suggested various support designs targeted 

at improving heat transfer within the overhang region, thus minimizing the warping caused by 

thermal stress.  

Besides efforts to reduce overhang deformations, several researchers have focused on in-

situ monitoring techniques for detecting recoater interference and crashes. Liu et al. [140, 141] 

developed an infrared thermography method to measure powder layer thickness after each 

recoating, capable of detecting potential recoater interference up to 8 to 10 layers in advance. 

Scime et al. [142] introduced a computer vision algorithm based on unsupervised machine 

learning, designed to identify and classify anomalies during the powder spreading, such as recoater 

hopping, streaking, and super elevation. Similarly, Fischer et al. [143] and Jacobsmühlen et al. 

[144] developed their deep learning models for detecting elevated regions. 

In addition to in-situ monitoring, identifying potential recoater interference and crash 

during the design stage is crucial. Peter et al. [145] tested various commercial FE software 

packages, including ANSYS, Autodesk, MSC, Additive Works, and Atlas3D, for their ability to 

predict recoater crashes using two test geometries. However, the results were inconclusive since 

all software demonstrated some prediction error. Lu et al. [146] simulated recoater interference in 

numerical models by applying a virtual body force parallel to the powder spreading direction, 

though the magnitude of this force requires case-by-case calibration. Kamat and Pei [147] treated 

the overhang as a multilayer cantilever beam and used the Euler-Bernoulli beam theory to calculate 
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deformation on the down-facing surface. This method, however, necessitates coefficient 

calibration and neglects the impact of process parameters and plastic deformation of the material. 

Yavari et al. [122] and Kobir et al. [148, 149] employed graph-theory-based simulations to predict 

recoater crashes when the build direction deformation of an area exceeds the solid layer thickness. 

It is important to note that the aforementioned simulation works primarily consider the global 

thermal deformation of the overhang, and due to limitations in model fidelity at the part scale, the 

edge effect is not included. 

As will be discussed later, recoater interference is a necessary condition for a recoater crash 

but not a sufficient one. Additionally, the occurrence of a recoater crash is highly uncertain [145]. 

Therefore, our primary focus in this research is on predicting recoater interference. We propose an 

integrated numerical and experimental framework to predict the recoater interference in L-PBF 

processes for overhang structures. We extend the MIS method by introducing location-dependent 

ISs to predict the global thermal deformation of overhang structures. Additionally, we conduct 

experiments to explore the relationship between powder and solid layer thickness and, for the first 

time, estimate the local edge deformation by corroborating numerical simulation with 

experimental measurement. 

4.2 Framework for Predicting Recoater Interference 

Figure 4.2 outlines the flowchart of the proposed framework for predicting recoater 

interference. The criterion for interference in a part with n deposited layers is when the total 

deformation in the build direction 𝑈𝑧
𝑡𝑜𝑡𝑎𝑙 at any point on the top surface of the edge exceeds the 

real powder layer thickness 𝑡𝑝: 
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 𝑈𝑧
𝑡𝑜𝑡𝑎𝑙 > 𝑡𝑝 (4.1) 

Note that the real powder layer thickness at a given layer is not the same as the printer’s 

input layer thickness and thus will be obtained a priori through the so-called “staircase” 

experiment, which is a series of columns printed with a consecutive number of layers. If the above 

criterion is not met for the nth layer, the assessment continues in a layer-by-layer fashion until 

recoater interference is detected or the deposition ends. 

 

Figure 4.2 Flowchart of the framework for predicting the recoater interference. 

The total build-directional deformation 𝑈𝑧
𝑡𝑜𝑡𝑎𝑙 on the top surface at the overhang edge is 

postulated to be the sum of two terms: 

 𝑈𝑧
𝑡𝑜𝑡𝑎𝑙 = 𝑈𝑧

𝑔𝑙𝑜𝑏𝑎𝑙
+ 𝑈𝑧

𝑙𝑜𝑐𝑎𝑙 (4.2) 

where 𝑈𝑧
𝑔𝑙𝑜𝑏𝑎𝑙

 represents the global thermal deformation which is calculated directly by 

the MIS method and 𝑈𝑧
𝑙𝑜𝑐𝑎𝑙 denotes the local edge deformation which will be determined a priori.  

Specifically, its value is taken as the difference between 𝑈𝑧
𝑡𝑜𝑡𝑎𝑙  obtained from experimental 

measurement and 𝑈𝑧
𝑔𝑙𝑜𝑏𝑎𝑙

 obtained from MIS simulation for overhang wedges with various 

angles.  
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4.3 Location-dependent MIS Method 

In previous works employing the MIS method [29, 48, 49, 58], the deposit in the detailed 

process simulation is typically modeled as a block comprising three to five layers. The ISs are 

derived by averaging values from a stabilized region, often located at the core of the deposit, to 

reduce the impact of boundary effects. In the subsequent part-scale simulations, the averaged ISs 

are uniformly applied to the FE model, meaning that areas near edges or surfaces are assigned the 

same ISs as internal regions. This procedure neglects the IS features in boundary regions and may 

lead to significant errors in predicting residual stress and deformation within these regions. 

In this study, we emphasize the importance of accounting for IS variations in boundary 

regions, particularly given our focus on investigating deformation near overhang edges. 

Accordingly, we make two modifications to the MIS method: (1) in the detailed process 

simulation, the deposit is modeled with an overhang region to capture IS variations within that 

area, and (2) in the part-scale simulation, we use location-dependent ISs rather than constant ones 

throughout the entire part. All simulations in this chapter are carried out using ANSYS 2021R1 

with the Ansys Parametric Design Language (APDL). 
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4.4 Experiment 

4.4.1 Overview 

Four types of structures—staircase, overhang wedge, canonical part, and table—are 

investigated in this study, and their geometries are illustrated in Figure 4.3. The staircases are used 

to study the thickness of newly applied powder layers. The overhang wedges are employed to 

validate the proposed location-dependent MIS method and estimate the local edge deformation 

term. The canonical parts and tables are utilized as validation cases. 

 

Figure 4.3 Geometries of the printed samples: (a) staircase (the number in the center of each step represents 

its design height in microns), (b) overhang wedge, (c) canonical part (quarter view), (d) table. The build 

direction is along the positive Z-axis.  

All samples in this chapter are deposited using 316L stainless steel on an EOS M290 

DMLS system with process parameters listed in Table 4.1. A recoater equipped with a steel blade 

is used to apply a new layer of powder. The 316L powder, manufactured by Praxair Surface 
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Technologies, Inc., has a packing density of 4 g/cm³. The particle size distribution is measured to 

have d10 = 18 µm, d50 = 31 µm, and d90 = 49.3 µm according to ASTM B822. 

In-situ video recording is employed to monitor the recoating anomaly during the deposition 

of overhang wedges. For this purpose, a Logitech Brio webcam is placed on a tripod outside the 

EOS machine chamber and directed toward the printing plane. The as-built deformation of samples 

is measured using an 8-axis Quantum Max (S Model) FaroArm laser scanning system. It is 

equipped with a FAROBlu Max (xP) laser line probe, which offers a high measurement accuracy 

of 15 µm [150]. 

Table 4.1 Process parameters for 316L on EOS M290 

Parameter Value 

Laser power 195 W 

Scanning velocity 1083 mm/s 

Solid layer thickness 30 µm 

Hatch spacing 90 µm 

Stripe width 5 mm 

Stripe overlap 0.12 mm 

Laser rotation angle 66.7° 

4.4.2 Staircase 

Eight staircase samples are printed on four separate build plates. Each staircase sample 

consists of multiple independent steps with an area of 5 mm × 5 mm, as depicted in Figure 4.3(a). 

The height of these steps across all samples ranges from the thickness of one layer to that of 42 

layers. Here, the layer thickness refers to the nominal (input) solid layer thickness of 30 µm, as 

listed in Table 4.1. Detailed information about the staircase samples is provided in Table 4.2. Note 

that the highest steps in SC5 and SC6 are intended to be 42 nominal solid layer thicknesses, but 
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only 41 layers are deposited due to geometrical errors induced during the slicing process. After 

printing, all the staircase samples are scanned using the FaroArm to measure the height of each 

step.  

It should be noted that many researchers have adopted similar experimental designs to 

investigate the powder and solid layer thickness in L-PBF processes [151-154]. Their reports 

indicate that the powder layer thickness depends on various factors, including process parameters, 

materials, and even printer brands, and may vary from case to case. That is why we repeat this 

experiment to determine the specific powder layer thickness rather than using data from other 

literature.  

Table 4.2 Information of the printed staircases   

Build plate No. Sample No. Number of steps 
Step height in terms of the number of 

nominal solid layers 

SC-BP1 SC1 16 1, 2, …, 15, 16 

 SC2 16 1, 2, …, 15, 16 

SC-BP2 SC3 16 1, 2, …, 15, 16 

 SC4 16 1, 2, …, 15, 16 

SC-BP3 SC5 36 1, 2, …, 29, 30, 32, 34, 36, 38, 40, 41 

 SC6 36 1, 2, …, 29, 30, 32, 34, 36, 38, 40, 41 

SC-BP4 SC7 36 1, 2, …, 29, 30, 32, 34, 36, 38, 40, 42 

 SC8 36 1, 2, …, 29, 30, 32, 34, 36, 38, 40, 42 

4.4.3 Overhang Wedge 

The overhang wedge, shown in Figure 4.3(b), has a constant overhang angle (𝜃) ranging 

from 25° to 70°. The samples are printed on five separate build plates. On each build plate, the 

samples are distributed diagonally to avoid multiple simultaneous contacts with the recoater blade 

and to facilitate the identification of any failed part in the event of a recoater crash. Additionally, 
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to prevent long contact lines between the part and the recoater blade, the long side of the overhangs 

are tilted at a 15° angle from the recoating direction in accordance with common design for additive 

manufacturing (DFAM) guidelines. 

Some overhangs experience recoater crashes during the printing and others are successfully 

printed. If a recoater crash occurs, the affected part will be removed from the queue and the L-PBF 

system will be restarted to continue producing the remaining parts. The build height where a 

recoater crash occurs is recorded.  

Table 4.3 lists the overhang samples on each build plate. The sample number is explained 

as follows: the two-digit number immediately after ‘OH’ represents the overhang angle θ in 

degrees, and the number after the dash symbol indicates the sample’s design height in millimeters. 

For example, ‘OH25-30’ means the structure has an overhang angle of 25° and a design height of 

30 mm, and ‘OH60-6.0’ corresponds to a 60° overhang sample with a design height of 6 mm. The 

design height is reached for completed samples but not for failed ones. The values in parentheses 

following the failed sample indicate the failure height in millimeters.  

Table 4.3 Information of the printed overhang wedges   

Build plate  

No. 

Sample No. 

Failed Completed 

OH-BP1 OH25-30 (2.85), OH30-30 (4.62), 

OH35-30 (6.42) 

OH40-30, OH45-30, OH50-30 

OH55-30, OH60-30-30, OH65-30, OH70-30 

OH-BP2 OH25-30 (3.24), OH30-30 (3.12), 

OH35-30 (6.60) 

None 

OH-BP3 OH25-30 (2.64), OH30-30 (3.48), 

OH35-30 (6.84) 

OH40-30 

OH-BP4 OH40-30 (14.28) OH45-30, OH50-30 

OH55-30, OH60-30, OH65-30, OH70-30 

OH-BP5 OH25-1.5 (1.23) OH25-2.0, OH30-1.5, OH30-2.0, OH35-2.0, 

OH35-3.0, OH35-4.0, OH50-2.0, OH50-4.0, 

OH50-6.0, OH60-2.0, OH60-4.0, OH60-6.0 



 100 

4.4.4 Canonical Part and Table 

The canonical part and table have varying overhang angles with increased height, as shown 

in Figure 4.3(c) and (d). Specifically, from bottom to top, 𝜃  varies from 90° to 24.5° in the 

canonical part and 90° to 7° in the table in the design. Table 4.4 lists the details of printed canonical 

and table specimens. CA-100 represents a specimen with 100% of the design height, 48.39 mm. 

Taking this height as a reference, CA-60, CA-72, and CA-76 denote the specimens with 60%, 

72%, and 76% of the design height, respectively. For example, CA-60 has the same geometry as 

CA-100 with heights between 0 and 48.38×60% = 29.03 mm. On build plate CT-BP2, one 

additional CA-100 and two table specimens, TA-5 and TA-10, are printed. The overhang sections 

in these two table samples are identical. The difference lies in their bases: TA-5 has a 5 mm high 

cylinder base, whereas TA-10 has a 10 mm base. These designs aim to minimize the interaction 

effect between their respective recoater crashes. The failure heights in millimeters and the 

corresponding overhang angles are listed in parentheses following the failed specimens. The 

recoater crash height of TA-10 is subtracted by 5 mm to allow comparison with the failure height 

of TA-5. In the subsequent sections, the computer simulation of the table specimen will use only 

the geometry of TA-5.  

Table 4.4 Information of the canonical parts and tables 

Build plate No. 
Sample No. 

Failed Completed 

CT-BP1 CA-100 (37.86, θ = 29.5°) CA-60, CA-72, CA-76 

CT-BP2 CA-100 (37.50, θ = 31.0°) 

TA-5 (28.08, θ = 30.0°) 

TA-10 (32.85-5.00 = 28.85, θ = 26.0°) 

None 
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4.5 Results and Discussion 

4.5.1 Determination of the Powder Layer Thickness 

Figure 4.4 schematically illustrates the transition from a powder layer to a solid layer in 

terms of thickness in common L-PBF processes. In the figure, 𝑡𝑝𝑛 and 𝑡𝑠𝑛 denote the powder and 

solid layer thickness of the nth layer, respectively. 

 

Figure 4.4 Schematic of the powder and solid layer thickness evolution in common L-PBF processes. 𝒕𝒑𝒏 and 

𝒕𝒔𝒏 respectively represent the layer thickness of powder and resolidified deposit for Layer n. (Adapted from 

Ref. [151]) 

For each layer, the substrate descends a constant distance d, a process parameter that users 

can control. For Layer 1, the powder layer thickness is 𝑡𝑝1 = 𝑑. After melting and solidification, 

the solid deposit shrinks, resulting in a layer thickness of 𝑡𝑠1. For layer 2, the substrate is lowered 

by d again, and the powder layer thickness becomes  𝑡𝑝2 = 2𝑑 − 𝑡𝑠1. Likewise, for Layer 3, the 

powder layer thickness is calculated as 𝑡𝑝3 = 3𝑑 − 𝑡𝑠2 − 𝑡𝑠1 . As illustrated in Ref. [151], the 

powder and solid layer thickness for Layer n can be expressed as:  

 𝑡𝑝𝑛 =
𝑑

𝑐
[1 − (1 − 𝑐)𝑛] (4.3) 

 𝑡𝑠𝑛 = 𝑑[1 − (1 − 𝑐)
𝑛] (4.4) 
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where 𝑐 = 𝑡𝑠𝑛 𝑡𝑝𝑛⁄  represents the relative layer thickness of a solid layer with respect to a 

powder layer. In this study, 𝑐 is considered constant. As the number of deposited layers increases, 

the limits of 𝑡𝑝𝑛 and 𝑡𝑠𝑛 are found to be: 

 lim
𝑛→∞

𝑡𝑝𝑛 =
𝑑

𝑐
 (4.5) 

 lim
𝑛→∞

𝑡𝑠𝑛 = 𝑑 (4.6) 

The above equations indicate that the powder and solid layer thickness become steady as 

the deposition proceeds, approaching 𝑑 𝑐⁄  and d, respectively. 𝑑 is actually the nominal (input) 

solid layer thickness and is set to be 30 µm in this study, as listed in Table 4.1. According to Eq. 

(4.4), the height of an n-layer deposit is calculated as: 

 𝑆𝑛 =∑𝑡𝑠𝑖

𝑛

𝑖

= 𝑛𝑑 +
𝑑

𝑐
 [𝑐 − 1 + (1 − 𝑐)𝑛+1] (4.7) 

The relative thickness c, along with the powder layer thickness 𝑡𝑝𝑛, can be determined 

using the staircase experiment. First, we measure the height of each step in the staircase samples 

to obtain a series of data points (n, 𝑆𝑛), where n represents the number of nominal solid layers that 

a step has and 𝑆𝑛 is the deposit height of that step. Then, we estimate 𝑐 through curve fitting using 

these data points according to Eq. (4.7).  

Figure 4.5(a) shows the staircase SC1 as an example. Other samples are not displayed since 

their appearances are similar to SC1. Figure 4.5(b) presents the top surface topography of SC1, 

illustrating the height variation of individual steps. The scanned point cloud data are averaged over 

a 1 mm2 square at the center of each step (as indicated by white dashed lines in Figure 4.5(b)) to 

determine the step height 𝑆𝑛. Curve fitting is performed in MATLAB using the fit function. The 

results are displayed in Figure 4.5(c), where ‘EXP - SCATTER’ denotes the (n, 𝑆𝑛) data point, 
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‘FIT’ represents the fitted line, ‘DESCENT’ is the descent distance of the substrate calculated by 

nd, and ‘FIT - 95% CI’ is the 95% confidence interval (CI) of the fitted curve. The mean relative 

thickness is c = 0.316. A very similar value of 0.3 for 316L is reported in Ref. [151].  

Figure 4.5(d) illustrates the variations in powder and solid layer thicknesses as the 

deposited layer number n increases. In the plot, ‘EXP - AVG’ denotes the measured average value, 

and ‘ANA’ represents the analytical solution calculated by Eq. (4.3) for powder layer thickness 

and Eq. (4.4) for solid layer thickness. The shaded area labeled ‘ANA - 95% CI’ indicates the 

uncertainty of fitted relative thickness c. Overall, the experimental data for both the solid and 

powder layer thicknesses closely align with the trends of the analytical curves. It is observed that 

the powder and solid layer thicknesses converge rapidly and become stable after approximately 

ten layers of deposition. Table 4.5 summarizes the results of the staircase experiment. In the 

following sections, the real powder layer thickness of 95 µm is considered as the critical threshold 

for identifying the recoater interference, as mentioned in Section 4.2. 
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Figure 4.5 (a) As-built staircase SC1; (b) top surface topography of SC1; (c) curve fitting results of the 

staircase samples, where ‘EXP - SCATTER’ denotes the (n, 𝑺𝒏) data points, ‘FIT’ represents the fitted line, 

‘DESCENT’ is the descent distance of the substrate calculated by nd, and ‘FIT - 95% CI’ is the 95% 

confidence interval of the fitted curve; (d) variations in powder and solid layer thicknesses, where ‘EXP - 

AVG’ denotes the measured average value, ‘ANA’ represents the analytical solution calculated by Eq. (4.3) 

and Eq. (4.4), and ‘ANA - 95% CI’ indicates the uncertainty of fitted relative thickness c. 

 

Table 4.5 Results of the staircase experiment 

 Average 95% confidence interval 

Relative thickness c 0.316 (0.308, 0.325) 

Powder layer thickness 𝑡𝑝 = 𝑑 𝑐⁄  95 µm (92 µm, 98 µm) 
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4.5.2 Experimental Investigation on Deformation of Overhang Wedges 

Figure 4.6(a) displays the as-built overhang wedges on build plate OH-BP1 (refer to Table 

4.3). The other build plates are not shown as they look similar to this one. The failure heights listed 

in Table 4.3 reveal two key observations. First, identical design geometries can fail at different 

heights in repeated experiments. For instance, OH25 fails at 2.85 mm, 3.24 mm, 2.64 mm, and 

1.23 mm in five separate builds. Second, successfully printed geometries without a recoater crash 

in one experiment might fail in others. An example is OH40, which is completed on build plates 

OH-BP1 and OH-BP3 but fails at 14.28 mm on OH-BP4. These observations underscore the 

considerable uncertainty associated with recoater crashes.  

Figure 4.6(b) illustrates the details of the failed specimens on build plate OH-BP1. When 

a specimen stops the recoating blade, its overhang tip has become severely deformed, and some 

materials have chipped off from the tip, presumably due to repeated recoater interference prior to 

recoater crash. During the overhang printings, scratching sounds are heard repeatedly long before 

the recoater crash.  

 

Figure 4.6 On build plate OH-BP1: (a) as-built overhang wedges; (b) details of the failed samples 

To identify the occurrence of recoater interference in the experiment, a webcam is installed 

to monitor the printing process of build plate OH-BP4. Figure 4.7(a) presents a snapshot captured 

just before the recoater applies a new powder layer onto the already deposited part. At this point, 
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the recoater blade is positioned on the right side of the snapshot, preparing to move to the left. 

Figure 4.7(b) shows a snapshot taken immediately after the recoater has spread the new powder 

layer. In areas where the top surface of the deposit is significantly elevated, the powder thickness 

should also be noticeably less than in other areas. This difference in powder thickness is 

challenging to discern with the naked eye in the original color images taken after each layer’s 

recoating, like Figure 4.7(b). To address this, we utilize MATLAB for image post-processing. The 

color images are first converted to grayscale images via the rgb2gray function and then to black-

and-white ones through the imbinarize function with an adaptive threshold and a sensitivity 

factor of 0.57. The post-processing focuses on a region of interest (ROI) predominantly covered 

by powders after recoating. 

The binarized images after post-processing are shown in Figure 4.7(c), where the white 

pixels or segments suggest the elevated areas and the black background represents normal areas. 

The significantly elevated areas are only observed in OH40, OH45, and OH50 samples, among 

which OH45 and OH50 do not experience recoater crashes. To quantitatively analyze the change 

of these elevated areas as the deposit height increases, we measure the image intensity in the near-

tip region of OH40, OH45, and OH50. In the black-and-white images, a white pixel signifies an 

intensity of 1, and a black pixel represents 0. The results are depicted in Figure 4.8. These intensity 

curves terminate at the height of 14.28 mm, at which the recoater crash occurs on OH40. 

Figure 4.8 shows that, overall, the image intensity tends to increase with build height. 

However, several local fluctuations are also observed, indicating a high likelihood of recoater 

interference. As previously mentioned, when recoater interference occurs, the recoater blade either 

distorts the elevated area or removes some material from the part for it to pass through, thereby 

reducing the extent of distortion in the build direction. Consequently, in the following layers, the 
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image intensity might decrease. A notable instance of this pattern is observable in Figure 4.7(c), 

where elevated areas are detected in OH50 at Layer 249 but not at Layer 250. As the printing 

process continues, the build-directional deformation accumulates, causing the elevated region to 

re-emerge and image intensity to increase again. This pattern can be found in both successfully 

printed overhangs like OH45 and OH50 and failed overhangs like OH40. 

Recoater interference may occur multiple times during the deposition, so recognizing its 

initial occurrence is crucial. We determine a critical point P on the intensity curve for OH40, as 

shown in Figure 4.8. Up until this point, the intensity starts at zero and gradually increases. After 

this point, a significant change in the rate of intensity increase is observed, suggesting the first 

occurrence of recoater interference for OH40. The corresponding part height at P is 1.5 mm. In the 

zoomed-in section in Figure 4.8, the first intensity peaks for OH45 and OH50 also appear to reflect 

the initial interference. However, the data from these two samples are not used due to their 

relatively low intensities: the maximum intensities for OH45 and OH50 are only 17% and 5% of 

the maximum intensity for OH40, respectively.  

With OH40 failing due to a recoater crash at 14.28 mm, the initial interference at the height 

of 1.5 mm implies that recoater interference starts early in the deposition process, approximately 

after 50 layers. This finding agrees with the fact that scratching sounds during printing have been 

heard long before the crash. In the following sections, we will utilize this initial interference height 

of 1.5 mm to estimate the local edge deformation.  
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Figure 4.7 (a) Snapshot right before the recoater delivers a new layer of powder; (b) snapshot immediately 

after the recoater delivers a new layer of powder; (c) binarized images of the ROI at different deposition 

heights, where the white pixels or segments suggest the elevated areas and the black background represents 

normal areas.  

 

Figure 4.8 Intensity variation of OH40, OH45, and OH50 around overhang edge. 



 109 

4.5.3 Validation of the Location-dependent MIS Method 

To investigate the location dependence of the ISs, we employ four FE models with different 

overhang angles, θ = 25°, 45°, 70°, and 90°, in the detailed process simulation. Among them, the 

90° overhang means a block deposit. Each model includes a four-layer deposit and a substrate 

representing the previously deposited material, as shown in Figure 4.9. The deposit measures 400 

µm in width (Y-direction) and 120 µm in height (Z-direction), with each layer being 30 µm thick. 

The deposit length (X-direction) is 400 µm for the bottom layer and varies for the higher layers to 

form different overhang angles. The length difference between two consecutive layers is calculated 

by d𝐿 =  𝑡 tan𝜃⁄ , where 𝑡 is the solid layer thickness and 𝜃 is the overhang angle. The Goldak 

heat source, simulating the laser spot in the real printing process, alternates the scanning direction 

by 180° after each track and rotates by 66.7° after each layer. The parameters used in the Goldak 

heat source are the same as in Ref. [59]. The mesh size for the deposit is approximately 15 µm, 

while that for the substrate is coarser to save computational time. The element type is SOLID278 

in the thermal analysis and SOLID185 in the mechanical analysis. The boundary conditions 

employed here are consistent with those in Ref. [59]. 

 

Figure 4.9 FE model of 45° overhang for the detailed process simulation 
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After the detailed process simulation, ISs are calculated element by element within the 

deposit. Note that the length in the X-direction of each layer in the four FE models is not the same 

due to different d𝐿. To conveniently present and compare the distribution of ISs, we normalize the 

X and Y dimensions of each deposit layer to be between 0 and 1. In the build direction (Z-

direction), the ISs for elements that share the same normalized X and Y coordinates (X' and Y') 

are averaged over the two middle layers (excluding the bottom and top layers) to include the 

interlayer effect. We assume the ISs are constant throughout the build direction.  

Figure 4.10 displays the normalized IS distributions on two orthogonal planes X' = 0.5 and 

Y' = 0.5, which are marked with white boxes in Figure 4.9. It can be observed in Figure 4.10 that, 

on both planes, the ISs are stable in the middle and vary at the two ends. Due to their orthogonality, 

the IS patterns of the X- and Y-components are reversed between the planes at X' = 0.5 and Y' = 

0.5.  

In Figure 4.10(a), the IS distributions in the block deposit (θ = 90°) are almost symmetrical 

with respect to X' = 0.5. The stable region extends approximately from X' = 0.2 to X' = 0.8, 

accounting for 60% of the entire region. The IS distributions in the 25°, 45°, and 70° overhangs 

exhibit a certain asymmetry with respect to X' = 0.5. Within the region from X' = 0 to 0.6, the ISs 

of these overhangs essentially align with those of the block deposit. The primary difference is that 

the Z-component IS curves of the overhangs are lower than that of the block deposit. The X- and 

Z-component of ISs in the overhangs begin to decrease starting from X' = 0.6 and have 

significantly lower values than those in the block deposit at X' = 1.0. Note that the Y-component 

ISs in the overhangs still closely resemble those in the block deposit between X' = 0.6 and 1.0. In 

Figure 4.10(b), the IS distributions for all the structures are symmetrical with respect to Y' = 0.5, 

further confirming that the asymmetry in Figure 4.10(a) is caused by the overhang feature. 
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The 25°, 45°, and 70° overhangs exhibit IS distributions that are markedly different from 

those of the block deposit. This difference underscores the necessity of accounting for overhang 

features in the detailed process simulations in cases where the investigated part-scale component 

has overhangs. However, the results also indicate minor variations in IS distributions among these 

overhang angles. This observation suggests that the current level of modeling fidelity in detailed 

process simulations may not be sufficient to effectively distinguish the influence of different 

overhang angles on IS distributions. Therefore, in this study, the ISs used in the part-scale 

simulation are the average of all the overhang models (θ = 25°, 45°, 70°). 

 

Figure 4.10 Normalized IS distributions on (a) plane Y' = 0.5 and (b) plan X' = 0.5. Note that the overhangs 

are along the X-direction from X' = 0 towards X' = 1. The θ = 90° denotes a block deposit with no overhang 

feature.  

After getting the ISs from the detailed process simulation, the MIS-based part-scale 

simulation is implemented to predict the overhang deformation. As depicted in Figure 4.11(a), the 

FE model of the overhang wedge in the MIS-based simulation has a similar Cartesian coordinates 

system (OXYZ) as in the detailed process simulation. Each equivalent (lumped) layer to which the 

ISs are applied has its local coordinate system O'X'Y'Z' that aligns with the global OXYZ and 

normalizes the layer length in the X' direction to 1. Figure 4.11(b) illustrates the IS distributions 
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along the X' direction for each equivalent layer. These distributions are piecewise linear 

approximations to those in Figure 4.10(a). The IS distributions along the Y' direction are assumed 

to be uniform. This assumption is justified by the fact that (1) we focus on the distortion within 

the mid-plane (parallel to the XZ-plane) of an overhang structure and (2) IS distributions along the 

Y direction, as shown in Figure 4.10(b), are stable near the mid-plane. In the MIS-based 

simulations, we assign ISs as thermal strains to each lumped layer via ANSYS user-defined field 

variables. The ISs are loaded by increasing the layer temperature by one degree.  

 

Figure 4.11 Implementation of ISs in the part-scale MIS simulation. 

The MIS method is employed to predict the deformation of successfully printed overhangs 

with θ = 45°, 50°, 55°, 60°, 65° and 70° to verify its validity. To compare the deformation results, 

we select two outlines on the mid-plane near the overhang tip: L1 on the top surface and L2 on the 

down-facing surface (see Figure 4.11(a)). These two lines intersect at the overhang tip, and their 

lengths are calculated as L1 = 20 mm / tanθ, L2 = 20 mm / sinθ. The deformed shapes of these 

outlines, as measured from the build plate OH-BP4, predicted by the MIS method with both 

constant and location-dependent ISs, and calculated by analytical equations derived in Ref. [147], 

are visualized in Figure 4.12. For clarity, the displayed deformation from all sources is scaled up 

in all directions by a factor of ten (×10). The legends in Figure 4.12 are explained as follows: 
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‘DESIGN’ represents the design shape of the overhang, ‘EXP-SCATTER’ denotes the scanned 

point cloud data, ‘MIS-CONST’ and ‘MIS-VAR’ represent the results predicted by the MIS 

method with constant and location-dependent ISs, respectively, and ‘ANA’ corresponds to the 

analytical solution proposed in Ref. [147]. The analytical solution assumes that the overhang is a 

cantilever beam with small deflections which follows the Euler-Bernoulli beam theory. This 

approach requires a coefficient m, defined as the ratio of melt penetration depth to the solid layer 

thickness, that must be calibrated experimentally. We calibrate this coefficient using measured 

data from OH45 and apply it to other overhangs. 

Figure 4.12 shows that deformations predicted by the MIS method with location-dependent 

ISs are more accurate than those with constant ISs. The measured point cloud data on L2 deviates 

significantly from the trends predicted by the simulations and analytical solutions when Z < 15 

mm, possibly due to measurement errors. When using a laser scanning device to measure the 

deformation, the laser beam should be as perpendicular to the object’s surface as possible to 

maintain a low signal-to-noise ratio [155]. The overhang wedges are measured while still attached 

to the build plate. When measuring the lower region of their down-facing surfaces, the limited 

operational space causes the laser beam to become almost parallel to these surfaces, leading to 

increased measurement errors. Therefore, we consider the measured deformation with Z < 15 mm 

as unreliable.  

Figure 4.13 displays the total deformation on L2 on the down-facing surface. Legends in 

Figure 4.13 that do not appear in Figure 4.12 are explained as follows: ‘EXP - FIT’ is the fitted 

curve based on the point cloud data, and ‘EXP - 95% CI’ represents the 95% CI of the fitted curve. 

In general, the distortion pattern on the down-facing surface follows a specific trend: as the 

deposited height increases, the distortion initially rises and gradually reaches a maximum and then 
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begins to decrease [147]. The measured data confirms this trend, and all the prediction methods 

can capture it, as illustrated in Figure 4.13. For example, the peak distortion in OH45 occurs at 

approximately Z = 20 mm. Below this height, distortion increases with build height, whereas above 

this point, it decreases as the height continues to grow. 

Figure 4.13 reveals that, among the various analytical and numerical methods, the MIS 

method with constant ISs shows the lowest accuracy and significantly overestimates the distortion 

on L2. In contrast, both the analytical solution and the MIS method with location-dependent ISs 

align more closely with the scanning data. It is worth noting that although the analytical solution 

matches the accuracy of the location-dependent MIS method, the analytical solution requires 

coefficient calibration as the value of this coefficient is dependent on material properties, process 

parameters, and even part geometries [147]. Table 4.6 lists the mean absolute error between the 

measurement and the prediction of two MIS methods, as well as the percent change. It shows that 

the location-dependent MIS method can reduce the absolute error by 60% compared to the method 

with constant IS values.  

Table 4.6 Comparison between the constant and location-dependent MIS method 

Overhang 

angle 𝜃 

Mean absolute error compared to measurement / µm 
Percent Change 
𝑒𝑣𝑎𝑟 − 𝑒𝑐𝑜𝑛𝑠𝑡
|𝑒𝑐𝑜𝑛𝑠𝑡|

× 100% Constant MIS 

𝑒𝑐𝑜𝑛𝑠𝑡 
Location-dependent MIS 

𝑒𝑣𝑎𝑟 

45° 124 50 -60% 

50° 106 37 -65% 

55° 93 30 -68% 

60° 94 36 -62% 

65° 68 21 -69% 

70° 66 22 -67% 
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Figure 4.12 Comparison of the deformed shape of outlines L1 and L2. ‘DESIGN’ represents the design shape 

of the overhang, ‘EXP-SCATTER’ denotes the scanned point cloud data, ‘MIS-CONST’ is the result 

predicted by the MIS method with constant ISs, ‘MIS-VAR’ is the result predicted by the MIS method with 

location-dependent ISs, and ‘ANA’ represents the analytical solution by Ref. [147]. The deformation is 

upscaled by a factor of 10 for clarity.  
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Figure 4.13 Comparison of the distortion on outline L2. ‘EXP-SCATTER’ denotes the scanned point cloud 

data, ‘EXP - FIT’ is the fitted curve based on the point cloud data, ‘EXP - 95% CI’ represents the 95% 

confidence interval of the fitted curve, ‘MIS-CONST’ is the result predicted by the MIS method with 

constant ISs, ‘MIS-VAR’ is the result predicted by the MIS method with location-dependent ISs, and ‘ANA’ 

represents the analytical solution by Ref. [147]. 
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4.5.4 Prediction of Recoater Interference 

Figure 4.14(a) shows the global thermal deformation 𝑈𝑧
𝑔𝑙𝑜𝑏𝑎𝑙

 at the overhang tip, 

calculated by the location-dependent MIS method, for overhang wedges (OH), canonical parts, 

and tables. There is a rapid increase in 𝑈𝑧
𝑔𝑙𝑜𝑏𝑎𝑙

 at the start of the deposition for overhang wedges 

with constant overhang angles. The smaller the overhang angle, the faster the increase is. After 

reaching a peak, the deformation gradually decreases. Conversely, a different deformation pattern 

is observed for canonical parts and tables: the 𝑈𝑧
𝑔𝑙𝑜𝑏𝑎𝑙

 monotonically increases with increasing 

rate with build height, which is caused by varying overhang angles in these two geometries.  

In Figure 4.14(a), the asterisk symbols (*) indicate the occurrence of recoater crashes. 

Multiple asterisks that appear on a single curve denote repeated experiments. For the failed 

overhang wedges (OH25, OH30, OH35, and OH40), it is observed that the smaller the overhang 

angle, the earlier the recoater crash occurs, and the greater the 𝑈𝑧
𝑔𝑙𝑜𝑏𝑎𝑙

 at the time of the recoater 

crash. The specimens of canonical parts and tables fail at overhang angles between 26° and 31°, 

with the 𝑈𝑧
𝑔𝑙𝑜𝑏𝑎𝑙

 at failure comparable to that of OH25 and OH30.  

Figure 4.14(a) additionally displays the real powder layer thickness of 95 µm and its 95% 

CI calculated in Section 4.5.1. Two key observations emerge: (1) In each case where the recoater 

crash occurs, the 𝑈𝑧
𝑔𝑙𝑜𝑏𝑎𝑙

 at the failure height remains smaller than the real powder layer thickness. 

(2) According to Section 4.5.2, the initial recoater interference on OH40 occurs at the height of 

1.5 mm. But the corresponding 𝑈𝑧
𝑔𝑙𝑜𝑏𝑎𝑙

 at this height is only 40 µm, significantly less than the real 

powder layer thickness. These observations confirm that it is not sufficient to consider global 

thermal deformation alone when predicting recoater interference; local edge thermal deformation 

must also be taken into account.  
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Note that the edge effect mainly affects the build-directional deformation at part edges on 

the top surface [124, 144]. The deformation on the side surface is predominantly controlled by the 

thermal gradients distributed in the entire part, that is, the global thermal deformation term. This 

is why, in Section 4.5.3, the location-dependent MIS method agrees well with the experimental 

measurement regarding the deformation on the down-facing surface of the overhang wedge. 

Considering that the numerical modeling or analytical solution for calculating 𝑈𝑧
𝑙𝑜𝑐𝑎𝑙  is 

unavailable to date, we try to estimate 𝑈𝑧
𝑙𝑜𝑐𝑎𝑙  based on both experiments and simulations. 

According to MIS simulations, the global thermal deformation for OH40 at the height of 1.5 mm 

is 40 µm. Given that the powder layer thickness is 95 µm, the local edge deformation can be 

estimated by Eq. (4.2), 𝑈𝑧
𝑙𝑜𝑐𝑎𝑙 = 95 µm - 40 µm = 55 µm, which accounts for 58% of the powder 

layer thickness. Although it has been reported that the edge effect depends on the overhang angles 

[127], due to limited experimental resources to study this dependence, we assume the local edge 

deformation of 55 µm is applicable to any overhang angle here. 

Figure 4.14(b) depicts the variation of the total deformation in the build direction 𝑈𝑧
𝑡𝑜𝑡𝑎𝑙; 

that is, all deformation curves in Figure 4.14(a) are shifted upward by 55 µm. Several observations 

can be made from this figure: 

(1) For samples that undergo recoater crash, including OH25, OH30, OH35, OH40, CA-

100, TA-5, and TA-10, the crash always occurs at heights where 𝑈𝑧
𝑡𝑜𝑡𝑎𝑙 is greater than 

the powder layer thickness.  

(2) While OH45 does not experience a recoater crash, portions of its deformation curve are 

above the line for powder layer thickness, indicating a high possibility of recoater 

interference. This is confirmed by the experiment where elevated areas are observed 

during the deposition (see Figure 4.7(c)).  
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(3) The 𝑈𝑧
𝑡𝑜𝑡𝑎𝑙 of OH30 surpasses the powder layer thickness between deposit heights of 

1.0 mm and 1.5 mm, signaling the start of recoater interference. This is confirmed by 

the top surface topography of OH35-2.0, OH35-3.0, and OH35-4.0 shown in Figure 

4.15(a) - (c). These samples, located on build plate OH-BP5, are 35° overhang wedges 

with respective heights of 2 mm, 3 mm, and 4 mm. At these heights, elevated edges on 

the right are noticeable. Furthermore, as the deposit height increases, the extent of edge 

deformation becomes more pronounced. The areas of negative deformation next to the 

elevated edges might be caused by recoater interference, wherein the recoater blade 

bends the overhang tip after running across it.  

(4) The 𝑈𝑧
𝑡𝑜𝑡𝑎𝑙 of OH50 enters the CI of the powder layer thickness at around 4 mm in 

height, suggesting impending recoater interference. Figure 4.15(d) and (e) shows the 

𝑈𝑧
𝑡𝑜𝑡𝑎𝑙 on the top surfaces of OH50-2.0 and OH50-4.0, with no signs of interference at 

the respective heights of 2 mm and 4 mm. On the other hand, the top surface topography 

of OH50-6.0 (6 mm high) shown in Figure 4.15(f) reveals noticeably elevated edges 

on the right.  

(5) The 𝑈𝑧
𝑡𝑜𝑡𝑎𝑙  of the canonical part exceeds the powder layer thickness at a height of 

approximately 30 mm. However, there are no signs of recoater interference for CA-60 

(29.03 mm in height) and CA-72 (34.84 mm in height), as shown in Figure 4.16(a) and 

(b). Significantly raised edges emerge at 36.78 mm for CA-76, as shown in Figure 

4.16(c). This suggests that the actual occurrence of recoater interference is between 

34.84 mm and 36.78 mm, not at the predicted 30 mm. This discrepancy may be 

attributed to the assumption that local thermal deformation remains constant across all 

overhang angles. The variability of the overhang angle with height in the canonical part 
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makes predicting recoater interference more challenging. Although there is some error 

in the prediction, the conservative estimate of 30 mm provides a safety margin in part 

design.  

 

 

Figure 4.14 (a) Build-directional global thermal deformation 𝑼𝒛
𝒈𝒍𝒐𝒃𝒂𝒍

 versus part height, and (b) build-

directional total deformation 𝑼𝒛
𝒕𝒐𝒕𝒂𝒍 versus part height. The asterisk symbols (*) mark the part heights at 

which recoater crashes occur. Multiple asterisks on a curve represent duplicate experiments. No asterisk 

symbol on a curve means the corresponding structure was printed without a recoater crash. ‘EXP - AVG - 

POWDER’ is the average powder thickness, and ‘EXP - 95% CI - POWDER’ denotes the 95% confidence 

interval of the powder thickness. 
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Figure 4.15 Top surface topography of the overhangs on build plate OH-BP5: (a) OH35-2.0; (b) OH35-3.0; (c) 

OH35-4.0; (d) OH50-2.0; (e) OH50-4.0; (f) OH50-6.0. The black arrows show the direction of the recoater 

blade. 

 

 

Figure 4.16 Top surface topography of the canonical parts on build plate CT-BP1: (a) CA-60; (b) CA-72; (c) 

CA-76. The black arrows show the direction of the recoater blade.  
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4.6 Conclusions 

In this work, we propose and validate a framework that combines simulation and 

experimental approaches for predicting recoater interference and investigating recoater crashes in 

the L-PBF process. We use numerical simulations with the MIS method, incorporating location-

dependent ISs, to predict global thermal deformation in parts with overhangs. The local edge 

deformation is determined by reconciling the simulated global deformation with the measured 

deformation in the printed overhang wedges. In addition, calibration/validation experiments are 

conducted using geometries of staircases, canonical parts, and tables. Both in-situ video 

monitoring and ex-situ deformation measurements are employed in this study. The key findings 

from the study are summarized as follows:  

(1) The staircase experiment indicates a powder layer thickness of 95 µm, approximately 3.2 

times the nominal solid layer thickness.  

(2) Experiments on overhang wedges reveal that (i) initial recoater interference may occur at 

the early stage of deposition, around 50 layers, (ii) parts that are successfully printed can 

still encounter recoater interference during deposition, and (iii) smaller overhang angles 

lead to earlier crashes and greater deformation of the overhang edge in the build direction 

upon recoater crash. 

(3) An overhang angle θ of approximately 45° is commonly recognized as the limit for printing 

overhangs without support structures [156, 157]. When θ is less than this angle, achieving 

satisfactory surface quality in overhang regions is challenging. Our numerical simulations 

and experimental measurements reveal that even at an angle of 45°, recoater interference 

cannot be entirely ruled out. In fact, we observe recoater interference in overhangs with θ 

up to 50°.  
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(4) The MIS method with location-dependent ISs can effectively capture IS variations in the 

overhang region. The new method reduces the absolute error in deformation prediction by 

approximately 60% compared to the MIS method with constant ISs.  

(5) The total build-direction deformation at the edges of an overhang structure comprises a 

global thermal component from laser-induced thermal gradients distributed throughout the 

part and a local edge component due to melt pool dynamics near the edges. The global 

thermal deformation is calculated by the MIS method, and the local edge deformation is 

estimated at 55 µm. The threshold for potential interference is set when the deformation in 

the build direction surpasses the powder layer thickness.  
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5.0 Data-driven Distortion Compensation for L-PBF Using the Gaussian Process 

Regression and Inherent Strain (IS) Method 

5.1 Current Progress of Distortion Compensation in L-PBF 

The thermal-gradient-induced distortion in L-PBF processes adversely affect the 

dimensional quality of manufactured components [158]. One way to address this issue is through 

the distortion compensation technique. The fundamental idea of this technique is to pre-distort the 

design geometry of a part prior to manufacturing, resulting in an as-built part that closely matches 

the intended design geometry. Within the framework of distortion compensation, two crucial tasks 

emerge: determining the deformation and calculating the pre-deformation. 

Experimental measurement is a practical approach to obtaining part deformations. Afazov 

et al. [159, 160], Xu et al. [161], and Wang et al. [162] introduced distortion compensation 

approaches using 3D optically scanned data. Due to the mismatch between the mesh of the design 

part and the mesh of the corresponding as-built part which is converted from the scanned point 

cloud data, various point registration techniques were developed to determine the deformation of 

the part accurately. Afazov et al. [159, 160] employed a search algorithm to locate the projection 

point of the deformed node on the reference plane. Xie et al. [163, 164] proposed a generalized 

Bayesian regularization network approach to map the distorted structure back to its original 

designed configuration. The pre-deformation of a surface point is derived by simply inverting its 

deformation.  

However, considering that experimental measurement is time-consuming and costly, 

especially when determining the deformation of internal features inside a part, some researchers 
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leverage physics-based numerical simulations, such as FE analysis (FEA), to predict the part 

deformation. Afazov et al. [165], Yaghi et al. [166], Stiuso [167] and Biegler et al. [168] developed 

similar FE-based compensation methods for L-PBF and DED processes. These methods involve 

numerical determination of deformations, thereby eliminating the need for scanning and point 

registration. The compensated geometry is created by superimposing the inverted deformation 

onto the original design.  

The studies above set the pre-deformation as a linear inversion of the part deformation. 

However, Biegler et al. [168] reported that in the case of complex geometries, the deformations 

are non-linear and dependent on the geometry itself. Therefore, using linearly inverted deformation 

to pre-distort the design geometry may lead to inaccuracies.  

One way to deal with non-linear deformation is to use iterative methods [168]. In this 

method, each iteration involves setting the pre-deformation to be a portion of the linearly inverted 

deformation (typically using a scaling factor of 75% [169]) computed from the previous iteration. 

The compensation process continues until the deviation between the as-built part and the intended 

design geometry is below a specified tolerance. Due to its ease of implementation, the iterative 

method has gained widespread adoption in commercial software, such as ANSYS Additive Print 

[169] and Autodesk Fusion 360 Netfabb [170]. However, it should be noted that the iterative 

method can be computationally expensive if an inappropriate scaling factor or tolerance is chosen. 

Besides the iterative method, several studies have focused on utilizing machine learning 

(ML) approaches to calculate the pre-deformation due to their ability to address non-linear 

problems in AM processes [171]. Chowdhury and Anand [172] proposed a compensation approach 

based on artificial neural networks (ANN). This method first performs thermomechanical FEA to 

determine the deformed shape of a given design. Then, the design and deformed shape, represented 
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in terms of nodal coordinates, are utilized to train an ANN model by mapping the deformed shape 

(input) to the design shape (output). After training, the design shape is used as the model input, 

and the model output becomes the compensated shape. In a subsequent study, McConaha and 

Anand [18] extended this method from two perspectives. First, the deformed shape is acquired 

experimentally using an optical scanning device instead of numerical simulations. Second, they 

use the deformation relative to the design shape, rather than the nodal coordinates, to train the 

ANN model, with the aim of improving its performance. Hong et al. [173] implemented both linear 

inversion and ANN approaches to compensate for submillimeter overhang trusses fabricated using 

L-PBF. Experimental results demonstrate that the ANN approach achieves higher geometrical 

accuracy.  

In this work, we propose a distortion compensation framework, adapted from [174], for L-

PBF that includes an IS model for determining part deformation and a Gaussian process (GP) 

model for calculating pre-deformation. Additionally, we examine the effects of (1) lumped layer 

thickness and surface curviness, (2) the number of trial geometries, and (3) the number of transient 

deformation states on the accuracy of the compensation method. 

5.2 Framework for Distortion Compensation 

Given a geometry, the distortion compensation framework consists of four steps: (1) 

generating a training dataset containing deformation data using the IS method combined with the 

experimental measurement; (2) employing principal component analysis (PCA) to reduce the 

dimensionality of the data; (3) training the Gaussian process regression (GPR) model and 

computing the pre-deformation; (4) generating the compensated shape and exporting it as a 
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printable CAD file. Figure 5.1 shows the flowchart of the proposed distortion compensation 

framework. These steps will be described in detail in this section.  

 

Figure 5.1 Flowchart of the distortion compensation framework. 

5.2.1 Optimization of Inherent Strains 

Considering that accurate predictions of the distortion are critical to the subsequent 

compensation process and the influence of deposition process parameters on ISs is beyond the 

scope of this research, we employ the empirical method to find the ISs in this chapter. The IS 

values are optimized in ANSYS optiSLang 2021R1 [175] as a single-objective optimization task. 

The design variables are the directional components of the ISs, and the objective function 𝑔 is the 

error between the experimental measurements and the simulation results in terms of part distortion. 

The mathematic expression of the task is: 

 𝑔(𝜀𝑥, 𝜀𝑦, 𝜀𝑧 ) → min (5.1) 
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where 𝜀𝑥, 𝜀𝑦, and 𝜀𝑧 are the ISs in three orthogonal directions. In this work, 𝜀𝑥, 𝜀𝑦 are defined in 

the printing plane and 𝜀𝑧 is along the build direction. Furthermore, constraints on design variables 

such as lower and upper bounds can be generalized by the following expressions: 

 

ℎ𝑖(𝜀𝑥, 𝜀𝑦, 𝜀𝑧 ) = 0,     𝑖 = 1,2, … ,𝑚𝑒 

𝑙𝑗(𝜀𝑥, 𝜀𝑦, 𝜀𝑧 ) ≥ 0,     𝑗 = 1,2, … ,𝑚𝑢 

(5.2) 

where ℎ𝑖  and 𝑙𝑗  are equality and inequality constraints that are required to be satisfied, 

respectively; 𝑚𝑒 and 𝑚𝑢 are the number of equalities and inequalities, respectively.  

In this study, we use the gradient-based non-linear programming by quadratic Lagrangian 

(NLPQL) approach to search the local optimum as it is recommended by ANSYS optiSLang for 

low-dimensional tasks with fewer than 20 design variables. The objective function is the mean 

squared error between the measured and simulated deformations. The IS method is implemented 

using ANSYS Mechanical 2021R1 in this chapter. 

5.2.2 Gaussian Process 

The Gaussian process is a popular framework for supervised ML, which is utilized 

extensively in regression and classification tasks. A GPR model allows for the prediction of 

continuous quantities that integrate prior knowledge, such as kernels, and also provides measures 

of uncertainty for those predictions [176, 177].  

In general, for a regression problem, we have a training set 𝒟 of n observations, 𝒟 =

{(𝐱𝑖, 𝑦𝑖)|𝑖 = 1, … , 𝑛}, where 𝐱𝑖 denotes a d-by-1 input vector (d is the number of predictors or 

features) and 𝑦𝑖 denotes a scalar response [176]. The regression is to estimate a function 𝑓 that 

most closely fits the data: 
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 𝑦𝑖 = 𝑓(𝐱𝑖) + 𝜀𝑖,     𝑖 = 1, … , 𝑛 (5.3) 

where 𝜀 is a noise. 

A GPR model, denoted as 𝒢𝒫 , uses a mean function m(𝐱) and a covariance (kernel) 

function 𝑘(𝐱𝑖, 𝐱𝑗) to achieve the estimation [176]: 

 𝑓(𝐱) ~ 𝒢𝒫(𝑚(𝐱), 𝑘(𝐱𝑖, 𝐱𝑗) ) (5.4) 

 𝑚(𝐱) = 𝔼[𝑓(𝐱) ] (5.5) 

 𝑘(𝐱𝑖, 𝐱𝑗) = 𝔼 [(𝑓(𝐱𝑖) − 𝑚(𝐱𝑖)) (𝑓(𝐱𝑗) − 𝑚(𝐱𝑗))] (5.6) 

In the present work, the GPR analysis is implemented in MATLAB. An ARD squared 

exponential kernel function is employed, where ARD denotes automatic relevance determination 

[178]: 

 𝑘(𝐱𝑖, 𝐱𝑗) = 𝜎𝑓
2exp [−

1

2
∑

(𝑥𝑖𝑚 − 𝑥𝑗𝑚)
2

𝜎𝑚2

𝑑

𝑚=1

] (5.7) 

where 𝜎𝑚 represents the length scale for predictor m, m = 1, 2, ..., d and 𝜎𝑓 is the signal standard 

deviation. Both 𝜎𝑚  and 𝜎𝑓  are hyper-parameters in the kernel function. 𝑥𝑖𝑚  is the value of 

predictor m in the input vector 𝐱𝑖.  

5.2.3 Generation of the Deformation Dataset 

The IS method is first implemented on the design geometry 𝐺0 to obtain the deformation 

𝑼0, which can be written as a matrix: 

 𝑼0 = [𝒖0−0 ⋯ 𝒖0−𝑘 ⋯ 𝒖
0−𝑁𝐿]

𝑇
 (5.8) 

 𝒖0−𝑘 = [𝑢1𝑥
0−𝑘 𝑢1𝑦

0−𝑘 𝑢1𝑧
0−𝑘 ⋯ 𝑢𝑖𝑗

0−𝑘 ⋯ 𝑢𝑁𝑧
0−𝑘] (5.9) 
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where the superscript 0 in 𝑼0 and 𝒖0−𝑘 denotes that the deformation belongs to geometry 𝐺0. 

𝒖0−𝑘 is the kth deformation state and its component 𝑢𝑖𝑗
0−𝑘 represents the deformation value of node 

i (𝑖 = 1,… ,𝑁) in the j-direction (𝑗 = 𝑥, 𝑦, 𝑧) when the kth layer (0 ≤ 𝑘 ≤ 𝑁𝐿) has been deposited. 

N is the total number of nodes in the FE model (total degrees of freedom are 3N). 𝑁𝐿 is the number 

of lumped layers in the FE model. Vector 𝒖 has a constant length 3N, which means it always 

contains deformation of all the nodes in the FE model, regardless of their activation status.  

The deformation matrix 𝑼0 does not necessarily need to include the deformation state for 

every layer in the IS model but should at least contain the initial deformation state 𝒖0−0 and the 

final deformation state 𝒖
0−𝑁𝐿. It is worth noting that in the current study, the deformation of a 

geometry is always calculated with respect to the design shape 𝐺0  (reference configuration). 

Therefore, we have 𝒖0−0 = 𝟎 in 𝑼0. Later, we will introduce the concept of trial geometry, for 

which the initial state does not always equal to zero.  

In addition to the initial and final states, we have the option to store several intermediate 

states (usually evenly distributed) in 𝑼0. The total number of deformation states is denoted as 𝑁𝑘. 

For example, for a model with 𝑁𝐿 = 40 layers, 𝑼0 can be assembled with different 𝑁𝑘: 

 𝑼0 = [𝒖0−0 𝒖0−40]
T
    (𝑁𝑘 = 2) 

(5.10)  𝑼0 = [𝒖0−0 𝒖0−20 𝒖0−40]
T
    (𝑁𝑘 = 3) 

 𝑼0 = [𝒖0−0 𝒖0−10 𝒖0−20 𝒖0−30 𝒖0−40]
T
    (𝑁𝑘 = 5) 

It will be pointed out in Section 5.4.3 that using the design geometry alone in the 

compensation is not sufficient. Several trial geometries are created based on the design geometry 

and its distortion [174]. The shape of a trial geometry 𝐺𝑡 is determined by multiplying the final 
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deformation of the design geometry 𝑼0 by a scaling factor 𝑟𝑡, which is typically selected within 

the range [-1.5, -0.5], and adding it to the design shape 𝐺0: 

 𝐺𝑡 = 𝐺0 + 𝑟𝑡𝒖
0−𝑁𝐿 (5.11) 

As mentioned previously, since the design geometry 𝐺0 is the reference configuration for 

calculating the deformation, the initial state of a trial geometry 𝐺𝑡 is not zero and can be expressed 

as: 

 𝒖𝑡−0 = 𝑟𝑡𝒖
0−𝑁𝐿 (5.12) 

Similar to the design geometry, the IS method is applied to simulate the deformation of the 

trial geometries. The total deformation matrix consisting of deformation states of both design and 

trial geometries can be expressed as:  

 𝑼 = [𝑼0 𝑼1 ⋯ 𝑼𝑡 ⋯ 𝑼𝑁𝑡]𝑇 (5.13) 

where 𝑼𝑡  is the deformation matrix of geometry 𝐺𝑡  (𝑡 = 0,… ,𝑁𝑡 ). 𝑁𝑡  is the number of trial 

geometries. 

The use of trial geometries aims to collect more deformation data and expand the training 

dataset to make the ML model more accurate. The influence of 𝑁𝑡 on compensation accuracy will 

be discussed in Section 5.4.3. The total deformation dataset 𝑼 is a (𝑁𝑡 + 1)𝑁𝑘 -by-3𝑁  matrix 

where each row represents a particular deformation state for a geometry, and each column 

represents a degree of freedom. 

5.2.4 Principal Component Analysis 

For a large FE model with tens or even hundreds of thousands of nodes, the deformations 

of these nodes are not independent because they are connected by elements that follow specific 
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material constitutive behavior. When we use the GPR model to learn the deformation pattern and 

predict the pre-deformation, it is a good practice to use a reduced order model (ROM) for 

efficiency [174]. We perform PCA to the deformation dataset 𝑼 before training the GPR model, 

aiming to reduce the dimensionality of the dataset while minimizing the loss of information. The 

dimensional reduction is achieved by finding new linear combinations of variables known as 

principal components to characterize the dataset [179, 180]. The PCA of the deformation dataset 

𝑼 can be expressed as [181]: 

 𝑺 = 𝑼𝑾 (5.14) 

where 𝑾 is a 3N-by-𝑁𝑝 matrix whose columns are eigenvectors of  𝑼T𝑼. 𝑺 is a (𝑁𝑡 + 1)𝑁𝑘-by-

𝑁𝑝 matrix of principal component scores. Each row of 𝑺 corresponds to scores characterizing one 

deformation state of the FE model. 𝑁𝑝 is the number of principal components retained from dataset 

𝑼 such that 0 < 𝑁𝑝 ≤ 𝑁𝑝𝑡 . 𝑁𝑝𝑡 = min((𝑁𝑡 + 1)𝑁𝑘, 3𝑁) is the maximum number of principal 

components that can be obtained through PCA. In this study, 𝑁𝑝  is determined such that the 

retained principal components (in descending order according to their eigenvalues) can explain 

99% of the variation in the data: 

 𝑒 =  ∑ 𝜎𝑖
𝑁𝑝

𝑖=1
∑ 𝜎𝑖

𝑁𝑝𝑡

𝑖=1
⁄ ≥ 99% (5.15) 

where 𝜎𝑖 represents the eigenvalue of the ith principal component. 

After performing PCA, the goal of the GPR is to learn and predict the scores corresponding 

to each principal component. Therefore, the number of GPR models is 𝑁𝑝. 
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5.2.5 Gaussian Process Regression 

In the GPR model, the score matrix 𝑺 is defined as: 

 𝑺 = [𝑺𝟏 ⋯ 𝑺𝒑 ⋯ 𝑺𝑵𝒑] (5.16) 

 𝑺𝒑 = [
𝑠𝑝
0−0 ⋯ 𝑠𝑝

0−𝑁𝐿
⏟          

𝐹𝑜𝑟 𝑑𝑒𝑠𝑖𝑔𝑛 𝑔𝑒𝑜𝑚𝑒𝑡𝑟𝑦 𝐺0 

𝑠𝑝
1−0 ⋯ 𝑠𝑝

1−𝑁𝐿
⏟          
𝐹𝑜𝑟 𝑡𝑟𝑖𝑎𝑙 𝑔𝑒𝑜𝑚𝑒𝑡𝑟𝑦 𝐺1

⋯ 𝑠𝑝
𝑁𝑡−0 ⋯ 𝑠𝑝

𝑁𝑡−𝑁𝐿
⏟            
𝐹𝑜𝑟 𝑡𝑟𝑖𝑎𝑙 𝑔𝑒𝑜𝑚𝑒𝑡𝑟𝑦 𝐺𝑁𝑡

]

𝑇

 (5.17) 

The input feature of the GPR model for each principal component for a given geometry is 

a two-dimensional vector. The first entry is the kth deposited layer of the output geometry, and the 

second entry is the principal component score when the entire part is done printing (i.e., after the 

last layer is deposited); whereas the output is the principal component score after the kth layer is 

deposited, see Figure 5.2 (left). To predict the compensated geometry using the trained model, we 

set the input feature to be (0 𝑠𝑝
0−0), and the corresponding output 𝑠𝑝

𝑐 is then the component score 

for the pre-deformation of the geometry, as shown in Figure 5.2 (right). Suppose a geometry has a 

pre-deformation 𝑠𝑝
𝑐, its final deformation should be 𝑠𝑝

0−0, which corresponds to the deformation of 

the design geometry at the initial state and equals zero (𝒖0−0 = 𝟎). 

 

Figure 5.2 Structure of the GPR model for pth principal component (𝟎 < 𝒑 ≤ 𝑵𝒑). 
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5.2.6 Generation of the Compensated Geometry 

After GPR, the principal component scores corresponding to the compensated shape 𝑺𝑐 are 

determined (Equation (5.18)). Then, the pre-deformation 𝑼𝑐 is calculated by multiplying 𝑺𝑐 by the 

transpose of W (Equation  (5.19)). Finally, the compensated shape 𝐺𝑐 is obtained via Equation 

(5.20). The compensated shape is created based on the FE model. It is stored as a text file 

containing the nodal coordinates and element connectivity. This file can be easily converted to 

STP format for subsequent manufacturing. In this study, the conversion process is performed using 

ANSYS Workbench 2021R1. 

 𝑺𝒄 = [𝒔𝟏
𝒄 𝒔𝟐

𝒄 ⋯ 𝒔𝑵𝒑
𝒄
] (5.18) 

 𝒖𝒄 = 𝑺𝒄(𝑾)𝑻 (5.19) 

 𝑮𝒄 = 𝑮𝟎 + 𝒖𝒄  (5.20) 

5.3 Experimental Validation 

Two geometries were utilized for validating the proposed data-driven compensation 

approach. One is a lattice structure and the other is a canonical part, as shown in Figure 5.3. The 

objective of the compensation was to minimize the geometric disparity between the original design 

and the as-built part. The validation process includes the following procedures: (1) printing the 

part using the design CAD file; (2) measuring the part distortion; (3) using the measurement to 

optimize the ISs; (4) implementing the distortion compensation; (5) printing the part again using 

the compensated shape. 
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Figure 5.3 Geometries for validation: (a) lattice and (b) canonical (quarter view). 

All the parts were printed on an EOS M290 DMLS system using AISI stainless steel 316L 

powder. The default process parameters for 316L were employed, including a layer thickness of 

40 µm. The chamber was filled with argon to create an inert environment, and a brush powder 

recoater was used. The 316L powder was manufactured by Praxair Surface Technologies, Inc., 

having a packing density of 4 g/cm3. The particle size distribution was reported as, according to 

ASTM B822, d10 = 18 µm, d50 = 31 µm, and d90 = 49.3 µm. The part distortion was measured by 

an 8-axis Quantum Max (S Model) FaroArm laser scanning system [150]. In the current validation, 

three trial geometries (𝑁𝑡 = 3) were generated with scaling factors of 𝑟1 = −1.5, 𝑟2 = −1.0, and 

𝑟3 = −0.5. The number of principal components to be extracted for the regression process is 

determined by Equation (5.15). 

5.3.1 Distortion Compensation on Lattice Structure 

The as-built lattice structure printed using the design shape is shown in Figure 5.4(a). The 

part distortion is evident, particularly around the corners where the horizontal (in X- and Y-

direction) and vertical (in Z-direction) bars intersect. During the printing, when it comes to 
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depositing layers that solely consist of vertical bars, as shown in Figure 5.5(a), the shrinkage effect 

in the XY-plane is relatively subtle because the deposited area for each bar is small, approximately 

0.7 × 0.7 mm², and they are not connected. However, in deposit layers containing both horizontal 

and vertical bars shown in Figure 5.5(b), the deposited area is connected and expands to 0.7 × 17.5 

mm² for bars along the X-direction and 0.7 × 7 mm² for bars along the Y-direction. Consequently, 

the shrinkage in the XY-plane becomes much more pronounced, resulting in noticeable distortion 

in the corners. 

 

Figure 5.4 As-built lattice structure printed with: (a) design shape; (b) compensated shape. 

  

Figure 5.5 Cross-section of the lattice structure in the build direction that contains: (a) only vertical bars; (b) 

both vertical and horizontal bars. 
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The distortion of the design shape along two measurement paths A and B (see Figure 

5.3(a)) were extracted to calibrate the IS values. In the FE model, the lumped layer thickness (LLT) 

is set to 0.175 mm so that, within a unit cell, each bar consists of at least two lumped layers in the 

build direction. Since the layer thickness set on the EOS system is 40 µm, each layer of element 

corresponds to approximately 4.4 real layers. Figure 5.6 presents the distortion in Path A and B 

obtained from the measurement (EXP - DSGN) and calibrated IS simulation (SIM - DSGN). The 

distortion variation patterns in the two paths are similar but have different amplitudes. This is 

because the horizontal bars in the X- and Y-directions have different lengths and thus different 

shrinkages. A quantitative comparison regarding the maximum and average absolute distortion 

along Path A and B is listed in Table 5.1, where the error varies between 2.5% and 9.6%. The 

results demonstrate a good agreement between the simulation and measurement. The calibrated IS 

values are listed in Table 5.2.  

After calibrating the IS values, we followed the procedures presented in Section 5.2 to 

compensate for the lattice structure: creating three trial geometries, generating the deformation 

dataset, performing PCA and GPR, and finally obtaining the compensated shape. The as-built 

compensated part is shown in Figure 5.4(b). The distortions along Path A and B extracted from 

measurement (EXP - COMP) and simulation (SIM - COMP) are shown in Figure 5.6. Compared 

with the design shape, the distortion of the compensated shape is significantly decreased. The 

maximum and average absolute distortions along these two paths are listed in Table 5.3 and 

visualized in Figure 5.7. Overall, the reduction in distortion in the experiment (EXP - COMP) is 

less pronounced than in the simulation (SIM - COMP). For instance, the simulation data indicate 

that the proposed compensation approach can reduce the maximum distortion in Path A by 92.7%, 
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whereas the experiment shows only a 53.7% reduction. The reasons for this discrepancy will be 

discussed in Section 5.4.  

 

Figure 5.6 Distortion results for the lattice structure. EXP represents measurement and SIM represents 

simulation. DSGN denotes the original design shape and COMP denotes the compensated shape. 

 

Table 5.1 Distortion (absolute value) of the lattice structure printed with the design shape 

 
Maximum 

(mm) 
 

Error in max. 

(%) 
 

Average 

(mm) 
 

Error in avg. 

(%) 

 Path A Path B  Path A Path B  Path A Path B  Path A Path B 

EXP - DSGN 0.123 0.275  N/A N/A  0.052 0.118  N/A N/A 

SIM - DSGN 0.130 0.282  5.7 2.5  0.047 0.110  9.6 6.8 

 

Table 5.2 Calibrated IS values for the lattice structure 

LLT (mm) X-dir. Y-dir. Z-dir. 

0.175 -0.023 -0.023 0.019 

 

Table 5.3 Distortion (absolute value) of the lattice structure printed with the compensated shape 

 
Maximum 

(mm) 
 

Reduction in 

max. (%) 
 

Average 

(mm) 
 

Reduction in 

avg. (%) 

 Path A Path B  Path A Path B  Path A Path B  Path A Path B 

EXP - COMP 0.057 0.048  53.7 82.5  0.015 0.023  71.2 80.5 

SIM - COMP 0.009 0.040  92.7 85.5  0.004 0.008  92.3 93.2 
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Figure 5.7 Maximum and average distortion (absolute value) of the lattice structure. The percentages next to 

the bars represent the reduction in avg. (left) and max. (right) distortion with respect to EXP - DSGN. 

5.3.2 Distortion Compensation on Canonical Part 

Figure 5.8(a) illustrates the as-built canonical part printed using the design shape. To 

calibrate the ISs, the distortion along four measurement paths on the outer surface in the build 

direction (as depicted in Figure 5.3(b)) was extracted. Note that Figure 5.3(b) only displays two 

marked paths because it provides a quarter view and does not show the remaining two paths on 

the hidden sides. We noted that the IS values depend on the LLT in the FE model during the 

calibration process. Therefore, three FE models with LLT of 0.5 mm (LL05), 1.0 mm (LL10), and 

1.5 mm (LL15) were created and calibrated individually. 

The calibration results are shown in Figure 5.9(a). The negative distortion indicates that 

points on the measurement path deform towards the center of the canonical part. The curve 

representing the experiment is obtained by averaging the distortion data over all the paths. The 

distortion curve exhibits two peaks along the build direction, around Z = 52 mm and 14 mm. Both 

of these peaks are attributed to the joining of the inner and outer structures approximately at the 
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height of Z= 52 mm. After joining together, the inner overhang structure exerts a strong constraint 

on the outer wall, resulting in a large deformation there. The quantitative comparison between the 

experimental and simulated distortion is presented in Table 5.4. Overall, all the numerical models 

can follow the distortion pattern with errors ranging from 2.0% to 13.7%, demonstrating their 

effectiveness in predicting the distortion of the canonical part.  

Table 5.5 lists the calibrated IS values for the canonical part. Two points are worth noting: 

(1) the ISs listed in Table 5.5 differ from those in Table 5.2 for lattice structures, indicating that 

the IS values are geometry-dependent. Reference [52] further states that the ISs for a lattice 

structure depend on its relative density. (2) FE models with different LLTs yield different 

accuracies in distortion predictions and varying IS values, even after undergoing the same 

optimization process. These discrepancies will be further discussed in Section 5.4.  

 

Figure 5.8 As-built canonical part printed with (a) design shape; (b) compensated shape. 



 141 

      

Figure 5.9 Distortion results for the canonical part: (a) design shape; (b) compensated shape. LL05, LL10, 

and LL15 represent LLT of 0.5 mm, 1.0 mm, 1.5 mm. 

 

Table 5.4 Distortion (absolute value) of the canonical part printed with the design shape 

 
Maximum 

(mm) 

Error in max. 

(%) 

Average 

(mm) 

Error in avg. 

(%) 

EXP - DSGN 0.347 N/A 0.153 N/A 

SIM - DSGN:     

     LL05 0.305 12.1 0.150 2.0 

     LL10 0.336 3.2 0.158 3.3 

     LL15 0.323 6.9 0.174 13.7 

 

Table 5.5 Calibrated IS values for the canonical part 

LLT (mm) X-dir. Y-dir. Z-dir. 

0.5 -0.050 -0.050 0.020 

1.0 -0.018 -0.018 0.020 

1.5 -0.015 -0.015 0.015 
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Similar to the lattice structure, the canonical part was compensated on the numerical 

models with different LLTs (LL05, LL10, and LL15) individually. The as-built compensated parts 

are shown in Figure 5.8(b). The distortions from the measurement (EXP - COMP) and simulation 

(SIM - COMP) are shown in Figure 5.9(b). Compared with the design shape, the compensated 

shape can significantly decrease distortion. As listed in Table 5.6 and visualized in Figure 5.10, 

the experimental measurement shows that the proposed compensation method can reduce up to 

89.5% in maximum distortion (EXP - COMP - LL10) and 77.8% in average distortion (EXP - 

COMP - LL05) of the canonical part. Similar to the lattice structure, the overall reduction of the 

printed part is lower than that of the corresponding FE models, regardless of the LLTs used. For 

example, the simulation SIM - COMP - LL15 exhibits a distortion reduction of 94.8% for the 

maximum value and 97.4% for the average value. However, the measurements of EXP - COMP - 

LL15 indicate the actual reductions are only 77.8% and 86.9%, respectively. These observations 

will be discussed further in Section 5.4.  

Table 5.6 Distortion (absolute value) of the canonical part printed with the compensated shape 

 
Maximum 

(mm) 

Reduction in max. 

(%) 

Average 

(mm) 

Reduction in avg. 

(%) 

EXP - COMP:     

     LL05 0.077 77.8 0.020 86.9 

     LL10 0.131 62.2 0.016 89.5 

     LL15 0.106 69.5 0.020 86.9 

SIM - COMP:     

     LL05 0.018 94.8 0.004 97.4 

     LL10 0.017 95.1 0.006 96.1 

     LL15 0.013 96.3 0.006 96.1 
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Figure 5.10 Maximum and average distortion (absolute value) of the canonical part. The percentages next to 

the bars represent the reduction in avg. (left) and max. (right) distortion with respect to EXP - DSGN. 

In summary, the proposed compensation method has shown significant promise in reducing 

the geometric disparity between the as-built and design shapes. In the case of the lattice structure, 

experimental results show that it achieves a reduction of up to 82.5% in maximum distortion and 

up to 80.5% in average distortion. Similarly, for the canonical part, the method results in a 

reduction of up to 77.8% for maximum distortion and up to 89.5% for average distortion. 

5.4 Discussion 

5.4.1 Influence of Lumped Layer Thickness (LLT) in Finite Element (FE) Models 

In theory, the most accurate way to predict part distortion using the IS method is to set the 

LLT equal to the thickness of a real print layer of the L-PBF process. However, this is not feasible 

due to the exceedingly high computational costs [182]. In part-scale FE simulations, it is common 

practice to utilize a lumped layer to model multiple real print layers. However, this simplification 
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ignores the fact that the simulated stress fields differ between models based on sequentially 

activating multiple layers (layer-by-layer) and activating these layers simultaneously (i.e., one-

shot) [60]. Liang et al. [48] reported that, at the same IS values, varying the LLT in the FE model 

resulted in different deformations. This observation is further supported by the current study, as 

evidenced by the distinct calibrated IS values for LLT of 0.5 mm, 1.0 mm, and 1.5 mm (refer to 

Table 5.5).  

In order to compensate for the error caused by the LLT, Ref. [182] proposed an enhanced 

layer lumping method, in which the IS values were kept unchanged, whereas strength of the 

material in each lumped layer was adjusted according to its activation sequence. As an alternative, 

in this study, the IS values are calibrated individually for each LLT using experimental 

measurements, while the material properties are kept unchanged.  

According to simulation results in Table 5.6 and Figure 5.10, the compensated geometries 

obtained by simulation based on different LLTs (SIM - COMP - LL05/LL10/LL15) exhibit 

comparable levels of distortion reduction, ranging from 94.8% to 96.3% for maximum distortion 

and from 96.1% to 97.4% for average distortion, respectively. The difference in reduction among 

the three LLTs is less than 1.5%, meaning that the LLT has little effect on the simulated distortion 

reduction. This finding demonstrates the robustness of the proposed compensation approach.  

However, the printed compensated geometries (EXP - COMP - LL05/LL10/LL15) reveal 

that the actual distortion reduction may depend on the LLT. More specifically, the reduction ranges 

from 62.2% to 77.8% in maximum distortions, a 15.6% difference. This difference could be 

attributed to representing curvy surfaces with sharp transitions in the compensated shape (i.e., FE 

mesh), which will be discussed next. 
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5.4.2 Influence of Curvy Surfaces in Trial and Compensated Shapes 

For both the lattice structure and canonical part, the actual distortion reduction achieved in 

experiments (EXP - COMP) is generally worse than that obtained in simulations (SIM - COMP). 

In addition, the actual distortion reduction for the canonical part is related to the LLT. These 

observed results could be attributed to the curvy surfaces that arise in the geometric representation 

of the trial and compensated geometries.  

Both trial and compensated geometries are generated by adding a pre-deformation to the 

nodes of the FE mesh of the design geometry, which is originally represented by high-resolution 

STL discretization. The pre-deformation in trial geometries is proportional to the distortion of the 

design (see Equation (5.11)), while in compensated geometries, it is computed by the GPR model. 

Taking the canonical part as an example, the smooth and vertical outer side surface in the design 

shape has sharp transitions (e.g., two surface curves joining to form a sharp edge) in the trial and 

compensated shapes, as shown in red circled regions in Figure 5.11. The presence of abrupt 

transitions has two effects on the compensation method: (1) discretization error in geometric 

representation and (2) modeling error involving different process parameters.  

 

Figure 5.11 Outer side surface profiles in different canonical geometries (LLT = 1.5 mm). 
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The discretization error comes from the use of FE models in the compensation framework. 

A part is sliced into many lumped layers in the build direction in FE models. The discretization 

error can be ignored for vertically smooth surfaces (in the build direction). But for vertically curvy 

surfaces with sharp transitions, the larger the difference between the LLT and the real print layer 

thickness, the larger the discretization error in representing these surfaces. For example, the true 

compensated geometry may have fine geometric details on the outer side surface that a coarse 

mesh with a large LLT cannot represent. This can explain why the case of LLT = 0.5 mm (LL05) 

has better compensation performance in experiments than the cases of LLT = 1.0 mm (LL10) and 

1.5 mm (LL15). Specifically, LL05 has a reduction of 77.8% in maximum distortion, while LL10 

has 66.2% and LL15 has 69.5%. The fact that LL10 has a smaller reduction in maximum distortion 

than LL15 seems to be contradictory to the above analysis. This could be attributed to other factors 

in the printing process, such as dimensional errors [183].  

The involvement of different process parameters during deposition is due to the slicing 

procedure on the STL model. Before being sent to the printer, an STL model is sliced into 

thousands of layers in the build direction according to the real print layer thickness, which is 40 

µm in the current study, as shown in Figure 5.12. The EOS uses three sets of process parameters 

for 316L, chosen based on the location of the deposited area: up-skin, in-fill, and down-skin, as 

illustrated in Figure 5.12. The up-skin parameters are used for areas with no deposit above them, 

while the down-skin parameters are used for areas with no deposit beneath them. The in-fill 

parameters are adopted for areas where deposits exist both above and beneath. Studies have 

demonstrated that utilizing different process parameters can enable control over product qualities, 

such as surface finish and mechanical properties [184]. On the other hand, prior research has also 
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shown that using different process parameters can significantly influence the distortion and IS 

values of a part [52, 185]. 

 

Figure 5.12 Schematic of up-skin, in-skin and down-skin areas. 𝜽 is the overhang angle of the side surface. 

(Adapted from Refs. [184, 186]) 

Taking the canonical part as an example, the outer side surface of the design shape is 

smooth and vertical (with an overhang angle 𝜃 = 90°), meaning that most of the deposit is 

produced using in-fill parameters. However, as shown in Figure 5.11, the side surfaces of the trial 

and compensated geometries become curvy (as opposed to straight) in the build direction due to 

the superposition of pre-deformation, thereby exhibiting varying overhang angles. As a result, if 

these geometries were to be printed, the edges would be deposited using not only in-fill parameters 

but also up-skin and down-skin parameters. Consequently, the IS values, calibrated based on parts 

printed primarily using in-fill parameters, might be inaccurate when predicting the distortion of 

parts printed using up-skin and down-skin parameters. In other words, the IS model, calibrated via 

experimental measurement of the design geometry may not accurately predict the distortion of the 

trial and compensated geometries. This inconsistency helps to clarify why the real reduction of 

distortion seen in experiments generally falls below what is achieved in simulations.  

As mentioned earlier, the as-built canonical part with the design shape has two distortion 

peaks along the measurement path, one at around Z = 52 mm and the other at around Z = 14 mm. 

Therefore, the compensated shapes also exhibit substantial pre-deformations in these two areas, as 



 148 

shown in Figure 5.13. The sharp transitions around these regions may require extensive up-skin 

and down-skin scanning, leading to inaccurate distortion predictions. The results presented in 

Figure 5.9(b) confirm there is a significant discrepancy between the experiment (EXP - COMP) 

and simulation (SIM - COMP) in terms of distortion in these two areas. Adopting region-wise IS 

values to account for the influence of varying process parameters could be a potential solution to 

this issue. However, this aspect requires extensive study and is beyond the scope of this study.  

 

Figure 5.13 Pre-deformation along the measurement path in compensated geometries with different LLTs. 

The positive pre-deformations indicate that the point pre-deforms outward from the canonical center. 

5.4.3 Influence of 𝑵𝒕 and 𝑵𝒌 

In this section, we perform a two-way analysis of variance (ANOVA) to investigate the 

influence of two factors on the accuracy of compensation: the number of trial geometries (𝑁𝑡) and 

the number of deformation states (𝑁𝑘). These factors mainly affect the GPR process. We select the 

FE model of the canonical part with an LLT of 1.5 mm (𝑁𝐿 = 46) to conduct compensations and 

calculate the average distortion along the measurement path (see Figure 5.3(b)), which serves as 

the response variable in the ANOVA.  
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Each factor has three levels, as detailed in Table 5.7. The number of trial geometries is set 

to be 0 (only the design geometry), 1 (one trial geometry with a scaling factor of 𝑟1 = −1.5), and 

3 (three trial geometries with scaling factors of 𝑟1 = −1.5 , 𝑟2 = −1.0 , and 𝑟3 = −0.5). The 

number of deformation states is set to be 2 (𝑘 = 0, 46), 24 (𝑘 = 0, 2, 4,⋯ , 46), and 47 (𝑘 =

0, 1, 2,⋯ , 46). A Taguchi orthogonal array corresponding to these two factors and three levels is 

generated for the experimental design, as illustrated in Table 5.8. The number of experiments is 9 

(Run #1-9). It is worth noting that the number of retained principal components 𝑁𝑝  is not 

considered a factor here because its value depends on 𝑁𝑡 and 𝑁𝑘. For each combination of 𝑁𝑡 and 

𝑁𝑘, the 𝑁𝑝 is determined by Equation (5.15) and provided in Table 5.8. 

After conducting numerical experiments, we extract the distortion of the compensated part 

along the measurement path, as shown in Figure 5.14. The positive distortion indicates that points 

on the measurement path deform outwards from the canonical center. We then calculate the 

absolute average distortion, the results of which are presented in Table 5.8 and Figure 5.15.  

Table 5.7 ANOVA factor 

Factor Level 

𝑁𝑡 0, 1, 3 

𝑁𝑘 2, 24, 47 
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Table 5.8 Taguchi orthogonal array and corresponding results 

Run # 𝑁𝑡 𝑁𝑘 𝑁𝑝 Avg. distortion (mm) 

1 0 2 1 0.200 

2 0 24 6 0.196 

3 0 47 6 0.194 

4 1 2 1 0.109 

5 1 24 7 0.026 

6 1 47 8 0.032 

7 3 2 1 0.004 

8 3 24 5 0.007 

9 3 47 5 0.006 

 

 

Figure 5.14 Distortion results for the canonical part printed with compensated shape in ANOVA. 
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Figure 5.15 Average distortion for the canonical part printed with compensated shape in ANOVA. 

Runs #1, #2, and #3 involve only the design shape and do not include any trial geometries 

(𝑁𝑡 = 0). Regardless of the number of deformation states (𝑁𝑘), these runs deliver comparable 

average distortions, falling between 0.194 mm and 0.200 mm. Considering that the average 

distortion of the design shape itself is -0.174 mm (see SIM - DSGN - LL15), these three cases 

show a substantial overcompensation, which emphasizes the inadequacy of excluding trial 

geometries in the compensation process. Runs #4, #5, and #6, on the other hand, each includes a 

single trial geometry (𝑁𝑡 = 1). The overall performance for these three runs is better than that of 

runs without trial geometries, suggesting that incorporating trial geometries enhances the 

effectiveness of the GPR modeling. Finally, runs #7, #8, and #9, which include three trial 

geometries each (𝑁𝑡 = 3), exhibit average distortions of less than 0.007 mm, clearly underlining 

the significance of including trial geometries in the GPR modeling process.  

In the present ANOVA, the interaction effect is not measured due to the absence of 

replications, which means there are no repeated observations or experiments for each combination 

of 𝑁𝑡  and 𝑁𝑘 . The ANOVA is carried out using MATLAB anova2 function [187], which 

provides the F-statistic and p-value for each factor, as listed in Table 5.9. Assuming a significance 
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level 𝛼 = 0.05, a p-value of 0.002 for 𝑁𝑡 indicates its statistical significance, whereas a p-value of 

0.429 for 𝑁𝑘 suggests that it is not statistically significant.  

Note that although 𝑁𝑘  is not statistically significant according to ANOVA, it can still 

influence the compensation to a certain degree. For instance, in runs where 𝑁𝑡 = 1, setting 𝑁𝑘 =

1 results in an average distortion of 0.109 mm (Run #4), while setting 𝑁𝑘 = 24 and 47 lead to 

average distortions around 0.029 mm (Run #5 and #6), only 27% of the former. Conversely, when 

𝑁𝑡 is either too low (i.e., 0) or too high (i.e., 3), the variation in 𝑁𝑘 seems to have less impact on 

compensation performance. 

Table 5.9 Statistic results of ANOVA 

Factor F-statistic p-value 

𝑁𝑡 42.07 0.002 

𝑁𝑘 1.05 0.429 

 

Overall, the compensation accuracy improves as the number of trial geometries increases. 

Similar observations were reported in Ref. [174], where the compensation method is applied to the 

sintering process. From the perspective of ML, the use of trial geometries increases the variability 

of the deformation dataset, thereby enhancing the capacity of the GPR model to learn the 

deformation patterns of the object.  

In contrast, the number of deformation states is deemed insignificant to the compensation 

results. Run #7 only has two deformation states, namely the initial and final, but still yields an 

average distortion as small as 0.004 mm. This can be attributed to the characteristic of the L-PBF 

process, where the distortion is relatively small compared to the size of the part. For example, in 

the as-built canonical part, the maximum distortion along the measurement path is merely 0.347 

mm, which accounts for approximately 0.4% of the part width and length (81.61 mm). Given the 



 153 

relatively small deformation in the final state, the evolution path of the deformation (intermediate 

states) becomes less important. Khan et al. [117] proposed an analytical model to describe the 

residual stress distribution in L-PBF parts. They assumed that the deposition of a new layer would 

induce linear changes in the residual stress within the previously deposited material. The residual 

stress this model predicted aligns well with numerical prediction and experimental measurement. 

Similarly, in the current study, when only the initial and final deformation states are provided 

(𝑁𝑘 = 2), the underlying assumption is that the deformation follows a linear progression, which is 

considered to be a good approximation for the L-PBF process based on the discussion above.  

However, it is important to note that this linear assumption may not be valid for other AM 

processes, such as sintering in binder jetting, due to the significant change in part shape during the 

process. In such cases, it becomes necessary to incorporate multiple intermediate states to capture 

the non-linearity accurately in the deformation evaluation. 

5.5 Conclusions 

This research proposed a data-driven-based deformation compensation framework for L-

PBF processes. The framework starts with utilizing the experimentally calibrated IS method to 

generate a deformation dataset. Next, GPR models are trained using the dataset to predict the 

compensated geometry. Finally, an STL file of the compensated geometry is created and sent to 

the printer for manufacturing. The key findings of this research are summarized as follows: 

(1) Compared to the as-built design shape, the proposed compensation method achieves 

reductions of up to 82.5% in maximum distortion and 80.5% in average distortion for 

a lattice structure. In the case of a canonical part, the maximum and average distortion 
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reduction can reach up to 77.8% and 89.5%, respectively. These results provide strong 

validation for the effectiveness of the proposed method. 

(2) The LLT of the FE model has a negligible impact on the simulated distortion reduction 

but can affect the actual reduction due to the discretization error between the FE mesh 

and the real part. Overall, the compensation accuracy of the canonical part with an LLT 

of 0.5 mm is better than that with LLTs of 1.0 mm and 1.5 mm, as it renders a smoother 

outer surface. 

(3) The distortion reduction achieved in experiments is generally poorer compared to 

simulations. This discrepancy can be traced back to the inaccuracies of the IS values 

when dealing with trial and compensated geometries, which feature curvy outer 

surfaces in the build direction due to pre-deformation. Depositing these curvy surfaces 

with sharp transitions requires substantial use of up-skin and down-skin process 

parameters, along with in-fill parameters. The IS values, which are calibrated mainly 

based on in-fill process parameters, may not be suitable in this case.  

(4) The ANOVA analysis reveals that the number of trial geometries significantly 

influences the compensation results for L-PBF processes. In general, a higher number 

of trial geometries leads to a larger reduction in distortion. On the other hand, due to 

the assumption of a linear progression of deformation induced in L-PBF, the number 

of deformation states does not have statistical significance on the compensation 

outcomes. 
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6.0 Conclusions 

6.1 Main Contributions 

The research works in this dissertation are mainly focused on improving the IS method in 

L-PBF and wire-arc DED processes for predicting residual stress and deformation, with 

applications in recoater interference prediction and distortion compensation. The main 

contributions of this research are summarized as follows: 

(1) A new implementation procedure for the MIS method is proposed to improve the 

simulation accuracy of residual stress without degrading the residual deformation 

prediction. Previously, part-scale simulation in the MIS method utilized mechanical 

properties solely at ambient temperature, which proved to be inaccurate for predicting 

residual stress. The new procedure adds one more solution step employing mechanical 

properties at an elevated temperature determined from the IS extraction step. Both 

numerical and experimental studies are conducted to validate the proposed new 

implementation procedure. It shows that the MIS-based simulation with the new procedure 

can predict both residual stress and deformation of as-built L-PBF metal parts with good 

accuracy. 

(2) The MIS method is extended to use temperature-dependent ISs to capture the effect 

of heat accumulation commonly observed in large parts built by wire-arc DED. 

Previously, the MIS method could not account for heat accumulation in the wire-arc DED 

process. In the extended method, instead of loading constant ISs layer-by-layer, each layer 

is divided into several segments according to the deposition path and sequentially loads 
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temperature-dependent ISs based on the interpass temperature of the build. A flash heating 

simulation involving transient thermal analysis is added to obtain the interpass 

temperature. The proposed temperature-dependent MIS method has been experimentally 

validated. Compared with the constant MIS method, the new method reduces the stress 

prediction error from 46.5% to 8.7% for a 112 mm small wall and from 19.5% to 6.9% for 

a 250 mm large wall. Both of them are built with Ti6Al4V. The prediction error in 

maximum deformation of the large wall is reduced from 29.7% to 7.9%. 

(3) An integrated simulation and experimental framework to predict potential recoater 

interference for a given part designed for L-PBF fabrication. In prior studies 

employing numerical simulations to predict recoater interference, the criterion for defining 

interference has not been explicitly established. Furthermore, these studies did not account 

for deformation caused by the edge effect — the formation of elevated edges resulting 

from melt pool dynamics — due to constraints in model fidelity at the part scale. In the 

newly proposed framework, the recoater interference is defined to occur when the 

deformation of the part in the build direction exceeds the thickness of a newly spread 

powder layer after recoating. The largest deformation in the build direction is assumed to 

occur at the edge of a part and is postulated to be the sum of two contributions: global 

thermal deformation and local edge deformation. The global thermal deformation, 

generated by the relaxation of thermal stresses induced by the rapid laser melting and 

solidification over the entire part, is predicted using the MIS method. A key novelty in this 

work lies in employing location-dependent ISs in the MIS method to simulate the global 

thermal deformation of overhangs, which shows a 60% improvement in prediction 

accuracy compared with that using constant ISs. On the other hand, the local edge 
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deformation, associated with melt pool dynamics near the edge, is estimated by reconciling 

the MIS simulated and experimentally measured deformation on several overhang wedges. 

The validity of the proposed framework for predicting recoater interference is confirmed 

by experiments on different part geometries with overhangs. 

(4) A data-driven distortion compensation framework for the L-PBF process is 

presented. Rather than adopting the iterative approach for solving the compensation 

problem as seen in ANSYS and Autodesk Fusion 360 Netfabb, the proposed framework 

employs the experimentally-calibrated IS method to generate a dataset and utilizes the 

Gaussian process regression to create the compensated geometry. The effectiveness of the 

proposed method is confirmed by experimental measurements, which show a reduction in 

maximum distortions by up to 82.5% for a lattice structure and up to 77.8% for a canonical 

part. Furthermore, the compensation results indicate that (i) the lumped layer thickness of 

the FE model has little impact on the simulated reduction in distortion but can notably 

affect the experimental reduction in distortion; (ii) the discrepancy between the simulated 

and experimental compensation performance can be attributed to the curvy surfaces with 

sharp transitions in the trial and compensated shapes resulting from the pre-deformation; 

(iii) the number of trial geometries considerably affects the compensation results, as 

indicated by the analysis of variance, while the number of deformation states does not have 

a statistically significant impact. 
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6.2 Future Works 

While this dissertation demonstrates that the IS method has been refined for more accurate 

residual stress and deformation prediction for L-PBF and wire-arc DED processes and can be 

effectively applied to recoater interference prediction and distortion compensation, there remains 

room for further development of the proposed models and frameworks. The potential future works 

based on the research works in this dissertation are summarized below: 

(1) Development of comprehensive material constitutive models. In the present work 

involving thermomechanical analysis, the mechanical behavior of the deposited material is 

assumed to be ideally plastic for simplification, which is a possible source of error in the 

prediction of residual stress and deformation [87]. Therefore, future efforts can be devoted 

to developing more comprehensive material constitutive models to include more physics 

phenomena and improve the modeling accuracy, such as strain hardening, flow softening, 

microstructure evolution, and cracking. 

(2) Development of data-driven distortion compensation models. The data flow is 

unidirectional in the proposed data-driven framework for distortion compensation. 

Initially, experimentally measured deformations are used to calibrate the numerical model 

by optimizing the ISs. The calibrated model is then used to generate training data for GPR. 

This approach does not account for errors and uncertainties inherent in the measurement, 

calibration, and optimization processes. Multi-fidelity modeling [188, 189], which can 

simultaneously leverage high-fidelity measurement data and low-fidelity simulation 

results, offers a promising solution. This modeling approach can not only predict part 

deformation but also provide associated uncertainties. Therefore, future work could focus 
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on integrating multi-fidelity modeling into the distortion compensation model to enhance 

its accuracy and reliability. 

(3) Development of recoater interference prediction models. In the present framework for 

predicting the recoater interference, the local edge deformation is determined by 

reconciling experimentally measured deformation with numerically simulated deformation 

of overhang wedges. Due to limitations in our modeling fidelity, we assume this 

deformation to be constant across different overhang angles, as our current model does not 

fully capture the influence of these angles on local edge deformation. Future work could 

therefore be directed towards developing a micro-scale modeling approach to study and 

quantitatively calculate surface elevation caused by the edge effect. Additionally, 

developing high-fidelity numerical modeling could enable the exploration of the collision 

between the recoater blade and the overhang tip, providing valuable insights for predicting 

recoater crashes. 
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Appendix  

Appendix A Material Properties of 316L and 17-4PH 

Material properties of 316L and 17-4PH [71, 74-76] used in the simulation are listed as 

follows: 

Appendix Table 1 Constant material properties of 316L and 17-4PH used in the simulation 

 316L 17-4PH 

Solidus point TS 1360 °C 1432 °C 

Liquidus point TL 1450 °C 1487 °C 

Latent heat of fusion 270 kJ/kg 270 kJ/kg 

Poisson’s ratio 0.3 0.3 

 

Appendix Table 2 Temperature-dependent material properties of 316L used in the simulation 

Temperature  

(°C) 

Density 

(kg/m3) 

Heat 

conductivity 

(W/mK) 

Specific 

heat 

(J/Kg°C) 

Coefficient of 

thermal expansion 

(10-6) 

Yield 

strength  

(MPa) 

Young's 

modulus 

(GPa) 

25 7948 13.3 467 14.3 520 196 

204 7881 17.6 519 15.6 494 165 

315 7826 19.4 539 - 353 154 

371 7796 20.9 552 - 309 148 

427 7770 22.0 561 16.9 287 142 

482 7742 22.9 567 - 257 136 

538 7711 23.6 576 - 236 128 

650 7651 24.7 596 18.1 171 114 

950 7487 28.3 648 - 40 62 

1102 7392 29.0 666 19.3 40 62 

1395 7264 31.9 717 19.5 40 62 

 

 

 

 



 161 

Appendix Table 3 Temperature-dependent material properties of 17-4PH used in the simulation 

Temperature  

(°C) 

Density 

(kg/m3) 

Heat 

conductivity 

(W/mK) 

Specific 

heat 

(J/Kg°C) 

Coefficient of 

thermal expansion 

(10-6) 

Yield 

strength  

(MPa) 

Young's 

modulus 

(GPa) 

25 7717 11.3 - 10.7 1158 205 

204 - 12.9 442 11.4 958 194 

315 7657 15.3 547 11.6 931 187 

371 - 16.5 623 11.7 903 183 

427 - 17.7 673 11.9 889 176 

482 7623 19.1 723 11.7 814 173 

538 - 19.9 754 - 696 165 

650 7585 21.8 881 - 283 149 

950 7460 26.3 637 11.7 104 110 

1102 7400 28.4 694 13.4 104 78 

1395 7276 32 814 15.1 104 78 

Appendix B Von Mises Stress Data for L-bracket and Canonical Part 

Appendix Table 4 Von Mises stress (in MPa) at different locations on top of the L-bracket with 316L 

Location ANSYS AM MIS-EXT MIS-NEW EXP-ALT EXP-ROT 

P1 116 281 113 40 ± 25 171 ± 36 

P2 136 504 132 179 ± 27 231 ± 23 

P3 84 281 112 239 ± 30 210 ± 42 

P4 115 498 152 226 ± 43 179 ± 39 

P5 174 520 166 207 ± 34 164 ± 31 

P6 143 498 154 190 ± 38 236 ± 35 

P7 148 503 181 165 ± 23 117 ± 31 

P8 174 520 164 214 ± 26 156 ± 29 

P9 83 277 113 118 ± 27 113 ± 20 

P10 106 505 157 148 ± 34 268 ± 26 

P11 183 520 173 153 ± 27 206 ± 30 

P12 134 505 156 103 ± 28 246 ± 28 

P13 60 359 119 93 ± 29 166 ± 32 

P14 105 504 140 106 ± 51 107 ± 35 

P15 72 358 119 148 ± 41 220 ± 42 
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Appendix Table 5 Von Mises stress (in MPa) at different locations on top of the L-bracket with 17-4PH 

Location ANSYS AM MIS-EXT MIS-NEW EXP-ALT EXP-ROT 

P1 437 488 219 444 ± 46 338 ± 93 

P2 511 1095 276 340 ± 64 482 ± 94 

P3 318 488 219 418 ± 72 245 ± 72 

P4 385 1110 395 462 ± 73 305 ± 85 

P5 585 1157 411 238 ± 78 108 ± 90 

P6 535 111 405 443 ± 82 539 ± 88 

P7 505 1127 496 634 ± 139 526 ± 73 

P8 530 1157 397 524 ± 87 508 ± 95 

P9 317 479 219 119 ± 72 540 ± 69 

P10 380 1125 396 505 ± 109 588 ± 116 

P11 603 1158 436 337 ± 104 515 ± 74 

P12 464 1124 392 568 ± 104 507 ± 91 

P13 229 648 233 441 ± 57 516 ± 66 

P14 377 1115 313 607 ± 100 330 ± 61 

P15 274 648 233 226 ± 89 286 ± 102 

 

Appendix Table 6 Von Mises stress (in MPa) at different locations on top of the canonical part with 316L 

Location ANSYS AM MIS-EXT MIS-NEW EXP-1 EXP-2 

P1 278 512 308 148 ± 37 252 ± 21 

P2 186 416 254 189 ± 38 209 ± 34 

P3 215 435 268 277 ± 29 192 ± 17 

P4 244 462 284 245 ± 36 245 ± 46 

P5 277 512 308 325 ± 16 307 ± 35 

P6 186 418 255 196 ± 32 294 ± 48 

P7 216 435 268 214 ± 23 255 ± 15 

P8 245 463 284 360 ± 50 231 ± 45 

P9 287 512 304 299 ± 42 274 ± 28 

P10 155 371 224 209 ± 53 249 ± 47 

P11 198 416 256 192 ± 27 206 ± 35 

P12 261 462 305 326 ± 41 226 ± 29 
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Appendix C Von Mises Stress Data for Small and Large Wall 

Appendix Table 7 Von Mises stress (MPa) comparison of the small wall 

Location XRD 

Detailed process 

simulation w/o 

SSPT 

Detailed process 

simulation w/ SSPT 
MIS constant 

MIS temperature-

dependent 

Value Error Value Error Value Error Value Error 

P1 181 ± 115 89 -50.8% 112 -38.1% 353 95.0% 216 19.3% 

P2 1018 ± 97 1078 5.9% 1046 2.8% 1187 16.6% 1086 6.7% 

P3 490 ± 110 394 -19.6% 482 -1.6% 353 -28.0% 489 -0.2% 

Average   25.4%  14.2%  46.5%  8.7% 

 

Appendix Table 8 Von Mises stress (MPa) comparison of the large wall 

Location XRD MIS constant 
MIS temperature-

dependent 

  Value Error Value Error 

P1 747 ± 135 323 -56.8% 665 -11.0% 

P2 530 ± 107 523 -1.3% 544 2.6% 

P3 549 ± 76 550 0.2% 492 -10.4% 

P4 487 ± 113 523 7.4% 457 -6.2% 

P5 472 ± 98 323 -31.6% 492 4.2% 

Average   19.5%  6.9% 
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