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Abstract 

Molecular mechanisms governing Hexokinase 2 nuclear shuttling and resistance to 2-

deoxyglucose 

 

Mitchell Allen Lesko, PhD 

 

University of Pittsburgh, 2024 

 

 

 

 

Hexokinases represent the gateway enzyme of glucose metabolism by regulating cellular 

glucose uptake and glycolytic rate. Interestingly, some mammalian hexokinase isoforms shuttle 

into the nucleus in response to nutrient starvation, necessitating further investigation into the 

regulation and function of nuclear hexokinases. Here, using Saccharomyces cerevisiae and 

quantitative live-cell imaging, we gain insight into this phenomenon. In agreement with current 

mammalian models, we demonstrate nuclear accumulation of hexokinase 2 (Hxk2) in response to 

glucose starvation. Through this approach, we identify a NUAK-family kinase, Tda1, as crucial 

for inducing Hxk2 nuclear accumulation. Additionally, we identify a lysine residue located in the 

Hxk2 N-terminal tail, that maintains nuclear exclusion in glucose-replete conditions. This study 

advances our understanding of the mechanisms regulating hexokinase nuclear accumulation, with 

potential implications for disease, as increased hexokinase expression is linked to cancer 

progression, making hexokinases promising drug targets. 2-deoxyglucose (2DG) is a hexokinase 

inhibitor that elicits a starvation response in cancer cells. Despite its therapeutic potential, cancer 

cells gain resistance to 2DG by suppressing hexokinase activity. Yeast studies show that 

spontaneous loss-of-function mutations in the HXK2 gene confer 2DG resistance. To understand 

how Hxk2 mutations confer 2DG resistance we conducted lab evolution of wild-type yeast, 

identifying a novel HXK2 mutation (Hxk2G238V) in resistant cells. Biochemical and phenotypic 

analyses reveal this mutant encodes a loss-of-function allele, though the affected residue does not 
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interact with substrates. Molecular dynamics simulations predict that Hxk2G238V impedes glucose 

binding by altering the stability of the glucose binding pocket and large-scale domain closures 

required for catalysis. In past screens, we identified the Hxk2G55V allele that also conferred 2DG 

resistance. Hxk2G55V encodes an unstable enzyme that accumulates in the nucleus regardless of 

glucose availability. Though far from the enzymatic pocket, this mutation impacted the dynamics 

of a key “hinge-point,” influencing Hxk2 domain closures and hindering stable glucose binding. 

Collectively, these findings present the first atomistic models describing the impact of Hxk2 

mutations on enzyme dynamics and advance our understanding of substrate-induced 

conformational changes in hexokinases. 
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1.0 Introduction 

1.1 Glucose 

Glucose is the main carbon source that most cells use to generate energy and support cell 

function. Additionally, glucose is a building block for important cellular structures and 

macromolecules, such as fatty acids, cholesterol, nucleic acids, and amino acids [1]. Therefore, 

microorganisms such as yeast and complex multicellular organisms such as mammals possess 

regulatory networks that control glucose uptake and metabolism aimed at supporting the needs of 

the cell. Here, I summarize glucose metabolic pathways and the mechanisms of glucose 

homeostasis in mammals and yeast.  

1.1.1 Metabolism of glucose 

Glucose is a hydrophilic molecule and will not penetrate the lipid bilayer of cells without 

the help of transporters. The transport of glucose down its concentration gradient is mediated by 5 

glucose transporters (GLUTs; GLUT1-5) in mammals or 7 hexose transporters (HXTs; HXT1-7) 

in yeast [2]. Once inside the cell glucose must be “trapped” otherwise it can diffuse back out 

through the glucose transporters. To “trap” glucose in cells, the action of enzymes called 

hexokinases or glucokinases transfers a phosphate group from ATP to the C6 carbon of glucose. 

The resulting metabolite, glucose-6-phosphate (G6P), has four possible fates through which it acts 

as a substrate (Figure 1) [3]. 
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Figure 1. Metabolic fates of glucose.  

Glucose is phosphorylated by hexokinases and converted to glucose-6-phosphate. G6P is a substrate for four different 

metabolic pathways. First, G6P is used to generate ATP and NADH, the latter of which is used in OXPHOS to generate 

even more ATP. Glycolysis generates two pyruvate molecules per G6P that enter the Krebs cycle. Secondly, G6P 

serves as a substrate for the pentose phosphate pathway. It is utilized to generate reducing agents for reductive 

biosynthesis and to counteract the build-up of ROS species. Additionally, it is used to make substrates for DNA 

synthesis. Third, G6P is converted to N-acetylglucosamine by the hexosamine biosynthetic pathway where it is 

incorporated into glycan chains used in protein modifications. Finally, G6P can be stored in the form of glycogen. 
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First, G6P can enter the glycolysis pathway that uses a series of enzymatic reactions to 

convert G6P into two pyruvate molecules. From this pathway, the cell yields useable energy in the 

form of ATP and reducing agents in the form of NADH that can be used for further energy 

production in the electron transport chain. The resulting pyruvate molecules are metabolized 

through aerobic oxidative phosphorylation or anaerobic fermentation to generate more ATP and 

reducing agents NADH and FADH2. Second, G6P can enter the pentose phosphate pathway (PPP). 

Here, G6P is oxidized to generate NADPH and ribose-5-phosphate – a substrate for lipid 

biosynthesis and structural component of nucleotides, respectively [4]. Third, G6P can proceed 

one step further in glycolysis and be converted to fructose-6-phosphate which is a substrate for the 

hexosamine biosynthesis pathway. The first committed step of this pathway involves the glutamine 

fructose-6-phosphate aminotransferase 1-catalyzed production of glucosamine-6-phosphate from 

fructose-6-phosphate and glutamine. The resulting product, N-acetylglucosamine (GlcNAc) is a 

substrate for N- and O-linked glycosylation of proteins [5]. Finally, G6P serves as a precursor for 

glycogenesis. This pathway is triggered in the liver in response to insulin signaling when blood 

glucose levels rise after a meal. UDP-glucose is generated from G6P and used by glycogen 

synthase to assemble glycogen chains that are kept for storage until blood glucose levels drop [3]. 

1.1.2 Glucose homeostasis and signaling in mammals 

An intricate regulatory network controls blood glucose levels in mammals. The pancreas 

and liver play central roles in maintaining blood glucose levels and regulation of glucose uptake 

by adipose and muscle tissue cells [6]. Blood glucose levels are kept at ~5 mM which is maintained 

by hormonal signaling originating in the pancreas [6]. Specifically, insulin is released by 

pancreatic -cells to facilitate cellular glucose uptake by muscle and adipose cells while glucagon 
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released by pancreatic -cells stimulates hepatic glucose production thereby increasing blood 

glucose levels [7]. For example, after a meal rising blood glucose levels are detected by pancreatic 

-cells, inducing insulin release into the bloodstream. Insulin binds to insulin receptors expressed 

on the surface of muscle and adipose cells. Binding to these receptors activates downstream 

intracellular signaling pathways, such as the Ras-MAPK pathway and the AKT pathway [8]. Ras-

MAPK and AKT activation promotes anabolic pathways, increases glucose metabolism, and leads 

to expression and translocation of glucose transporters to the cell surface [7,8]. Muscle and 

adipocytes express an insulin-sensitive glucose transporter known as GLUT4 [9]. In the absence 

of insulin, GLUT4 is localized in intracellular vesicles known as GLUT4 storage vesicles. Insulin 

signaling promotes activates the AKT pathway and this triggers fusion of the GLUT4 storage 

vesicles to the plasma membrane [10,11]. Uptake of glucose through GLUT4 allows muscle and 

adipocytes to stockpile post-prandial glucose. At the same time, the liver uptakes excess 

bloodstream glucose and stores it in the form of glycogen [7]. It should be noted that mammalian 

diets contain many different sugars other than glucose, including fructose and galactose. Both 

sugars are almost completely cleared from the bloodstream in one passage through the liver thanks 

to fructo- and galacto-kinases [12,13]. When blood glucose levels fall below 5 mM, pancreatic -

cells secrete glucagon to counteract the effects of insulin [14]. Glucagon signaling initiates i) the 

breakdown of liver glycogen stores and ii) the generation of glucose via gluconeogenesis in the 

liver, each of which increases the release of glucose into blood circulation [14]. Though muscle 

cells do not express glucagon receptors, they benefit indirectly from glucose released by the liver 

[14]. In contrast, in adipocytes, binding of glucagon to receptors initiates lipid breakdown and 

release of fatty acids, which can also be used as a fuel source [15].  



 5 

Mammalian cells control their rate of energy consumption based on the availability of 

nutrients and capacity to generate ATP from glucose or other sources. Two key players, the AMP-

activated protein kinase (AMPK) and mammalian target of rapamycin complex 1 (mTORC1), are 

opposing, master regulators of cell metabolic processes that sense nutrient and energy availability 

[16]. mTORC1 is positively regulated by intracellular nutrients (glucose, amino acids, etc.), high 

ATP levels, and extracellular growth factors (insulin and insulin-like growth factor 1) [16–19]. In 

response to these activating cues, mTORC1 is recruited to lysosomes (equivalent of yeast vacuole) 

where it promotes anabolic metabolism and cell growth by inducing processes such as protein, 

lipid, and nucleotide synthesis [16–19]. AMPK acts oppositely to mTORC1 and is activated in 

response to energy depletion and stress [20,21]. In these conditions, the LKB1 kinase 

phosphorylates the AMPK activation loop at T172, allowing AMPK to become a functional kinase 

[22,23]. AMPK is further allosterically activated by AMP, a breakdown product of ATP 

hydrolysis, and therefore AMPK directly senses and responds to the cellular energy balance [24].  

In addition, more recently a non-canonical activation of AMPK activation by the degree of 

glycolytic flux has been proposed. This mechanism requires fructose-1,6-bisphosphate (FBP), a 

substrate for the enzyme aldolase [25–27]. When aldolase is left unoccupied by FBP, it recruits 

LKB1 to the lysosome in complex with the adaptor proteins AXIN1 and AXIN2 [25]. This brings 

LKB1 into proximity of lysosomal AMPK, allowing LKB1 promotion of AMPK phosphorylation 

and activation [25]. Activated AMPK redirects cellular metabolism, favoring catabolism and 

decreasing anabolism by altering the activation of downstream proteins in several pathways, 

including mTORC1 itself [20]. AMPK deactivates mTORC1 signaling and phosphorylates its 

upstream regulator TSC2 and mTORC1 subunit RAPTOR in response to energy stress [20]. 

Therefore, AMPK and mTORC1 represent master regulatory circuits of metabolism. 
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1.1.3 Glucose homeostasis and signaling in yeast 

The budding yeast Saccharomyces cerevisiae is an important model organism that has been 

instrumental in helping scientists to understand basic biological processes and human disease 

states. Like most cells on the planet, yeast cells prefer glucose as a carbon source. However, they 

utilize glucose differently than most cells, preferring to get most of their energy from glycolysis 

with a limited contribution from respiration even with sufficient oxygen, a phenomenon known as 

the Crabtree effect [28]. This metabolism is driven by the fact that glucose inhibits transcription 

of genes that promote catabolism of other carbon sources, but also genes involved in respiration 

and oxidative phosphorylation [29]. Though less efficient at generating ATP, the Crabtree effect 

provides some competitive advantage for yeast cells [30,31]. First, yeast’s glycolysis-based 

metabolism relies on the rapid uptake of glucose from the environment which may diminish 

glucose supply to non-yeast cells in the area that consume glucose more slowly [30,31]. Second, 

at the end of yeast’s glycolysis, the pyruvate produced is fermented to ethanol [30,31]. This 

provides an advantage because it restricts this carbon source from organisms that cannot 

metabolize ethanol and prevents ethanol-sensitive organisms from growing [30,31]. In addition, 

when glucose becomes limiting, yeast can begin expressing cellular respiratory genes and utilize 

ethanol for energy production [30,31].  

Central to this metabolic preference is the glucose repression pathway (Figure 2). 

Activation of this pathway is dependent on the yeast AMPK ortholog, Snf1 [32,33]. Snf1 functions 

as a heterotrimeric complex composed of the Snf1 catalytic subunit, the  regulatory subunit, Snf4, 

and one of three -subunits encoded by GAL83, SIP1, or SIP2 [32,33]. Association with each -

subunit subcellular localization of the Snf1 complex, which in turn is thought to dictate substrate 



 7 

specificity [34–36]. Sip1 directs the AMPK complex to the vacuole while Sip2 promotes its 

cytosolic localization and Gal83 directs AMPK to the nucleus [34–36]. Like in mammalian cells, 

yeast Snf1 mainly responds to glucose limitation, nutrient, and other cellular stressors [32,33,36–

38]. Once active, Snf1 signals a shift in metabolism from aerobic glycolysis to respiratory 

metabolism, glycogen synthesis, gluconeogenesis, autophagy, glyoxylate cycle, and the use of 

alternative carbon sources [29,32,33,39]. Like mammalian AMPK, activation of Snf1 in low 

glucose conditions is achieved through phosphorylation of a conserved threonine residue (T210) 

within its activation loop [38,40–42]. This phospho-activation is carried out by one of three 

upstream kinases -- Sak1, Tos3, and Elm1 [43–45]. Unlike in mammals, Snf1 is not allosterically 

activated by ADP rather than AMP [46], but this still allows direct coupling of Snf1 activity with 

cellular energy status. In rich glucose conditions, phosphorylation of Snf1 is counter-acted by the 

Glc7/Reg1 PP1 phosphatase complex [38,41,47–49]. Dephosphorylation by Reg1/Glc7 is 

proposed to be the primary means by which Snf1 phosphorylation is regulated as none of the 

upstream kinases responds to changing glucose levels [41]. 

Upon activation, Snf1 phosphorylates several transcription factors [29]. Mig1, is a well-

characterized downstream target of Snf1-dependent phosphorylation [36,50–52]. In glucose-rich 

environments, Mig1 is dephosphorylated in the cytosol by the Glc7/Reg1 phosphatase, which 

allows Mig1 import into the nucleus where it acts as a transcription repressor that suppresses 

glucose-repressed genes [41,50,53]. In glucose starvation conditions, active Snf1 phosphorylates 

Mig1, causing it to become nuclear-excluded and thereby mitigating its role as a transcription 

repressor [50,54]. This allows for the activation of genes needed to for use of alternative carbon 

sources, thereby lifting glucose repression of gene expression [50,54]. In addition to Mig1, Snf1 

phosphorylates the transcription activator Cat8 [55]. Phosphorylated Cat8 binds to carbon-source 
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responsive elements in the promoters of genes involved in gluconeogenesis, glyoxylate cycle, and 

utilization of nonfermentable carbon sources including fructose-1,6-bisphosphatase (FBP1; 

gluconeogenesis), malate synthase (MLS1; glyoxylate cycle), and isocitrate lyase (ICL1; 

glyoxylate cycle) [56–59]. 

 

Figure 2. Yeast glucose repression pathway.  

The Snf1 kinase coordinates the use of alternative carbon sources by releasing glucose repression. Three upstream 

kinases, Sak1, Tos1, and Elm1 are responsible for phosphorylating and activating Snf1, while the Glc7/Reg1 

phosphatase dephosphorylates it in glucose-replete conditions. The glucose-sensing mechanism requires Hxk2 and 

activates Glc7/Reg1 to trigger dephosphorylation of Snf1. Once active, Snf1-Snf4 binds to one of three -subunits. 
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The Snf1-Snf4-Gal83 complex plays a major role in glucose derepression where it enters the nucleus and 

phosphorylates Mig1 and Cat8. This leads to the expression of genes involved in the use of alternative carbon sources, 

gluconeogenesis, and respiration. This diagram was adapted from a review by Conrad et al [29]. 

1.2 Hexokinases 

In 1927, Nobel Prize winner Otto Meyerhof demonstrated the stimulatory effect of a yeast 

“activator” on glucose fermentation by muscle extracts. The word “hexokinase” was used for the 

first time to describe this “activator” [60]. Hexokinases and the related glucokinases (the latter of 

which are named for their altered substrate preferences relative to hexokinases) are enzymes that 

catalyze the conversion of glucose to glucose-6-phosphate and are found across every domain of 

life [61,62]. This includes a variety of species such as plants, yeast, and humans in addition to 

many other vertebrates and bacteria [61]. Though glucose is the preferred substrate of the 

hexokinases, they can also phosphorylate other hexose sugars to varying degrees such as fructose 

and mannose. In contrast, glucokinases get their namesake as they only have specificity for 

glucose. Once phosphorylated, glucose-6-phosphate can be metabolized through several pathways 

(see section 1.1) influenced by the metabolic demand of the cell or organism, thus underscoring 

the pivotal role of hexokinases in dictating the magnitude and direction of glucose metabolism. 

Aside from phosphorylating glucose, hexokinases possess non-canonical functions independent of 

their catalytic activity including, but not limited to, regulating pro-apoptotic signaling and redox 

homeostasis pathways, and transcription regulation [62]. They are also rather dynamic enzymes, 

localizing to different regions – including the outer mitochondrial membrane (OMM) [63], the 

nucleus [64–72], insulin-containing vesicles [73–75], and the endoplasmic reticulum [76] – of the 
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cell depending on nutrient conditions, environmental stressors, or signaling cues. These dynamic 

localization changes have led to the proposal that hexokinases may regulate more than just sugar 

metabolism, operating in ‘moonlighting’ functions at these other cellular locales. These alternative 

activities of hexokinases are considered in more depth in sections 1.2.2.2, 1.2.2.3, and 1.2.2.4. In 

the preceding sections, I focus on hexokinases of the budding yeast, Saccharomyces cerevisiae, 

and mammalian cells. Below, I discuss their structure, mechanism of catalysis, differential 

expression within each organism, physiological roles, disease implications, subcellular 

localization, and non-catalytic functions.  

1.2.1 Structural overview 

1.2.1.1 Hexokinase structure 

Hexokinase proteins belong to the larger actin ATPase clan, whose constituents include 

sugar kinases, stress-70 proteins, and actin. Though these family members have strikingly 

disparate functions, they share common structural features; all family members have a conserved 

core that consists of two / subdomains with topology  [77,78]. The two subdomains 

are positioned on either side of a deep cleft that houses the ATP binding site (see Figure 3A) [78]. 

In the cleft, there is a central -sheet surrounded by -helices, with an identical topology of loop 

connections [78]. The phosphate tail of ATP is flanked and bound to residues on two -hairpins, 

one on each of the subdomains [78]. Each family member has a unique pattern of insertions that 

occur at different locations within the conserved core domain, giving each hexokinase its unique 

biological function [77]. Hexokinases also have unique extensions at either the N- or C-terminus, 

or both [77].   
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The many crystal structures of hexokinases provide a comprehensive understanding of their 

structure [79–94]. All hexokinases are distinguished by a conserved / fold [77,78]. They 

generally fold into two distinct subdomains: a mostly -helical large subdomain and a palm-

shaped / small subdomain. The core of each is made up of a 5-stranded mixed -sheet, where 

each -sheet is flanked by -helices. The active site is formed by a deep cleft between the two 

subdomains, where -sheets from both subdomains form the active site pocket (see Figure 3) 

[79,80,83].  

1.2.1.2 Substrate and allosteric binding sites 

Crystal structures of hexokinases are often captured with glucose bound to the enzymatic cleft. 

Consistently, the glucose binding site is located underneath a -hairpin structure within a polar 

region of the enzymatic cleft (Figure 3B) [79,83,86,89,94]. Here, glucose is bound to the active 

site through hydrogen bonding interactions between pocket lining residues and the glucose 

hydroxyl groups (Figure 3B) [79,83]. The adenine portion of ATP is sandwiched between two -

helices that form a defined pocket at the exterior portion of the enzymatic cleft (Figure 3B) 

[85,90,94,95]. The phosphate groups of ATP are buried in a hydrophilic tunnel and point toward 

the glucose molecule [85,87,94,95]. This positions ATP perfectly so that the -phosphate is 

positioned next to the C6 -OH group on glucose for catalysis. Mammalian hexokinases, except for 

GCK, are inhibited by physiological levels of G6P that binds a distinct allosteric site from the 

glucose binding in the enzymatic cleft [86,89,90,92,96]. This G6P binding site may compete with 

ATP binding, preventing further phosphorylation of glucose when G6P levels are high. Indeed, 

crystal structures demonstrate that the binding sites for ATP and G6P overlap; specifically, the 6-

phosphate group of G6P occupies the same position as the ATP -phosphate [85,90,92]. Structural 
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evidence suggests that G6P stabilizes the closed conformation of hexokinases, thereby preventing 

glucose binding to the active site [89,92,96]. In addition to this regulation by G6P, mammalian 

HKI binds noncatalytic ADP/ATP at a site distinct from the enzymatic cleft [90,96]. Here, 

ADP/ATP is positioned in a surface cleft that is made up of a series of -helices [90,96]. The 

adenine ring is buried at the very end of the cleft and held in place by stacking interactions, 

hydrogen bonds, and van der Waals forces with surface-facing residues on the -helices [90,96]. 

This ADP/ATP binding site is positioned near an N-terminal helix responsible for anchoring HKI 

to the mitochondrial outer membrane through interactions with the phospholipid bilayer and porin 

[90,96]. Thus, it is suggested that ADP/ATP binding to this site may impact the conformation of 

this region; indeed, binding of triphosphates promotes dissociation of HKI from the mitochondrial 

membrane [86,90,91,97]. Kuettner, et al. captured an ATP analog bound to a similar region in 

Hxk1 of Kluyveromyces lactis, but in a different orientation [83]. However, they determined this 

to be an artifact due to the high concentration of the ATP analog present in the crystallization 

buffer. 



 13 

 

Figure 3. Yeast hexokinase structure and associated substrate-induced conformational change.  

(A) Three-dimensional structures of yeast Hxk2 (apo, PDB 1IG8) and Hxk1 (holo, PDB 3B8A) in ribbon and surface 

representation. ATP and glucose are positioned in the enzymatic cleft (carbon atoms of both substrates are colored 

yellow). Blue and purple regions depict the large and small subdomains of each structure, respectively. The purple 

arrow depicts the approximate motion of domain closure. The glucose molecule was already captured in the holo 

crystal structure depicted. To indicate the location of the ATP binding site, we superimposed crystallographic ATP 

from a yeast Glk1 structure (PDB 6PDT). (B) Zoomed-in view of the hexokinase glucose (*) and ATP (**) binding 
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sites. The hexokinase backbone is depicted using ribbon representation. Sidechains of residues participating in 

hydrogen bonding interactions with glucose and/or ATP are depicted as gray rods. Blue, dashed lines indicate 

hydrogen bonds. (C) Zoomed-in image of Hxk2 focusing on the interface between the large (blue) and small (purple) 

subdomains.Yellow sidechains represent residues believed to be molecular hinge points. 

1.2.1.3 Mode of substrate binding and catalytic mechanism 

The induced fit mechanism theory of enzymatic action originally proposed by Koshland states 

that the active site of an enzyme changes shape to accommodate substrate binding [98]. 

Hexokinases are a classical example of this model, and their conformational changes are best 

studied in yeast (Figure 3A) [79–83,93,99,100]. They start in a state referred to as the ‘open’ 

conformation, which leaves the active site exposed to bulk solvent. Upon glucose binding to the 

active site, the large and small subdomains rotate relative to one another to bring the molecule to 

a ‘closed’ conformation. This rotation collapses the enzymatic cleft leading to the envelopment of 

the glucose molecule through an “embracing” mechanism [79,83,84,93,99,101]. In addition to the 

rigid-body closure, several loop regions in the small subdomain, namely residues 87-92, 115-124, 

158-163, and 174-178 in yeast hexokinase, move forward to embrace the binding site and even 

interact with the glucose molecule directly (i.e., residues 175 and 176) [79,83]. ATP binding to the 

active site induces further conformational changes [81]. Several “hinge” points lie at the interface 

between the large and small subdomains, namely residues 73-74, 104-107, 211-215, 458-459, and 

466-467 (Figure 3C) [79]. Residues 73-74 lie at the end of a longer 24-residue loop region present 

in all hexokinases called the connecting loop, which bridges together the large and small 

subdomains and is critical for ensuring proper domain closure in the presence of substrate [88,102]. 

Though initially controversial, it is now generally agreed that hexokinases show a random 

sequential mechanism where either ATP or glucose may bind first [103–107].  
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The sum of these conformational changes brings the ATP -phosphate directly next to the C6-

OH group of glucose for transfer [94]. Next, an amino acid lining the active site acts as a catalytic 

base (usually an aspartic acid) by removing a hydrogen atom from the 6-oxygen of glucose. This 

enables nucleophilic attack on the ATP -phosphate, followed by transfer to the glucose 6-oxygen 

[87]. Electrostatic interactions between the resulting ADP and G6P drive the two products apart 

leading to their release from the enzymatic cleft. 

1.2.2 Hexokinases in mammalian cells 

1.2.2.1 Isoforms and differential expression 

Five hexokinase isoforms are present in mammals: HK1, HK2, HK3, glucokinase (GCK), 

and hexokinase domain-containing protein-1 (HKDC1) [108,109]. HK1-3 and HKDC1 consist of 

two, 50 kDa N- and C-terminal lobes with high sequence similarity connected by a long, eight-

turn linker helix (Figure 4A, B) [108,109]. These genes are likely to have evolved from the 

duplication and fusion of a gene encoding an ancestral 50 kDa hexokinase [110]. Catalytic activity 

is retained in both lobes of HK2, suggesting it is most closely related to the ancestral hexokinase 

produced from the gene duplication event (Figure 4B) [111–113]. In contrast, only the C-terminal 

lobes of HK1 and HK3 are active with the N-terminal lobe acting as a product inhibitory site for 

G6P (Figure 4B) [86,90,91,114,115]. It is likely that following gene duplication, HK1 and HK3 

contained mutations that resulted in functional differentiation of the N-terminal lobes, allowing 

them to acquire these regulatory roles [110]. HK1-3 have relatively high enzymatic activity and 

are potently inhibited by physiological concentrations of the G6P product [110,114]. GCK has a 

single 50 kDa catalytic domain, a low affinity toward glucose, and is not product inhibited by G6P 
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[116]. HK1, HK2, and HKDC1 contain ~20-amino acid hydrophobic helices extending from the 

N-terminus that enable binding to the mitochondrial outer membrane [97,117,118]. 

 

Figure 4. Hexokinase isozymes and their kinetic properties.  

(A) Table summarizing the characteristics of each mammalian hexokinase isozyme. The structure of each isozyme, as 

predicted by AlphaFold (accession number from left to right: P19367, P52789, P52790, P35557, Q2TB90), is depicted 
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above its gene name. ND = No Data, - = no effect (B) Schematic of the functional domains of each hexokinase 

isozyme. The location of both hexokinase domains (if applicable) is depicted by rectangles. Blue rectangles depict 

inactive domains and red rectangles depict catalytically active domains. Though HKDC1 possesses hexokinase 

activity, it is unclear whether one or both of its domains are catalytically active. Therefore, both domains are colored 

gray. Mitochondrial binding domains (MBD) are depicted as green squares. Numbers above each domain represent 

the amino acids that make up the respective regions. Spirals represent -helical domains and straight or curved lines 

depict unstructured domains. Portions of this figure were adapted from reviews published by Wilson, Farooq et al, 

and Guo et al [108–110]. 

 

Each hexokinase isoform has distinct tissue expression, subcellular localization, enzyme 

kinetics, and substrate specificities (Figure 4A). Engagement of multiple isoforms allows fine-

tuning of glucose metabolism to meet the unique metabolic demands of specific cell and tissue 

types. For example, HK1 is the main isoform in the brain, but it is also ubiquitously and stably 

expressed across all tissue types and its gene is unaffected by most physiological conditions or 

stresses [108,110,119]. This ubiquitous and stable expression is due to the promoter of HK1, which 

has characteristics associated with those of “housekeeping enzymes” [120]. HK1 is inhibited by 

its product G6P but is activated by elevated levels of inorganic phosphate (Pi) in times of high 

energy use in the cell [86,112,115,121]. This suggests that HKI responds to cellular energy status 

and serves a primarily catabolic role by promoting glycolytic metabolism [108,110]. The 

ubiquitous expression of HK1 aligns with this view, considering the importance of glycolysis in 

all bodily tissues [110]. Consistent with a role in promoting glycolysis, HK1 is highly expressed 

in the brain, a tissue with high reliance on glycolytic flux to sustain high rates of energy production 

[122].  

HK2 expression is more restrictive, limited to only insulin-sensitive tissues such as the 

heart, skeletal muscle, and adipose tissues [123]. G6P can inhibit HK2, but Pi adds to this inhibition 
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[111–113,115]. In muscle tissue, G6P and Pi levels elevate during exercise as glycogen breakdown 

and energy consumption increase. Inhibition of HK2 by these two metabolites limits glucose 

phosphorylation, uptake, and storage into glycogen in conditions when glycogenolysis (catabolic 

process) is the preferred means of energy production [124]. These features make HK2 well-suited 

for an anabolic role in recovering skeletal muscle to provide G6P for glycogen synthesis. Recent 

literature further proposes an anabolic role for HK2 where it generates G6P for NADPH 

production for lipid synthesis through PPP in the liver and mammary glands [125,126]. 

Importantly, HK2 induction is part of the anabolic program elicited by insulin in muscle cells, 

further supporting a role in promoting biosynthetic metabolism [127,128]. HK2 is the most well-

studied hexokinase isozyme because of its role in the progression and maintenance of several 

cancers [70,129–139]. Indeed, a metabolic adaptation of cancer cells is a shift to aerobic glycolysis 

as a main source of ATP rather than oxidative phosphorylation, a phenomenon known as the 

Warburg effect [140]. HK2 overexpression, more so than other isoforms, is associated with this 

metabolic rewiring to support high glycolytic flux and tumor growth rates; HK2 inhibition 

suppresses cancer cell growth and metastasis [129,137,138,141,142]. Overexpressed or 

hyperactive HK2 is a negative prognostic marker in a variety of cancers, including breast cancer, 

liver cancer, pancreatic cancer, hepatocellular carcinoma, cervical, and glioblastoma multiforme 

[131,134,138,139,143–146]. 

GCK is primarily found in the liver, pancreas, intestine, and brain. GCK demonstrates 

sigmoidal enzyme kinetics and thus is not saturated by physiological glucose concentrations [147]. 

These properties allow GCK to act as a blood glucose sensor in pancreatic -cells, ensuring that 

insulin secretion matches blood glucose levels [148]. In the liver, GCK expression increases in 

response to insulin where it removes glucose from the bloodstream when levels are high after a 
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meal (>5 mM) [149,150]. The resulting phosphorylated glucose is mostly stored as glycogen or 

used for fat synthesis [148]. Therefore, GCK serves as an important regulator of glucose 

homeostasis in the body. The importance of GCK in glucose balance is highlighted by the fact that 

metabolic diseases result from mutations in the GCK gene. Mutations in GCK are associated with 

diabetes and the severity correlates with the level of enzyme activity [149,151–154]. For example, 

a mild form of diabetes called maturity onset diabetes of the young type 2 (MODY2) is caused by 

heterozygous loss-of-function mutations in GCK [151,153,155,156] whereas homozygous loss-

of-function mutations can cause more severe disease, specifically permanent neonatal diabetes 

mellitus (PNDM) [153]. Conversely, gain-of-function GCK mutations cause hyperinsulinemic 

hypoglycemia that is characterized by increased insulin secretion independent of blood glucose 

levels [151,153].   

HK3 and HKDC1 are less characterized in comparison to the other isoforms. HK3 is 

expressed at low levels in the lung, kidney, and liver [157]. It is inhibited by glucose at high 

concentrations and is inhibited by G6P and Pi to a similar degree as HK2, supporting an anabolic 

role [108,110]. It also has the lowest affinity for ATP amongst the hexokinases, however, the 

physiological impact of this characteristic is unknown [110]. HKDC1 was only recently discovered 

(2007) and demonstrates a wide distribution of expression in human tissues including kidney, 

brain, small intestine, and thyroid amongst others [158]. Guo et al. confirmed that HKDC1 

possesses hexokinase activity by expressing it in rat pancreatic -cells and demonstrating 

increased hexokinase activity over a range of glucose concentrations [159]. HKDC1 has low 

catalytic activity, demonstrating a lower binding affinity than GCK and containing ~20% of the 

activity of HK1 when tested in vitro [117,159].  Recent studies suggest that HKDC1 may regulate 
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glucose tolerance during pregnancy and be associated with metabolic diseases including 

gestational diabetes mellitus and cancer [160–162]. 

1.2.2.2 Role in glucose homeostasis and sensing 

Hexokinases are thought to have other, non-canonical roles outside of phosphorylating 

glucose. The best described of these, identified in a wide array of organisms, is the ability of 

hexokinases to sense glucose (see Rodriguez-Saavedra et al. 2021 [62] for a thorough review). For 

example, GCK plays a crucial role in preserving glucose balance by sensing glucose in 

bloodstream and controlling insulin secretion from mammalian pancreatic -cells [148]. GCK is 

an excellent glucose sensor because it has sigmoidal enzyme kinetics due to positive cooperativity 

with glucose (Hill coefficient 1.6-1.8) with the steepest portion of the sigmoidal curve at about 4.0 

mM, close to the threshold for inducing the secretion of insulin (~5 mM) [102,163–165]. GCK 

also has low affinity for glucose (Km = 8.0 mM) and so does not saturate at physiological 

concentrations (Vmax > 20 mM), which are kept in the tight window of 3.6-5.8 mM in the blood 

[147,148]. Importantly, GCK is not inhibited by G6P, unlike the other high affinity (HK1-3) 

hexokinase isozymes. These properties allow GCK to phosphorylate glucose at a rate proportionate 

to blood glucose concentrations and across a wide physiological range.  

In pancreatic -cells, GCK acts as a principal control for the secretion of insulin [166–

168]. Briefly, glucose enters the -cell cytoplasm through glucose transporters so that the 

intracellular and extracellular glucose concentrations rapidly equilibrate. As a result, GCK activity 

increases and drives higher rates of glycolysis and generation of reducing agents from the TCA 

cycle. This causes an increased flux of reducing agents into the mitochondria and the generation 

of ATP. Cytosolic pools of ATP increase followed by a decrease in cytosolic ADP. These changes 
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in ATP/ADP ratio inhibit ATP-sensitive K+ ion channels, leading to membrane depolarization and 

opening of voltage-gated Ca2+ ion channels, calcium influx, and exocytosis of insulin granules 

[147–149]. GCK may similarly regulate the release of glucagon in pancreatic -cells [169,170]. 

Increases in glucose phosphorylation by GCK, in-turn, increases the ATP/ADP ratio leading to 

closure of ATP-dependent K+ channels and membrane depolarization. However, in -cells, 

membrane depolarization inactivates voltage-gated Na+ channels involved in action potential 

firing which results in decreased activation of Ca2+ channels that promote Ca2+ entry. As a result, 

exocytosis of glucagon-containing granules, which would release glucagon into the circulation, is 

prevented [148].  
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Figure 5. Mammalian hexokinase subcellular localization change and functions.  

HK1, HK2, and HKDC1 can translocate from the cytosol and bind to the OMM through their interaction with VDAC. 

OMM binding of HK2 is stimulated through phosphorylation by AKT which becomes active in response to insulin 

signaling and other pro-growth signals. OMM binding propensity dictates the metabolic fate of glucose. When HK1 

and HK2 are cytosolic, G6P is directed toward anabolic metabolism such as glycogen synthesis and PPP. When bound 

to the OMM, G6P is directed toward glycolysis and the production of ATP. Hexokinase binding to the OMM better 

couples ATP generation and G6P production which helps improve electron flow and alleviate ROS generation. 

Mitochondrial-localized HK1 and HK2 prevent the binding of Bcl2-family proteins and the subsequent opening of the 

mPTP. Mitochondrial HK2 associates with MAMs where it regulates flux of Ca2+ ions from the ER to the 

Mitochondria and prevents mPTP opening. In response to nutrient stress, HK2 and HK3 translocate to the nucleus. 

However, the functional significance of this not clear. HK2 may influence transcription of stress response genes by 
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interacting with transcription machinery and regulators of chromatin structure. Though HK3 may influence similar 

responses, it is unclear if this is by interacting directly with nuclear proteins. In the liver, GCK binds to GKRP, which 

acts as a competitive inhibitor of GCK in the absence of glucose. This complex is then imported into the nucleus 

where GCK is kept there for storage until glucose is re-introduced. In pancreatic -cells, GCK enters the nucleus via 

a nuclear localization sequence and sumoylation induces nuclear translocation. 

1.2.2.3 Localization at the mitochondria 

Hexokinases are dynamic and change their subcellular localization in response to 

environmental stimuli (Figure 5). As early as the 1960s, it was demonstrated that a pool of HK1 

and HK2, and more recently HKDC1, bind to the outer mitochondrial membrane [97,171]. 

Mitochondrial binding is driven by an N-terminal, hydrophobic helix that encodes a mitochondrial 

binding domain, embedding it within the lipid bilayer of the outer mitochondrial membrane 

[118,172]. At the mitochondrial surface, HK1, HK2, and HKDC1 bind to voltage-dependent anion 

channel 1 (VDAC1) (Figure 5) [117,173–175]. VDAC1 is a channel protein that exports ATP from 

the mitochondria into the cytosol. In this way, VDAC1 serves as a conduit for the flux of ions, 

metabolites, and various respiratory substrates across the OMM [176]. Binding to VDAC1 gives 

hexokinases preferential access to ATP, thereby maximizing their catalytic output and directing 

the flux of G6P.  

What are the roles of mitochondrial hexokinases? Hexokinase binding to mitochondria may 

dictate the metabolic fate of glucose. HK1 binds more strongly to VDAC1 than HK2 and acts as a 

housekeeping enzyme, mainly committing glucose to glycolysis [177–180]. In contrast, HK2 is 

more dynamic and alternates between cytoplasmic and mitochondrial-bound states in response to 

metabolic stressors and glucose availability [177,178,181]. HK2 may have dual roles dictated by 

its cellular localization; cytosolic HK2 may channel G6P into glycogen and PPP pathways while 
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mitochondrial HK2 promotes G6P flux through glycolysis and oxidative phosphorylation 

[177,178,182,183]. Similarly, mitochondrial localized HK1 may have specific roles. A recent 

study of mitochondrial HK1 examined an HK1 lacking its N-terminal mitochondrial-binding 

domain (MBD). Mice expressing HK1-∆MBD had decreased glucose flux in the latter stages of 

glycolysis and increased flux through the pentose phosphate pathway [180]. The block on 

glycolysis was mediated by cytosolic HK1 binding to and promoting iNOS-dependent 

nitrosylation and inhibition of GAPDH [180]. Therefore, the subcellular localization of HK1 

dictates the metabolic fate of G6P between anabolic and catabolic metabolism. Mitochondrial HK1 

prevents the inhibition of GAPDH thereby stimulating G6P catabolism through glycolysis. In 

contrast, cytosolic HK1 inhibits GAPDH and G6P is metabolized via anabolic PPP [180].   

Mitochondrial HK2 protects the cell from apoptosis. In cardiomyocytes, AKT, an insulin-

responsive kinase that elicits anabolic and anti-apoptotic signaling in cells [184], and prevents cell-

death by promoting HK2 binding to the mitochondria [63]. HK2 mitochondrial binding is 

regulated by AKT, as AKT phosphorylates HK2 at T473 and induces its translocation to the OMM 

[181]. HK2 mitochondrial localization can be regulated by other kinases including DMPK and Src 

kinase that form a complex with HK2 at the OMM where it promotes antioxidant and pro-survival 

properties in rhabdomyosarcoma cells [185]. Furthermore, OMM-bound HK2 inhibits apoptosis 

by preventing the opening of the mitochondrial Permeability Transition Pore (mPTP) [186]. 

Mechanistically, HK2 binds to VDAC1 and prevents the assembly of pro-apoptotic Bcl2-family 

proteins, specifically Bad and Bax, at the OMM [187,188]. This hinders the formation and opening 

of the mPTP, thereby preventing the release of cytochrome C into the cytosol and inhibition of 

apoptosis [173,174,187]. Mitochondrial HK2 also inhibits mPTP opening by preventing Ca2+ 

overload and generation of reactive oxygen species (ROS), each of which normally induce mPTP 
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opening [76,174,182,183,185,189–191]. Indeed, mitochondrial HK2 couples glucose 

phosphorylation with ATP generation, thereby improving electron flow in the mitochondria and 

reducing mitochondrial ROS generation [189,192]. Mitochondrial HK2 can localize at 

Mitochondria-Associated Membranes (MAMs), which are inter-organelle contacts between the 

endoplasmic reticulum (ER) and the OMM [76]. MAMs are involved in Ca2+ transfer to 

mitochondria [193], which is required for mitochondrial enzyme function and cell survival as it 

suppresses apoptosis [194]. Displacement of HK2 from MAMs may be an effective mechanism to 

induce cell death in cancer cells as its dissociation leads to increased flux of Ca2+ into the 

mitochondria, triggering mPTP opening and apoptosis [76]. This highlights the impact of HK2 on 

preserving mitochondrial-ER Ca2+ fluxes and underscores the importance of regulating these 

fluxes in cancer cells.  

Mitochondrial HK2 is beneficial to cancer cells as it provides a more efficient means to 

drive energy production from glucose phosphorylation for rapid growth. Additionally, 

mitochondrial HK2 prevents apoptotic signaling and thereby increases cancer cell survival. For 

example, AKT becomes constitutively active in several tumors [184] leading to the 

phosphorylation of HK2 and in turn, its localization to the OMM where it inhibits apoptosis 

[181,187]. Also, the ubiquitination of HK2 at K63 by the HectH9 E3 ligase drives its localization 

to the OMM by promoting HK2 binding to VDAC [145]. HK2 ubiquitination promotes 

proliferation, metabolic reprogramming, and chemoresistance in prostate cancer cells [145]. 

Finally, HK2 is sumoylated at K315 and K492 and this modification regulates mitochondrial 

binding in prostate cancer cells. De-sumoylation by the sumo-specific protease, SENP1, induces 

HK2 translocation to the mitochondria and enhances glucose consumption. In turn, this metabolic 

shift supports prostate cancer cell proliferation and provides chemoresistance [195]. These 
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observations underscore the potential of using AKT inhibitors [196] or targeting HectH9 and 

SENP1 as avenues to displace mitochondrial hexokinases and cause apoptosis in cancer cells. 

Disruption of HK2 OMM binding can be detrimental to cancer cells and may be a 

therapeutic avenue against cancers. For example, a non-phosphorylatable mutant of HK2 (T473A) 

decreases tumorigenesis and metastasis in colon and breast cancer xenografts of mice [197]. 

Further highlighting its importance to cancer cell survival, loss of HK2 from the OMM stimulates 

mPTP opening and cell death [187,188,198]. Such observations offer an intriguing therapeutic 

strategy for triggering cancer cell death, prompting the development of small peptides that prevent 

HK2 binding to the OMM. The HK2pep, which mimics the N-terminal portion of HK2 necessary 

for mitochondrial delivery, competes with the anchoring of endogenous HK2 to the mitochondria, 

thus promoting cell death [76,174,185,187,199]. Reciprocally, VDAC1-based peptides also 

prevent HK2 binding to the OMM [199]. Introduction of peptides composed of the last eight C-

terminal amino acids of HKDC1 also competes with its binding to VDAC1 and elicits cell death 

in T-cell lymphoma [200]. 

HKDC1 localizes to the OMM in liver and breast cancer cells [117,201]. Like HK2, 

HKDC1 binds to VDAC1 and increases mitochondrial membrane potential and glucose uptake, 

promoting cell survival and proliferation [160,200–202]. Knockdown of HKDC1 increases ROS 

generation, caspase-3 activity, and apoptosis, thereby similarly providing a means to induce cell 

death that could be leveraged in the fight against cancer and other diseases [201].  

1.2.2.4 Nuclear localization and proposed roles 

In addition to their cytosolic functions in glycolysis, all enzymes of the glycolysis pathway 

can accumulate in the nucleus. The purpose of nuclear-localized glycolytic enzymes remains 

poorly understood, but this whole-sale relocalization to the nucleus raises the hypothesis that 
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glycolysis may be occurring in this compartment [203]. Studies from the 1960s incubated isolated 

nuclei with glucose and found that ATP and lactate were produced, supporting the idea that the 

nucleus may perform glycolysis [204]. Nuclear glycolytic enzymes may serve to alter transcription 

factor function, associate with RNA polymerase III, interact with DNA, regulate nuclear ubiquitin 

ligases, stimulate DNA polymerase, and protect telomeres [205–209]. Though a variety of putative 

functional linkages have been assembled, compelling and detailed mechanistic insight remains to 

be provided. As an example, phosphofructokinase, which catalyzes the third step in glycolysis, 

accumulates in the nucleus in HeLa, colorectal carcinoma, and breast cancer cell lines where its 

product, fructose-2,6-bisphosphate, triggers signaling pathways that promote cell growth [210]. In 

another example, nuclear pyruvate kinase and pyruvate dehydrogenase (steps 10 and 11 in 

glycolysis) form a complex with histone acetyltransferases. This allows for local production of 

acetyl-CoA, which can be used to acetylate histones and regulate gene transcription [211,212]. 

Though many examples like these exist, much remains to be defined for the nuclear activities of 

glycolytic enzymes. 

What induces accumulation of nuclear hexokinases? In plants and humans, nuclear 

accumulation often occurs in response to glucose depletion or other stress conditions 

[64,65,69,70,95]. In mammals, the HK2, HK3, and GCK hexokinases can all accumulate in the 

nucleus (Figure 5) [64–68,70,213]. The best-defined nuclear translocation for any mammalian 

hexokinase is that of GCK. In liver hepatocytes under fasting conditions, GCK binds to the 

glucokinase regulatory protein (GKRP), and this is needed for GCK nuclear translocation [69,213–

215]. GKRP binds to the open conformation of GCK, acting as a competitive inhibitor of glucose 

binding [69,216]. GKRP then sequesters GCK into the nucleus through a “piggy-backing” 

mechanism where it is stored until blood glucose levels rise again [69,215]. Phosphorylated 
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carbohydrates regulate the assembly of the GCK-GKRP complex. Specifically, fructose-6-

phosphate promotes complex formation, whereas fructose-1-phosphate disrupts complex 

formation following feeding [216–219]. It remains possible that that GCK nuclear shuttling is 

controlled via a nuclear localization signal (NLS). A putative nuclear localization sequence (NLS) 

has been identified in pancreatic GCK (L30-R36) that is also conserved in the liver isoform 

[215,220]. Mutation of lysine residues in this region decreased the nuclear accumulation of 

transfected GCK in mouse pancreatic -cells [215,220]. GCK is sumoylated in vitro and in 

pancreatic -cells at K12, K13, K15, and K346 and these modifications increase its catalytic 

activity and cellular stability [221]. Sumoylation may additionally regulate GCK nuclear shuttling 

(Figure 5) as its co-transfection with sumoylation machinery including the sumo-conjugating 

enzyme, Ubc9, promoted its nuclear localization in pancreatic -cells [220]. Interestingly, one of 

the GCK sumoylation sites is adjacent to a predicted nuclear export sequence (NES) composed of 

E300-V310 [215]. It is feasible that sumoylation of this residue may mask the NES and prevent 

the nuclear export of GCK. The nuclear function of GCK in pancreatic -cells is currently 

unknown. Whether sumoylation contributes to GCK nuclear shuttling in liver hepatocytes also 

remains an open question. Still, several studies have indicated that GCK nuclear accumulation is 

fully dependent on GKRP [69,213–215].   

The nuclear roles of HK2 and HK3 are not well understood. In brief, HK2 remains bound 

to the mitochondria in glucose-replete conditions but then translocates to the nucleus under 

glucose-starvation conditions in cancer cells and hematopoietic stem cells [64–66,68,70]. HK2 

nuclear shuttling is induced in response to metabolic stress, particularly after cancer cells are 

treated with 2DG or when starved for glucose [64–66]. In cancer cells, AKT regulates the nuclear-

cytosolic shuttling of HK2 [65]. When active, AKT phosphorylates and promotes mitochondrial 
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localization of HK2 (see section 1.2.2.3). With AKT inactivated, HK2 likely becomes 

dephosphorylated and dissociates from the mitochondria. Mitochondrial dissociation is thought to 

drive nuclear accumulation of HK2, but a detailed mechanism for how this occurs is yet to be 

defined [65]. However, its nuclear localization may require additional inputs as the 

pharmacological detachment of HK2 from the mitochondria did not lead to its nuclear shuttling 

[65].  

Several putative mono- (K41-K51, K144-K147, R190-R196, K424-K428, K487-K491) 

and bipartite (P420-R432, K424-V435, K762-R778) NLS sequences have been identified in HK2, 

suggesting regulation by nuclear import machinery [64,66,70]. Indeed, evidence of regulation by 

nuclear import machinery was demonstrated, as knockdown of the nuclear importin IPO5 in a 

leukemic cell line resulted in decreased levels of HK2 in the nucleus [66]. K to E mutations at two 

of the monopartite NLS sites (K41-K45 and K424-K428) attenuated HK2 nuclear shuttling in 

epithelial ovarian cancer cells in response to cisplatin treatment [70]. Follow-up will be required 

to assess the contributions of the other putative NLS sites.  

HK2 nuclear shuttling is linked with several putative functions. Accumulation of nuclear 

HK2 pools may be associated with increased glucose uptake in cancer cells [65]. Moreover, HK2 

interacts with nuclear proteins to modulate chromatin structure, transcription, and responses to 

DNA damage in both leukemic and normal hematopoietic stem cells [66]. Furthermore, nuclear 

HK2 increases leukemic stem cell properties by reducing differentiation and instances of double-

strand breaks, while also imparting chemoresistance independently of HK2 enzymatic activity 

[66]. In glucose-deprived glioma cells, HK2 plays a role in regulating redox homeostasis by 

forming a complex and acting as a coactivator of erythroid 2-related factor 2 (Nrf2) to enhance the 

expression of xanthine reductase (XOR) [68]. Importantly, HK2 forms a complex with apoptosis-
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inducing factor (AIF) at the OMM of ovarian cancer cells, where together they translocate to the 

nucleus, eliciting AIF-induced apoptosis after cisplatin treatment [70]. These data further support 

the idea that nuclear translocation of hexokinases can have important roles in regulating cell fate, 

and this ability to induce apoptosis would be useful as a strategy to impair cancer cell progression.  

In support of this idea, HK3 accumulates in the nucleus of acute myeloid leukemia (AML) 

cell lines, however, its precise role in this compartment remains unclear [67]. Loss of HK3 leads 

to the accumulation of ROS and DNA damage, subsequently triggering cell death pathways, 

oxidative stress, and the DNA damage response [67]. However, more work is required to 

understand the regulatory roles of nuclear hexokinases. My work in the proceeding chapters 

advances our understanding of these points.  

1.2.3 Hexokinases in S. cerevisiae 

To understand the nuclear functions of hexokinases, my work uses the model organism 

Saccharomyces cerevisiae, or budding yeast. Yeast express three hexokinase isozymes, namely, 

Hxk1, Hxk2, and Glk1. Hxk1 and Hxk2, which are closely related paralogs with 77% identity and 

89% similarity in their amino acid sequences, have broad substrate specificity and can 

phosphorylate glucose, fructose, and mannose [222,223]. In contrast, Glk1 is more specific to 

glucose and mannose [223]. Like mammalian GCK, all three yeast hexokinases possess one 

catalytic lobe. Each is sensitive to G6P inhibition, similarly to most of the mammalian isozymes 

[90,224,225]. A putative fourth hexokinase and paralog of Glk1, Emi2, was recently identified and 

shown to have hexokinase activity [226]. However, Emi2 activity is insufficient to support growth 

on glucose in hxk1∆ hxk2∆ glk1∆ cells [227,228]. Hxk2 is the major glucose kinases in yeast cells 

grown in abundant glucose [228,229]. Upon a shift of yeast cells to non-fermentable carbon 
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sources, the HXK2 gene is repressed while HXK1 and GLK1 genes are expressed [230]. In this 

way, the cell transitions from using Hxk2 to Hxk1 and Glk1 in carbon sources alternative to 

glucose. In terms of conservation, the yeast isoforms are divergent from the mammalian 

hexokinases, though they still retain high sequence identity at functionally important residues (see 

Figure 6 for a sequence alignment and percentage identity between yeast and mammalian 

hexokinases). 
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Figure 6. Conservation of yeast and mammalian hexokinases.  

(A) Amino acid sequence alignment of all mammalian and yeast hexokinase isoforms. Blue regions indicate residues 

that have high sequence identity. (B) Table summarizing the overall sequence identities (shown as percentages) 

between each hexokinase isoform.  
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1.2.3.1 Role in glucose repression and sensing 

In yeast grown on glucose, the expression of genes that encode enzymes to breakdown 

alternative carbon sources (like sucrose and ethanol) are repressed. This phenomenon is known as 

glucose-repression of gene expression, and it has wide-ranging effects on gene expression, altering 

the transcription of >2000 genes [224,231,232]. In addition to their roles in phosphorylating 

glucose, hexokinases are thought to be key regulators of glucose repression of gene expression. 

Key for this transcriptional rewiring is the nuclear localization of the Mig1 transcriptional 

repressor complex. When in the nucleus, Mig1 binds to the promoters of glucose-repressed genes 

and prevents their expression [29,50]. However, under glucose starvation conditions or in the 

presence of alternative carbon sources, Mig1 becomes phosphorylated and this prevents its nuclear 

accumulation [50,54]. When in the cytosol, Mig1 can no longer repress gene expression, and this 

leads to activation of the glucose-repressed genes.  

Thus, yeast hexokinases have been posited to have dual roles in the cell: 1) they 

phosphorylate glucose, and 2) they act as intracellular glucose sensors that maintain glucose 

repression of gene expression [233]. Interestingly, all three hexokinase isozymes can act as glucose 

sensors and initiate both phases of carbohydrate repression in yeast depending on the sugar used. 

Early studies showed that the activity of any of the yeast hexokinases is required to initiate glucose 

repression [228,234,235], and that Hxk2 specifically is required to sustain repression in adapted 

cells long-term [228,233–235]. In response to fructose, either Hxk1 or Hxk2 are required for long-

term repression, but not Glk1 [228,234,235]. Building on these earlier reports, it was proposed that 

the yeast hexokinases play a role in the nuclear shuttling of Mig1, modulating its nuclear function 

[235]. While previous work posited a physical interaction between Hxk2 and Mig1, necessary for 

Mig1 nuclear import [236–238], our work in Chapter 2 puts this model into question as we detect 



 34 

no interaction of Mig1 with Hxk2. Later work by the Hohmann lab instead showed that the initial 

nuclear import of Mig1 is promoted by the activity of any of the three hexokinases upon the 

addition of mannose or glucose, but Glk1 alone does not elicit Mig1 nuclear import on fructose 

[235]. For continuous import of Mig1 into the nucleus, Hxk2 activity is required in the presence 

of glucose or mannose and either Hxk1 or Hxk2 are required in the presence of fructose [235]. 

This would suggest that Mig1 nuclear shuttling may be regulated by two distinct mechanisms 

where the initial import of Mig1 is triggered by hexokinase activity, and continuous shuttling 

requires the Hxk2 and Hxk1 proteins through an unknown mechanism [235]. Elbing et al 2004 

demonstrated that Mig1 only remains unphosphorylated under high glycolytic flux to sustain 

glucose repression [239]. It could be that Hxk1 and Hxk2 promote greater glycolytic flux to inhibit 

Mig1 phosphorylation as they have higher Vmax values against glucose than Glk1 [223,224]. 

Collectively, this work, combined with our observations in Chapter 2, suggest that Mig1 nuclear 

import is regulated by hexokinase activity through a mechanism yet to be elucidated, rather than 

via a “piggy-backing” mechanism with Hxk2. 

Several mechanisms have been proposed describing how hexokinases regulate Mig1 

localization. First, Hxk2 and Mig1 are posited to interact in the presence of glucose and move into 

the nucleus together [236,237,240]. However, these observations have not been confirmed by 

others, nor has an association between Mig1 and Hxk2 been reported in any of the high-content 

copurification studies in yeast [241–244]. Second, Hxk2 may act upstream of Snf1 and modulate 

its phosphorylation state and activation by promoting the activity of the PP1 phosphatase complex 

in glucose-rich conditions which dephosphorylates and deactivates Snf1 [49]. In line with this, 

cells lacking the HXK2 gene or mutagenesis of the D211 catalytic residue leads to increased 

phosphorylation of Snf1 followed by phosphorylation of Mig1 and release of glucose repression 
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[224,245,246]. Finally, Hxk2 may physically shield Mig1 from phosphorylation at S211 by Snf1 

[39,237]. The precise molecular mechanisms by which hexokinases control glucose repression and 

Mig1 nuclear translocation require more study.  

In yeast grown on glucose, the expression of genes that encode enzymes to breakdown 

alternative carbon sources (like sucrose and ethanol) are repressed. This phenomenon is known as 

glucose-repression of gene expression, and it has wide-ranging effects on gene expression, altering 

the transcription of >2000 genes [224,231,232]. In addition to their roles in phosphorylating 

glucose, hexokinases were thought to be key regulators of glucose repression of gene expression. 

Key for this transcriptional rewiring is Mig1 nuclear localization. When in the nucleus, Mig1 binds 

to the promoters of glucose-repressed genes and prevents their expression [29,50]. However, under 

glucose starvation conditions or in the presence of alternative carbon sources, Mig1 becomes 

phosphorylated and this prevents its nuclear accumulation [50,54]. When in the cytosol, Mig1 can 

no longer repress gene expression, and this leads to transcriptional activation of the glucose-

repressed genes.  

1.2.3.2 Multimerization of yeast hexokinases 

Yeast hexokinases exist in different oligomeric states depending on the energy status and 

carbon source supply in cells [94,247–251]. In cells, there is a monomer-dimer equilibrium for 

Hxk2 and the amount of glucose the cells are grown in drives this balance; glucose-starved cells 

have predominantly monomeric Hxk2 while cells grown in glucose-replete conditions have a 

balance of monomer and dimer [247,249–251]. Importantly, modification of Hxk2 by 

phosphorylation at S15 disrupts dimer formation [232,249,252,253]. This site is phosphorylated 

in glucose-starved cells, helping to stably separate dimeric Hxk2 into monomers [247,249].  
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S15 phosphorylation shifts the dimer-monomer equilibrium to promote greater emergence 

of the monomeric species. The upstream kinase regulating S15 phosphorylation was initially 

controversial [251,254]. One group proposed Snf1 (yeast AMPK) as the major kinase regulating 

S15 [254], while another group found that deleting SNF1 had no effect of Hxk2 dimer propensity 

[251]. Later work by the Kriegel lab, demonstrated that Snf1 plays only a minor role in regulating 

phosphorylation at S15, as modestly less monomer was formed in snf1∆ cells [247]. Through 

single-gene deletion and other follow-up studies, it became clear that S15 phosphorylation status, 

and therefore dimerization of Hxk2, is regulated by glucose availability and by Tda1 (Figure 7) 

[247,249,250]. Tda1, a NUAK-family kinase and that itself is phosphorylated by Snf1, has only 

one other reported function so far in yeast [255]. In glucose starvation conditions, Tda1 expression 

and activity (due to Snf1-dependent phosphorylation) increases and under these conditions it 

phosphorylates histones (Figure 7) [232,255]. In high glucose conditions, Tda1 expression and 

activity is low and so its ability to phosphorylated Hxk2 is likely reduced, leaving Hxk2 as a dimer 

[247,249,255]. In low glucose conditions, Tda1 phosphorylates Hxk2 at S15 and promotes Hxk2 

monomer formation (Figure 7) [247,249]. In cells lacking Tda1, Hxk2 remains as a dimer in 

glucose-replete and starvation conditions [247,249]. Though Tda1 phosphorylates Hxk2 S15 in 

vitro, other somewhat redundant kinases could also be involved in vivo. Indeed, Cmk1, Ypk1, 

Mck1, and Snf1 were identified in TAP-eluates with Tda1 [247]. Though their individual deletions 

did not impact Hxk2 dimer propensity in vivo, the authors concluded that Tda1 represents either 

the terminal Hxk2 kinase or an upstream regulatory kinase, therefore not ruling out a role for the 

other co-purifying kinases [247].  
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Figure 7. Regulation of Hxk2 dimer-monomer balance.  

In high glucose conditions, Hxk2 exists in a dimer-monomer balance. Emergence of the monomeric species is 

regulated by the rate of glucose binding and subsequent catalytic cycles. In glucose-fed cells, Snf1 has low activity, 

and Tda1 is present in low abundance and remains inactive. In glucose-starved cells, Snf1 is phosphorylated and 

hyperactive in the cell. Tda1 abundance increases under these conditions and is phosphorylated and activated by Snf1. 

Tda1 subsequently phosphorylates Hxk2 at S15, thereby altering the dimer-monomer equilibrium and facilitating an 

increase in the abundance of the monomeric species. Recent studies suggest that Tda1 functions either as the terminal 

kinase responsible for phosphorylating Hxk2 at S15 or as an upstream kinase that activates other factors involved in 

Hxk2 phosphorylation. 

 

The monomeric species of Hxk2 represents the form with the greatest glucose affinity, 

while the dimeric species has lower affinity [252,253]. Our computational modeling approaches 

discussed in Chapter 2, suggest that the N-terminal tail prevents stable glucose binding by 
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occupying space in the enzymatic cleft and that neither glucose nor the N-terminal tail can occupy 

the cleft at the same time, likely helping to explain why the dimeric species is less catalytically 

active [232]. 

Hxk1 also exists in a dimer-monomer equilibrium, however, its regulation is not as well-

described as Hxk2 [232,248,249,256]. Hxk1 dimer-monomer balance is similarly regulated by 

Tda1-dependent phosphorylation at S15 [249]. Since Hxk1 and Hxk2 share remarkable sequence 

conservation, it is likely that Hxk1’s dimer propensity is regulated similarly to Hxk2 where the 

dimeric species is favored in glucose-fed conditions and the monomeric species is preferred under 

glucose starvation.  

As mentioned before, the hexokinase family belongs to the larger actin ATPase clan [78]. 

A common feature of these proteins is the ability to form polymers. Yeast Glk1 forms two-

stranded, antiparallel filaments mediated by an elongated N-terminal helix that inserts into a 

hydrophobic pocket at the small subdomain of the next monomer [94]. These polymers form in 

cells upon addition of glucose and depolymerize and become diffuse in the absence of glucose 

[94]. Polymerization of Glk1 inhibits its catalytic activity by impairing the ability to transition 

between open and closed conformations [94]. Finally, Glk1 polymerization limits the rate of 

glucose phosphorylation and prevents toxic overactivity in response to glucose refeeding [94].  

Structurally, the Hxk2 dimer is organized such that the small subdomain of one monomer 

interacts with the large subdomain of the other in a “head-to-tail” arrangement [83,232]. The dimer 

is held together by a series of electrostatic and hydrogen bonding interactions that occur along the 

interface between the two monomers [83,232]. Hxk2 possesses a disordered, 20-residue N-

terminal tail that adopts an extended conformation and folds along the dimer interface into the 

catalytic cleft of the opposite monomer [83,232]. The N-terminal tail contributes several 
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electrostatic and hydrogen bonding interactions (see Chapter 2, Table 2) at the dimer interface, 

suggesting great importance in promoting dimer formation. Indeed, our experiments in Chapter 3, 

reveal the N-terminal tail is required for dimer formation [83,232].  

1.2.3.3 Hxk2 nuclear shuttling and glucose repression 

Decades of work from a single lab led to a model where Hxk2 was thought to have direct 

involvement in glucose repression of gene expression [230,236–238,254,257–261]. This 

‘moonlighting’ function for Hxk2 involved Hxk2’s nuclear translocation and interaction with 

Mig1, the transcriptional repressor that controls glucose repression [236–238,261]. Briefly, the 

model states that Hxk2 translocates into the nucleus in glucose-rich conditions in a manner 

dependent on the Kap60/Kap95 / importin proteins [260]. Nuclear translocation is then 

stimulated by 1) a nuclear localization sequence (NLS) in the N-terminal tail of Hxk2 that lies 

between K6 and K13 [260], 2) binding to Mig1, a transcription repressor involved in glucose 

repression, through the Hxk2 N-terminal tail [236], and 3) dephosphorylation of S15 in Hxk2 

[254]. Once in the nucleus, Hxk2 was proposed to incorporate into a larger transcriptional 

repression complex with the Mig1 and Mig2 transcription repressors; Med8, a subunit of the 

Mediator complex; Reg1, a regulatory subunit of the Glc7 phosphatase; and the nuclear isoform 

of Snf1, which is composed of the Snf1 kinase and the Snf4 and Gal83,  and  regulatory subunits, 

respectively [238]. Once assembled, this complex was thought to repress transcription of genes 

that promote respiration and metabolism of alternative carbon sources such as sucrose, maltose, 

and galactose [29,238]. Upon a shift to low glucose conditions, Hxk2 S15 was thought to be 

phosphorylated by Snf1, which promotes dissociation of the transcriptional repressor complex 
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[254]. Hxk2 was then posited to be shuttled out of the nucleus and into the cytosol by the Crm1 

nuclear exportin protein, which recognized two distinct nuclear export sequences on Hxk2 [259].  

However, multiple lines of evidence call nearly every aspect of this proposed model into 

question. First, in the initial model, Hxk2 is reported to translocate into the nucleus in glucose-rich 

conditions rather than in response to glucose-starvation; this is contradictory to observations in 

mammals and plants where hexokinase and glucokinase nuclear localization primarily occurs in 

response to stress and starvation [64–66,69,70,213]. Second, previous studies show that deletion 

of the N-terminal tail, proposed by the Moreno lab to interact directly with Mig1, is not required 

for Hxk2-mediated glucose repression of gene expression [222]. Third, the regions ascribed as 

nuclear export sequences that bind to Crm1 in this early model were later shown not to bind Crm1 

and it was suggested that these sites were not nuclear export sequences [262]. Fourth, no aspect of 

this model was independently corroborated by another lab. Fifth, global protein-protein association 

studies, two-hybrid screens, and ChIP-Seq data fail to identify Hxk2 association with components 

of the proposed transcriptional repression complex or its association with the SUC2 promoter 

region [241–244,263]. Sixth, in earlier imaging experiments assessing the localization of Hxk2, 

cells were incubated in glucose-free medium containing high concentrations of glycerol (80%) to 

allow for DAPI penetration into cells and nuclear staining [236,254,259,260]. Such conditions 

would most certainly induce starvation and stress-related responses that could confound 

interpretations of the imaging data and muddy studies of nuclear translocation. Finally, despite 

phosphorylation status of S15 being implicated in the proposed model of Hxk2 nuclear 

translocation, the authors fail to account for the existence of the different oligomeric forms of the 

enzyme, a shortcoming that has been openly criticized by experts in the field [264].  
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Chapter 3 of this dissertation highlights our work in reassessing the nuclear localization of 

Hxk2. We find that no aspect of the originally proposed model is correct. Therefore, we propose a 

new model that will form the basis of future studies to further evaluate the regulation and function 

of nuclear Hxk2.  

1.3 2-Deoxyglucose 

Entwined with my research on hexokinases were my studies focused on the molecular 

mechanisms of toxicity and resistance to a glucose analog, 2-deoxyglucose (2DG) (Figure 8). 2DG 

is a structural analog of glucose that differs from glucose as the hydroxyl group on the C2 carbon 

is lost. The toxic effects of 2DG have been recorded as early as the 1950s when Woodward and 

Cramer reported the inhibitory effect of 2DG on the proliferation of rat mammary carcinoma cells 

[265]. Since then, countless other studies have demonstrated the inhibitory effect of 2DG on cancer 

cell growth and on the growth of yeast cells (reviewed in [266]). 2DG has been an essential tool 

in yeast research, helping investigators discover genes that regulate glucose metabolic pathways. 

2DG biochemically competes with glucose and is highly disruptive to glucose metabolic pathways. 

This has motivated studies testing 2DG’s utility as an anti-cancer treatment due to the highly 

glycolytic metabolism demonstrated by some tumor types. Though 2DG and related analogs show 

promise as a viable cancer treatment, cells frequently gain resistance to the drug after prolonged 

exposure. Here, I focus on the role of hexokinases, examining select hexokinase mutants, in 

conferring resistance to 2DG (Figure 9).  These studies have ramifications for the potential of 2DG 

as an anti-cancer treatment, and my work help defines the mechanisms by which cells gain 

resistance to 2DG (Figure 9 and Table 1).   
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Figure 8. Mechanisms of 2DG toxicity.  

2DG enters the cell through hexose transporters at the PM. 2DG is phosphorylated and converted to 2DG6P by 

hexokinases. Because it cannot be converted through glycolysis, 2DG6P accumulates in the cytosol where it acts as a 

non-competitive and competitive inhibitor of hexokinase and glucose-6-phosphate isomerase, respectively. 2DG6P 

consumes ATP and prevents ATP generation through glycolysis. This leads to a decrease in intracellular ATP pools. 

Decreased intracellular ATP levels activate AMPK. AMPK redirects cellular metabolism toward catabolic processes 

and inhibits mTORC1-dependent anabolic processes. A consequence of this is the induction of autophagy. GDP-2DG 

competes with GDP-mannose for incorporation into N-linked glycans used in protein glycosylation. The result is 

partially unglycosylated proteins that misfold and induce ER stress and activate the UPR. UDP-2DG has been 

identified in 2DG-treated cells where it is incorporated into glycogen stores, structural carbohydrates, and 

glycosphingolipids. Finally, 2DG6P is a substrate for the PPP and may redirect glucose flux toward this pathway 
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because of its inhibitory effect on glycolysis. 2DG treatment promotes the accumulation of PPP metabolites. Gray 

boxes represent the primary means of 2DG toxicity. Glycolysis inhibition is the primary mechanism of action in 

hypoxic cells, whereas 2DG mostly interferes with protein glycosylation in oxygenated cells. 

1.3.1 2DG’s impact on glycolysis 

2DG competes with glucose for transport into the cell through glucose transporters in both 

yeast (called hexose transporters or HXTs in yeast) and mammalian cells (where the homologous 

glucose transporters are referred to as GLUTs) [267,268]. Upon entry into the cell, 2DG is 

phosphorylated by hexokinases into 2-deoxyglucose-6-phosphate (2DG6P) [265,269–272]. No 

evidence of free 2DG has been detected in cells suggesting that its rate of phosphorylation is faster 

than its transport [273]. Due to the missing hydroxyl group at the C2 carbon, 2DG6P cannot 

proceed to later steps of the glycolysis pathway and thus, ATP cannot be generated from its 

metabolism [269,274]. Therefore, 2DG consumes ATP, but cannot continue to the energy payoff 

phase of glycolysis (Figure 8).  

2DG also prevents the phosphorylation of glucose. Indeed, 2DG is thought to block 

glycolysis at the hexokinase step [270]. 2DG acts as a non-competitive inhibitor of hexokinase and 

a competitive inhibitor of phosphoglucose isomerase [271,275]. Due to its inability to be 

metabolized, 2DG6P accumulates in cells [272,276]. Consequently, this impairs ATP-dependent 

processes and initiates starvation response pathways that halt cellular growth and proliferation 

[277]. However, inhibition of glycolysis is not the only means by which 2DG impairs growth of 

cells.   
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1.3.2 Effects of 2DG on cellular metabolic pathways 

While 2DG6P is not a good substrate for glycolytic enzymes, this product can enter the 

PPP where it is converted to 6-phospho-2-deoxygluconate by glucose-6-phosphate dehydrogenase 

(G6PDH) [278]. This reaction provides a source of the reducing agent NADPH [279]. 2DG 

treatment can even be beneficial in glucose-starved cells by decreasing the level of ROS due to 

this conversion in the PPP [280]. After this step, 6-phospho-2-deoxygluconate does not progress 

further in the PPP because it is a poor substrate for 6-phosphogluconate dehydrogenase [281]. 

Because 2DG disrupts glycolytic flux at the hexokinase step, it may promote redirection of G6P 

flux toward the PPP. In yeast and fibroblasts treated with 2DG, increased levels of erythrose-4-

phosphate, a PPP intermediate from the non-oxidative branch and competitive inhibitor of 

phosphoglucose isomerase, were detected [282]. In metabolomic studies of human endometrial 

carcinoma cell lines, 2DG treatment led to increased concentrations of PPP metabolites [283]. The 

contribution of the PPP to 2DG toxicity remains unclear as opposing effects on 2DG sensitivity 

were observed after deletion of the yeast G6PDH gene, ZWF1 [245,282].  

The existence of UDP-2DG and GDP-2DG in 2DG-treated yeast cells suggests that 2DG 

may interfere with processes such as synthesis of structural carbohydrates, glycogen, and 

glycosylated lipids [284–286]. In yeast, 2DG treatment causes fragile cell walls and activation of 

mitogen-activated protein kinase (MAPK) signaling pathways that specifically respond to cell wall 

damage [287]. Lysis of 2DG-treated yeast cells occurs at regions of -glucan synthesis suggesting 

interference with cell wall formation that leads to this defect in cell integrity [288,289]. It could 

be that incorporation of 2DG-derivatives causes cell wall instability, but it may also be the case 

that 2DG leads to trapping of uridine- or guanosine-nucleotide pools and thereby competes with 

the normal pathways for synthesis [266]. Finally, the inhibitory effects of 2DG on cell growth 
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remains in yeast cells initially grown in 2DG-containing media then shifted to fresh media without 

2DG, suggesting that a metabolic intermediate accumulates in 2DG-exposed cells that cannot be 

rapidly metabolized [245]. In line with this, 2DG can be incorporated into glycogen stores 

[286,290], suggesting it long-term presence in cells. 2DG also integrates into glycolipids, 

including glycosphingolipids, but it remains unclear whether 2DG alters the biochemical 

properties of these compounds [291,292]. It should be noted that glycolipids participate in a variety 

of important cellular processes such as signal transduction, endocytosis, protein trafficking, and 

autophagy [293]. Therefore, any interference with their synthesis or breakdown could lead to a 

variety of consequences.  

2DG treatment induces ER stress, activating the unfolded protein response pathway by 

incorporating into protein N-glycosylation modifications [294–300]. 2DG is also known as 2-

deoxymannose, as it is structurally like both glucose and mannose. As such, 2DG can enter 

mannose metabolic pathways. Specifically, GDP-2DG competes with GDP-mannose for 

incorporation into N-linked glycans [294,295]. Several lines of evidence in viruses, yeast, and 

mammalian cells show that 2DG treatment interferes with protein glycosylation 

[287,294,295,301,302]. Consequently, 2DG causes protein misfolding and initiates the unfolded 

protein response and ER stress [287,295,297,299,300]. The effect of 2DG on protein glycosylation 

and activation of these pathways is a key mechanism of toxicity in oxygenated cancer cells, as 

these cells are otherwise insensitive to 2DG since they can respire and better manage the decreased 

glycolytic flux [294,295,297]. This is an important facet of 2DG’s biology as a cancer treatment; 

tumors are heterogenous with mixed populations of oxygenated, proliferating cells and hypoxic, 

slow-growing cells and 2DG can negatively impact both cell types [1]. The effects of 2DG on 

protein glycosylation can be rescued in yeast and cancer cells upon the addition of exogenous 
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mannose, further demonstrating the importance of protein glycosylation in 2DG toxicity 

[287,295,297]. 

1.3.3 Effects of 2DG on metabolic signaling pathways 

Because of altered carbohydrate metabolism, 2DG triggers signaling pathways that 

respond to changes in nutrient availability and stress. A well-known effect of 2DG treatment on 

mammalian cells is the activation of the AMP-activated kinase (AMPK) [279,299,303–305]. 2DG 

likely activates AMPK by decreasing intracellular ATP levels [303]. Other cellular stresses caused 

by 2DG may also activate AMPK, as AMPK can be activated by 2DG-induced ER stress in 

pancreatic cancer cells [299]. Interestingly, AMPK activation helps cancer cells to adapt to the 

toxic effects of 2DG, a trend that is also true in yeast cells (discussed below) [224,245,272,306–

308]. AMPK-dependent signaling pathways are also activated in response to 2DG treatment. In 

mouse embryonic fibroblasts 2DG treatment leads to phosphorylation and activation of the AMPK 

model substrate, acetyl-CoA carboxylase and phosphorylation of CREB (cAMP response element-

binding protein) and activates its downstream signaling in breast cancer cells [306,309]. Therefore, 

2DG treatment activates AMPK and AMPK-dependent signaling pathways to slow cell growth, 

an effect that also helps cells adapt to 2DG toxicity.  

AMPK controls a wide variety of cellular processes that likely participate in 2DG toxicity. 

For example, it is well known that activated AMPK inhibits mTORC1 (mammalian target of 

rapamycin complex 1) [310]. mTORC1 is a central regulator of cell metabolism that counter acts 

AMPK, promoting anabolic metabolism, protein translation, and growth [19]. 2DG treatment 

promotes increased phosphorylation of Raptor, an mTORC1 component and AMPK substrate, but 

does not prevent phosphorylation S6K1, another mTORC1 substrate, suggesting that mTORC1 is 
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only partially inhibited by 2DG treatment [309]. In line with this, 2DG inactivation of mTORC1 

is impaired in breast cancer cells lacking AMPK activity, providing evidence that 2DG inhibits 

mTORC1 through AMPK signaling [311]. Given mTORC1’s role in inhibiting autophagy, 2DG 

may help induce autophagy, as has been shown in many cell lines, via this mTORC1 inhibition 

[312–315].  

The impact of 2DG treatment on the yeast AMPK ortholog, Snf1, has been well studied. 

In glucose-grown cells treated with 2DG, Snf1 phosphorylation at its activation loop modestly 

increases, but this did not affect the phosphorylation of the Snf1 model substrate Mig1 [245,272]. 

When yeast cells are grown in medium lacking glucose, 2DG treatment causes dephosphorylation 

of Snf1, demonstrating that these cells perceive 2DG as glucose in these conditions [245]. The 

Snf1 target, Mig1, in this same context is also dephosphorylated in response to 2DG [245]. These 

studies suggest that 2DG could promote activation of the Glc7/Reg1 phosphatase complex, 

however, it remains unclear if 2DG or a downstream metabolite plays a role in regulating 

Glc7/Reg1. Interestingly, Snf1 is a critical modulator of 2DG sensitivity in yeast, as loss of Snf1 

promotes hypersensitivity to 2DG treatment, whereas hyperactivation of Snf1 causes cells to be 

resistant to 2DG’s toxic effects [224,245,307,316]. 

1.3.4 2DG’s potential as a cancer therapeutic 

Many cancers undergo a metabolic shift first characterized by Otto Warburg in 1927, 

termed the Warburg effect [317]. In general, this is characterized by increased glucose uptake and 

glycolytic metabolism even in the presence of sufficient oxygen [1]. Because of some cancer’s 

total reliance on this shift to aerobic glycolysis, such as pancreatic ductal adenocarcinoma and 

glioblastoma multiforme (GBM) [318,319], there is great therapeutic potential in blocking early 
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steps of glucose uptake and glycolysis. Such cancers are highly susceptible to the toxic effects of 

2DG [320,321]. 

Patients with islet-cell carcinoma, leukemia, bronchogenic carcinoma, and renal cell 

carcinoma were first treated with 2DG in 1958 [268]. After intravenous injection of 2DG, an 

increase in blood glucose levels was reported along with hypoglycemia-like symptoms such as 

sweating, drowsiness, and hypothermia, which dissipated after 90 minutes [268]. A single 2DG 

infusion did not impact disease progression in either case [268]. The reported side effects in this 

study prevented use of higher doses and further attempts were abandoned for several years [268]. 

A phase I dose escalation trial in 2010 tested the use of 2DG as a monotherapy to specifically 

target hypoxic cells [322]. The study recommended a phase II dose of 45 mg/kg [322]. Five of 

eight patients tested with FDG-PET scanning revealed that 2DG decreased 18FDG uptake [322]. 

Since 18FDG utilizes glucose transporters for uptake [323], these findings imply glucose import 

may be reduced, possibly due to the removal of glucose transporters from the surface. This 

contradicts the competition model for 2DG impairment of glucose uptake and instead suggests that 

2DG prevents glucose uptake by affecting the availability of glucose transporters. Expression of 

the protein p62 in patient peripheral blood mononuclear cells decreased in five of six patients 

tested after 24 hours [322]. None of the patients with prostate cancer who completed the study 

showed a decrease in prostate-specific antigen [322]. Conflicting reports called into question 

2DG’s efficacy as a monotherapy [321,324–326]. This, combined with the fact that 2DG treatment 

alone activates pro-survival pathways in cancer cells [327], prompted examination of 2DG in 

combination therapies. 

Tumors are often heterogenous populations of cells with the interior made up of hypoxic 

cells reliant on anaerobic glycolysis and generally less sensitive to chemotherapy and radiation 
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[1]. The exterior consists of cells that respire and are thus less sensitive to glycolysis inhibition 

[1]. This implied that 2DG could be used in combination with other drugs and radiation by 

selectively targeting the hypoxic population of cells. In fact, the use of 2DG has been shown to 

increase the toxic effects of various chemotherapies such as paclitaxel (microtubule 

depolymerization inhibitor), adriamycin (DNA topoisomerase II inhibitor), and etoposide 

(topoisomerase II inhibitor), as well as agents that induce apoptosis and Bcl2 agonists in murine 

models of a diverse set of cancers including lung cancer, osteosarcoma, retinoblastoma, prostate 

cancer, and T-cell lymphoma [324,328,329]. A phase I clinical trial investigated the combination 

of 2DG with docetaxel, a microtubule depolymerization inhibitor, in patients with advanced solid 

tumors [330]. Notable side-effects observed during treatment included elevated blood glucose 

levels, symptoms resembling hypoglycemia, and prolonged but asymptomatic QTc intervals [330]. 

Nevertheless, the combination therapy was generally well-tolerated, exhibiting no 

pharmacokinetic interactions [330]. Following 8 weeks of treatment approximately one-third of 

patients displayed stable disease [330]. Many other studies combining 2DG with other 

chemotherapies and radiation have been reported and show promise for improving these therapies 

[331]. Interestingly, the combination of 2DG with metformin has been extensively studied 

[315,332–335]. Metformin is commonly used to treat patients with type 2 diabetes and lowers 

blood glucose levels by impairing liver lipogenesis and gluconeogenesis and promotes insulin 

sensitivity [336]. Though its mechanism of action is still controversial, metformin is proposed to 

activate AMPK through mild inhibition of mitochondrial respiratory chain complex I leading to 

decreased cellular ATP levels, or by inducing its activation at the lysosome [336]. The combination 

of 2DG with metformin depletes cellular ATP levels and increases AMPK activation and 

autophagy in several cancer types [335]. The effect of 2DG and metformin on cancer cells may 
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seem promising, but as mentioned above, AMPK activation is important in helping cancer cells 

(and yeast, as we will discuss in the next section) adapt to 2DG toxicity [224,245,272,306–308]. 

Therefore, we posit that the use of AMPK inhibitors should be considered in treatments that utilize 

2DG. Finally, two clinical trials showed that 2DG could be used in combination with radiation 

therapy in glioblastoma multiforme (GBM) patients [337,338]. Both studies showed that 2DG is 

tolerated at high concentrations (up to 250 mg/kg) and helped enhance survival [337,338].  

The 2DG derivative, 18FDG is commonly used in positron emission tomography-based 

imaging (PET) [339]. The idea is that poorly metabolized 2DG analogs should be transported 

across the cell membrane of highly glycolytic cells and accumulate in regions of increased 

glycolysis [339]. Therefore, 18FDG is used as a traceable 2DG analog that helps detect 

metabolically active tumors [323]. This approach is also helpful in helping to monitor how various 

tumors react to treatment over time.  

Other 2DG derivatives have been developed and compared to 2DG. The Lampidis lab 

developed glucose analogs with halogen-substituted C2 carbons (Fluoro/Chloro/Bromo-2-

deoxyglucose) and tested their efficacy in inhibiting glycolysis compared to 2DG [340]. It was 

shown that FDG is more potent at inhibiting glycolysis compared to 2DG and was overall more 

efficient at killing hypoxic tumor cells [340]. This was demonstrated again in mouse model studies 

of retinoblastoma [341]. 

An acetylated pro-drug of 2DG, WP1122, is currently undergoing clinical trials as a 

treatment against GBM [342]. The chemical modifications to 2DG to generate WP1122 allows it 

to passively diffuse through the blood-brain barrier rather than requiring a glucose transporter for 

transit [331,342]. Once in cells, WP1122 undergoes deacetylation by esterases leaving behind 2DG 

that is phosphorylated and trapped in the cell [331,342]. WP1122 has an increased half-life 
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compared to 2DG and achieves greater accumulation of 2DG in plasma [342]. In vitro studies 

showed that WP1122 inhibits glycolysis and growth of GBM cell lines more potently than 2DG 

[342]. A mouse model study of GBM demonstrated real-time inhibition of glycolysis by 

comparing pyruvate to lactate conversion rates after oral administration of WP1122 using 

magnetic resonance spectroscopy [342]. Therefore, WP1122 represents an efficient, targeted 

delivery system of 2DG to glycolytic cancers residing in the brain. 

1.3.5 Mechanisms of cellular resistance to 2DG in yeast 

The potential for 2DG and derivatives as anti-cancer therapeutics has motivated researchers 

to understand how cells gain resistance to the drug. The budding yeast, S. cerevisiae, is a powerful 

model system to address this question as they, like cancer cells, are highly glycolytic, preferring 

glycolysis to OXPHOS even in sufficient oxygen [28]. As in mammalian cells, yeast acquire 

spontaneous resistance to 2DG at a high frequency [224,343].  

Used since the 1970s, 2DG has been an effective tool in yeast genetic screens defining 

components of the glucose repression pathway [344–347]. 2DG treatment activates glucose 

repression and prevents the use of alternative carbon sources. Therefore, these early screens were 

centered around identifying mutants that alleviated glucose repression and promoted spontaneous 

growth on alternative carbon sources such as raffinose, sucrose, and galactose [344–347]. In one 

screen, the authors isolated mutants capable of growth on raffinose in the presence of 2DG and 

identified three complementation groups that we now know of as HXK2, REG1, and GRR1 [344]. 

Another screen subjected cells to random mutagenesis and selected for growth on sucrose with 

2DG. Here, mutations were identified in the REG1, HXK2, and GLC7 genes [345]. Bailey and 

Woodward subjected yeast to random mutagenesis using ethylmethansulfonate and waited for 



 52 

spontaneous mutants to grow on galactose with 2DG. Mutants in the GRR1 gene were isolated 

[346]. A similar approach was used to first identify mutants in the SNF1 gene which impacted the 

ability for yeast cells to grow on non-fermentable carbon sources [348]. Since these initial screens 

were performed, several follow-up studies ensued to further characterize these mutants that have 

shaped our current understanding of the yeast glucose repression pathway [29].  

Recent studies by us and others have focused on understanding 2DG resistance 

mechanisms in yeast cells grown on glucose, which is more akin to cancer cells’ environment 

cancer [224,227,245,282,287,307]. Resistant mutants were isolated in these screens by 1) plating 

wild-type cells on glucose medium containing 2DG and waiting for spontaneous resistant mutants 

to arise [224,287,307], 2) developing 2DG resistance in wild-type cells using lab evolution [227], 

or 3) screening the yeast knockout collection for resistance-conferring mutants [282]. These 

studies revealed key cellular mechanisms of 2DG resistance, which are summarized below (Figure 

9 and Table 1). 
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Figure 9. Summary of 2DG resistance mechanisms in yeast.  

2DG enters the cells through hexose transporters and is phosphorylated by hexokinase into 2DG6P. 2DG6P 

accumulates in the cell and is toxic to the cell through a variety of mechanisms (see Figure 8). 2DG resistance requires 

the presence of the Snf1 kinase complex. Resistance to 2DG is achieved by hyperactivating Snf1 with dominant-acting 

mutations in genes encoding subunits of the kinase complex or through loss-of-function mutations in the REG1 or 

GLC7 genes, which encode the PP1 phosphatase subunits. Resistance is also obtained through loss-of-function 

mutations in Hxk2 or upregulation of the DOG1 and DOG2 phosphatases. Both result in decreased production of 

2DG6P. Almost all resistance-conferring mutations result in decreased endocytosis and degradation of HXT 

transporters and their increased retention at the PM. This is regulated by the -arrestins Rod1 and Rog3 and Snf1 in 

response to 2DG. Though Snf1 lifts glucose repression of some genes through Mig1 phosphorylation, there are likely 
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other transcriptional responses that modulate 2DG toxicity independently of Snf1. Portions of this figure are adapted 

from [266]. 

 

Table 1. Genetic adaptations that confer 2DG resistance in haploid and diploid yeast cells.  

Dominant alleles are capitalized and recessive alleles are lowercase. Italicized triangles represent gene deletions that 

confer 2DG resistance.  

 Genetic Adaptation 

Cellular Function or Complex Haploid Diploid 

Hexokinase 

hxk2-G55V, hxk2-G418C, hxk2-

D417G, hxk2-G238V, hxk2-R423T, 

hxk2-T212P, hxk2-Q299H, hxk2-

K176T, hxk2-T75I/S345P, hxk2∆ 

- 

DOG phosphatases Chromosome 8 disomy 
Chromosome 8 trisomy and 

tetrasomy 

PP1 phosphatase glc7-Q48K, reg1-P231L, reg1∆ 
REG1-Q332Stop, REG1-Y638Stop, 

Chromosome 4 monosomy 

AMPK/Snf1 SNF1-G53R SNF4-N177Y, GAL83-S224R 

Glucose Transporters hxt1-17∆ 
Duplication of HXT genes on 

Chromosome 4 

Glucose Transporter endocytic 

adapters (-arrestins) 
rod1∆, rog3∆ - 

1.3.5.1 Hexose transporters 

2DG must be taken up by the cell through glucose transporters before it can be converted 

to 2DG6P. Indeed, deletion of all 17 yeast hexose transporters (hxt1-17∆) results in resistance to 

2DG and substitution of HXT7 to this genetic background restores sensitivity [316,349]. However, 

retention of glucose transporters at the cell surface helps induces cellular resistant to 2DG when 

grown in the presence of glucose, which at first seems somewhat paradoxical given that this is the 

mechanism by which 2DG enters cells [224,272,316]. This likely reflects the cell reaching a 

crossroads where it needs to continue taking up glucose for normal metabolism to proceed, but the 

presence of glucose transporters allows 2DG to continue entering the cell, where it has toxic effects 

on downstream metabolic pathways. In one of our recent genetic screens, we showed that all but 

one 2DG resistant mutant increased retention of glucose transporters at the plasma membrane, 
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highlighting the importance of retaining the ability to internalize glucose to mitigate 2DG toxicity 

[224].  

1.3.5.2 2DG phosphorylation and dephosphorylation 

Once internalized through glucose transporters, 2DG is phosphorylated and converted to 

2DG6P by hexokinase. In our and others’ genetic screens looking for mutations that confer 2DG 

resistance, many loss-of-function mutations in the yeast HXK2 gene were isolated [224,227,287]. 

Deletion of the HXK2 gene also results in 2DG resistance [224,227,245,287]. This would suggest 

that one route to evading 2DG toxicity is by simply diminishing its phosphorylation. Interestingly, 

only mutations in Hxk2 have been isolated, yet yeast express two other hexokinase isoforms (see 

section 1.2.3). This could be explained if Hxk2 were the only isozyme capable of phosphorylating 

2DG however, enzymatic assays revealed that Hxk1 has a greater affinity and Vmax for 2DG 

[223,224]. When Hxk2 is absent, Hxk1 expression increases and so it should be able to compensate 

and phosphorylate 2DG [230]. Also, Glk1 mRNA and protein abundance increase in response to 

2DG treatment and Glk1 expression in a hexokinase triple mutant strain promotes 2DG sensitivity 

when growing on glycerol medium [224,287]. It is currently not clear why the other hexokinase 

isozymes do not contribute to the 2DG resistance pathway. Hxk2 has many activities in the cell 

(e.g., acts as glucose sensor, has an undefined nuclear role, and alters Snf1 activation; see sections 

1.2.3.1 and 1.2.3.3). Commonly, HXK2 mutations that confer 2DG resistance promote 

phosphorylation and activation of Snf1 kinase, which is itself, beneficial in decreasing 2DG 

toxicity [224,245]. Whether any of these functions contributes to Hxk2-mediated resistance is 

unknown and warrants further study.  

Accumulation of 2DG6P can be relieved by the action of two 2DG6P phosphatases, Dog1 

and Dog2. Overexpression of either of the DOG genes confers resistance to 2DG [287,350]. Both 
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genes belong to a superfamily of phosphohydrolases named halo-acid dehalogenase (HAD) 

family. This family of enzymes is found in all living organisms, and they mostly act on small 

compounds with specificity toward single substrates or can be broader [351]. Multiple stress 

response pathways induce expression of the DOG phosphatases including the Hog1 pathway, Snf1 

pathway, the UPR pathway, and the cell wall integrity pathway [224,287]. Overexpression of a 

human HAD phosphatase in HeLa cells also increases their resistance to 2DG treatment [287]. 

Thus, preventing phosphorylation of 2DG can partially mitigate its toxic effects. 

A recent genetic screen was performed to understand how diploid yeast gain resistance to 

2DG [307]. It was revealed that diploid yeast can also obtain resistance to 2DG by inhibiting its 

conversion to 2DG6P [307]. This mechanism was exploited by overexpression of the DOG 

phosphatases resulting from aneuploidy specifically through trisomies and tetrasomies of 

chromosome 8 where the DOG1 and DOG2 genes are located [307]. Hxk2 mutations were not 

isolated from this screen, suggesting that dampening its activity is not sufficient to promote 

resistance in diploids [307].  

1.3.5.3 AMPK signaling 

2DG treatment elicits metabolic stress and impairs normal glucose metabolism [266]. The 

resulting reduced energy status activates the yeast AMPK, Snf1 [224,245,272]. In yeast, Snf1 has 

emerged as the key player in dictating sensitivity to 2DG treatment and its activation makes cells 

strongly resistant [224,245,287,316]. Indeed, cells lacking Snf1 are hypersensitive to 2DG 

[224,316]. In contrast, Snf1 hyperactivation through gain of function mutations in the SNF1 gene, 

loss of function mutations in either the Glc7 or Reg1 subunits of the PP1 phosphatase complex 

(negative regulators of Snf1), and loss-of-function mutations in Hxk2 (decreasing glycolytic flux 

and activating Snf1), makes cells resistant to 2DG [40,224,287,307]. Snf1 is also hyperactivated 
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in resistant diploid yeast by dominant mutations in the Snf1/AMPK  and  subunits, Snf1 and 

Gal83, respectively [307]. Second, dominant, nonsense mutations of the REG1 gene confer 2DG 

resistance through haploinsufficiency [307]. Snf1-mediated resistance to 2DG occurs, in part, 

through its regulation of transcription and its control of -arrestin-mediated turnover of glucose 

transporters [224,316,349]. Each of these mechanisms is discussed in detail below. 

One mechanism of Snf1-mediated resistance is its regulation of the Mig1 transcription 

repressor and glucose-repressed gene expression. When Snf1 becomes active and phosphorylates 

Mig1, this transcriptional repressor is exported from the nucleus, lifting of glucose repression 

[50,54]. This leads to increased expression of a suite of genes [352]. Despite causing metabolic 

stress, 2DG treatment does not result in Snf1-dependent phosphorylation of Mig1, but it does 

induce Mig1 translocation out of the nucleus ([245,272] and Mitch Lesko unpublished 

observations). Nevertheless, the abundance of Mig1 decreases and a suite of Mig1-regulated genes 

is altered [224,245,349]. Interestingly, this includes increased expression of the DOG phosphatase 

genes, suggesting their contribution to the observed resistance [224,287]. This may suggest that 

resistant cells release glucose repression to promote alternative metabolic pathways. In addition to 

Mig1-regulated changes in gene expression, detailed analysis of 2DG-responsive transcriptome 

identified several other possible transcriptional regulators that may additionally contribute to 2DG 

resistance, which are further being explored in the O’Donnell lab.  

Snf1 targets multiple downstream transcription regulators [29] and likely influences 2DG-

responsive transcription through other factors in addition to Mig1. Indeed, Carbon source stress, 

either through glucose starvation or 2DG, elicits global-scale changes in the yeast transcriptome 

[224,353]. RNA sequencing experiments of wild-type yeast cells exposed to either of these 

conditions revealed that almost one-third of the yeast transcriptome (~2000 genes) exhibits at least 
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a 2-fold change in expression [224]. A striking transcriptional change in these cells was a ~10-fold 

reduction in the abundance of ribosomal protein mRNAs [224]. This may be reflective of a 

decreased growth rate in response to nutrient starvation and 2DG. In contrast, 2DG resistant cells 

showed a muted transcriptional change and the reduction of ribosomal protein mRNAs was 

significantly dampened [224]. In response to 2DG treatment, wild-type cells decreased the 

expression of hexose transporter genes as well as their abundance at the PM. 2DG-resistant cells 

did not show as dramatic a change in HXT gene expression [224]. Overall, this study showed that 

resistant cells have a more muted response to 2DG and perhaps evade toxicity by not overreacting 

to accumulating 2DG6P. On the other hand, wild-type cells demonstrate an exaggerated response 

by altering transcription in a way that reduces fermentation of glucose and increases starvation.  

Another key mechanism of Snf1-mediated resistance is its regulation of glucose transporter 

endocytosis. Work from the Schmidt and O’Donnell labs revealed that 2DG treatment induces the 

endocytosis of glucose transporters, namely Hxt1 and Hxt3 [224,316]. 2DG-induced glucose 

transporter endocytosis requires two proteins of the -arrestin family, namely Rod1 and Rog3, 

which are phosphorylated by Snf1 [316]. In cells lacking Snf1, cells are hypersensitive to 2DG, 

and the glucose transporters are endocytosed and degraded in the vacuole, leaving cells with a 

reduced capacity to take up glucose [316]. Overexpression of glucose transporters Hxt1 and Hxt3 

suppresses the 2DG-sensitivity of snf1∆ cells [316]. The 2DG-induced endocytosis of Hxts is 

regulated by -arrestins; deletion of Rod1 and Rog3 prevents internalization of the glucose 

transporters, confers 2DG resistance, and restores 2DG resistance of snf1∆ cells back to wild-type 

levels [224,272,316]. Thus, a primary role of Snf1 upon 2DG addition is to negatively regulate 

Rod1 and Rog3-dependent endocytosis of glucose transporters. In the absence of Snf1, Rod1 and 

Rog3 execute unregulated endocytosis of glucose transporters, leading to starvation of these cells 
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for glucose [316]. In terms of 2DG resistance mechanisms, hyperactive Snf1 prevents the 

endocytosis of glucose transporters and allows the internalization of glucose to promote normal 

metabolism [224]. In support of this, 2DG resistance-conferring mutations in HXK2, REG1, GLC7, 

and SNF1 genes that promoted hyperactivity in Snf1 increased PM retention of the Hxt3 

transporter [224]. Consistent with an important role in 2DG resistance, overexpression of glucose 

transporters (HXT3, HXT6, and HXT7) through chromosomal duplication helps diploid yeast 

become 2DG resistant [307]. From these studies it was proposed that 2DG stimulates -arrestin-

mediated endocytosis of glucose transporters, causing decreased glucose uptake and starvation 

even when glucose is abundant. 

Though each of these mechanisms participates in Snf1-mediated resistance to 2DG, 

another unidentified Snf1-regulated pathway may also be contributing. A dominant allele of SNF1 

can promote 2DG resistance in cells lacking the ROD1, ROG3, DOG1, DOG2, and HXK2 genes 

[224]. Therefore, the Snf1 signaling pathway must have a wider range of targets in response to 

2DG that warrants further study.  

1.3.6 Cellular resistance to 2DG in mammalian cells 

The mechanisms of 2DG resistance in cancer cells are not completely understood, but some 

similarities to resistant yeast cells can be drawn. For example, in 1962, S. Barban isolated a 2DG-

resistant HeLa cell line after prolonged exposure to the drug [354]. Notably, these cells had 

reduced hexokinase activity toward glucose and 2DG, with diminished cellular accumulation of 

2DG6P [354]. These cells showed increased usage of pyruvate for growth and grew more slowly 

than the parental strain [354]. This indicates the isolated strain had greater dependence on 

respiration than glycolysis. Though specific mutations were not defined in these cells, these data 
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hint at the presence of loss-of-function mutations in hexokinase. Such mutations are routinely 

observed in 2DG-resistant yeast cells. In a separate study, a pig kidney cell line was isolated, which 

displayed a decreased rate of 2DG phosphorylation [355]. 

Countering hexokinase activity, a 2DG6P phosphatase is an important part of the 2DG 

resistance mechanisms in yeast. The same 2DG-resistant HeLa cells isolated by S. Barban, also 

demonstrated increased phosphatase activity which reacted with 2DG6P [354]. However, the 

phosphatase has never been identified from these studies. Recently, overexpression of a human 

HAD-like phosphatase (homolog of the yeast DOG phosphatases), HDHD1, in a HeLa cell line 

conferred resistance to 2DG [287]. Whether this phosphatase is responsible for the observed 

resistance in the earlier studies is unknown. Alkaline phosphatase treatment has been correlated 

with 2DG resistance in multiple cell lines [356,357]. Therefore, it seems that detoxification of 

2DG6P by dephosphorylation could also be an important resistance mechanism in mammalian 

cells. Other mechanisms may be at play in mammalian cells. It has been shown that in hypoxic 

conditions, where 2DG toxicity should be greatest since respiration cannot be used, increases in 

glycolytic enzymes through a HIF1-dependent manner may prevent 2DG toxicity [358]. Also, 

2DG activates pro-survival pathways in several cancer cell lines and this may also provide a way 

for cancer cells to avoid toxicity [327].  

1.4 Goals and Discoveries 

The goals of my dissertation project are two-fold. First, I investigate the regulatory 

mechanisms surrounding Hxk2 nuclear localization in response to carbon-source stress and 

propose potential roles of this subcellular localization change. Second, I investigate the 
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mechanisms of 2DG-resistance conferred by loss-of-function mutations in Hxk2. Here, we present 

evidence that Hxk2 translocates to the nucleus when the enzyme becomes unstable and discuss 

possible reasons. Finally, using quantitative fluorescent microscopy, we refute a long-standing 

model describing the regulatory mechanisms and function surround Hxk2 nuclear localization. We 

show that Hxk2 translocates to the nucleus in response to glucose starvation as consistently 

observed in mammalian cells. Cis- and trans-regulatory elements were identified that impact Hxk2 

nuclear shuttling. Among these, Tda1 was identified as being indispensable for starvation-induced 

Hxk2 nuclear accumulation. Also, a lysine residue in the Hxk2 N-terminal tail was shown to be 

required for glucose-induced nuclear exclusion of Hxk2. We present the first atomic-resolution 

model using molecular dynamics (MD) simulations to describe how Hxk2 mutations confer 2DG 

resistance. 2DG resistance was evolved in yeast cells followed by identification of a novel 

resistance-conferring mutation in Hxk2, Hxk2G238V, that does not line the enzymatic pocket or 

diminish protein stability. We present evidence that this mutation diminishes Hxk2 enzymatic 

activity by impacting dynamics of the catalytic cleft and large-scale conformational changes 

required for substrate binding. Next, we perform the first, comprehensive study to understand the 

causal relationship of all Hxk2 mutations and 2DG resistance. Most isolated mutants were shown 

to confer 2DG resistance when expressed as the only HXK2 allele. We find that a subset of Hxk2 

mutants, altering substrate binding residues, impact nuclear localization. One mutation, Hxk2G55V, 

does not impact a substrate binding residue and lies far from the enzymatic cleft. Still, it promotes 

Hxk2 nuclear shuttling regardless of available glucose. We show that Hxk2G55V may encode an 

unstable enzyme. Using MD simulations, we show that Hxk2G55V impacts the stability and 

dynamics of a key “hinge-point” and affects enzyme conformational changes. This work opens the 
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door for future studies addressing the functional role of Hxk2 nuclear localization and highlights 

the contributions of hexokinase mutations to 2DG resistance.  
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2.0 Changing course: Glucose starvation drives nuclear accumulation of Hexokinase 2 in S. 

cerevisiae 

This work has been adapted from our previously published work under the CC BY 4.0 

license and can be found at: 

Lesko MA, Chandrashekarappa DG, Jordahl EM, Oppenheimer KG, Bowman RW II, 

Shang C, Durrant JD, Schmidt MC, O’Donnell AF (2023) Changing course: Glucose starvation 

drives nuclear accumulation of Hexokinase 2 in S. cerevisiae. PLoS Genetics 19(5): e1010745. 

https://doi.org/10.1371/journal.pgen.1010745  
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- Lesko MA: Figures 10A-D, 11A-F, 12A-D, 13B-F, 14A-D, 15A-B, 19A-D, 20B-D, 

21A-G, 22C-F, 23A-C, 24A-C, 25A-F, 27A-E, 28A-C, 29A-C, 32, Tables 3 & 4, 

writing, review & editing 

- Chandrashekarappa DG: Figures 10E, 11G, 13A, 14E-F, 17B-G, 19E-F, 22G-H, 24D, 

26, 27F, 30, 31 

- Jordahl EM: Plasmid construction, review & editing 

- Oppenheimer KG: Plasmid construction, review & editing 

- Bowman RW: Guidance with NIS.ai quantification, review & editing 

- Shang C: Guidance with FRAP experiments, review & editing 
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editing, project administration, resources, supervision 

- Schmidt MC: Figures 30, 31, writing, review & editing, project administration, 

resources, supervision 
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- O’Donnell AF: writing, review & editing, project administration, resources, 

supervision 

2.1 Introduction 

The functional complexity of proteomes is extended by “moonlighting” proteins, a term 

describing proteins with “other jobs” in the cell [359]. Enzymes with roles in signal transduction, 

independent of their catalytic activities, are good examples. For instance, cytochrome c is part of 

the mitochondrial electron transport chain. However, when released from the mitochondria, 

cytochrome c becomes a messenger of apoptotic signaling [360]. Glycolytic enzymes in many 

species have moonlighting functions distinct from their catalytic potential [361]. We examine the 

yeast hexokinase 2 (Hxk2), the enzyme that catalyzes the first step of glycolysis. Like other 

glycolytic enzymes, Hxk2 can translocate to the nucleus, suggesting that it may carry out a 

‘moonlighting’ nuclear function distinct from its glycolytic role. Here we assess Hxk2 nuclear 

translocation and its potential nuclear function as a transcription regulator. 

The budding yeast Saccharomyces cerevisiae express three enzymes capable of 

phosphorylating glucose, any one of which can support growth on glucose [224]. Two of these 

enzymes, Hxk1 and Hxk2, are hexokinases with broad substrate specificity, including glucose and 

fructose [362]. The third enzyme, Glk1, is a glucokinase, named for its glucose specificity. Hxk1 

and Hxk2 are closely related paralogs with 77% identity and 89% similarity in their amino acid 

sequences. Glk1 is less closely related to the hexokinases (37% identity and 53% similarity) but 

has a paralog, Emi2, whose function is uncertain. Recombinant Emi2 has detectable glucose 
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phosphorylating activity [226] but the presence of Emi2 is not sufficient to confer growth on 

glucose in hxk1Δ hxk2Δ glk1Δ cells, suggesting it may not function as a hexokinase in vivo [224]. 

Hxk2 is proposed to have a moonlighting function in the nucleus regulating gene 

expression [230,237,238,254,257–261,363]. The current model for Hxk2, proposed by the Moreno 

lab, states that Hxk2 translocates to the nucleus in glucose-rich conditions [261] in a manner 

dependent upon (1) binding to Mig1, a transcriptional repressor [236], (2) a nuclear localization 

signal (NLS) in the N-terminus of Hxk2 between lysine 6 and lysine 13 [260], and (3) 

dephosphorylation of Hxk2 at serine 15 [254]. Nuclear Hxk2 is proposed to be one subunit of a 

transcriptional repressor complex that includes the DNA binding proteins Mig1 and Mig2; the 

Tup1 repressor; Med8, a subunit of the Mediator complex; Reg1, a regulatory subunit of the PP1 

phosphatase; and the nuclear isoform of yeast AMP-activated protein kinase (AMPK) composed 

of the Snf1, Snf4, and Gal83 proteins. In this model, this large complex is needed for glucose 

repression of gene expression [238]. 

While the studies that support this model are cited collectively >1000 times 

[29,62,225,266,364,365], there has been no independent corroboration for the model, and aspects 

have been questioned in published commentaries [264]. The idea that yeast Hxk2 is excluded from 

the nucleus in glucose-starvation conditions and found in the nucleus in glucose-replete conditions 

is counter to many models of hexokinase/glucokinase regulation in other organisms 

[64,95,213,366]. Mammalian hexokinase isoforms II and III and glucokinase (aka hexokinase IV) 

can each be nuclear [64,67,213]. Most data suggest that these enzymes are nuclear in response to 

glucose limitation or stress, which is the opposite of what has been reported for yeast Hxk2 

[64,67,213]. 
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Unfortunately, entwined with the model of Hxk2 nuclear-cytosolic shuttling is the idea that 

Hxk2’s oligomeric state regulates nuclear partitioning. Rigorous in vivo biochemical analyses 

demonstrate that in glucose-grown cells, a balance of monomeric and dimeric Hxk2 exists [247]. 

In glucose-starved cells, Hxk2 is predominantly monomeric [247,251–253,367]. A key regulator 

of Hxk2 dimerization is serine 15, which is phosphorylated in glucose-starvation conditions to 

disrupt the dimer [247,251–253,367]. The Tda1 kinase is required for serine 15 phosphorylation, 

while Snf1 plays only a minor role [247]. In cells lacking Tda1, Hxk2 remains a dimer in both 

glucose replete and restricted conditions [247], suggesting that Tda1 controls Hxk2 monomer-

dimer balance. Unlike the clear link between serine 15 phosphorylation and Hxk2 monomer-dimer 

balance, the proposition that serine 15 regulates Hxk2 nuclear translocation is poorly supported 

[264]. 

We use high-resolution quantitative fluorescent imaging, biochemical and genetic methods 

to study the nuclear localization, dimerization, and function of Hxk2. Our data contradict all 

aspects of the current Hxk2 nuclear localization model. We demonstrate that Hxk2 is excluded 

from the nucleus in glucose-replete conditions, the very time when it is proposed to operate in a 

glucose repression transcriptional complex. We find that yeast Hxk2 enters the nucleus, but only 

in glucose starvation conditions, which is in line with the starvation and stress induced nuclear 

translocation of mammalian hexokinases [64,213]. Our imaging studies differ from earlier work, 

[236,254,259,260] in that we maintain the appropriate glucose supply throughout live-cell 

imaging, ensuring representation of the cellular response in these conditions. 

We further define cis and trans regulatory elements that control the starvation-induced 

nuclear accumulation of Hxk2. We identify Hxk2 lysine 13 as required for the glucose-regulated 

nuclear exclusion of Hxk2 and dimerization. In contrast to earlier studies, mutation of serine 15 
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did not alter glucose-regulated nuclear accumulation of Hxk2. In keeping with Kriegel lab studies, 

serine 15 mutants of Hxk2 altered the monomer-dimer balance in cells [251–253,367]. Thus, Hxk2 

glucose-regulated nuclear translocation and dimerization can be uncoupled. The Tda1 kinase, and 

not Snf1 or Mig1, was needed for Hxk2 nuclear translocation in response to glucose starvation. 

Finally, our RNAseq analyses showed that the expression of the most highly glucose-

repressed genes was not affected by loss of the HXK2 gene. Taken together, our data refute the 

idea that Hxk2 moonlights as a transcriptional repressor important for glucose repression. The 

function of nuclear Hxk2 in glucose-starved cells remains to be defined. 

2.2 Results 

2.2.1 Hxk2 nuclear shuttling 

We examined the impact of glucose abundance on the nuclear propensity of the three 

hexokinases in S. cerevisiae: Hxk1, Hxk2, and Glk1. Earlier studies suggested that Hxk2 from S. 

cerevisiae and C. albicans is nuclear excluded in glucose starvation and partially nuclear localized 

in abundant glucose [236,254,259,260,368]. However, in these earlier studies, cells were incubated 

in glucose-free medium before imaging (glycerol-containing medium or PBS in the S. cerevisiae 

or C. albicans experiments, respectively), perhaps to allow for DAPI nuclear staining 

[236,254,259,260,368]. We generated functional GFP-tagged, plasmid-borne versions of these 

hexokinases and expressed them in cells lacking their respective endogenous genes. To examine 

the localization of these hexokinase-GFP fusions in glucose-replete conditions (2% glucose, 

“high” glucose) and after acute glucose starvation (0.05% glucose, “low” glucose), we used live-
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cell confocal microscopy and a mScarlet-tagged nuclear marker to quantify nuclear co-

localization. In contrast to past qualitative Hxk2 studies [236,254,259,260,368], Hxk2 was largely 

cytosolic in glucose-grown cells, and a portion of Hxk2 became nuclear upon glucose starvation 

(Figure 10A). 
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Figure 10. Hexokinases alter localization in response to glucose starvation and can form multimers.  
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(A) Confocal microscopy of GFP-tagged yeast hexokinases expressed from CEN plasmids under the control of their 

endogenous promoters. Each hexokinase is expressed in cells where the endogenous gene has been deleted. Co-

localization with the nucleus is determined based on overlap with the Tpa1-mScarlet nuclear marker, and a dashed 

white line indicates the nucleus. (B-D) Automated quantification (using Nikon.ai and GA3 analyses) of the images 

shown in panel A where (B) shows the mean whole-cell fluorescence intensities, (C) shows the mean nuclear 

fluorescence, (D) shows the mean nuclear fluorescence over the whole-cell fluorescence for each hexokinase as XY-

scatter plots. The regions measured for each of these analyses are shown to the left of each graph with (B and D) the 

area for whole-cell measurement shown as a blue-dashed line filled with grid lines and (C-D) the area for the nuclear 

measurement shown as a red-dashed line filled with black dots. Horizontal bars show the median, and error bars 

indicate the 95% confidence interval. Dashed yellow and blue lines represent the median value for Hxk2-GFP cells in 

high and low glucose, respectively. Kruskal–Wallis statistical analysis with Dunn’s post hoc test was performed to 

compare the (B) mean whole-cell fluorescence, (C) mean nuclear fluorescence, or (D) mean nuclear/whole-cell 

fluorescence ratio between high and low glucose medium conditions for each hexokinase. (E) To assess 

multimerization, we prepared extracts from yeast cells grown in 2% glucose and expressing the indicated hexokinase 

proteins either untagged (-) or tagged (+) with V5 or GFP. Protein inputs were monitored by immunoblotting (bottom 

two panels). Association of tagged proteins was assessed by co-immunoprecipitation using anti-V5 beads followed 

by immunoblotting with anti-GFP (top panel). 

 

We next quantified for each hexokinase: (1) the mean whole-cell fluorescence, (2) mean 

nuclear fluorescence, and (3) the mean nuclear to mean whole-cell fluorescence ratio to assess the 

relative contribution of the nuclear signal to that of total cellular fluorescence (Figure 10B–10D). 

This last measure is essential as it accounts for changes in gene expression or protein 

abundance/stability that accompany nutrient changes, as is evident for Hxk1 and Glk1 (Figure 

10A–10D). In addition, higher whole-cell fluorescence can increase fluorescence in the nuclear 

compartment because background fluorescence increases. The ratio of the nuclear to whole cell 

fluorescence is thus the most useful measure to assess nuclear distribution. Manual and automated 
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image analyses were performed in four biological replicate experiments. Data from manual and 

automated quantification were consistent, validating the automated quantification pipeline (Figure 

10C-D, 11A-B). In response to glucose starvation, the mean nuclear fluorescence of Hxk2-GFP 

increased 3-fold, and the ratio of nuclear-to-whole-cell Hxk2-GFP fluorescence more than 

doubled, demonstrating a shift in Hxk2 to the nucleus upon glucose restriction. We also observed 

a glucose-starvation-induced increase in nuclear fluorescence with chromosomally-integrated, 

mNeonGreen-tagged Hxk2 (Figure 11C-E). 
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Figure 11. mNG-tagged Hxk2 localizes to the nucleus in response to glucose starvation, and pre-incubation of 

cells in glycerol before imaging makes interpretations of localization difficult.  
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(A-B) Manual quantification (using Image J) of the imaging data shown in Figure 10A and comparable to the 

automated approach used in Figure 10C–10D, to measure (A) mean nuclear fluorescence or (B) the ratio of the mean 

nuclear/whole-cell fluorescence. Horizontal black lines show the median, and error bars indicate the 95% confidence 

interval. Dashed yellow and blue lines represent the median value for Hxk2-GFP in high glucose and low glucose, 

respectively. Black asterisks represent statistical comparisons between low and high glucose for Hxk2-GFP. (C) 

Confocal microscopy of mNeonGreen-tagged Hxk2 expressed as a chromosomal integration. Co-localization with the 

nucleus is determined based on overlap with the Tpa1-mScarlet nuclear marker, and a dashed white line indicates the 

nucleus. (D-E) Manual quantification (using Image J) or automated quantification (using Nikon.ai and GA3) of the 

images shown in panel C to measure (D) mean nuclear fluorescence or (E) the ratio of the mean nuclear/whole-cell 

fluorescence. Horizontal black lines show the median, and error bars indicate the 95% confidence interval. Dashed 

yellow and blue lines represent the median value for Hxk2-mNG in high glucose and low glucose, respectively. Black 

asterisks represent statistical comparisons between low and high glucose for Hxk2-mNG. (F) Confocal microscopy of 

GFP-tagged Hxk2 expressed from a CEN plasmid under the control of the HXK2 promoter in cells lacking HXK2 

alone. For this experiment, cells were grown in glucose (2% glucose) or shifted into 0.05% glucose (low glucose) for 

2 h, but before imaging, these cells were incubated in 80% glycerol with DAPI to recreate the imaging conditions 

from earlier studies [9–13]. (G) To assess multimerization, we prepared extracts from yeast cells expressing the 

indicated hexokinase proteins either untagged (-) or tagged (+) with V5 or GFP. Protein inputs were monitored by 

immunoblotting (bottom two panels). The association of the tagged proteins was assessed by co-immunoprecipitation 

using anti-V5 beads followed by immunoblotting with anti-GFP (top panel). 

 

These data run counter to earlier findings that suggested Hxk2-GFP was retained in the 

nucleus in glucose-grown cells and excluded from the nucleus upon glucose starvation 

[236,254,259,260,368]. Three factors may account for this discrepancy. First, earlier studies 

incubated cells in glycerol or PBS (i.e., lacking glucose) before imaging [236,254,259,260,368]. 

This pre-incubation could provoke the glucose starvation-induced nuclear translocation we 

observed. When we imaged S. cerevisiae after incubation in 80% glycerol, we found nuclear 

accumulations of Hxk2-GFP regardless of the medium in which cells were pre-grown (Figure 
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11F). Second, high-copy plasmids were used to express Hxk2-GFP in the earlier studies, so this 

overexpression might have made localization changes difficult to interpret. Third, our studies 

differ from earlier studies due to improvements in microscopy and the lack of quantification of 

earlier datasets [236,254,259,260,368]. 

2.2.2 Hxk1 and Glk1 nuclear shuttling 

In contrast to Hxk2, we saw no nuclear accumulation of Hxk1 in glucose-grown or -starved 

cells (Figure 10A). Hxk1 transcription is upregulated upon glucose starvation, resulting in an ~2.5-

fold change in Hxk1 whole-cell fluorescence (Figure 10B). Considering only mean nuclear 

fluorescence, Hxk1 appears to undergo modest nuclear accumulation in glucose starvation, likely 

due to increased total Hxk1-GFP expression (Figure 10C). When data were normalized to account 

for protein abundance changes using the ratio of mean nuclear to mean whole-cell fluorescence, 

we saw no change in the relative distribution of Hxk1 upon glucose restriction (Figure 10C-D). 

The abundance of Hxk1 was lower than that of Hxk2 in glucose-replete conditions, but in glucose 

starvation, Hxk1 levels rose higher than those of Hxk2 (Figure 10B). If there was a significant 

accumulation of Hxk1 in the nucleus, we should have been able to detect it in the glucose starvation 

conditions, and we did not (Figure 10A-C). 

Consistent with recent reports [94], Glk1 formed cytosolic inclusions in high glucose 

(Figure 10A). These inclusions were diminished in low-glucose conditions, where Glk1 may be 

mobilized to help phosphorylate glucose [94]. Our Glk1 quantitative analyses were somewhat 

confounded by the large cytosolic inclusions often present near the nuclear marker; some cytosolic 

fluorescent signal was captured in the nucleus due to this overlap. Glk1 is transcriptionally 

upregulated in response to glucose starvation, causing a modest increase in its whole-cell 
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fluorescence intensity (Figure 10B) [229]. As with Hxk1, changes in mean nuclear fluorescence 

suggested Glk1 may modestly accumulate in the nucleus in glucose starvation, but when 

normalized to whole-cell-fluorescence intensity, we observed no change in the relative distribution 

of Glk1 upon glucose restriction (Figure 10C-D). These findings suggest that while Hxk2 

undergoes a glucose starvation-induced nuclear translocation, Hxk1 and Glk1 do not. 

2.2.3 Hexokinase multimerization 

Hxk2 nuclear localization could be linked to its transition from a dimer to a monomer. In 

cells grown in glucose-replete conditions, Hxk2 exists in a balance between dimeric and 

monomeric species [247,251]. Upon glucose starvation of cells, this balance shifts toward the 

monomeric state [247,251]. Hxk2 phosphorylation at S15 by the Tda1 kinase is vital for the 

transition to the monomer [247]. The Moreno lab suggested that Hxk2 is both nuclear and cytosolic 

in rich glucose conditions, but in response to glucose starvation, Hxk2 reportedly becomes nuclear 

excluded [236,254,259,260]. Further, this same lab showed that the phosphomimetic S15D 

mutation produced a nuclear-excluded Hxk2. Since S15D also gives rise to monomeric Hxk2, they 

argued that monomeric Hxk2 might be nuclear excluded [254], an idea contested in the literature 

[264]. 

Given the uncertainty of the relationship between Hxk2 monomer-dimer regulation and 

nuclear propensity, we assessed in vivo Hxk2 multimerization, as well as multimerization of Hxk1 

and Glk1. We performed co-purification assays from yeast cells expressing differentially tagged 

forms of either Hxk1, Hxk2, or Glk1. In all cases, the V5-purified versions co-purified with the 

GFP-tagged Hxk2, providing evidence for in vivo interaction (i.e., the formation of a dimer or 

higher-order multimer) (Figure 10E). We found evidence for heterodimer or multimer formation 
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between Hxk1 and Hxk2 (Figure 11G), which co-purify in high-content yeast studies [37]. Given 

that all three hexokinases can multimerize, yet Hxk1 and Glk1 do not undergo nuclear 

translocation, multimerization is unlikely to explain the differences in their nuclear propensities. 

2.2.4 Dynamics of Hxk2 nuclear partitioning in response to glucose starvation 

To ensure that Hxk2-GFP was functional, we assessed the ability of Hxk2-GFP and an 

untagged Hxk2 to support growth on glucose when present in hxk1Δ hxk2Δ glk1Δ cells and found 

that either of these forms supported robust growth (Figure 13A). We examined Hxk2-GFP nuclear 

partitioning in response to glucose starvation by performing a time-course image analysis. In low 

glucose, we observed increased nuclear Hxk2-GFP within 15 minutes, with nuclear accumulation 

further increasing at 4 and 8 hours before declining at the 24-hour mark (Figure 12A-C, 13B-D). 

In prolonged starvation, nuclear accumulation of Hxk2-GFP diminished, likely due to increased 

protein degradation as evidenced by the accumulation of free-GFP that begins at 8 h post starvation 

and increases after 24 h of starvation (Figure 13B-E). Note that there is almost no free-GFP at 

early timepoints in glucose starved cells (1–4 h) (Figure 13E). 
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Figure 12. Hxk2 increases its nuclear propensity upon shift to glucose starvation conditions.  

(A) Confocal microscopy of GFP-tagged Hxk2 expressed from a CEN plasmid under the control of its own promoter 

in hxk2Δ cells. Co-localization with the nucleus is determined based on overlap with the Tpa1-mScarlet nuclear 

marker, and a dashed white line indicates the nucleus. (B-C) Automated quantification of images shown in panel A to 

measure (B) mean nuclear fluorescence or (C) the ratio of the mean nuclear/whole-cell fluorescence. Horizontal black 

lines show the median, and error bars indicate the 95% confidence interval. Dashed yellow and blue lines represent 

the median value for Hxk2-GFP in high and low glucose, respectively. Kruskal-Wallis statistical analysis with Dunn’s 
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post hoc test was performed to determine if the values obtained post low-glucose shift were statistically different from 

those obtained in high-glucose conditions. (D) Quantification of FRAP experiments done with cells expressing GFP-

tagged Hxk2 from CEN plasmids under the control of its own promoter, and free GFP from CEN plasmids under the 

control of the TEF1 promoter. The post-bleaching recovery rate was calculated by measuring the slope of the linear 

portion of each graph. Blue and gold dots represent the percentage of nuclear fluorescence recovered for Hxk2-GFP 

and free GFP, respectively. The vertical, red dashed line represents the time point at which nuclear ROI bleaching 

occurred.  
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Figure 13. Assessing nuclear dynamics of Hxk2-GFP in response to glucose starvation.  
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(A) Cells lacking all three hexokinase genes (hxk1Δ hxk2Δ glk1Δ) were transformed with empty vector or plasmids 

expressing wild-type, untagged Hxk2, or Hxk2-GFP. Cell growth (A600) in media containing glucose as the carbon 

source was monitored for 24 hours. (B) Confocal microscopy of GFP-tagged Hxk2 expressed from a CEN plasmid 

under the control of the HXK2 promoter in cells lacking HXK2. Co-localization with the nucleus is determined based 

on overlap with the Tpa1-mScarlet nuclear marker, and a dashed white line indicates the nucleus. Cells were imaged 

at the indicated time points post-shift to glucose-depleted media for up to 24 hours. (C-D) Automated quantification 

of the images shown in panel B to measure (C) mean nuclear fluorescence or (D) the ratio of the mean nuclear/whole-

cell fluorescence. Horizontal black lines show the median, and error bars indicate the 95% confidence interval. Dashed 

yellow and blue lines represent the median value for Hxk2-GFP in high and 1 hour in low glucose, respectively. Black 

asterisks represent statistical comparisons between high glucose and low glucose time points. (E) Immunoblot 

analyses of Hxk2-GFP in whole-cell protein extracts made from cells grown in high glucose or shifted to low glucose 

for the indicated times. (F) Still frames from FRAP time-lapse images, corresponding to quantified data in Figure 

12D, showing pre- and post-bleached cells at selected time points. In the left-hand column, images from hxk2Δ cells 

expressing Hxk2-GFP from a CEN plasmid under the control of the endogenous HXK2 promoter are shown. In the 

right-hand column, images from BY4742 cells expressing free GFP from CEN plasmids under the control of the TEF1 

promoter are shown as a control for rapid nuclear recovery after photobleaching. White-dashed circles and arrowheads 

indicate the location of the nucleus. Yellow circles represent portions of the cytosol in an adjacent cell that was 

measured and used as a control for the rate of photobleaching due to repeated rounds of imaging over time. 

 

To determine the exchange rate between nuclear and cytosolic Hxk2, we performed 

fluorescence recovery after photobleaching (FRAP). We bleached the nuclear Hxk2-GFP in 

glucose-starved cells and monitored recovery of nuclear signal. In the 20 min post-bleaching, there 

was modest recovery of nuclear signal (~15% of its initial Hxk2-GFP nuclear signal), suggesting 

a slow exchange between nuclear and cytosolic Hxk2 (Figure 13D, 13F). Nuclear Hxk2-GFP 

recovered only 1.4% of its fluorescence per minute (Figure 12D). 
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As a control, we monitored nuclear recovery in cells expressing free-GFP. Free-GFP 

transitioned between the nucleus and cytosol [369], recovering nuclear fluorescence at a rate of 

~14%/minute and plateauing at 60% of original nuclear signal (Figure 12D and 13F). Unlike GFP, 

which freely diffuses into the nucleus, Hxk2-GFP has a slow, regulated nuclear translocation. 

2.2.5 Modification of Hxk2 at serine 15 does not alter nuclear partitioning but does prevent 

dimerization 

Hxk2 phosphorylation at S15 regulates the dimer-to-monomer transition [251–253]. This 

site is sometimes called S14 because proteolytic processing removes the Hxk2 N-terminal 

methionine [370]. Others have reported that in glucose-starvation, phosphorylation at S15 results 

in nuclear-excluded Hxk2 [254]. We found that Hxk2 with S15 mutated to alanine or the phospho-

mimetic aspartic acid (Hxk2S15A and Hxk2S15D, respectively) had equivalent nuclear fluorescence 

to wild-type Hxk2 in glucose-replete and -starvation conditions (Figure 14A-B). Regulation of 

Hxk2S15A and Hxk2S15D nuclear translocation appeared the same as wild-type Hxk2, occurring 

upon glucose restriction (Fig 14A-C). These results suggest that Hxk2 nuclear propensity does not 

depend on S15, contradicting earlier studies [254]. 
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Figure 14. Mutation of Hxk2 at S15 does not alter the regulation of its nuclear translocation but does change 

its ability to form multimers.  

(A) Confocal microscopy of GFP-tagged Hxk2 or mutant forms, expressed from a CEN plasmid under the control of 

the HXK2 promoter in hxk2Δ cells. Co-localization with the nucleus is determined based on overlap with the Tpa1-
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mScarlet nuclear marker, and a dashed white line indicates the nucleus. (B-C) Automated quantification of the images 

shown in panel A to measure (B) mean nuclear fluorescence or (C) the ratio of the mean nuclear/whole-cell 

fluorescence. Horizontal black lines show the median, and error bars indicate the 95% confidence interval. Dashed 

yellow and blue lines represent the median value for Hxk2-GFP in high and low glucose, respectively. Black asterisks 

represent statistical comparisons between low and high glucose for a specific HXK2 allele, and blue daggers represent 

statistical comparisons between mutant alleles and the corresponding WT Hxk2 in the same medium condition. (D) 

Immunoblot analyses of Hxk2-GFP from whole cell protein extracts made from cells grown in high glucose or shifted 

to low glucose for 2 hours. REVERT total protein stain serves as a loading control. (E) Cells lacking all three 

hexokinase genes (hxk1Δ hxk2Δ glk1Δ) were transformed with empty vector or plasmids expressing wild-type Hxk2, 

Hxk2S15A, or Hxk2S15D. Cell growth (A600) in media containing glucose as the carbon source was monitored for 24 

hours. (F) Extracts were prepared from yeast cells expressing the Hxk2 tagged with either V5 or GFP. Hxk2 proteins 

contained wild-type (WT) S15 or the S15A or S15D mutations. Protein expression was monitored by immunoblotting 

(bottom two panels). The association of the tagged proteins was assessed by co-immunoprecipitation using anti-V5 

beads followed by western blotting with anti-GFP (top panel). Quantitation of the signal in the top panel is shown. 

(G) The Hxk2-dimer model, with the two monomers shown as pink and blue ribbons, respectively. The glucose 

molecule and ATP molecules are shown as sticks. The N- and C-terminal tails are marked with “N-term” and “C-

term,” respectively. All residues predicted to participate in intermonomer electrostatic interactions are shown as pink 

and blue metallic surfaces per the associated monomer (see Table 1 for residue numbers). Residue S15 is shown as a 

metallic green surface. 

 

We considered the possibility that the role of S15 in Hxk2 localization could be strain 

specific. Our studies used BY4741-derived yeast, related to the S288C background [371], but 

earlier studies used W303-derived yeast [236,254,259,260]. We repeated our experiments in 

W303-derived cells and observed similar Hxk2 nuclear regulation to what we found in BY4741 

(Figure 15A-B). Based on these data, S15 does not alter Hxk2 nuclear regulation. 
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Figure 15. Hxk2 nuclear localization in response to glucose starvation is also observed in the W303 genetic 

background.  

(A) Confocal microscopy of GFP-tagged Hxk2 or select mutant alleles expressed from a CEN plasmid under the 

control of the HXK2 promoter in hxk2Δ cells derived from a W303 genetic background. Nuclear localization was 

determined based on the peri-nuclear ER localization of the mCherry-tagged Scs2-TM construct [14]. This marker 

was used to generate the white-dashed line that represents the peri-nuclear ER overlay in row 3. (B) A line scan of the 

region shown as a white line in row 2 of (A) is provided. The fluorescence intensities for GFP (green line) are graphed 
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based on the left Y-axis values, which in each case measures the mean GFP fluorescence intensity (a.u.) along the 

line. The fluorescence intensities for the mCherry-tagged peri-nuclear ER (red line) are graphed based on the right Y-

axis values, which measure the mean mCherry fluorescence intensity (a.u.) along the line. All fluorescence measures 

are graphed vs. the distance along the line (microns) from panel A.  

 

Hxk2-S15 mutant protein abundances and ability to support growth on glucose in hxk1Δ 

hxk2Δ glk1Δ cells were indistinguishable from wild-type Hxk2, demonstrating that they encode 

stable and active hexokinases (Figure 14D-E). When we assessed in vivo multimerization, we 

found that Hxk2S15D failed to multimerize and Hxk2S15A reduced multimerization, suggesting that 

each mutant diminished Hxk2 dimer abundance (Figure 14F). Hxk2S15D disrupts Hxk2 

dimerization in vivo and in vitro, while Hxk2S15A has a more modest impact on dimerization in 

vitro [247,251–253]. Consistent with our observations (Figure 14E), Hxk2S15D and Hxk2S15A have 

identical catalytic activities in vitro [251–253]. These data confirm that S15 is critical for Hxk2 

multimerization, but changes to S15 did not alter Hxk2 nuclear propensity in wild-type cells. 

Nuclear translocation was still regulated by glucose starvation. 

2.2.6 Hxk2 homology model provides insight into the molecular mechanisms of 

dimerization 

To understand the mechanisms that govern Hxk2 dimerization and nuclear translocation, 

we generated a homology model of dimeric S. cerevisiae Hxk2 (referred as ScHxk2) based on a 

crystal structure of the K. lactis Hxk1 dimer (PDB 3O1W; referred to as KlHxk1) [83]. In K. lactis, 

the sole Hxk1 ortholog corresponds to both ScHxk1 and ScHxk2. ScHxk1 and ScHxk2 are paralogs 

that arose from a whole genome duplication in S. cerevisiae, which did not occur in K. lactis 
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[372,373]. KlHxk1 is like both ScHxk1 (70% identity) and ScHxk2 (73% identity) (Figure 16A), 

but it is slightly more similar to ScHxk2, as is evident when structures of these three enzymes are 

superimposed (Figure 16B-D) [83]. The similarity between KlHxk1 and ScHxk2 (Figure 16C) 

makes KlHxk1 ideal for modeling dimeric ScHxk2. Crystal structures of many proteins lack N-

terminal tails, which are often disordered, but the 3O1W [83] structure covers almost all the 

KlHxk1 sequence without gaps, including the two N-terminal tails. Each 3O1W N-terminus 

extends into the enzymatic cleft of the opposite KlHxk1 monomer, which may lock it into a stable 

position that can be crystallographically resolved. Our ScHxk2 homology model is similarly 

complete, including the cleft-bound N-terminal tails (Figure 14G). 
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Figure 16. Comparison of the amino acid sequences and structures for ScHxk1, ScHxk2, KlHxk1.  
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(A) Clustal Omega amino-acid sequence alignment of ScHxk1, ScHxk2, and KlHxk1. Identical amino acids, conserved 

residues, and non-conserved residues are shown in the consensus motif as asterisks, colons, or spaces, respectively. 

Colors represent the amino-acid side-chain functional groups, with red representing alkyl side chains, blue 

representing acidic side chains, purple representing basic side chains, and green representing neutral side chains. (B-

D) Crystal structures of ScHxk1, ScHxk2, and KlHxk1 (PDB IDs 1HKG, 1IG8, and 3O1W) superimposed using UCSF 

Chimera. The structures are all highly similar, but ScHxk2 and KlHxk1 have the greatest similarity. 

 

To identify molecular interactions responsible for dimerization, we used BINANA [44,45] 

to find inter-chain interactions in the modeled dimer (Table 2 and highlighted in Figure 14G). This 

analysis identified two primary regions. The first is the N-terminal tail itself. Several charged tail 

residues participate in salt bridges with the opposite monomer (V2-D417*, K7-E457*, K13-

D106*, where an asterisk denotes a residue belonging to the opposite monomer). The Q10 

sidechain also forms hydrogen bonds with T107* and F105*. The second region of inter-chain 

interactions is at the interface between the two distal lobes, where the two monomers meet. Here 

K111 forms salt bridges with two residues (E359* and D360*), as does R113 (E359* and D363*). 

E141 forms a single salt bridge with K379*, and the Q109 and K111 backbones form hydrogen 

bonds with E356* and N357*, respectively. 
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Table 2. Summary of residues at the Hxk2 dimer interface per the homology model of the ScHxk2 dimer.  

Monomer 1 Monomer 2 Interaction type 

VAL 2 ASP 417 Salt bridge 

LYS 7 GLU 457 Salt bridge 

GLN 10 PHE 105 Hydrogen bond 

GLN 10 THR 107 Hydrogen bond 

LYS 13 ASP 106 Salt bridge 

GLN 109 GLU 356 Hydrogen bond 

LYS 111 ASN 357 Hydrogen bond 

LYS 111 GLU 359 Salt bridge 

LYS 111 ASP 360 Salt bridge 

ARG 113 GLU 359 Salt bridge 

ARG 113 ASP 363 Salt bridge 

GLU 141 LYS 379 Salt bridge 

 

Based on our analyses of the ScHxk2 dimer model, it is not surprising that the two S15 

mutants impact dimerization, as S15 is close to two inter-chain salt bridges (E141-K379* and K13-

D106*) (Table 2 and Figure 14G). S15 phosphorylation (-2 e charge) would change the regional 

electrostatics, possibly disrupting dimer-promoting interactions. Mutation of this site to Ala would 

preclude phosphorylation and preserve the interactions, leaving the dimer intact (Table 2 and 

Figure 14G). 

The cleft-bound N-terminal tails appear to play an important role in promoting ScHxk2 

dimerization (Figure 14G, 17A). Given the crystallographic positions of bound glucose and ATP 

observed in other structures (e.g., 6PDT [94]), there do not appear to be substantial steric clashes 

between these bound substrates and the N-terminal tail, even if all three were to occupy the same 

cleft. We posit that the bound tail might instead be incompatible with catalytic-cleft closure, as 

required for glucose phosphorylation. Indeed, our homology model and published crystal 

structures [83] suggest that hexokinase dimerization generally—and perhaps N-terminal-tail 

binding specifically—maintains the catalytic cleft in an open conformation. In high glucose 

concentrations, bound glucose might disrupt N-terminal-tail binding within the catalytic pocket to 

destabilize the dimer (Figure 17A), and this could help form the monomer-dimer balance of Hxk2 



 90 

observed in glucose-grown cells [247]. Alternatively, N-terminal-tail binding may prevent glucose 

binding in low glucose concentrations, encouraging dimerization. However, in vivo the Tda1 

kinase phosphorylates Hxk2, which helps preserve it as a monomer even in glucose starvation 

conditions. When the Tda1 kinase is lost, along with its accompanying Hxk2 posttranslational 

modifications, Hxk2 is retained as a dimer in low glucose conditions [247], as would be predicted 

from our model. 

 

 

Figure 17. Glucose binding prevents Hxk2 dimer formation.  

(A) A close-up view of the enzymatic clefts of the Hxk2 dimer model (shown in Figure 14G). The N-terminus from 

one monomer (in blue) binds in the catalytic pocket of the opposing monomer (in pink). Positioned glucose and ATP 

molecules are shown in sticks representation. Hydrogen bonds are shown as solid black lines. (B) Yeast Hxk2 proteins 

(wild type and Hxk2-S15D) were expressed in and purified from E. coli. Each protein (5 μg) was resolved by SDS gel 
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electrophoresis and stained with Coomassie blue. (C) Purified, recombinant Hxk2 proteins (WT, square symbols; 

Hxk2-S15D, round symbols) were resolved by size exclusion chromatography using a buffer with (blue) and without 

(yellow) glucose. 

 

We tested this model using molecular dynamics simulations. We found evidence that a 

glucose molecule and the N-terminal tail may not simultaneously occupy the catalytic pocket of 

the dimer (see Figure 18A-F). However, in simulations of the dimer where glucose was omitted, 

the N-terminal tail remained stably associated throughout the simulation (see Figure 18A-F). This 

finding is consistent with the idea that the N-terminal tail and its modification are key in regulating 

the dimer-to-monomer transition. 

 

 

Figure 18. Molecular dynamics simulations demonstrating a possible mechanism of N-terminal-tail dissociation 

from the enzymatic pocket upon glucose binding.  
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(A) Early in the simulation, the positively charged V2 terminal amine slides between D417* and D458*, forming salt 

bridges with both. (B) The bound glucose molecule briefly forms hydrophobic contacts with the V2 side chain. (C) 

Glucose moves to a different location within the enzymatic cleft, and the V2-D458* salt bridge brakes. At roughly the 

same time, a hydrogen bond forms between H3 and D86*. (D) The tail beings to dissociate from the opposite-monomer 

cleft. K7, which previously formed a salt bridge with E457*, now forms a salt bridge with D417* instead. K8, which 

did not previously interact with the opposite monomer, forms a salt bridge with E457*. (E) Tail dissociation is 

stabilized by a cation-π interaction between H3 and R423*, and Q10 shifts to form a hydrogen bond with T107*. (F) 

Finally, the V2 terminal amine forms a salt bridge with E352*, and H3 forms a hydrogen bond with the backbone 

carbonyl oxygen of N422*. 

 

To verify that glucose promotes dimer dissociation independently of S15 phosphorylation, 

we used chromatography to biochemically examine multimerization of purified Hxk2 and 

Hxk2S15D. Using nickel affinity columns, we obtained highly purified Hxk2 and Hxk2S15D from E. 

coli (Figure 17B). As a control, we confirmed that Hxk2S15D promotes monomerization in the 

absence of glucose. In size exclusion chromatography, wild-type Hxk2 eluted as a single peak with 

an ~8.8 mL elution volume. Hxk2S15D took longer to elute from the column (elution volume of 

~9.5 mL), consistent with a smaller size than wild-type Hxk2 (Figure 17C, compare yellow 

curves). This change in elution profile is consistent with wild-type Hxk2 forming a larger, dimeric 

complex than the Hxk2S15D mutant in the absence of glucose. In contrast, Hxk2S15D cannot dimerize 

unless much higher enzyme concentrations are used [252] and represents monomeric Hxk2 

[252,253]. 

We next preincubated Hxk2 with glucose in the absence of ATP, locking the enzyme in a 

glucose-bound state before performing size exclusion chromatography. In the presence of glucose, 

Hxk2 migrated slowly and eluted as a single peak at ~9.5 mL, the same elution profile observed 

with monomeric Hxk2S15D (Figure 17C, compare blue curve for WT Hxk2 to yellow Hxk2S15D 
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curve). Unlike wild-type Hxk2, the elution profile of the monomeric Hxk2S15D did not change upon 

adding glucose, as expected since it was already monomeric (Figure 17C, compare yellow and 

blue curves for Hxk2S15D). Since these assays were done without ATP, unphosphorylated glucose 

remained in the binding pocket. They are thus comparable to the simulations, which similarly 

omitted ATP. 

These results confirm that glucose binding disrupts dimer formation. They support earlier 

biochemical studies demonstrating that glucose binding (1) promotes Hxk2 monomer formation 

and (2) greatly decreases the dimerization association constant. The Hxk2 dimer had a Ka of 1.2 x 

107/M when glucose was absent versus 4.5 x 104/M in the presence of glucose. A similar mutant 

to the one used here, Hxk2S15E, had a dimer Ka of 1.3 x 104/M without glucose present, nearly 

1000-fold lower than wild-type Hxk2 in the same conditions [252]. We propose a model that 

incorporates our MD simulations and biochemical findings with the earlier work from the Kriegel 

lab: (1) Glucose and N-terminal tail binding in the Hxk2 catalytic cleft are incompatible. (2) N-

terminal tail docking into the catalytic cleft of the opposing monomer stabilizes Hxk2 

dimerization. (3) Modification of S15 disrupts the dimer interface by occluding the N-

tail/catalytic-pocket association between opposing monomers. 

2.2.7 The Hxk2 N-terminal tail, thought initially to contain an NLS, is required for Hxk2 

dimer formation and nuclear exclusion 

To assess the role of the N-terminal tail, we made a mutant Hxk2 lacking amino acids 7–

16 (referred to as Hxk2Δ7–16). The Moreno group has studied this same mutation. They referred to 

it as either Hxk2ΔK7M16, described as having lost its nuclear localization sequence [261], or the 

“without regulatory function” (WRF or Hxk2WRF) mutation, described as having lost its ability to 
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regulate glucose-repression of the SUC2 gene [236,258]. Studies from the same lab suggest that 

Hxk2Δ7–16 retains full catalytic function but fails to bind Mig1 and does not localize to the nucleus, 

leading to their claim that amino acids in this region constitute an Hxk2 NLS [236,258]. 

We demonstrated that the Hxk2Δ7–16 mutant retains only partial catalytic activity (~50% 

that of WT Hxk2) and maintains glucose repression of the SUC2 gene [224], refuting earlier claims 

[236,258]. Since this stretch of amino acids was reported as an NLS [261], we were surprised to 

find that Hxk2Δ7–16 localized to the nucleus in both glucose-replete and glucose-starvation 

conditions (Figure 19A-C). In contrast to the reports that this region serves as an NLS [261], the 

Hxk2 N-terminus seems critical for maintaining glucose-regulated nuclear exclusion of Hxk2. 
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Figure 19. Deleting the N-terminal amino acids 7-16 results in a pool of constitutively nuclear localized Hxk2, 

prevents Hxk2 dimerization but maintains catalytic function.  
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(A) Confocal microscopy of GFP-tagged Hxk2 or Hxk2Δ7–16 expressed from a CEN plasmid under the control of the 

HXK2 promoter in hxk2Δ cells. Co-localization with the nucleus is determined based on overlap with the Tpa1-

mScarlet nuclear marker, and a dashed white line indicates the nucleus. (B-C) Automated quantification of the images 

shown in panel A to measure (B) mean nuclear fluorescence or (C) the ratio of the mean nuclear/whole-cell 

fluorescence. Horizontal black lines show the median, and error bars indicate the 95% confidence interval. Dashed 

yellow and blue lines represent the median value for Hxk2-GFP in high and low glucose, respectively. Black asterisks 

represent statistical comparisons between low and high glucose for a specific HXK2 allele, and blue daggers represent 

statistical comparisons between mutant alleles and the corresponding WT Hxk2 in the same medium condition. (D) 

Immunoblot analyses of Hxk2-GFP in whole-cell protein extracts made from cells grown in high glucose or shifted 

to low glucose for 2 hours. REVERT total protein stain of the membrane serves as a loading control. (E) Cells lacking 

all three hexokinase genes (hxk1Δ hxk2Δ glk1Δ) were transformed with plasmid vector or plasmids expressing wild-

type Hxk2 or Hxk2-Δ7–16, as indicated. Cell growth (A600) in media containing glucose as the carbon source was 

monitored for 24 hours. (F) To assess multimerization, we prepared extracts from yeast cells expressing the untagged 

Hxk2 or Hxk2 tagged with either V5 or GFP. Hxk2 proteins contained either the wild-type (WT) N-terminus or the 

Δ7–16 deletion. Protein expression was monitored by western blotting (bottom two panels). The association of the 

tagged proteins was assessed by co-immunoprecipitation using anti-V5 beads followed by western blotting with anti-

GFP (top panel). 

 

The Hxk2Δ7–16 protein was stable and functional, as confirmed by immunoblotting and its 

ability to support robust growth on glucose for cells lacking endogenous hexokinase (Figure 19D-

E). However, the Hxk2Δ7–16 mutant did not copurify a differentially tagged version of Hxk2Δ7–16, 

suggesting it cannot multimerize (Figure 19F). This result is not surprising considering our 

modeling and simulations, in which the Hxk2 N-terminal tail is necessary for dimerization (Figure 

14G and Table 2). 

Since residues 7–16 are not a bona fide NLS, we mapped surface-exposed lysines and 

arginines (Figure 20A) and used several NLS prediction tools [46–50] to try to identify the 
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sequence responsible for Hxk2 nuclear translocation. Two of these tools identified a string of 

lysines at K54, K58, and K59 as a putative NLS. When we mutated these residues to alanine, the 

nuclear partitioning of Hxk2 in response to glucose fluctuations was unchanged (Figure 20B-D). 

Hxk2 does not contain an easily definable, canonical K/R-rich NLS. 

 

 

Figure 20. A second K/R-rich, putative nuclear localization sequence in Hxk2 does not impact its nuclear 

partitioning in response to changing glucose conditions.  
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(A) One monomer of the full-length ScHxk2 homology model is shown in surface representation. Surface-exposed 

lysine residues are shown in blue, and arginine residues are shown in purple. Labeled amino acids indicate the location 

of a basic, lysine-rich patch and predicted NLS at residues K54, K59, and K59, as identified by SeqNLS and 

NLStradamus [15,16]. Note that per PSORTII, Predict NLS, and cNLS Mapper, there are no predicted NLSs in Hxk2 

[17–19]. (B) Confocal microscopy of GFP-tagged Hxk2 and K54A, K58A, and K58A mutant expressed from a CEN 

plasmid under the control of the HXK2 promoter in cells lacking HXK2 alone. Co-localization with the nucleus is 

determined based on overlap with the Tpa1-mScarlet nuclear marker, and a dashed white line indicates the nucleus. 

(C-D) Automated quantification of the images shown in panel B to measure (C) the mean nuclear fluorescence or (D) 

the mean nuclear/whole-cell fluorescence ratio. Horizontal black lines show the median, and error bars indicate the 

95% confidence interval. Dashed yellow and blue lines represent the median value for Hxk2-GFP in high and low 

glucose, respectively. Black asterisks represent statistical comparisons between low and high glucose for a specific 

HXK2 allele. Blue daggers represent statistical comparisons between mutant alleles and the corresponding WT Hxk2 

in the same medium condition. 

2.2.8 K13 in the Hxk2 N-terminal tail is required for Hxk2 dimer formation and glucose 

regulation of nuclear localization 

There are three lysines among amino acids 7–16, and lysines are often critical for NLS 

function [374]. We made site-directed mutants at lysines 7, 8, and 13, converting these residues to 

alanine (referred to as Hxk2K7,8,13A). This triple mutant recapitulated the high glucose nuclear 

localization observed for Hxk2Δ7–16 (Figure 21A-C). Rather than forming an NLS, this region helps 

maintain glucose-induced nuclear exclusion of Hxk2. 
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Figure 21. Mutational analyses of lysine-rich putative nuclear localization sequences in Hxk2.  
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(A) Confocal microscopy of GFP-tagged Hxk2 and K7A, K8A, and K13A mutant expressed from a CEN plasmid 

under the control of the HXK2 promoter in cells lacking HXK2 alone. Co-localization with the nucleus is determined 

based on overlap with the Tpa1-mScarlet nuclear marker, and a dashed white line indicates the nucleus. (B-C) 

Automated quantification of the images shown in panel A to measure (B) the mean nuclear fluorescence or (C) the 

mean nuclear/whole-cell fluorescence ratio. Horizontal black lines show the median, and error bars indicate the 95% 

confidence interval. Dashed yellow and blue lines represent the median value for Hxk2-GFP in high and low glucose, 

respectively. Black asterisks represent statistical comparisons between low and high glucose for a specific HXK2 

allele. Blue daggers represent statistical comparisons between mutant alleles and the corresponding WT Hxk2 in the 

same medium condition. (D) Confocal microscopy of GFP-tagged Hxk2, K13A, or K13R mutants expressed from a 

CEN plasmid under the control of the HXK2 promoter in cells lacking HXK2 alone. Co-localization with the nucleus 

is determined based on overlap with the Tpa1-mScarlet nuclear marker, and a dashed white line indicates the nucleus. 

(E-F) Automated quantification of the images shown in panel D to measure € the mean nuclear fluorescence or (F) 

the mean nuclear/whole-cell fluorescence ratio. Horizontal black lines show the median, and error bars indicate the 

95% confidence interval. Dashed yellow and blue lines represent the median value for Hxk2-GFP in high and low 

glucose, respectively. Black asterisks represent statistical comparisons between low and high glucose for a specific 

HXK2 allele. Blue daggers represent statistical comparisons between mutant alleles and the corresponding WT Hxk2 

in the same medium condition. (G) Immunoblot analyses of Hxk2-GFP or the K13A mutant from whole-cell protein 

extracts of WT or tda1Δ cells that were grown in high glucose or shifted to low glucose for 2 h. The full-length Hxk2-

GFP and the free GFP breakdown products are shown for each and are equally adjusted so that their abundances can 

be compared. Total protein stain is shown as a loading control. Note that there is no increase in the free-GFP signal in 

response to low glucose shift, nor is there increased free GFP from the K13A mutant protein. 

 

We found that the Hxk2Δ7–16 and Hxk2K7,8,13A mutants prevented dimerization and 

circumvented glucose-regulated nuclear translocation, giving rise to a pool of constitutively 

nuclear Hxk2. However, disrupting dimerization is not sufficient to drive nuclear localization of 

Hxk2 because Hxk2S15D, which prevents dimerization, retains glucose-regulated nuclear exclusion 

(Figure 14A-G, 15A-B). Amino acids 7–16 in Hxk2 are conserved in Hxk1, yet Hxk1 does not 
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accumulate in the nucleus in glucose starvation (Figure 22A and Figure 10A-D), and analogous 

mutations in Hxk1 to those under study for Hxk2 did not result in accumulation of nuclear Hxk1 

(Figure 23A-C). 
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Figure 22. Mutation of K13 to alanine in the Hxk2 N-terminal tail results in a pool of nuclear localized Hxk2 

in both high and low glucose and prevents Hxk2 dimerization but maintains catalytic function.  
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(A) Sequence alignment of the Hxk2 N-terminal tail with Hxk1, highlighting key mutated residues. The first 30 

residues of Hxk1 and Hxk2 are shown with identical residues shaded. Select mutations in this region are shown in 

yellow. (B) Modeled K13 interactions. The two Hxk2 monomers are shown as pink and blue ribbons. In the first panel, 

a close-up view of K13 interactions with E356 (same monomer) and D106 (opposing monomer). In the second panel, 

an alanine substitution at K13 cannot form the same electrostatic interactions. (C) Confocal microscopy of GFP-tagged 

Hxk2 or the mutant alleles expressed from a CEN plasmid under the control of the HXK2 promoter in hxk2Δ cells. 

Co-localization with the nucleus is determined based on overlap with the Tpa1-mScarlet nuclear marker, and a dashed 

white line indicates the nucleus. (D-E) Automated quantification of imaging shown in (C) to measure (D) mean nuclear 

fluorescence or (E) the ratio of the mean nuclear/whole-cell fluorescence. Horizontal black lines show the median, 

and error bars indicate the 95% confidence interval. Dashed yellow and blue lines represent the median value for 

Hxk2-GFP in high and low glucose, respectively. Black asterisks represent statistical comparisons between low and 

high glucose for a specific HXK2 allele, and blue daggers represent statistical comparisons between mutant alleles and 

the corresponding WT Hxk2 in the same medium condition. (F) Immunoblot analyses of Hxk2-GFP in whole-cell 

protein extracts made from cells grown in high glucose or shifted to low glucose for 2 hours. (G) Cells lacking all 

three hexokinase genes (hxk1Δ hxk2Δ glk1Δ) were transformed with plasmid vector or plasmids expressing wild-type 

Hxk2 or Hxk2K13A, as indicated. Cell growth (A600) in media containing glucose as the carbon source was monitored 

for 24 hours. (H) Extracts were prepared from yeast cells expressing Hxk2-GFP and Hxk2 with or without the V5 as 

indicated. Hxk2 proteins contained either the wild-type (WT) sequence or the S15D or K13A mutations. Protein 

expression was monitored by western blotting (bottom two panels). The association of the tagged proteins was 

assessed by co-immunoprecipitation using anti-V5 beads followed by western blotting with anti-GFP (top panel). 

Quantitation of the signal in the top panel is shown. 

 



 104 

 

Figure 23. N-terminal mutations in Hxk1 do not alter Hxk1 nuclear propensity.  
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(A) Confocal microscopy of GFP-tagged Hxk1 and the indicated mutant alleles expressed from CEN plasmids under 

the control of the HXK1 promoter in cells lacking HXK1. Co-localization with the nucleus is determined based on 

overlap with the Tpa1-mScarlet nuclear marker, and a dashed white line indicates the nucleus in the GFP with a 

nuclear outline row. (B-C) Automated quantification of the images shown in panel A to measure (B) the mean nuclear 

fluorescence or (C) the mean nuclear/whole-cell fluorescence ratio. Horizontal black lines show the median, and error 

bars indicate the 95% confidence interval. Dashed yellow and blue lines represent the median value for Hxk1-GFP in 

high and low glucose, respectively. The dashed gray line represents the median value for Hxk1 in high/low glucose 

media simultaneously for panel C since these values are not distinguishable. Black asterisks represent statistical 

comparisons between low and high glucose for a specific HXK1 allele. Blue daggers represent statistical comparisons 

between mutant alleles and the corresponding WT Hxk1 in the same medium condition. 

 

To refine the region responsible for glucose-regulated nuclear localization, we considered 

our ScHxk2 dimer homology model, which suggests the N-terminal-tail residues K7 and K13 form 

important salt bridge interactions that may stabilize the dimer (Figure 14G and 22B). Of these two 

sites, K13 may be dimethylated or sumoylated in Hxk2 [375,376] (Figure 22B) but ubiquitinated 

in Hxk1 [377]; this putative differential regulation could account for the distinct Hxk1 and Hxk2 

nuclear localizations. We assessed the localization of GFP-tagged Hxk2K13A, a mutation likely to 

disrupt the K13-D106 electrostatic interaction observed in the ScHxk2 model (Figure 22B, center 

panel). Like Hxk2Δ7–16 and Hxk2K7,8,13A, Hxk2K13A was nuclear localized in both glucose-replete 

and glucose-starved conditions (Figure 22C-E). In glucose-grown cell, it had elevated nuclear 

fluorescence and a nuclear to whole-cell fluorescence ratio that was indistinguishable from wild-

type Hxk2 under glucose-starvation conditions. Further, there was little change in the mean nuclear 

to whole-cell fluorescence ratio of Hxk2K13A between glucose-grown or -starved cells (Figure 

22E), demonstrating that this mutant bypasses glucose-inhibition of nuclear localization. A 

mutation of K13 to arginine, which would disrupt sumoylation and likely disrupt methylation 
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(arginine’s can be methylated but use differing enzymes than lysine methylation) but could leave 

Hxk2 dimerization intact, similarly prevented nuclear exclusion of Hxk2 in high glucose 

conditions (Figure 21D-E). These data suggest that loss of sumoylation and/or methylation at K13 

may be an important determinant for glucose restriction of Hxk2’s nuclear translocation. The 

analogous Hxk1K13A mutant did nothing to change the distribution of Hxk1, which remained 

cytosolic in all conditions (Figure 23A-C). 

Hxk2K13A encodes a stable and functional protein, has catalytic activity, and permits robust 

growth on glucose when expressed as the only hexokinase in cells (Figure 22F-G). There was no 

increase in the free-GFP breakdown product for K13A relative to the WT control, so the elevated 

nuclear fluorescence is not due to increased free-GFP (Figure 21G). The K13A mutation disrupted 

multimer formation as effectively as Hxk2S15D (Figure 14G and 22H); V5-tagged Hxk2K13A from 

yeast extracts could not copurify GFP-tagged Hxk2K13A (Figure 22H). 

It should be noted that the K13A mutation and dimer disruption allow access to the S15 

phosphorylation site, which others have suggested might control nuclear translocation [254]. To 

determine if S15 phosphorylation influenced the misregulated localization of the K13A mutant, 

we combined K13A with S15A or S15D, which prevent phosphorylation or mimic 

phosphorylation, respectively. Neither of these new double mutants–Hxk2K13A,S15A nor 

Hxk2K13A,S15D –showed any difference in nuclear localization compared to Hxk2K13A (Figure 22C-

E). We propose that S15 phosphorylation is dispensable for nuclear translocation and/or retention 

of Hxk2K13A. 

We mutated D106, the residue that pairs with K13 to form a salt bridge at the Hxk2 dimer 

interface (Figure 14G). Interestingly, the Hxk2D106A mutant, which would presumably break the 

interaction with K13 and allow it to be accessible for modification and/or binding, maintained 
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normal Hxk2 cytosol-nuclear partitioning in both glucose-replete and -starvation conditions 

(Figure 24A-C). However, as anticipated, the D106A mutant could not form multimers in vivo 

(Figure 24D), supporting the idea that K13 should be accessible in this mutant. These data 

demonstrate that generating the Hxk2 monomer is not sufficient to drive nuclear localization of 

Hxk2. In addition, access to K13, as would be expected to occur in any mutant that breaks the 

dimer, is not enough to stimulate nuclear localization, supporting a model where post-translational 

modification or some aspect specific to the lysine at this position is required for glucose regulation 

of Hxk2’s nuclear propensity. 

 

 

Figure 24. Mutation of D106, which interacts with K13, does not alter Hxk2 nuclear localization but does 

prevent Hxk2 dimerization.  
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(A) Confocal microscopy of GFP-tagged Hxk2 or the mutant alleles expressed from a CEN plasmid under the control 

of the HXK2 promoter in hxk2Δ cells. Co-localization with the nucleus is determined based on overlap with the Tpa1-

mScarlet nuclear marker, and a dashed white line indicates the nucleus. (B-C) Automated quantification of imaging 

shown in (A) to measure (B) mean nuclear fluorescence or (C) the ratio of the mean nuclear/whole-cell fluorescence. 

Horizontal black lines show the median, and error bars indicate the 95% confidence interval. Dashed yellow and blue 

lines represent the median value for Hxk2-GFP in high and low glucose, respectively. Black asterisks represent 

statistical comparisons between low and high glucose for a specific HXK2 allele, and blue daggers represent statistical 

comparisons between mutant alleles and the corresponding WT Hxk2 in the same medium condition. (D) Extracts 

were prepared from yeast cells expressing Hxk2-GFP and Hxk2 with or without the V5 as indicated. Hxk2 proteins 

contained either the wild-type (WT) sequence or the K13A or D106A mutations. Protein expression was monitored 

by western blotting (bottom two panels). The association of the tagged proteins was assessed by co-

immunoprecipitation using anti-V5 beads followed by western blotting with anti-GFP (top panel). Quantitation of the 

signal in the top panel is shown. 

2.2.9 Tda1, but not Snf1, or Mig1, is required for Hxk2 nuclear accumulation 

Many studies have identified Hxk2 S15 phosphorylation [367,378–383]. This site is 

conserved perfectly in Hxk1, where it is also phosphorylated [367,378–383]. Multiple kinases are 

linked to Hxk2 S15 phosphorylation, including PKA, Snf1, and Tda1 [247,254,367]. The Snf1 

kinase, its substrate Mig1, and Reg1 (an activator of the PP1 protein phosphatase Glc7 that controls 

Snf1 activity) are thought to interact with Hxk2 to facilitate its nuclear translocation, where they 

form a large complex that controls Hxk2’s alleged moonlighting function as a transcriptional 

regulator [236–238,254,257]. 

We examined the impact of Snf1 and Mig1 on Hxk2 nuclear propensity. In the absence of 

Snf1 or Mig1, there was little change in Hxk2 nuclear localization in glucose-replete or -starvation 

conditions (Figure 25A-C). Upon glucose starvation, snf1Δ and mig1Δ cells had slightly reduced 
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or elevated mean nuclear fluorescence, respectively, compared to WT cells, but these changes were 

either not significant or just past the significance threshold (Figure 25A-B). When the nuclear to 

whole-cell fluorescence ratio was considered, mig1Δ cells were not different than WT under any 

condition, while snf1Δ cells had increased Hxk2 nuclear balance in high glucose conditions (Figure 

25C). These results counter earlier findings, which suggested Mig1 is required for Hxk2 nuclear 

translocation [236]. 
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Figure 25. Hxk2 nuclear localization is not regulated by Snf1 or Mig1 but is controlled by the Tda1 kinase.  

(A and D) Confocal microscopy of GFP-tagged Hxk2 expressed from a CEN plasmid under the control of the HXK2 

promoter in cells lacking HXK2 alone or further missing (A) SNF1 or MIG1 or (D) TDA1. Co-localization with the 

nucleus is determined based on overlap with the Tpa1-mScarlet nuclear marker, and a dashed white line indicates the 

nucleus. (B-C; E-F) Automated quantification of the images shown in panels A or D to measure (B or E, respectively) 

mean nuclear fluorescence or (C or F, respectively) the ratio of the mean nuclear/whole-cell fluorescence. Horizontal 
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black lines show the median, and error bars indicate the 95% confidence interval. Dashed yellow and blue lines 

represent the median value for Hxk2-GFP in high and low glucose, respectively. Black asterisks represent statistical 

comparisons between low and high glucose for a specific HXK2 allele, and blue daggers represent statistical 

comparisons between mutant alleles and the corresponding WT Hxk2 in the same medium condition. 

 

We attempted to recapitulate the reported co-purification of Hxk2 with Mig1. However, 

we could not capture any HA-tagged Mig1 above the weak background signal of bead binding 

using a Hxk2-V5 pulldown (Figure 26A). Although negative data, they are consistent with our 

other observations suggesting mig1Δ does not impact Hxk2 nuclear translocation. 

 

 

Figure 26. Mig1 does not co-purify with Hxk2.  

(A) Mig1 does not associate with Hxk2. Extracts were prepared from yeast cells expressing the untagged Hxk2 or 

Hxk2 tagged with either V5 and Mig1 untagged or tagged with HA as indicated. Protein expression was monitored 

by western blotting (bottom two panels). The association of Mig1 with Hxk2 was assessed by co-immunoprecipitation 

using anti-V5 beads, followed by western blotting with anti-HA (top panel). 

 

The Tda1 kinase is important for phosphorylating Hxk2 S15, thereby preventing Hxk2 

dimerization [249,250,264]. Consistent with a role for Tda1 in Hxk2 regulation, glucose-

starvation-induced Hxk2 nuclear accumulation was severely dampened in tda1Δ cells (Figure 
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25D-F). Recent biochemical fractionation studies found that Tda1 becomes nuclear in glucose-

starved cells [255]. In our experiments, the mNeonGreen-tagged Tda1 signal was low in glucose-

replete conditions, with a 3-fold increase in the mean nuclear and whole-cell fluorescence upon 

glucose starvation (Figure 27A-C). However, the nuclear-to-whole-cell fluorescence ratio was 

only modestly different in glucose-grown versus -starved cells demonstrating that the nuclear-

cytosolic balance of Tda1 was maintained in these two conditions (Figure 27D). Immunoblot 

analyses showed a significant increase in Tda1-mNG abundance in response to glucose starvation 

(Figure 27E). 
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Figure 27. Tda1 protein abundance and phosphorylation are increased in response to glucose starvation.  

(A) Confocal microscopy of chromosomally integrated Tda1-mNG. Co-localization with the nucleus is determined 

based on overlap with the Tpa1-mScarlet nuclear marker, and a dashed white line indicates the nucleus. (B-D) 

Automated quantification of the images shown in panel A to measure (B) mean nuclear fluorescence, (C) mean whole-

cell fluorescence, or (D) the ratio of the mean nuclear/whole-cell fluorescence. Horizontal black lines show the 

median, and error bars indicate the 95% confidence interval. A Student’s t-test was used to assess significance (**** 
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= p-value < 0.0001). (E) Immunoblot analyses of Tda1-mNG in whole-cell protein extracts made from cells grown in 

high glucose or shifted to low glucose for 2 hours. REVERT total protein stain of the membrane serves as a loading 

control. One representative blot from 6 biological replicates is shown. Quantification of Tda1-mNG abundance is 

presented as a fold-change in Tda1 levels after a 2 h shift to low glucose in comparison to glucose-grown cells (high 

glucose). (F) Yeast mRNA abundance (transcripts per million mapped reads; tpm) was measured by RNAseq in cells 

grown in high glucose (H) or two hours after shifting to low glucose, L. The mean tpm values (±SD) of multiple 

replicates for each condition are plotted for three genes: TDA1, HXT3, and HXT6. Statistical differences between the 

values in high and low glucose are indicated. (G) Whole-cell extracts were made from strains expressing Tda1-mNG 

and grown in either 2% glucose, H, or shifted for 2 h into low glucose, L (0.05% glucose). Extracts were either treated 

with calf intestinal alkaline phosphatase (CIP) or incubated in the same conditions without enzyme (mock), resolved 

by SDS-PAGE, and immuno-blotted with anti-mNG antibody. REVERT total protein stain is shown as a loading 

control. Molecular weights are shown on the left side in kDa. 

 

Increased Tda1 levels were not driven by elevated transcription, as RNAseq analyses 

showed no change in TDA1 transcript abundance for cells grown in 2% or 0.05% glucose (Figure 

27F), unlike the glucose-responsive transcripts of hexose transporters 3 and 6 (HXT3 and HXT6, 

respectively) shown as controls. As expected [384,385], HXT3 transcripts were reduced upon 

glucose starvation, and HXT6 transcripts increased (Figure 27F). The increased Tda1 could be due 

to altered translation or a change in protein stability/regulation. 

Consistent with altered regulation, immunoblots showed a sizeable shift to a slower-

mobility Tda1 in low-glucose conditions (Figure 27E). This mobility change was due to 

phosphorylation, as incubation with phosphatase generated a single band that migrated like Tda1 

in glucose-grown cells (Figure 27G). Recent studies identified several Snf1-dependent 

phosphorylation sites in Tda1, so perhaps the increased phosphorylation of Tda1 under glucose 

starvation conditions is partially regulated by Snf1 [386]. We propose that Tda1 is required for 
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Hxk2 nuclear accumulation in glucose-starved cells. Tda1 is a glucose-regulated kinase, and 

glucose starvation increases its protein abundance and phosphorylation. Elevated Tda1 levels 

likely reflect post-transcriptional regulation since Tda1 transcript abundance is unchanged in 

glucose-starved cells. 

We next examined the impact of Hxk2 mutations on Tda1-dependent Hxk2 nuclear 

translocation. As before, Hxk2 accumulation in the nucleus was blunted in glucose-starved tda1Δ 

cells (Figure 25D-F and 28A-C). However, the S15D mutation restored glucose-starvation-

induced Hxk2 nuclear localization in tda1Δ cells (Figure 28A-C). The balance of Hxk2S15D or 

Hxk2S15A nuclear-to-whole-cell fluorescence ratios in tda1Δ cells was similar to those of Hxk2 in 

wild-type cells but shifted higher in Hxk2S15D tda1Δ or Hxk2S15D tda1Δ cells in high glucose 

conditions. Unlike Hxk2S15D or Hxk2S15A, the Hxk2K13A mutation bypassed both Tda1 and glucose-

starvation regulation. Hxk2K13A was nuclear in glucose-grown tda1Δ cells, though its overall 

nuclear abundance was somewhat reduced compared to glucose starvation (Figure 28B), and 

Hxk2K13A retained a larger nuclear pool than WT Hxk2 in both glucose-grown and -starved cells 

(Figure 28A-C). There were no changes in the free-GFP breakdown product at 2 h post low glucose 

shift in the tda1Δ cells containing K13A (Figure 21G). 
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Figure 28. Mutating Hxk2 S15 to aspartic acid rescues the impaired nuclear localization caused by a tda1∆.  

(A) Confocal microscopy of GFP-tagged Hxk2 and S15D mutant expressed from a CEN plasmid under the control of 

the HXK2 promoter in cells lacking HXK2 alone or with the additional deletion of TDA1. Co-localization with the 
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nucleus is determined based on overlap with the Tpa1-mScarlet nuclear marker, and a dashed white line indicates the 

nucleus. (B-C) Automated quantification of the images shown in panel A to measure (B) mean nuclear fluorescence 

or (C) the ratio of the mean nuclear/whole-cell fluorescence. Horizontal black lines show the median, and error bars 

indicate the 95% confidence interval. Dashed yellow and blue lines represent the median value for Hxk2-GFP in high 

and low glucose, respectively. Black asterisks represent statistical comparisons between low and high glucose for a 

specific HXK2 allele. Blue daggers represent statistical comparisons between mutant alleles and the corresponding 

WT Hxk2 in the same medium condition. Red crosses represent statistical comparisons between WT Hxk2 and 

mutants in the hxk2Δ tda1Δ background in the same media condition. 

 

Although the Hxk2S15D mutation restored nuclear localization in glucose-starved tda1Δ 

cells, this mutation had a different effect in snf1Δ cells (Figure 29A-C). We observed a higher 

nuclear-to-whole-cell ratio in glucose-grown snf1Δ cells expressing Hxk2S15D than wild-type Hxk2 

(Figure 29C). Interestingly, this increase in nuclear-to-whole-cell fluorescence was not driven by 

higher mean nuclear fluorescence, which is the same for Hxk2S15D and Hxk2 in snf1Δ or wild-type 

cells (Figure 29B). These findings suggest the S15D mutation bypasses Tda1 regulation, restoring 

glucose-regulated Hxk2 nuclear accumulation. However, unlike the Hxk2K13A mutant, the 

Hxk2S15D mutation does not alter Hxk2 localization in glucose-grown cells. 
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Figure 29. Hxk2 nuclear translocation is still regulated in a snf1∆ background, independent of S15 

phosphorylation status.  

(A) Confocal microscopy of GFP-tagged Hxk2 and S15D mutant expressed from a CEN plasmid under the control of 

the HXK2 promoter in cells lacking HXK2 alone or with the additional deletion of SNF1. Co-localization with the 

nucleus is determined based on overlap with the Tpa1-mScarlet nuclear marker, and a dashed white line indicates the 

nucleus. (B-C) Automated quantification of the images shown in panel A to measure (B) the mean nuclear 

fluorescence or (C) the mean nuclear/whole-cell fluorescence ratio. Horizontal black lines show the median, and error 

bars indicate the 95% confidence interval. Dashed yellow and blue lines represent the median value for Hxk2-GFP in 

high and low glucose, respectively. Black asterisks represent statistical comparisons between low and high glucose 

for a specific HXK2 allele. Blue daggers represent statistical comparisons between mutant alleles and the 
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corresponding WT Hxk2 in the same medium condition. Red crosses represent statistical comparisons between WT 

Hxk2 and Hxk2S15D in the hxk2Δ snf1Δ background in the same media condition. 

 

Since Hxk2S15D, Hxk2D106A, and Hxk2K13A all disrupt Hxk2 dimerization in vivo, yet only 

Hxk2K13A prevents glucose-regulated nuclear exclusion, Hxk2 monomer-dimer balance cannot the 

only thing controlling Hxk2 nuclear partitioning. Hxk2S15D, which is monomeric, does not change 

Hxk2 nuclear partitioning in glucose-grown cells. Instead, it is only important for glucose-

starvation-induced Hxk2 nuclear localization in the tda1Δ. In contrast, Hxk2K13A, which is also 

monomeric, bypasses the glucose regulation of Hxk2 nuclear partitioning and this is not altered by 

modification at S15. 

2.2.10 Role of Hxk2 in regulating glucose-repression of gene expression 

Earlier studies proposed that Hxk2 is a subunit of a DNA-bound repressor complex that 

regulates glucose repression of gene expression [238,261]. We performed RNA-seq analyses of 

the yeast transcriptome in wild type and hxk2Δ cells grown in high glucose or shifted to glucose-

limiting conditions (0.05% glucose) for two hours. RNA samples were prepared in triplicate, and 

the log2+1 ratios (low glucose/high glucose) for the mean abundance of each mRNA were plotted 

(Figure 30A-D). As reported previously [224,231], the yeast transcriptome undergoes large-scale 

changes in transcript levels in response to glucose limitation, with >15% of the transcripts showing 

a 4-fold or higher change in abundance (Figure 30A). Notably, large changes (both increases and 

decreases) in the abundance of the hexose transporter (HXT) mRNAs were observed, as well as a 

decrease in the abundance of ribosomal protein mRNAs. A comparable pattern, scale, and scope 

of mRNA abundance changes were observed in the RNA samples generated from hxk2Δ cells 
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(Figure 30B), demonstrating that the Hxk2 protein is not required for the global transcriptional 

response to changes in glucose abundance. Replotting these values to show the ratio of mRNA 

abundance (hxk2Δ/wild type) in high glucose (Figure 30C) and low glucose (Figure 30D) further 

demonstrated that HXK2 deletion impacts very few mRNAs. Previous studies have suggested that 

Hxk2 is involved in glucose repression based on changes in a small number of genes (SUC2, HXT1, 

HXK1, CYC1, etc.) [230,261,384]. We also see similar expression changes in our RNAseq data 

with hxk2Δ to those previously reported (Figure 31A). However, we find that glucose repression 

is largely unaffected by hxk2Δ, suggesting that the small number of genes whose transcription 

changes in hxk2Δ cells are not representative of a global loss of glucose repression. A violin plot 

of the log2+1 ratios from this experiment demonstrated the large and similar response to glucose 

limitation in both wild-type and hxk2Δ cells (Figure 30E). By comparison, the difference between 

wild-type and hxk2Δ cells under these conditions was modest, with nearly no 2-fold or greater 

changes in transcript abundances (Figure 30E). Next, we plotted the mean mRNA abundance of 

the top 20 glucose-repressed genes in high and low glucose in wild type and hxk2Δ cells (Figure 

30F). Glucose repression and derepression of these mRNAs were not affected by deletion of 

HXK2, even for the genes whose promoters are bound by the Mig1 protein [263]. When we 

analyzed Mig1-regulated genes [263] with a 2-fold or greater change in transcript abundance in 

response to low glucose, we found no evidence that any of these were altered in hxk2Δ cells (Figure 

31B). These data support a model where Hxk2 is not a transcriptional regulator, and does not 

regulate glucose repression. 
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Figure 30. Effect of Hxk2 on the transcriptional response to glucose limitation.  

Total RNA was collected from 3 independent cultures of wild-type cells or hxk2Δ cells grown to mid-log phase in 

high glucose or two hours after shifting to low glucose. mRNA abundance (tpm) for all genes was determined by 

RNAseq and is plotted as the mean expression level (x-axis) versus the log2+1 value of the ratio of the mean value in 

low glucose divided by the mean value in high glucose (A and B) in wild type (A) or hxk2Δ cells (B). The same data 

are replotted, showing the log2+1 ratio of hxk2 and wild-type cells in high (C) and low glucose (D) conditions. In 
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each plot, statistical significance was defined as a false discovery rate (q) less than 0.05. Log2+1 values deemed 

significant were plotted as blue circles, while those failing to meet this threshold were plotted as smaller black dots 

(see key). HXT gene mRNAs were plotted as yellow circles with the number referring to the specific HXT gene. 

Ribosomal mRNA genes were plotted as red circles. The known Hxk2-regulated genes, SUC2 and HXK1, were plotted 

as orange diamonds. (E) Violin plot of these data showing the relative magnitude of glucose limitation (high vs. low) 

and hxk2 deletion (WT vs. hxk2Δ). (F) The top 20 glucose-repressed genes (listed at right) are plotted based on their 

TPMs from both high glucose (yellow) and low glucose (blue) conditions. Three of these genes (indicated by * in the 

table at right and shown as orange-filled circles on the plot) are reported to have Mig1 bound in their promoters based 

on ChIP-Seq. 

 

 

Figure 31. Loss of Hxk2 modestly alters the expression of some glucose-regulated genes, but it does not alter 

Mig1-induced transcription in response to low glucose.  

(A) Analysis of transcript abundances (tpm) for the genes indicated in either WT cells or those lacking HXK2 in high 

glucose. The genes indicated are selected as they have previously been shown to have some altered expression in 
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hxk2Δ cells. We suggest that these modest changes are not due to defective glucose repression but instead are 

secondary compensation mechanisms for the loss of hexokinase. (B) We took the high-confidence set of genes 

identified as regulated by Mig1 [266] and then determined which had increased expression (>2-fold) in response to 

low glucose. We plotted the average tpm values for these genes from WT or hxk2Δ cells grown in high glucose or 

shifted into low glucose. We find little to no difference in the Mig1-regulation of glucose repression in hxk2Δ cells 

compared to WT cells. 

2.3 Discussion 

Glucokinases and hexokinases are central metabolic regulators that convert glucose to 

G6P, the first step in glycolysis. In addition to cytosolic functions in glycolysis, each enzyme of 

this pathway can accumulate in the nucleus. For mammalian and plant hexokinases, nuclear 

accumulation typically occurs in glucose starvation or other stress conditions [64,65,69,70,213]. 

What is the nuclear function of glycolytic enzymes? Perhaps they act together in nuclear glycolysis 

to regulate a nuclear pool of ATP or NADH [203,249]. Alternatively, could they have a nuclear 

role in regulating gene expression or other facets of nuclear biology? The nuclear function of many 

glycolytic enzymes remains unclear [203]. For a handful of examples, there is evidence for diverse 

roles that involve altering transcription factor function, associating with RNA polymerase III, 

interacting with DNA, regulating nuclear ubiquitin ligases, stimulating DNA polymerase, and 

protecting telomeres [205–209]. In some instances, the metabolic products generated by glycolytic 

enzymes may be the active nuclear component rather than the proteins [210]. Much remains to be 

discovered about the “moonlighting” nuclear activities of glycolytic enzymes. 

In studies of hexokinase localization, S. cerevisiae and C. albicans hexokinase 2 have been 

outliers. Their nuclear accumulation reportedly occurs in glucose-replete rather than starvation 
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conditions [236,254,259,260,368]. However, the methodologies used in early imaging studies 

involved cells pre-incubated in a way that would induce glucose starvation. This confounds the 

interpretation of these studies, especially if the incubation time in the glucose-starvation medium 

was not regimented [236,254,259,260,368]. 

2.3.1 Contrasts between our findings and the existing model for Hxk2 nuclear regulation 

Here we report high-resolution, live-cell, confocal microscopy of fluorescently tagged 

Hxk2 performed in high (2% glucose) and low (0.05% glucose) glucose medium. Our findings 

support a new model for Hxk2 nuclear translocation and suggest that in yeast, Hxk2 accumulates 

in the nucleus under glucose-starvation conditions, not in glucose-replete conditions. This is 

consistent with a conserved model for glucose-regulated hexokinase nuclear localization spanning 

the ~1 billion years of evolution that separate yeasts and humans [387,388]. 

In contrast to earlier models, we find that: (1) Mig1 is not required for Hxk2 nuclear 

translocation; (2) the previously reported NLS/Mig1 binding site (amino acids 7–16) is not 

required for Hxk2 nuclear translocation but instead maintains a glucose-regulated, nuclear-

excluded pool of Hxk2; (3) Snf1 is not required for glucose-regulated nuclear localization of Hxk2; 

(4) phosphorylation of S15, though a key regulator of the Hxk2 monomer-dimer balance, is not 

required for glucose-regulated Hxk2 nuclear accumulation; and (5) except for modest changes in 

a handful of transcripts, Hxk2 is not required to maintain glucose-repression of transcription. 

The past model for Hxk2 nuclear shutting was based on studies from a single lab that others 

have not corroborated. For example, large-scale protein-protein association studies using TAP-

purification and mass spectrometry [241,242] or global two-hybrid screens [243,244] have not 

detected Hxk2 association with the components of the proposed Hxk2 nuclear complex. Targeted 
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studies from other labs have not provided secondary confirmation of this Hxk2-containing 

complex or the glucose-stimulated nuclear translocation of Hxk2. Comprehensive ChIP-Seq data 

fail to identify this complex at the SUC2 promoter [263], a gene regulated by glucose repression 

whose transcription is reportedly controlled by Hxk2 [238,261,389,390]. The role of S15 

phosphorylation in regulating Hxk2 nuclear translocation has been openly questioned [264]. Our 

data, together with these observations, suggest that the previous model of Hxk2 nuclear 

accumulation in yeast is not correct. 

2.3.2 A new model for regulation of Hxk2 nuclear translocation 

Based on our studies, we propose a new model for glucose-regulated Hxk2 nuclear 

accumulation (Figure 32). In a glucose-replete environment (Figure 32A), the Glc7-Reg1 

phosphatase is active, maintaining inactive Snf1 [47,49]. The Tda1 kinase, though transcribed, is 

in low abundance in cells grown in 2% glucose, suggesting it is either not translated or is an 

unstable protein. Under these conditions, Hxk2 S15 is not phosphorylated, and Hxk2 exists in cells 

as a balance between monomer and dimer species [252,253]. 
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Figure 32. Model for glucose-regulation of Hxk2 nuclear accumulation and dimerization.  

(A) A schematic of key regulatory factors and their function when cells are grown in glucose replete (referred to as 

high glucose) conditions. For cells grown in glucose, the Reg1-Glc7 protein phosphatase complex is active, and this 

dephosphorylates Snf1 to keep it inactive. The impact of this regulation on Tda1 is currently unclear. The Tda1 kinase 

is present in cells at very low levels and is an inactive kinase. Glucose binding to the Hxk2 dimer (the two Hxk2 

monomers are shown in light and dark blue, respectively) stimulates monomer formation, as does mutation of the 

enzyme at S15, K13 and D106. Under these conditions, no nuclear Hxk2 is detected unless the K13A mutant is present, 

which somehow inactivates the glucose-induced block to Hxk2 nuclear accumulation. From the RNA-seq analyses, 

Hxk2 does not regulate glucose-repressed gene expression. (B) A schematic of key regulatory factors and their 

function when cells are glucose starved (referred to as low glucose). Under these conditions, Reg1-Glc7 is inactivated. 

However, we find that Reg1 is needed for Hxk2 nuclear translocation in this condition, but the mechanism underlying 

this requirement is unclear. Snf1 kinase is phosphorylated and activated. It is unclear if Snf1 is responsible for 

phosphorylating Tda1 to activate it kinase. While loss of Snf1 did not alter Hxk2 nuclear accumulation in low glucose, 
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prior work demonstrates that Snf1 controls Tda1 phosphorylation in alternative carbon sources and that loss of Snf1 

reduces the amount of Hxk2 monomer in cells. If Snf1 is involved in this pathway, its function may be redundant with 

other kinases that operate in this pathway. In glucose starvation conditions, the abundance of Tda1 increases 

dramatically, and Tda1 is phosphorylated and activated. Phosphorylation of Hxk2 by Tda1 at S15 regulates the Hxk2 

dimer to monomer transition. Tda1 is required for Hxk2 nuclear translocation, but Mig1 and Snf1 are not needed. 

Hxk2 phosphorylation at S15 reduces the capability of Hxk2 to dimerize by more than 1000-fold [253]. This 

stabilization of the monomeric species could allow for additional modifications at the Hxk2 N-terminus. Notably, K13 

is reportedly dimethylated or sumoylated [375,376]. However, the K13R mutant, which would block sumoylation at 

this site, also promotes nuclear localization of Hxk2 in high glucose conditions. Thus, sumoylation cannot be required 

for the nuclear translocation but could be important for preventing Hxk2 nuclear localization in high glucose. 

Methylation can occur on either K or R residues, thus the K13R mutation does not necessarily prevent this 

modification. Once in the nucleus, Hxk2 does not significantly impact transcription regulation. Based on our RNA-

seq analyses, there is little difference between the expression profiles of WT vs. hxk2Δ cells glucose starvation 

conditions. The function of nuclear Hxk2 remains to be determined. 

 

We find that Hxk2 shifts to a monomer when glucose binds, confirming earlier studies that 

demonstrate a dramatic decrease in the association constant of Hxk2 dimers when glucose is 

present [252]. Molecular dynamics simulations provide insight into why glucose might favor Hxk2 

monomer formation (Figure 18). In our simulations, bound glucose impacts multiple electrostatic 

interactions between the opposite monomer’s N-terminal tail and the catalytic pocket, which may 

promote Hxk2 dimer dissociation. Our experimental evidence confirms that the N-terminal tail is 

critical for dimerization. Deleting amino acids 7–16 or mutating K13 to alanine both give rise to 

monomeric Hxk2. Disrupting the K13-D106 salt bridge at the dimer interface by alanine 

substitution at D106 also breaks the dimer but does not stimulate the nuclear accumulation of Hxk2 

in glucose-replete conditions. 
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Hxk2 monomer-dimer balance is likely an important facet of Hxk2 regulation, but it is not 

responsible for Hxk2 nuclear translocation. Mutations that induce monomer formation do not all 

stimulate Hxk2 nuclear accumulation. For example, Hxk2S15D and Hxk2D106A both fail to dimerize 

but retain glucose-regulated nuclear translocation. On the other hand, Hxk2K13A and Hxk2Δ7–16, 

which also fail to dimerize, lose glucose-regulated Hxk2 nuclear exclusion. The K13R mutation 

gives rise to a nuclear pool of Hxk2 in high glucose conditions. These experiments identify the 

Hxk2 N-terminal region as key in regulating Hxk2 nuclear localization, but via a completely 

different mechanism than that proposed in earlier studies [236,258]. In the absence of Hxk2, 

glucose repression of transcription is intact; only a few transcripts show minimal changes 

compared to wild-type cells (Figure 32). 

In response to glucose starvation (Figure 32B), the Glc7-Reg1 phosphatase is inactive, and 

the Snf1 kinase is activated by phosphorylation [47,49]. However, the loss of Snf1 or its substrate 

Mig1 does not alter the formation of the nuclear Hxk2 pool. Similarly, the Tda1 kinase is required 

for starvation-induced Hxk2 nuclear accumulation. When glucose is limiting, Tda1 protein levels 

rise, not because of altered transcription but due to increased protein stability or elevated 

translation. Tda1 is phosphorylated in these conditions, which activates the kinase towards histone 

substrates [255]. In cells starved for glucose, Tda1 phosphorylates Hxk2 at S15 and this 

modification disrupts the dimer in favor of monomeric Hxk2 [247,249]. The primary role of Tda1 

in glucose-starved Hxk2 regulation may be to promote Hxk2 monomer formation, as both the 

S15A and S15D mutants, which each disrupt the dimer, were able to restore nuclear partitioning 

in tda1Δ cells. 

A second layer of glucose-induced regulation must exist for Hxk2 because Hxk2S15D and 

Hxk2S15A, unlike Hxk2K13A, remain nuclear excluded in glucose-grown cells. In contrast, deleting 
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the N-terminal amino acids 7–16 or changing K13 to alanine bypasses this glucose regulation. 

Nuclear Hxk2 accumulation in glucose-starvation conditions is not needed for transcriptional 

changes, as there were little to no differences in gene expression between wild-type and hxk2Δ 

cells. Given that Hxk2 does not substantially impact global gene expression, future studies must 

determine its nuclear function in S. cerevisiae. 

2.3.3 Comparison of ScHxk1 and ScHxk2 

The first 20 amino acids that seem important for regulating Hxk2 nuclear exclusion in high 

glucose are perfectly conserved in Hxk1 (Figure 22A). Hxk1 and Hxk2 are paralogs, arising from 

the whole-genome duplication and sharing a high degree of conservation (Figure 16A-B). What 

then drives this nuclear partitioning for Hxk2, which does not seem to occur for Hxk1? Perhaps 

the answer lies in posttranslational modifications of these two enzymes. For the conserved K13 

residue in Hxk1 and Hxk2, there is a differential modification with K13 being ubiquitinated in 

Hxk1 while this residue is sumoylated or dimethylated in Hxk2 [375–377]. However, if 

ubiquitination at K13 was required for Hxk1 nuclear exclusion, the K13A mutation we generated 

should have prevented this modification and permitted nuclear accumulation. However, this was 

not the case. The K13A mutation in Hxk2 breaks the dimer and would also prevent sumoylation 

and dimethylation. Since this mutant always has a nuclear-localized pool, irrespective of glucose 

quantity, perhaps modification at this site is needed to maintain the nuclear exclusion of Hxk2. 

With the K13R mutation, glucose has lost its ability to restrict the nuclear accumulation of Hxk2. 

This mutation likely maintains the monomer-dimer balance but would prevent sumoylation and 

have a somewhat unclear impact on methylation (i.e., arginine residues can be methylated, but 

arginine methylation uses different enzymes than lysine methylation and so it seems unlikely that 
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this would be the case). If sumoylation or methylation at K13 in Hxk2 is needed for its glucose-

induced nuclear restriction, then loss of these modifications may explain why K13A and K13R 

accumulate in the nucleus. 

2.3.4 Regulation of hexokinase nuclear localization in mammals 

Most isoforms of hexo- and glucokinase in mammals and plants translocate to the nucleus. 

However, in many instances, the nuclear function is poorly understood [203]. Glucokinase (GCK) 

regulation by glucokinase regulatory protein (GKRP) is one interesting example of nuclear 

regulation in mammals [216]. GCK is an important regulator of glucose balance that controls 

glucose metabolism in the liver and pancreas and regulates insulin secretion from β-islet cells 

[156,216,391]. In response to glucose starvation, GCK in the liver binds to GKRP, which 

competitively inhibits glucose binding [392]. When bound to GKRP, GCK translocates into the 

nucleus, where it serves as a reservoir of inactive GCK that can be rapidly remobilized to the 

cytosol when glucose becomes available [216,392]. 

No yeast equivalent of GKRP has been identified, and it is unclear if Hxk2 nuclear 

accumulation could act as a reservoir for Hxk2 function. It seems unlikely that nuclear Hxk2 would 

follow this “nuclear storage model” because after prolonged starvation there is still a lot of Hxk2 

the cytoplasm (Figure 13B). In addition, Hxk1 and Glk1 are both expressed in response to glucose 

starvation and so they can phosphorylate glucose in these conditions, negating the need for a return 

of Hxk2 to the cytosol. 

Human HKII, the isoform with the highest sequence homology to Hxk1 and Hxk2, 

localizes to the mitochondria in glucose-replete conditions but then translocates to the nucleus in 

some cancer cells [64,65,68,70]. In one case, this HKII nuclear translocation is associated with the 
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apoptosis-inducing factor (AIF) and phosphorylated p53, a tumor suppressor [70,174]. HKII 

moves with these factors from the mitochondria to the nucleus to trigger apoptosis. In yeast, Aif1 

is the yeast ortholog of mammalian AIF, and loss of Hxk2 is suggested to induce apoptosis via an 

Aif1-dependent mechanism [393,394]. It is unclear if, like the mammalian model, Hxk2 is 

involved in the nuclear transition of Aif1 in yeast. 

Others have found ~10% of Hxk2 activity is mitochondrially associated in yeast [395]. 

Mass spectroscopy aimed at identifying the mitochondrial proteome under glucose-replete 

conditions and in alternative carbon sources further supports the presence of a mitochondrial pool 

of Hxk1 and Hxk2 [396]. We did not observe a distinct mitochondrial pool of Hxk2, but the bright 

cytosolic Hxk2 could have masked it. Perhaps a preexisting mitochondrial Hxk2 gives rise to 

nuclear Hxk2 in glucose-starvation conditions, as can be the case for mammalian HKII [393,394]. 

2.4 Materials & Methods 

2.4.1 Yeast strains and growth conditions 

Yeast strains are summarized in Table 3 and are typically derived from the BY4742 

background of S. cerevisiae. Where indicated, yeast were grown in synthetic complete (SC) 

medium lacking the appropriate amino acid for plasmid selection [397] with ammonium sulfate as 

a nitrogen source, or in yeast peptone dextrose (YPD). Plasmids were introduced into yeast using 

lithium acetate transformation [398]. Unless indicated, yeast cells were grown at 30°C. For 

experiments where cells were shifted into low glucose medium, yeast cells were first grown to 

mid-log phase in SC medium with 2% glucose (high glucose medium). Next, cells were washed 
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into 0.05% glucose medium (low glucose medium), resuspended low glucose medium and 

incubated for 2 hours at 30°C unless otherwise indicated. 

To assess whether Hxk2 mutants were enzymatically active in cells, we performed growth 

assays in cells lacking chromosomal HXK1, HXK2, and GLK1 genes. Cells lacking these 

hexokinases fail to grow on a glucose-containing medium because they cannot phosphorylate 

glucose, which is required for glycolysis [228]. These hxk1Δ hxk2Δ glk1Δ cells were grown in SC 

media containing 2% (w/v) galactose as a carbon source. Cells were transformed with plasmids 

expressing the genes encoding hexokinase proteins (wild type or mutant) or an empty vector. To 

assay hexokinase function, we grew cells in 96-well plates with media containing galactose and 

then inoculated them into SC media with glucose. Absorbance at 600 nm was determined using a 

Synergy 2 plate reader (BioTek). 

 

Table 3. Yeast strains used in this study 

Strain Genotype Source 

BY4742 MAT α his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 [399] 

MSY1212 MAT a ura3-52 leu2Δ1 his3Δ200 [245] 

AFO3935 MAT α ura3Δ0 leu2Δ0 his3Δ1 

hxk2Δ::KANMX4 TPA1-mScarlet::HYGRO 

This study.  

Using the Tpa1-mScarlet strain from the 

mScarlet C-SWAT collection [400], we 

PCR amplified the mScarlet::HYGRO 

cassette using primers with homology to 

the C-terminal and downstream regions 

of the Tpa1 coding sequence. We 

transformed the Tpa1-mScarlet::HYGRO 

cassette into MSY1254 [224]. We then 

validated that the mScarlet::HYGRO 

cassette was integrated next to Tpa1 using 

a PCR-based approach. 

AFO4345 MAT α ura3Δ0 leu2Δ0 his3Δ1 

hxk2Δ::KANMX4 tda1Δ::NAT TPA1-

mScarlet::HYGRO 

This study.  

Using the Tpa1-mScarlet strain from the 

mScarlet C-SWAT collection [400] we 

PCR amplified the mScarlet::HYGRO 

cassette using primers with homology to 

the regions upstream and downstream of 

the Tpa1 coding sequence. Using pBB1 

as a template, we PCR amplified the NAT 

cassette using primers with homology to 

the regions upstream and downstream of 
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the Tda1 coding sequence. We 

transformed the Tpa1-mScarlet::HYGRO 

cassette into MSY1254 [224]. We then 

validated that the mScarlet::HYGRO 

cassette was integrated next to Tpa1 and 

the NAT drug resistance marker replaced 

the endogenous TDA1 gene using a PCR-

based approach. 

AFO4354 MAT α ura3Δ0 leu2Δ0 his3Δ1 met15Δ0 

hxk1Δ::KAN TPA1-mScarlet::HYGRO 

This study.  

Using the Tpa1-mScarlet strain from the 

mScarlet C-SWAT collection [400], we 

PCR amplified the mScarlet::HYGRO 

cassette using primers with homology to 

the C-terminal and downstream regions 

of the Tpa1 coding sequence. We 

transformed the Tpa1-mScarlet::HYGRO 

cassette into RG5867 [224].  We then 

validated that the mScarlet::HYGRO 

cassette was integrated next to Tpa1 using 

a PCR-based approach. 

AFO4547 MAT α ura3Δ0 leu2Δ0 his3Δ1 glk1Δ::KAN 

TPA1-mScarlet::HYGRO 

This study. 

Using the Tpa1-mScarlet strain from the 

mScarlet C-SWAT collection [400], we 

PCR amplified the mScarlet::HYGRO 

cassette using primers with homology to 

the C-terminal and downstream regions 

of the Tpa1 coding sequence. We 

transformed the Tpa1-mScarlet::HYGRO 

cassette into MSY1471 [224]. We then 

validated that the mScarlet::HYGRO 

cassette was integrated next to Tpa1 using 

a PCR-based approach. 

MSY1475 MAT α ura3∆0 leu2∆0 his3∆1 met15∆0 

hxk1∆::KAN hxk2∆::KAN glk1∆::KAN    

[224] 

AFO3936 MAT α ura3∆0 leu2∆0 his3∆1 met15∆0 

hxk1∆::KAN hxk2∆::KAN glk1∆::KAN TPA1-

mScarlet::HYGRO 

This study.  

Using the Tpa1-mScarlet strain from the 

mScarlet C-SWAT collection [400], we 

PCR amplified the mScarlet::HYGRO 

cassette using primers with homology to 

the C-terminal and downstream regions 

of the Tpa1 coding sequence. We 

transformed the Tpa1-mScarlet::HYGRO 

cassette into MSY1475 [224]. We then 

validated that the mScarlet::HYGRO 

cassette was integrated next to Tpa1 using 

a PCR-based approach. 

AFO4705 MAT α ura3Δ0 leu2Δ0 his3Δ1 lys2Δ0 

hxk2∆::KAN snf1Δ10                              

TPA1-mScarlet::HYGRO 

This study.  

Using the Tpa1-mScarlet strain from the 

mScarlet C-SWAT collection [400], we 

PCR amplified the mScarlet::HYGRO 

cassette using primers with homology to 

the C-terminal and downstream regions 

of the Tpa1 coding sequence. We 

transformed the Tpa1-mScarlet::HYGRO 

cassette into MSY1261 (this study).  We 

then validated that the mScarlet::HYGRO 
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cassette was integrated next to Tpa1 using 

a PCR-based approach. 

AFO4707 MAT α ura3Δ0 leu2Δ0 his3Δ1 hxk2Δ::KAN 

mig1Δ::KAN TPA1-mScarlet::HYGRO 

This study.  

Using the Tpa1-mScarlet strain from the 

mScarlet C-SWAT collection [400], we 

PCR amplified the mScarlet::HYGRO 

cassette using primers with homology to 

the C-terminal and downstream regions 

of the Tpa1 coding sequence. We 

transformed the Tpa1-mScarlet::HYGRO 

cassette into MSY1590 (this study).  We 

then validated that the mScarlet::HYGRO 

cassette was integrated next to Tpa1 using 

a PCR-based approach. 

AFO4748 MAT α ura3-52 leu2Δ1 his3Δ200 reg1Δ::HIS3 

TPA1-mScarlet::HYGRO 

This study.  

Using the Tpa1-mScarlet strain from the 

mScarlet C-SWAT collection [400], we 

PCR amplified the mScarlet::HYGRO 

cassette using primers with homology to 

the C-terminal and downstream regions 

of the Tpa1 coding sequence. We 

transformed the Tpa1-mScarlet::HYGRO 

cassette into MSY1226 (this study).  We 

then validated that the mScarlet::HYGRO 

cassette was integrated next to Tpa1 using 

a PCR-based approach. 

Tda1-mNG strain MAT a his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 Tda1-

mNeonGreen 

[400] 

AFO4545 MAT a his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 Tda1-

mNeonGreen Tpa1-mScarlet::HYGRO 

This study.  

Using the Tpa1-mScarlet strain from the 

mScarlet C-SWAT collection [400], we 

PCR amplified the mScarlet::HYGRO 

cassette using primers with homology to 

the C-terminal and downstream regions 

of the Tpa1 coding sequence. We 

transformed the Tpa1-mScarlet::HYGRO 

cassette into the Tda1-mNG strain.  We 

then validated that the mScarlet::HYGRO 

cassette was integrated next to Tpa1 using 

a PCR-based approach. 

YSH202 (W303 

background)  

MATa ura3-1 leu2-3/112 trp1-1 his3-11/15 

ade2-1 can1-100 

[235] 

 

Table 4. Plasmids used in this study 

Name Description Source 

pRS315 CEN LEU2 [401] 

pRS315-

Hxk2-GFP 

Genomic clone of HXK2 with 592 bp upstream of ATG and 373 bp downstream of the 

stop and a C-terminal fusion to EGFP; CEN LEU2 

[227] 

pRS315-

Hxk1-GFP 

Genomic clone of HXK1 with 820 bp upstream of ATG and 704 bp downstream of the 

stop and a C-terminal fusion to EGFP. CEN LEU2 

This 

study. 

pRS315-Glk1-

GFP 

Genomic clone of GLK1 with 939 bp upstream of ATG and 780 bp downstream of the 

stop and a C-terminal fusion to EGFP; CEN LEU2 

This 

study. 
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pRS315-

Hxk2S15A-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the S15A mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

GAAAGGGTGCAATGGCCGATGTGCCAAAGG; Rev: 

TCGGCCATTGCACCCTTTCTGGCTTGTGGT). CEN LEU2 

This 

study. 

pRS315-

Hxk2S15D-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the S15D mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

GAAAGGGTGATATGGCCGATGTGCCAAAGG Rev: 

TCGGCCATATCACCCTTTCTGGCTTGTGGT). CEN LEU2 

This 

study. 

pRS315-

Hxk2K13A-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the K13A mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

TTAGGTCCAAAAAAACCACAAGCCAGAGCAGGTTCCATGGCCGAT; Rev: 

CAATTCCTTTGGCACATCGGCCATGGAACCTGCTCTGGCTTGTGG). CEN 

LEU2 

This 

study. 

pRS315-

Hxk2K13A,S15A-

GFP 

The pRS315-Hxk2-S15A-GFP plasmid listed above had the K13A mutation 

introduced by site-directed mutagenesis with primers (Fwd: 

TTAGGTCCAAAAAAACCACAAGCCAGAGCAGGTGCAATGGCCGAT; Rev: 

CAATTCCTTTGGCACATCGGCCATTGCACCTGCTCTGGCTTGTGG). CEN 

LEU2 

This 

study. 

pRS315-

Hxk2K13A,S15D-

GFP 

The pRS315-Hxk2-S15D-GFP plasmid listed above had the K13A mutation 

introduced by site-directed mutagenesis with primers (Fwd: 

TTAGGTCCAAAAAAACCACAAGCCAGAGCAGGTGACATGGCCGAT; Rev: 

CAATTCCTTTGGCACATCGGCCATGTCACCTGCTCTGGCTTGTGG). CEN 

LEU2 

This 

study. 

pRS315-

Hxk2∆6-17-GFP 

We truncated pRS315-Hxk2-GFP residues 6-17 by PCR using primers (Fwd: 

TTTAGGTCCAGCCGATGTGCCAAAGGAA Rev: 

CACATCGGCTGGACCTAAATGAACCATTTTATTTAAT). CEN LEU2 

This 

study. 

pRS315-

Hxk2-3V5 

Genomic clone of HXK2 with 592 bp upstream of ATG and 373 bp downstream of the 

stop and a C-terminal fusion to 3V5; CEN LEU2 

[224] 

pRS315-

Hxk2S15A-3V5 

The pRS315-Hxk2-3V5 plasmid listed above had the S15A mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

GAAAGGGTGCAATGGCCGATGTGCCAAAGG; Rev: 

TCGGCCATTGCACCCTTTCTGGCTTGTGGT). CEN LEU2 

This 

study.  

pRS315-

Hxk2S15D-3V5 

The pRS315-Hxk2-3V5 plasmid listed above had the S15D mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

GAAAGGGTGATATGGCCGATGTGCCAAAGG Rev: 

TCGGCCATATCACCCTTTCTGGCTTGTGGT). CEN LEU2 

This 

study. 

pRS315-Glk1-

3V5 

Genomic clone of GLK1 with 939 bp upstream of ATG and 780 bp downstream of the 

stop and a C-terminal fusion to 3V5; CEN LEU2 

This 

study. 

pRS315-

Hxk1-3V5 

Genomic clone of HXK1 with 820 bp upstream of ATG and 704 bp downstream of the 

stop and a C-terminal fusion to 3V5; CEN LEU2 

This 

study. 

pRS315-

Hxk2∆6-17-3V5 

We truncated pRS315-Hxk2-3V5 residues 6-17 by PCR using primers (Fwd: 

TTTAGGTCCAGCCGATGTGCCAAAGGAA Rev: 

CACATCGGCTGGACCTAAATGAACCATTTTATTTAAT). CEN LEU2 

This 

study. 

pRS315-

Hxk2K7,K8,K13A-

GFP 

The pRS315-Hxk2-GFP plasmid listed above had the K7A, K8A, and K13A 

mutations introduced by site-directed mutagenesis with primers (Fwd: 

AAATGGTTCATTTAGGTCCAGCAGCACCACAAGCCAGAGCGGGTTCCATG; 

Rev: 

CTTTGGCACATCGGCCATGGAACCCGCTCTGGCTTGTGGTGCTGCTGGAC). 

CEN LEU2 

This 

study. 

pRS315-

Hxk2D106A-

GFP 

The pRS315-Hxk2-GFP plasmid listed above had the D106A mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

CCATACCTTTGCCACCACTCAATCCAAGTAT; Rev: 

GATTGAGTGGTGGCAAAGGTATGGTTA). CEN LEU2 

This 

study. 
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pSM3203-

TDH3pr-Scs2-

TM-mCherry 

TDH3 promoter- mCherry-Scs2-TM CEN HIS3 AMP [402] 

pRS315-

Hxk1S15A-GFP 

The pRS315-Hxk1-GFP plasmid listed above had the S15A mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

GGTCCAAAGAAACCACAGGCTAGAAAGGGTGCCATGGCTGATGTG; Rev: 

CAATTCCTTGGGCACATCAGCCATGGCACCCTTTCTAGCCTGTGG). CEN 

LEU2 

This 

study. 

pRS315-

Hxk1S15D-GFP 

The pRS315-Hxk1-GFP plasmid listed above had the S15D mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

GGTCCAAAGAAACCACAGGCTAGAAAGGGTGACATGGCTGATGTG; Rev: 

CAATTCCTTGGGCACATCAGCCATGTCACCCTTTCTAGCCTGTGG). CEN 

LEU2 

This 

study. 

pRS315-

Hxk1K13A-GFP 

The pRS315-Hxk1-GFP plasmid listed above had the K13A mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

TTAGGTCCAAAGAAACCACAGGCTAGAGCAGGTTCCATGGCTGAT; Rev: 

CAATTCCTTGGGCACATCAGCCATGGAACCTGCTCTAGCCTGTGG). CEN 

LEU2 

This 

study. 

pRS315-

Hxk1K7,K8,K13A-

GFP 

The pRS315-Hxk1-GFP plasmid listed above had the K7A, K8A, and K13A 

mutations introduced by site-directed mutagenesis with primers (Fwd: 

AGATGGTTCATTTAGGTCCAGCGGCACCACAGGCTAGAGCGGGTTCCATG; 

Rev: 

CTTGGGCACATCAGCCATGGAACCCGCTCTAGCCTGTGGTGCCGCTGGAC). 

CEN LEU2 

This 

study. 

pRS315-

Hxk1D106A-

GFP 

The pRS315-Hxk1-GFP plasmid listed above had the D106A mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

CCATACCTTTGCCACCACTCAATCCAAGTAT; Rev: 

GATTGAGTGGTGGCAAAGGTATGGTTA). CEN LEU2 

This 

study. 

pRS315-

Hxk1∆6-17-GFP 

We made an internal deletion of pRS315-Hxk1-GFP so that residues 6-17 were lost 

using PCR with the primers (Fwd: 

GTTCATTTAGGTCCAGCTGATGTGCCCAAGGAATTGATGGATG; Rev: 

CCTTGGGCACATCAGCTGGACCTAAATGAACCATCTTATTTTTTC). CEN 

LEU2 

This 

study. 

 

2.4.2 Yeast protein extraction, CIP treatments, and immunoblot analyses 

Whole-cell protein extracts were generated using the trichloroacetic acid (TCA) method 

[403]. An equal density of mid-log phase cells (typically ~ 5x107 cells) was harvested by 

centrifugation, washed in water, and then resuspended in water with 0.25 M sodium hydroxide and 

72 mM β-mercaptoethanol. Samples were incubated on ice, and proteins precipitated by adding 

50% TCA. After further incubation on ice, proteins were collected by centrifugation, the 

supernatant was removed, and the proteins were solubilized in 50 μL of TCA sample buffer (40 
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mM Tris-Cl [pH 8.0], 0.1 mM EDTA, 8 M Urea, 5% SDS, 1% β-mercaptoethanol, and 0.01% 

bromophenol blue). Samples were heated to 37°C for 15 min, and the insoluble material removed 

by centrifugation before resolving by SDS-PAGE. For Figure 27G, 15 μL of cell lysate was further 

treated for 1 h at 37°C with 40 units of Quick calf intestinal alkaline phosphatase (CIP, New 

England Biolabs, Ipswich, MA, USA) per the manufacturer’s recommendations, or mock-treated 

in CIP buffer without enzyme. These samples were then precipitated using 50% TCA and 

solubilized in SDS/Urea sample buffer as above, before analysis via SDS-PAGE. Proteins were 

identified by immunoblotting with a mouse anti-GFP antibody (Santa Cruz Biotechnology, Santa 

Cruz, CA, USA) to detect green fluorescent protein (GFP) fused to Hxk2, or mouse anti-mNeon 

Green (mNG) nanobody (ChromoTek, Planegg-Martinsried, Germany) to detect mNG fused to 

Tda1. Primary antibodies were detected using anti-mouse or anti-rabbit secondary antibodies 

conjugated to IRDye-800 or IRDye-680 (Li-Cor Biosciences). Revert (Li-Cor Biosciences, 

Lincoln, NE, USA) total protein stain was used as a loading and membrane-transfer control. 

Secondary antibodies or Revert staining were detected on an Odyssey CLx infrared imaging 

system (Li-Cor Biosciences). 

2.4.3 Co-immunoprecipitation assays 

Hexokinase proteins were C-terminally tagged with either three copies of the V5 epitope 

[404] or the GFP protein and expressed from CEN plasmids under the control of their respective 

promoters. Cells were grown in 2% glucose to mid-log phase and harvested for protein extraction. 

Protein expression was monitored by immunoblotting with a 1:1000 dilution of Anti V5 Antibody 

(Fisher Scientific Catalog # R960-25) or a 1:1000 dilution of Anti-GFP polyclonal Antibody 

(Product # PA1-980A). Hxk2-3V5 and associated proteins were immunoprecipitated from glass 
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bead extracts (250 μg total protein) using 20 μL of agarose conjugated anti-V5 antibody (Sigma; 

A7345). The extract and beads were incubated at 4°C overnight, then washed three times in 1 mL 

of hexokinase buffer with protease inhibitors and eluted in 15 μL SDS sample buffer. 

2.4.4 Recombinant protein purification and size exclusion chromatography 

Hxk2 was cloned into the bacterial expression plasmid pET14b (Novagen) such that the C-

terminus contained a 6-histidine tag. Hxk2 expression was induced with 1 mM IPTG at 25°C for 

2 hours. Recombinant proteins were purified on Ni-NTA columns (1 ml Ni-NTA Agarose; Qiagen 

Cat # 30210), washed with 20 ml hexokinase buffer (20 mM HEPES, 5 mM Mg Acetate, 100 mM 

NaCl, 0.5 mM EDTA, 0.5 mM DTT) with 100 mM imidazole before elution in hexokinase buffer 

with 500 mM imidazole. Proteins were dialyzed into hexokinase buffer with 5% glycerol and 

stored at -80°C. 

Purified proteins were analyzed by size exclusion chromatography using a TOSOH G2000 

SWXL column on a Shimadzu HPLC system. Samples (40 μg protein in 50 μl of buffer) were 

resolved in hexokinase buffer with or without 2 mM glucose at a 1 mL/min flow rate. 

2.4.5 Fluorescence microscopy 

Unless otherwise indicated, imaging was performed using a live-cell microscopy protocol, 

maintaining yeast in the same medium they were grown in throughout the imaging process. 

Fluorescent protein localization was performed by growing cells in SC medium with 2% glucose 

overnight, re-inoculating at an optical density (OD)600 of 0.3 into fresh SC medium with 2% 

glucose, and growing cells until they reached mid-logarithmic phase (an additional 4–5 h) at 30°C 
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with aeration. For low glucose treatments (SC with 0.05% glucose), cells were washed and 

incubated as described above in the “Yeast Strains and Growth Conditions” section. For imaging, 

cells were plated on a 35 mm glass bottom microwell dish coated with 15 μL (0.2 mg/mL) of 

concanavalin A (MatTek Corporation, Ashland, MA). They were imaged using a Nikon Eclipse 

Ti2 A1R inverted confocal microscope (Nikon, Chiyoda, Tokyo, Japan) outfitted with a 100 x oil 

immersion objective (NA 1.49). Images were captured using GaAsP or multi-alkali 

photomultiplier tube detectors, and the acquisition was controlled using NIS-Elements software 

(Nikon). All images within an experiment were acquired using identical settings, and images were 

adjusted evenly and cropped using NIS-Elements. 

For Figure 11F, cells were grown as described [254]. 25 μL of cells were loaded onto 

ConA-coated glass slides. Then the remaining suspension was aspirated off the slide. DAPI (1 μL 

of 2.5 μg/mL dissolved in 80% glycerol) was added to the cells. Cells were covered with a glass 

coverslip [254] and then imaged as described above, this time using a Nikon Eclipse Ti2-E inverted 

microscope (Nikon, Chiyoda, Tokyo, Japan) equipped with an Apo100X objective (NA 1.45) and 

captured with an Orca Flash 4.0 cMOS (Hamamatsu, Bridgewater, NJ) camera and NIS-elements 

software (Nikon). These conditions mirror those used in earlier publications of Hxk2-GFP 

localization [236,254,258–260]. 

Fluorescence recovery after photobleaching (FRAP) experiments (see Figures 12F and 13) 

were performed by adding 25 μL of low-glucose incubated cells to ConA-coated Matek dishes. 

The experiment was conducted using the confocal microscope described above. First, images were 

captured before the nuclei were bleached. Next, a region of interest (ROI) for bleaching (see Figure 

13F) was defined in the nucelus, using the mScarlet marker reference. A 1 sec pulse of the 488 nm 
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laser (10% power) bleached the nuclei. An image of the bleached cells was captured immediately 

after and then every minute for 20 mins to monitor nuclear fluorescence recovery. 

2.4.6 Image quantification and statistical analyses 

Quantification of nuclear fluorescence and whole-cell fluorescence intensity was done 

using Nikon General Analysis 3 software (Nikon, Chiyoda, Tokyo, Japan) with the segmentation 

from NIS-Elements.ai (Artificial Intelligence) software (Nikon, Chiyoda, Tokyo, Japan) unless 

otherwise described. For quantification of whole-cell fluorescence, the NIS.ai software was trained 

on a ground truth set of samples where cells had been manually segmented using the DIC channel 

images. Next, the NIS.ai software was iteratively trained until it achieved a training loss threshold 

of <0.02, indicating a high degree of agreement between the initial ground truth and the output 

generated by the software. To measure the mean nuclear fluorescence, we trained the NIS.ai 

software to identify the nucleus using the chromosomally integrated Tpa1-mScarlet nuclear marker 

(see Table 4). The NIS.ai software was trained using a manually defined ground truth set of nuclear 

segmentations. Using the General Analysis 3 software, fields of images captured through confocal 

microscopy were processed so that individual whole-cell and nuclear objects in a field of view 

were segmented using the DIC and 561 nm (mScarlet) channels. A parent-child relationship was 

applied to individual nuclear objects (child) within the same cell (parent) to aggregate them as 

single objects and pair them to the appropriate whole cell. Any partial cells at the edges of the 

image were removed along with their child objects. Then the mean fluorescence intensity of each 

parent or child object was defined in the appropriate channel. All imaging quantification graphs, 

except for manual quantification data in Figure 11A, 11B, 11D and 11E, were derived using this 

method. 
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Manual quantification to measure mean nuclear or whole-cell fluorescence (Figure 10A, 

10B, 10D and 10E) was performed using ImageJ software (National Institutes of Health, Bethesda, 

MD). A 2-pixel wide line was hand drawn around the nuclei using images of the Tpa1-mScarlet 

nuclear marker to create a mask that was then overlaid on the GFP images, and the mean GFP 

signal was measured. The same was done to measure whole-cell fluorescence, except lines were 

drawn around the perimeter of each cell using the GFP or mNG signal since Hxk2 has a diffuse 

cytosolic distribution. Mean background fluorescence intensity was measured for each image and 

subtracted from the mean fluorescence measurements to calculate mean nuclear and whole-cell 

intensities. 

Statistical analyses of fluorescence quantification were done using Prism (GraphPad 

Software, San Diego, CA). Unless otherwise indicated, we performed Kruskal-Wallis statistical 

tests with Dunn’s post hoc correction for multiple comparisons. In all cases, significant p-values 

from these tests are represented as * p-value<0.1; ** p-value<0.01; *** p-value<0.001; **** p-

value<0.0001; not significant (ns) = p-value>0.1. In some instances where multiple comparisons 

are made, the † or + symbols may be used in place of * to indicate the same p-values but relative 

to a different reference sample (see the figure legends). 

FRAP data were analyzed first by measuring the mean nuclear fluorescence of a nuclear 

ROI both before and after bleaching. In some cases, nuclei shifted positions at different time points 

along the lateral plane. In these cases, we manually re-positioned the ROI and re-measured to 

ensure we did not erroneously measure the cytosolic pool. To account for non-specific 

photobleaching that occurred due to repeated rounds of imaging, an ROI reference was used in an 

adjacent cell when no targeted laser bleaching was performed. The mean cytosolic GFP 
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fluorescence in the ROI of the control cell was also measured at each time point. Then the data 

were normalized using the following equation [405]: 

𝑁𝑜𝑟𝑚(𝑡) =  
𝑅𝑒𝑓𝑝𝑟𝑒−𝑏𝑙𝑒𝑎𝑐ℎ

𝑟𝑒𝑓(𝑡)
×

𝐹𝑅𝐴𝑃𝑡

𝐹𝑅𝐴𝑃𝑝𝑟𝑒−𝑏𝑙𝑒𝑎𝑐ℎ
 

The normalized data were plotted over time, and the recovery rates were calculated by 

measuring the slope of the linear portion of each recovery plot. 

2.4.7 RNA-seq sample preparation and analyses 

RNA samples were prepared from multiple independent yeast cultures grown on synthetic 

complete medium using the RNeasy Mini Kit (Qiagen). Sequencing libraries were prepared using 

the TruSeq Stranded mRNA library method (Illumina). RNA sequences were mapped to S. 

cerevisiae mRNA using the kallisto software package [406]. Each RNA sample yielded 40–50 

million reads. mRNA abundance was expressed in transcripts per million mapped reads (tpm). To 

compare mRNA expression under different conditions, we used a Student’s t-test to calculate p 

values with a false discovery rate threshold of 0.01%. All RNA-seq data have been deposited in 

the SRA database under accession number PRJNA885127. 

2.4.8 Homology models of the ScHxk2 dimer 

We generated a homology model of the ScHxk2 dimer using SWISS-MODEL [407–411]. 

A KlHxk1 crystallographic dimer (PDB ID 3O1W [83]) served as the template. We removed all 

alternate locations from the 3O1W PDB file so that each amino acid had only one sidechain 

conformation. We then copied the two chains, A and B, into two separate files, each containing 
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the respective KlHxk1 monomer. We separately uploaded these two monomers to the SWISS-

MODEL server, together with the full-length sequence of ScHxk2. 

Since the 3O1W template structure covers KlHxk1 almost entirely—including the critical 

N-terminal tails—the homology models of each monomer included all ScHxk2 amino acids except 

the initial methionine and the terminal alanine. The initial methionine (M1) is cleaved in vivo  

[370,412], so we used UCSF Chimera [413] to add only the C-terminal alanine. To merge the two 

monomers into a single dimer model, we used multiseq [414], as implemented in VMD [415], to 

align each monomer to its respective chain in the original 3O1W dimeric structure. Finally, we 

processed the dimer model with PDB2PQR [416,417], which added hydrogen atoms per the 

PROPKA algorithm (pH 7.00) [418] and optimized the hydrogen-bond network. 

To generate a final model of the apo (ligand-free) ScHxk2 dimer, we subjected the dimer 

homology model to one round of minimization in Schrödinger Maestro. 

To generate a final model of the holo (glucose-bound) ScHxk2 dimer, we aligned a glucose-

bound KlHxk2 dimer (PDB ID 3O5B [83]) to our ScHxk2 dimer model and copied the aligned 

glucose molecules. We then added hydrogen atoms to the glucose molecules using Schrödinger 

Maestro. To resolve minor steric clashes and optimize interactions between the receptor and 

glucose ligands, we minimized the ScHxk2/glucose complex using a stepwise protocol. First, we 

used Schrödinger Maestro to subject all binding-site atoms (excluding the ligand) to one round of 

minimization. Second, we subjected all protein atoms to two rounds of minimization. Third, we 

subjected all protein and glucose hydrogen atoms to one round of minimization. Finally, we 

minimized all the atoms of the complex. 

To generate a model of the holo (glucose-bound) ScHxk2 monomer, we simply deleted one 

of the monomers of our holo ScHxk2 dimer model. We note that the ATP depicted in Figure 14G 
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and 17A was not part of the model itself (i.e., it was not included in the minimization procedure). 

We positioned ATP in the active site for visualization by aligning a crystal structure of a 

homologous protein (6PDT [94]) to each monomer of our ScHxk2 dimer model. 

2.4.9 Molecular dynamics simulations 

We performed molecular dynamics (MD) simulations of the apo dimer, holo dimer, and 

holo monomer systems. In each case, we used tleap (Ambertools18 [2]) to add a water box 

extending 10 Å beyond the protein along all dimensions. We also added Na+ counter ions 

sufficient to achieve electrical neutrality and then additional Na+ and Cl- counter ions to 

approximate a 150 mM solution. The protein, counter ions, water molecules, and glucose 

molecules were parameterized per the Amber ff14SB [419], TIP3P [420], and GLYCAM_06j-1 

[421] force fields, respectively. 

We applied four rounds of minimization using the Amber MD engine [422,423]. First, we 

minimized all hydrogen atoms for 5,000 steps. Second, we minimized all hydrogen atoms and 

water molecules for 5,000 steps. Third, we minimized all hydrogen atoms, water molecules, and 

protein side chains for 5,000 steps. Finally, we minimized all atoms for 10,000 steps. 

 After minimization, we equilibrated each system using three rounds of simulation. First, 

we subjected each system to a short simulation in the canonical ensemble (NVT, 0.02 ns total), 

with a 1.0 kcal/mol/Å2 restraining force applied to the backbone atoms. Using the same backbone 

restraints, we continued the simulation in the isothermal–isobaric ensemble (NPT, 1 atm, 1.0 ns 

total). Finally, we finished the equilibration (NPT, 1 atm, 1.0 ns total) without restraints. In all 

cases, we used a 2-fs timestep and a 310 K temperature setting. 
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After minimization and equilibration, we ran three isothermal-isobaric (NPT, 310 K, 1 atm) 

productive simulations of the ScHxk2 apo dimer (550 ns, 262 ns, 266 ns), the ScHxk2 holo dimer 

(1000 ns, 261 ns, 262 ns), and the ScHxk2 holo monomer (530 ns, 253 ns, 260 ns). We used a 

different random seed for each simulation. 

2.4.10 RMS and pairwise distance analyses 

To calculate how far a bound glucose molecule deviated from its initial position, we used 

VMD [7] to align the associated ScHxk2 monomer by its alpha carbons. We then calculated the 

heavy-atom root mean square distances (RMSDs) between the starting glucose pose and the pose 

of each frame. 

To monitor the hydrogen bond between K13 and Q142*, we used VMD to calculate the 

distance between the K13 terminal nitrogen atom and the Q142* sidechain carbonyl oxygen atom. 

We assumed a hydrogen bond had formed when this distance was less than 4.0 Å. To monitor the 

salt bridge between K13 and D106*, we calculated the distance between the K13 terminal nitrogen 

atom and the D106* terminal-most carbon atom. We assumed a salt bridge had formed when this 

distance was less than 4.0 Å. 

2.4.11 Molecular visualization 

Images were generated using VMD [415] and BlendMol [424]. 
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3.0 Novel mutation in hexokinase 2 confers resistance to 2-deoxyglucose by altering protein 

dynamics 
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3.1 Introduction 

Eukaryotic cells sense and respond to their nutrient environment, modulating their 

metabolic processes to grow and survive in a changing nutritional landscape. The available 

carbohydrate source dictates these metabolic shifts. Glucose, a six-carbon sugar critical for many 

biological processes, is the preferred carbon source for most eukaryotic cells. Glucose is first taken 

up from the environment by glucose transporters (e.g., the HXT hexose transporters in S. 

cerevisiae or the homologous GLUT glucose transporters in mammals). Catabolism then begins 

with the activity of a hexokinase, which transfers the γ phosphate of ATP to the C6 carbon of 

glucose, producing glucose-6-phosphate (Glc-6P) [425]. Through a series of enzymatic 

conversions, glycolysis ultimately converts Glc-6P into two pyruvate molecules, which are further 

catabolized via anaerobic fermentation and aerobic oxidative phosphorylation (OXPHOS) to 

produce the energy needed for cellular function [426]. Glucose-dependent reductive biosynthesis 

occurs in parallel, primarily through the pentose-phosphate pathway. The same hexokinase-

generated Glc-6P molecules serve as initial building blocks to generate compounds such as 

NADPH and ribose 5-phosphate, which are in turn the precursors for many biosynthetic processes 

(e.g., nucleic-acid and fatty-acid synthesis) [427,428]. Because Glc-6P feeds into several glucose 

pathways, hexokinase enzymes are critical regulatory checkpoints [429]. 

The conformational changes that hexokinases undergo as they engage with substrate have 

been extensively studied [79–81,87,101,430–432]. Hexokinases generally adopt a palm-shaped 

ɑ/β fold with at least two subdomains: a mostly helical large subdomain and an ɑ/β small 

subdomain (Figure 33). The enzyme starts in an open conformation, such that the central inter-

domain crevice (i.e., the enzymatic cleft) is accessible to bulk solvent and substrate [79,80]. 

Glucose binding to the cleft causes the two subdomains to rotate relative to each other [431,432]. 
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This rotation collapses the solvent-accessible crevice, leading it to envelop the glucose molecule 

[80,430] via a so-called “embracing” mechanism [101]. ATP binding induces further 

conformational changes [81,430] that allow an amino acid acting as a catalytic base (D211 in yeast 

Hxk2) to abstract a hydrogen atom from the glucose 6-oxygen, enabling nucleophilic attack on the 

ATP γ phosphorus [87]. Electrostatic interactions between the resulting Glc-6P and ADP drive the 

two products apart, leading to the release of Glc-6P. 

 

Figure 33. ScHxk2 structure and global dynamics.  

The mostly helical large subdomain and the ɑ/β small subdomain are shown in blue and pink, respectively (PDB 

1IG8). The curved arrows indicate the approximate motion of domain closure. The location of residue 238 is shown 

in yellow and marked with an asterisk. To indicate the location of the glucose- and ATP-binding pockets, we 

superimposed crystallographic glucose (dagger) and ADP (double dagger) molecules from structures of HsHk1 

(human, PDB 4FPB) and OsHxk6 (rice, PDB 6JJ8), respectively. 
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While the mechanics of glucose binding and catalysis have been extensively studied in 

several species (e.g., H. sapiens [89], K. lactis [83], and S. cerevisiae [80]), it remains to be 

determined how glucose analogs impact those mechanisms. We focus on 2-deoxyglucose (2DG), 

a toxic glucose analog studied as an anti-cancer agent in clinical trials. 2DG is an excellent 

chemical probe for studying glucose metabolism, hexokinase enzymology, and resistance 

mechanisms. It is identical to glucose, except a hydrogen atom is present at the C2 carbon rather 

than a hydroxyl group. Because of these chemical similarities, studying the impact of 2DG on 

cellular function can reveal insights into wild-type (WT) glucose metabolic mechanisms. 

After 2DG enters the cell via glucose transporters, it too is phosphorylated by hexokinases, 

producing 2-deoxyglucose-6-phosphate (2DG-6P) [331]. Unlike Glc-6P, 2DG-6P cannot advance 

through the glycolytic pathway [245,433] and even inhibits some glycolytic enzymes (e.g., 

hexokinase [275] and glucose-6-phosphate isomerase [271]). Aside from blocking glycolysis, 

2DG also acts via several other toxic mechanisms. For example, it may deplete cellular ATP 

reserves because 2DG phosphorylation consumes ATP, but 2DG-6P cannot be recycled or used 

for energy production [434]. 2DG also incorporates into glycolipids, endogenous molecules that 

play critical roles in many cellular pathways [292]. Resulting downstream metabolites (e.g., GDP-

2DG and UDP-2DG) also impact glycogen metabolism [286] and protein glycosylation [295]. The 

latter results in protein misfolding and endoplasmic reticulum stress, which can trigger the 

unfolded protein response and apoptosis [296,298]. In yeast, 2DG also compromises cell-wall 

integrity; altered protein glycosylation impacts mannan biosynthesis [435], and 2DG incorporates 

into cell-wall β-glucan polymers [435]. Additional mechanisms of toxicity are also likely 
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[316,436,437], and much remains uncertain [245,282]. See Laussel et al. [266] for a thorough 

review. 

Yeast is an excellent organism for studying 2DG biology and resistance mechanisms. As 

early as the 1960s, researchers noted that when S. cerevisiae is grown in media containing 0.2% 

2DG, it exhibits a glucose-starvation phenotype even when 2% glucose is present [288,438]. Yeast 

cells exposed to 2DG also acquire resistance, and the organism’s well-characterized, small, and 

optionally haploid genome enables the rapid evolution and identification of resistance-conferring 

mutations [439]. For example, two recent genetic screens [224,287] identified several critical 

contributors to 2DG resistance, including glucose-transporter trafficking, altered signaling through 

the AMP-activated kinase (AMPK in mammals, Snf1 in yeast), and changes in the unfolded 

protein response or cell integrity pathways. Mutations that dampen the catalytic activity of 

hexokinase-2 (ScHxk2), the predominant glucose kinase in high-glucose conditions [238], can also 

confer 2DG resistance [224]. Indeed, Hxk2 is the only one of three hexokinase isozymes in yeast 

(Hxk1, Hxk2, and Glk1) implicated in 2DG resistance, even though Hxk1 (and possibly Glk1) can 

also phosphorylate 2DG [224]. However, the data to date do not provide any atomic-resolution 

models for how Hxk2 mutations promote 2DG resistance.  

In the present work, we use in vivo evolution and whole genome sequence analysis as an 

unbiased approach to identify spontaneous 2DG-resistance mutations in S. cerevisiae. We identify 

a novel resistance-conferring mutation in the hexokinase-2 gene (HXK2). Curiously, the mutation 

alters an amino acid that does not immediately line the enzymatic cleft, nor does it disrupt the 

stability of the enzyme. We use molecular, biochemical, and genetic experiments coupled with 

atomic-resolution molecular dynamics (MD) simulations to provide evidence that this novel 

mutation diminishes Hxk2 catalytic activity by indirectly impacting (1) local cleft dynamics and 
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(2) the larger conformational changes required to envelop hexose substrates (e.g., glucose, 2DG). 

Our study illustrates how intra-protein allosteric communication can substantially impact overall 

activity and dynamics. Further, our findings provide generalizable insights into hexokinase 

resistance mechanisms that may be relevant to cancer biology.  

3.2 Results 

3.2.1 Directed evolution evolves resistance to 2DG 

To identify novel resistance mechanisms, we used the uniquely sensitive ABC16-monster 

S. cerevisiae strain (also known as ΔABC16), which lacks 16 distinct ABC transporters [439–442]. 

Because cells from this background are less able to evade cytotoxic chemicals by simple export, 

resistance is more likely to occur through compensatory mutations, often in the very protein(s) to 

which a cytotoxic compound binds. In five independent lab-evolution experiments, we exposed 

ABC16-monster cells to escalating 2DG concentrations via serial passaging to select for cells that 

evolved 2DG resistance (referred to hereafter as 2DG-resistant strains 1–5; see Materials and 

Methods for details). 

To verify 2DG resistance, we compared the growth of cells from the 2DG-resistant strains 

and two control strains: the parental ABC16-monster strain and an ABC16-monster strain that was 

passaged in parallel but without 2DG (referred to hereafter as naïve ABC16-monster; Figure 34). 

All strains grew robustly on YPD medium lacking 2DG, indicating that none of the mutations in 

the 2DG-resistant strains conferred a growth disadvantage in glucose (Figure 34A). In medium 

with 2DG, cells from the parental or naïve ABC16-monster strains grew poorly or failed to grow, 
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depending on the 2DG concentration (Figure 34A). In contrast, cells from 2DG-resistant strains 

1–5 grew at all 2DG concentrations tested (Figure 34A). Growth curve analyses of cells from the 

control strains (parental and naïve ABC-monster) and 2DG-resistant strains over 24 hours in liquid 

media showed similar trends (Figure 34B). 

 

 

Figure 34. Cells from 2DG-resistant strains 1-5 are resistant to 2DG, but the parental control and naïve control 

cells are not.  
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(A) Images of serial dilution growth assays on YPD (2% glucose as carbon source) or YPD with increasing 

concentrations of 2DG (0.05%, 0.2%, and 0.4%) after two days of growth at 30°C. (B) Graphs showing the change in 

cell density over time for cells grown in YPD or YPD with increasing 2DG concentrations, each of which have 2% 

glucose as a carbon source. Data are plotted as the A600 measured every 30 minutes during a 24-hour time course. 

Curves represent the average A600 of three experimental replicates, and vertical lines emerging from each data point 

represent standard deviations. 

 

These assays reveal that the 2DG-resistant strains exhibit similar growth kinetics to the 

parental and naïve ABC16-monster controls on YPD (Figure 34B and Table 5). However, in the 

presence of 2DG, 2DG-resistant strains 1–5 had much shorter doubling times than the control 

strains (Figure 34B and Table 5). At the higher concentrations of 2DG (0.2% or 0.4%), it was 

impossible to calculate doubling times for the parental or naïve ABC16-monster strains because 

the cells did not grow at all (Figure 34B and Table 5). In contrast, for the 2DG resistant strains the 

doubling times, while longer than at lower 2DG concentrations, were possible to assess. Strikingly, 

the 2DG growth profiles for 2DG-resistant strains 1–5 were similar across all concentrations of 

2DG tested (Figure 34B and Table 5). These findings confirm that our lab-evolution protocol 

successfully generated 2DG-resistant yeast cells. 

 

Table 5. Doubling times calculated from growth curves shown in Figure 2B (hours).  

 Parental 

ABC16-

Monster 

Naïve 

ABC16-

Monster 

2DG-

resistant 

strain 1 

2DG-

resistant 

strain 2 

2DG-

resistant 

strain 3 

2DG-

resistant 

strain 4 

2DG-

resistant 

strain 5 

YPD 2.580.19 

(ns) 

2.480.31 

(ns) 

2.350.14 2.600.32 

(ns) 

2.470.29 

(ns) 

2.390.22 

(ns) 

2.510.20 

(ns) 

YPD + 

0.05% 

2DG 

5.340.43 

(***) 

5.610.20 

(***) 

2.850.22 2.860.03 

(ns) 

2.750.06 

(ns) 

2.650.09 

(ns) 

2.840.07 

(ns) 

YPD + 

0.2% 2DG 

ND ND 3.180.21 3.280.05 

(ns) 

3.200.06 

(ns) 

3.190.1 

(ns) 

3.250.09 

(ns) 

YPD + 

0.4% 2DG 

ND ND 5.090.61 4.60.42 

(ns) 

4.590.16 

(ns) 

5.20.33 

(ns) 

4.910.27 

(ns) 
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3.2.2 A novel 2DG-resistance mutation in HXK2 

To determine the genetic cause of this resistance, we used whole genome sequencing to 

identify any altered protein-encoding genes in 2DG-resistant strains 1–5 and to assess the ploidy 

of these strains (Figure 35). Interestingly, all five evolved strains contained a missense mutation 

that substitutes valine for the glycine at Hxk2 amino acid 238 (i.e., Hxk2G238V) and bore no changes 

in ploidy, which can also be associated with 2DG resistance [307]. Although other hypomorphic 

HXK2 alleles have been associated with 2DG resistance [224,245,287,316], none have been 

identified in the ABC16-monster variant. 

To confirm that the hxk2G238V allele confers 2DG resistance, we introduced hxk2G238V into 

cells lacking HXK2 (hxk2Δ), which are themselves resistant to 2DG. The cells employed in these 

confirmatory assays had the ABC transporters intact (i.e., they were not isogenic to the ABC16-

monster). As expected, the presence of a WT HXK2 restored sensitivity to 2DG (negative control, 

Figure 36A). However, adding vector, hxk2G238V, or the catalytically dead hxk2D211A allele to hxk2Δ 

cells did not disrupt the 2DG resistance (Figure 36A). 

While the hxk2G238V allele is sufficient to cause 2DG resistance, each of the 2DG-resistant 

strains had other mutations that might also contribute to resistance [443]. To determine the extent 

of these contributions, we transformed WT HXK2 on a plasmid into 2DG-resistant strains 1–5 and 

spotted the cells as serial dilutions. We found that 2DG sensitivity was completely restored in all 

five cases (Figure 36B), and growth kinetics in the presence of 2DG were comparable to the 

parental ABC16-monster strain (Figure 36C). This experiment suggests that the hxk2G238V allele is 

primarily responsible for the observed 2DG resistance. 
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Because cells lacking HXK2 entirely (hxk2Δ) are also resistant to 2DG, a trivial explanation 

for resistance is that the hxk2G238V allele encodes an unstable protein product. We found that the 

steady-state protein abundance of Hxk2G238V was comparable to that of two controls: WT Hxk2 

and WT Hxk1 (Figure 37A). There was no statistically significant difference in Hxk2 or Hxk2G238V 

abundance when cells were grown in high or low glucose conditions or in the presence of 2DG 

(Figure 37B-C), suggesting that the Hxk2G238V variant is stable under all these conditions.  

As further evidence of stability, we found that the hxk2G238V allele supports growth on 

glucose in cells lacking all three hexokinases (hxk2Δ hxk1Δ glk1Δ), demonstrating that it is 

sufficiently folded and functional to convert enough glucose to Glc-6P to sustain life (Figure 37D, 

top panel). Indeed, even at elevated temperatures that unfold/destabilize metastable proteins 

encoded by some missense alleles [444,445], Hxk2G238V permitted growth on glucose while the 

vector control did not (Figure 37D). At high temperatures, Hxk2G238V also continued to confer 

2DG resistance and was as stable as WT Hxk2 (Figure 37D-E). These results show that the 

hxk2G238V allele alone is sufficient to confer 2DG resistance and that it encodes a stable, functional 

hexokinase. 

In addition to its enzymatic role, Hxk2 regulates gene expression as part of the glucose 

repression system. Specifically, Hxk2 is required for glucose repression of the SUC2 gene, which 

encodes the sucrose hydrolyzing enzyme invertase. Invertase activity thus serves as a valuable 

proxy for Hxk2-mediated regulatory activity [238]. Not all HXK2 2DG-resistance alleles alter 

Hxk2-mediated repression of SUC2 expression and activity; while some are associated with 

aberrant SUC2 expression, others have WT-like repression of invertase function [224]. In our 

assays, we found that cells with WT HXK2 (control) fully repressed invertase activity; in contrast, 
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cells with the hxk2G238V allele were unable to fully repress activity, though they repressed it better 

than cells with (1) vector alone or (2) the 2DG-resistance hxk2G55V allele (Figure 37F). 
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Figure 35. DNA sequence read depth across all sixteen chromosomes.  

Data was plotted for the parental ABC16-monster, naïve ABC16-monster, and 2DG-resistant strains. The median 

value for each chromosome is shown as a yellow bar. 
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Figure 36. The hxk2G238V mutation is sufficient to cause 2DG resistance.  

(A) 2DG-resistance assay of hxk2Δ cells with CEN plasmids expressing either WT HXK2, hxk2G238V, hxk2D211A, or 

pRS313 vector. Three independent cultures were grown in medium with 2% glucose and either with or without 0.1% 

2DG. Percent growth for each replicate is plotted relative to growth in the absence of 2DG, and the error bars represent 

+/- SD. A Student’s t-test was used to compare hxk2Δ with the HXK2-expressing plasmids (*** indicates a p-value < 

0.001). (B) Images of serial dilution growth plates containing cells from the parental or naïve ABC16-monster strain 
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as well as 2DG-resistant strains 1–5, each transformed with pRS313 empty vector or a plasmid expressing WT HXK2, 

after two days of growth at 30°C. All media contains 2% glucose as carbon source and the indicated added 2DG. (C) 

Graphs showing the change in cell density over time for cells grown in SC-His- or SC-His- with increasing 2DG 

concentrations (as described in B). Data are plotted as the A600 measured every 30 minutes, correcting for a 1 cm path 

length. Curves represent the average A600 of three technical replicates, and vertical lines from each data point represent 

+/-SD. In many cases, the SD was so small it did not expand beyond the data point itself. 
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Figure 37. Hxk2G238V is a stable protein that allows for growth on glucose in cells that otherwise lack hexokinase 

activity.  
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(A) Western blot of V5-epitope-tagged HXK1, HXK2, and hxk2G238V expressed in hxk1Δ hxk2Δ glk1Δ cells. 

Quantification of the Hxk2 western signal is depicted in arbitrary units (AU) on the blot. (B) Western blot showing 

GFP-tagged Hxk2 protein levels from whole-cell extracts prepared from hxk2Δ cells grown in synthetic complete 

media with 2% glucose (H for high glucose) or 0.05% glucose (L for low glucose) alone, or with 2% glucose and the 

addition of 0.2% 2DG for two hours (2DG for medium containing this drug). REVERT total protein stain was used 

as a protein loading control. (C) Quantification of western signal as shown in panel B for four experimental replicates. 

The abundance of Hxk2 in high glucose conditions was normalized to 1 in each experiment, and all other values are 

shown as a relative fold change. A Student’s t-test was performed to determine if any samples were different from the 

Hxk2 abundance in high glucose; none differed significantly from this standard. (D) Serial dilution spot assays of 

hxk1Δ hxk2Δ glk1Δ transformed with an empty vector control plasmid or one expressing Hxk2 or Hxk2G238V. Cells 

were grown on the indicated medium, each of which contained 2% glucose as a carbon source and either no 2DG or 

0.05–0.4% 2DG. The results pictured show cells after two days of growth at 23°C, 30°C, or 37°C. (E) Western blot 

showing GFP-tagged Hxk2 protein abundance in whole-cell extracts prepared from hxk2Δ cells expressing WT Hxk2 

and Hxk2G238V, from the same plasmids used in panel D. Cells were grown to mid-log phase in media containing 2% 

glucose before exposure to the indicated temperature for two hours. Proteins were then extracted. REVERT total 

protein stain was used as a protein loading control. (F) Invertase activity measured in three independent transformants 

of hxk2Δ cells grown in media with 2% glucose. A Student’s t-test was used to assess the statistical difference between 

experimental groups and the Hxk2-expressing control. 

3.2.3 Hxk2G238V dampens catalytic activity 

To assess the impact of Hxk2G238V on glucose phosphorylation, we assayed the enzymatic 

function of Hxk2G238V and WT Hxk2 by adding a precisely defined concentration of glucose to 

yeast total protein extracts made from hxk1Δ hxk2Δ glk1Δ cells containing only plasmid-borne 

Hxk2G238V or Hxk2. We then compared the average production of NADPH, which is a proxy for 

measuring glucose phosphorylation (see Materials and Methods). Such coupled enzyme assays are 

well established and validated; this particular hexokinase assay was first developed in the 1950’s 
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[446] and has subsequently been cited over 450 times. These experiments revealed that Hxk2G238V 

was a significantly less effective enzyme and had a lower affinity for glucose and ATP (Figure 

38A and Table 6). The specific activity (Vmax/au) of WT Hxk2 for glucose is substantially higher 

than that of Hxk2G238V, while the Km is substantially lower (Table 6, Figure 39A-B). The same 

trend holds for the Km and specific activity of ATP (Table 6, Figure 39C-D). Yeast extract lacking 

all hexokinases (prepared using hxk1Δ hxk2Δ glk1Δ plus an empty vector) showed a very low 

background of Glc-6P conversion, serving as a negative control (Figure 38A). This low 

background confirms that other enzymes in the lysate that might similarly use ATP to reduce 

NADP to NADPH (e.g., galactokinase) are not active in our experiments due to the absence of 

their respective substrates (e.g., galactose). 



 164 

 

Figure 38. Hxk2G238V has diminished enzymatic activity against glucose and 2DG.  
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(A) Measure of NADPH production (a proxy for hexose phosphorylation) over time using 5 μg of yeast total protein 

extracts made from hxk1Δ hxk2Δ glk1Δ cells containing the plasmids indicated. Use of the empty vector serves as a 

negative control and demonstrates the specificity of this approach for the activity of the plasmid-borne Hxk2. (B-C) 

Rate of NADPH production in cells expressing WT Hxk2 (B) or Hxk2G238V (C) when total protein extracts were 

incubated with glucose (yellow) or 2DG (blue). In panel B, 0.68 μg of yeast extract was used (0.032 au per reaction). 

In panel C, 5.2 μg of yeast extract was used (0.31 au per reaction) to allow the reduced activity of Hxk2G238V to be 

detectable in our assays. Even with the elevated amount of enzyme used, the rate of NADPH production in Hxk2G238V 

expressing extracts incubated with 2DG was too low to be accurately measured; the values provided are marked with 

* to indicate that they are not reliable measures above background. (D) Cells lacking endogenous hexokinase activity 

(hxk1Δ hxk2Δ glk1Δ) but containing an empty vector or plasmid expressing Hxk2 or Hxk2G238V were grown in 

galactose and varying concentrations of 2DG. Hxk2G238V-expressing cells are more sensitive to 2DG than those lacking 

any Hxk2 activity at all, suggesting that Hxk2G238V can phosphorylate 2DG in vivo. 
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Figure 39. Glucose and ATP binding kinetics.  

The data in these graphs support the enzymatic activity reported in Table 6. Three replicate experiments for each assay 

were preformed, and the results of each individual assay are presented here. In each case, total protein extracts were 

made from hxk1Δ hxk2Δ glk1Δ cells containing either WT Hxk2 (panels A, C and E) or Hxk2-G238V (panels D and 

B) and used in enzymatic assays where NADPH production is a readout for Hxk2 enzymatic function, as described in 

the Materials and Methods. (A) WT Hxk2 enzyme kinetics of glucose turnover were measured using 0.1 μl of yeast 

protein extract, which corresponds to 0.032 au of enzyme. (B) Hxk2-G238V enzyme kinetics of glucose turnover were 

measured using 1.0 μl of yeast protein extract, which corresponds to 0.311 au of enzyme. (C) WT Hxk2 enzyme 

kinetics of ATP turnover were measured using 0.2 μl of yeast protein extract, which corresponds to 0.064 au of 
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enzyme. (D) Hxk2-G238V enzyme kinetics of ATP turnover were measured using 1.0 μl of yeast protein extract, 

which corresponds to 0.064 au of enzyme. (E) WT Hxk2 kinetics of 2DG turnover were measured using 0.1 μl of 

yeast protein extract, which corresponds to 0.032 au of enzyme. A similar assay with Hxk2-G238V and 2DG did not 

yield values above the lower limits of detection for this assay. 

 

Table 6. Enzyme kinetics for Hxk2 and Hxk2G238V.  

Each value is the mean of three experimental replicates  standard deviation. The raw data to support these 

measurements is presented in Figure 39. Statistical analyses using a Student’s t-test to compare WT Hxk2 values to 

those of Hxk2G238V are provided in parenthesis, where a p-value of ns = not significant, *  0.05, **  0.005, ***  

0.0005. The enzymatic activity of Hxk2G238V against 2DG was not easily detectable above the background levels, so 

measurements were not determined (ND). However, Hxk2G238V can clearly catalyze the conversion of 2DG because 

this allele elevates the sensitivity of galactose-grown cells to 2DG (see Figure 38D). Km represents the Michaelis-

Menten constant, and SA represents the specific activity (Vmax normalized by the enzyme level). 

 Km 

Glucose 

(mM) 

SA Glucose 

(nmole/min/au) 

Km 2DG 

(mM) 

SA 2DG 

(nmole/min/au) 

Km ATP 

(mM) 

SA ATP 

(nmole/min/au) 

WT Hxk2 0.230.02 27.61.6 0.480.06 8.590.67 0.130.01 24.21.0 

Hxk2G238V 2.30.37 

(***) 

8.91.0 

(***) 

ND ND 2.00.21 

(***) 

7.10.71 

(**) 

 

Using a similar approach, we next examined the ability of Hxk2 and Hxk2G238V to 

phosphorylate 2DG using protein extracts again made from yeast cells lacking all three 

hexokinases and expressing only Hxk2 or Hxk2G238V. We found that WT Hxk2 converted 2DG to 

2DG-6P less effectively than it converted glucose to Glc-6P, as evidenced by a 2.5-fold reduction 

in the enzymatic rate and a 3-fold drop in specific activity with 2DG (Figure 36B and Table 6). 

Hxk2G238V showed a similar trend, but Hxk2G238V was less effective than WT Hxk2 at 

phosphorylating both glucose and 2DG (Figure 38C). The rate of Hxk2G238V glucose 

phosphorylation was reduced to 0.69 nmole/min, consistent with what is reported in Table 6. 
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Hxk2G238V 2DG phosphorylation was so low that we were unable to reliably calculate the rate, 

specific activity, Km, or Vmax (see notes in Figure 38B and Table 6). 

To verify that Hxk2G238V can still phosphorylate 2DG in vivo, we examined the 

physiological consequences of the allele in galactose-grown cells. We grew cells lacking the 

endogenous hexokinases (hxk1Δ hxk2Δ glk1Δ) and containing only plasmid-borne Hxk2 or 

Hxk2G238V in galactose medium with increasing 2DG concentrations. We found that the cells with 

Hxk2G238V were far more sensitive to 2DG than the vector control (Figure 38D). Because 

hexokinase activity is not needed for cell survival in galactose, this approach allowed us to 

selectively examine the impact of 2DG phosphorylation in the absence of glucose phosphorylation. 

These data support a model whereby Hxk2G238V can phosphorylate both glucose and 2DG in vivo, 

but Hxk2G238V is substantially less efficient than its WT Hxk2 counterpart. 

3.2.4 Hxk2G238V is unlikely to interfere directly with substrate binding 

To characterize the molecular underpinnings of ScHxk2G238V-mediated 2DG resistance and 

attenuated glucose phosphorylation, we first considered the possibility that the amino-acid change 

at position 238 directly interferes with substrate (e.g., 2DG or glucose) binding. A crystal structure 

of ScHxk2 in the open conformation (PDB 1IG8 [80]) reveals that G238 lies on a beta sheet (β10) 

near the glucose/2DG-binding site, but it does not line the site and so is unlikely to impede hexose 

association directly. We positioned a glucose molecule within the site by aligning a glucose-bound 

ScHxk1 structure (yeast, PDB 3B8A [79]) to 1IG8 [80]. The G238 residue is ~5.0 Å from the 

glucose substrate, and it participates in no apparent hydrogen-bond, electrostatic, or hydrophobic 

interactions with the sugar. The G238 side chain points away from the glucose molecule, so the 

larger V238 side chain in Hxk2G238V is also unlikely to interact with the bound glucose. 
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To examine whether the amino acid at position 238 interacts with bound glucose when 

hexokinase is in the closed conformation—perhaps directly impeding the transfer of the γ 

phosphate from ATP—we examined a closed-state, glucose-bound structure of K. lactis Hxk1 

(PDB 3O8M [83]). We chose this structure because there are no structures of glucose-bound S. 

cerevisiae Hxk2 in the Protein Data Bank [447,448]. Fortunately, KlHxk1 is a good model for 

ScHxk2 [83] because the two proteins are highly homologous (73.4% amino-acid identity per 

Clustal Omega [449,450], Figure 40), have similar oligomerization [83], and are similarly 

phosphorylated at regulatory residue S15 [83]. In the closed-state 3O8M KlHxk1 structure, the 

bound glucose molecule is 5.8 Å from the G238-equivalent residue (also a glycine). Furthermore, 

G238 forms no interactions with the key catalytic residue D211, nor with residues known to 

interact with the bound glucose (S158, K176, E269, and E302) [80]. We therefore conclude that 

the G238V mutation is unlikely to impair phosphorylation by altering any of the direct interactions 

between ScHxk2G238V and 2DG or glucose. 
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Figure 40. An alignment of  ScHxk2, KlHxk1, and the two domains of HsHk2 reveals their high sequence 

similarity.  
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We used Clustal Omega to align the amino acid sequences of ScHxk2, KlHxk1, and the two domains of HsHk2.The 

position of residue 238 is marked with a box. 

3.2.5 ScHxk2G238V may interfere with glucose binding by altering protein dynamics 

To determine whether changes in protein dynamics might explain the attenuated enzymatic 

activity and 2DG resistance, we performed twelve molecular dynamics (MD) simulations of four 

ScHxk2 systems: WT Hxk2 apo (ligand-absent), Hxk2G238V apo, WT Hxk2 holo (glucose-bound), 

and Hxk2G238V holo. For each of the four systems, we performed three simulations of ~250 ns, 

~250 ns, and ~500 ns each (~1 μS for each system, ~4 μS total). Unless otherwise noted, we treat 

the three simulations associated with each system as one. All simulations started from the same 

open conformation (PDB 1IG8 [80]); those that include bound glucose thus capture the initial 

dynamics associated with glucose association, including the large-scale conformational change 

(“domain closure,” Figure 33) required for catalysis. 

3.2.6 Hxk2G238V impacts local pocket dynamics 

The simulations suggest that Hxk2G238V influences three binding-cleft regions (Figure 41 

and 42A): the β9/β10 β-hairpin (I231-V236), the catalytic residue D211, and the ɑ11’ helix (D417-

P425). Specifically, Hxk2G238V increases the apo-state flexibility of all three (Figure 41A, in blue 

ribbon) while stabilizing the holo-state β-hairpin (Figure 41B, in red ribbon). As detailed in the 

Discussion section, these changes in dynamics may impede glucose binding and phosphorylation, 

explaining the delayed Hxk2G238V glucose catalysis we observed biochemically (Table 6 and 

Figure 38 and 39). 



 172 

 

Figure 41. An Hxk2 pocket conformation taken from the MD simulations.  

G238, though largely obscured by the β10 strand, is shown in yellow sticks. Other key amino acids, molecules, and 

secondary-structure elements are labeled. The Hxk2 protein (ribbon) is colored according to the calculated ΔRMSF 

values, where blue indicates that the G238V simulation was more flexible (ΔRMSF > = 0.85 Å), and red indicates 

that the WT simulation was more flexible (ΔRMSF < = -0.85 Å). (A) The ΔRMSF values for the apo (ligand-absent) 

simulations. (B) The ΔRMSF values for the holo (glucose-bound) simulations. Glucose and ADP crystallographic 

poses are superimposed only for reference, to indicate the locations of the glucose and ATP-binding pockets. They 

were taken from structures of HsHK1 (human, PDB 4FPB) and OsHXK6 (rice, PDB 6JJ8), respectively. QR codes 

encode ProteinVR URLs for visualization in stereoscopic 3D (virtual reality). 
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Figure 42. Hypothesized impacts of ScHxk2G238V on the catalytic mechanism.  

(A) The G238V mutation alters the dynamics of the β9/β10 β-hairpin, the catalytic D211 residue, and the ɑ11’ helix. 

The implications of these changes on enzyme function are summarized. (B) Two conformations taken from the 

ScHxk2G238V apo simulations highlight the movements of V236 (loop residue) and D211 (catalytic residue). In blue, 

V236 is shown in an open-like conformation, and D211 is shown in a glucose-ready conformation. In pink, V236 is 

shown in a closed-like conformation, and D211 is shown in a displaced conformation. Key secondary-structure 
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elements are labeled with text, and the substrate-adjacent loop is labeled by its residues (I231-V236). The QR code 

provides a link to an online ProteinVR scene for virtual-reality visualization. (C) The distributions of the V236 χ1 

dihedral angle. For reference, the red and green dashed lines show the corresponding values of the 1IG8 (ScHxk2, 

open) and 3O8M (KlHxk1, closed) crystal structures, respectively. 

3.2.6.1 β9/β10 β-hairpin (I231-V236) 

Hxk2G238V substantially impacts the dynamics of a β-hairpin loop that bridges the β9 and 

β10 strands (I231 to V236) [80]. This loop resides at the center of the enzymatic cleft near the 

glucose and ATP binding sites (Figure 41), so its dynamics likely influence the catalytic 

mechanism. To assess the flexibility of the β-hairpin loop residues, we calculated per-residue root-

mean-square fluctuation (RMSF) and B-factor values (Table 7, Suppl. Table). To visualize the 

impact of the mutation, we mapped RMSF differences (ΔRMSF, RMSFWT—RMSFG238V) onto the 

protein structure (Figure 41). These ΔRMSF calculations suggest that in the apo (ligand-absent) 

state, the G238V mutation enhances the flexibility of the β-hairpin loop over WT; in contrast, in 

the holo (glucose-bound) state, the mutation reduces β-hairpin flexibility over WT (Table 7, Suppl. 

Table). 

Hxk2G238V also impacts the extent to which β-hairpin and residue-238 motions are 

correlated. We used dynamic cross correlation (DCC) to compare the motions of G238/V238 to 

those of the other Hxk2 residues. Table 7 and Suppl. Table presents per-residue differences in 

correlation coefficients (ΔDCC, DCCWT—DCCG238V). The motions of key β-hairpin residues and 

residue 238 are more correlated in Hxk2G238V than in WT Hxk2 (Table 7, Suppl. Table), suggesting 

an allosteric influence that is stronger in Hxk2G238V. Indeed, multiple β-hairpin residues have 

ΔDCC values more than two standard deviations from the mean ΔDCC across all residues (G235 

https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1009929#sec036
https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1009929#sec036
https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1009929#sec036
https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1009929#sec036
https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1009929#sec036
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and V236 in the apo simulations, and T234 and G235 in the holo simulations; Table 7, Suppl. 

Table). 

Hxk2G238V also impacts the dynamics of β-hairpin-residue V236, which may influence the 

domain closure required for catalysis (see Discussion). We monitored the V236 χ1 dihedral angle 

(CG2-CB-CA-C) throughout the simulations. In the WT Hxk2 apo simulation, V236 heavily 

sampled the gauche conformation typical of the open state (~-51°), but in the WT Hxk2 holo 

simulation, it shifted more to the anti-conformation typical of the closed state (~160°, Figure 42B-

C) [451]. Interestingly, the same shift was not observed in the Hxk2G238V simulations, suggesting 

the mutation at position 238 might impede V236 rotation. 

3.2.6.2 D211: catalytic residue 

Hxk2G238V also impacts the dynamics of D211, a residue that plays a critical role in 

catalysis (Figure 41 and 42B). In the glucose-bound state, our ΔRMSF calculations suggest that 

Hxk2G238V has little impact on D211 flexibility. In contrast, in the unbound state, Hxk2G238V 

enhances D211 flexibility over WT Hxk2 (Table 7, Suppl. Table). The Hxk2G238V D211 samples 

much of the expected “glucose-ready” conformation (Figure 42B, in blue), but it also flips away 

from the ATP binding pocket as the ɑ5 helix to which it belongs unfolds slightly (Figure 42B, in 

pink). This added D211 conformational flexibility could also contribute to reduced catalysis. 

3.2.6.3 ɑ11’ helix 

Hxk2G238V impacts the local dynamics of a critical alpha helix (ɑ11’) that lines the ATP-

binding site (Figure 41) [80]. The ΔRMSF analysis suggests that in the unbound state, the 

Hxk2G238V enhances the flexibility of this helix over WT Hxk2 (e.g., S419, V420, Y421, and 

https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1009929#sec036
https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1009929#sec036
https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1009929#sec036
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R423). In contrast, in the glucose-bound state, the mutation has little impact on the flexibility of 

these residues (Table 7, Suppl. Table).  

 

Table 7. The impact of Hxk2G238V on the dynamics of the 9/10 B-hairpin, D211 catalytic, and 11’ residues.  

The differences in RMSF and DCC values (ΔRMSF and ΔDCC, respectively), followed by the corresponding raw 

WT and Hxk2G238V values in parentheses. Negative and positive ΔRMSF values suggest Hxk2G238V has increased or 

decreased the flexibility of the corresponding residue, respectively. Similarly, negative and positive ΔDCC values 

suggest that Hxk2G238V has increased or decreased the degree of correlation between the motions of G/V238 and the 

corresponding residue, respectively. For convenience, we also show the differences in calculated B-factors, derived 

from the RMSF values using the equation 𝑩𝒊 =  (𝟖𝝅𝟐/𝟑)𝑹𝑴𝑺𝑭𝒊
𝟐 (see reference [452]). In all cases, values that 

deviate from the respective means by more than two standard deviations are shown in bold. All values are rounded to 

the nearest hundredth. 

Location Residue apo ΔRMSF holo ΔRMSF apo ΔDCC holo ΔDCC 

β9/β10 β-hairpin I231 -0.13 (0.68-0.82)  0.00 (0.57-0.57) -0.04 (0.65-0.69) -0.04 (0.64-0.68) 

 F232 -0.33 (0.73-1.06) -0.07 (0.65-0.72) -0.05 (0.50-0.55)  0.07 (0.58-0.51) 

 G233 -0.25 (1.26-1.50)  0.00 (0.87-0.87) -0.03 (0.28-0.31) -0.11 (0.21-0.32) 

 T234 -0.59 (1.06-1.66)  0.49 (1.44-0.95) -0.14 (0.18-0.32) -0.30 (0.04-0.33) 

 G235 -0.22 (1.04-1.26)  0.86 (1.81-0.95) -0.28 (0.10-0.38) -0.28 (0.08-0.36) 

 V236  0.12 (0.92-0.80)  0.41 (1.19-0.78) -0.41 (0.21-0.62) -0.21 (0.35-0.56) 

D211 (catalytic) D211 -0.66 (0.67-1.33)  0.00 (0.57-0.57) -0.02 (0.23-0.25) -0.20 (0.34-0.54) 

ɑ11' helix D417 -0.09 (0.67-0.77)  0.00 (0.61-0.61) -0.08 (0.47-0.55) -0.07 (0.47-0.54) 

 G418 -0.14 (0.82-0.96)  0.05 (0.71-0.66)  0.03 (0.41-0.37) -0.03 (0.41-0.44) 

 S419 -0.55 (1.03-1.58)  0.11 (0.92-0.81)  0.05 (0.29-0.24) -0.08 (0.21-0.29) 

 V420 -0.64 (0.89-1.53)  0.03 (0.83-0.80)  0.04 (0.27-0.24) -0.09 (0.28-0.37) 

 Y421 -0.67 (0.80-1.47) -0.01 (0.81-0.82)  0.13 (0.29-0.16) -0.10 (0.30-0.40) 

 N422 -0.39 (0.96-1.35)  0.06 (0.98-0.92)  0.17 (0.25-0.07) -0.09 (0.23-0.32) 

 R423 -0.97 (1.03-1.99)  0.05 (0.98-0.93)  0.10 (0.19-0.10) -0.12 (0.18-0.29) 

 Y424 -0.24 (0.87-1.11) -0.17 (1.04-1.22) -0.04 (0.17-0.21) -0.19 (0.17-0.36) 

 P425 -0.05 (1.00-1.05) -0.47 (1.60-2.06) -0.06 (0.04-0.10) -0.23 (0.12-0.35) 
      

Location Residue apo ΔB-factor holo ΔB-factor 

β9/β10 β-hairpin I231  -5.53 (12.17  -  17.70)   0.00 ( 8.55  -   8.55) 

 F232 -15.54 (14.03  -  29.57)  -2.52 (11.12  -  13.64) 

 G233 -17.44 (41.78  -  59.22)   0.00 (19.92  -  19.92) 

 T234 -42.95 (29.57  -  72.52)  30.82 (54.57  -  23.75) 

 G235 -13.31 (28.47  -  41.78)  62.47 (86.22  -  23.75) 

 V236   5.44 (22.28  -  16.84)  21.26 (37.27  -  16.01) 

D211 (catalytic) D211 -34.75 (11.81  -  46.56)   0.00 ( 8.55  -   8.55) 

ɑ11' helix D417  -3.79 (11.81  -  15.60)   0.00 ( 9.79  -   9.79) 

 G418  -6.56 (17.70  -  24.26)   1.81 (13.27  -  11.46) 

 S419 -37.78 (27.92  -  65.7)   5.01 (22.28  -  17.27) 

https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1009929#sec036
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 V420 -40.76 (20.85  -  61.61)   1.29 (18.13  -  16.84) 

 Y421 -40.03 (16.84  -  56.87)  -0.43 (17.27  -  17.70) 

 N422 -23.71 (24.26  -  47.97)   3.00 (25.28  -  22.28) 

 R423 -76.31 (27.92  - 104.23)   2.52 (25.28  -  22.76) 

 Y424 -12.51 (19.92  -  32.43) -10.70 (28.47  -  39.17) 

 P425  -2.70 (26.32  -  29.02) -44.31 (67.38  - 111.69) 

 

3.2.7 ScHxk2G238V affects global protein dynamics 

Having examined the impact of ScHxk2G238V on the local dynamics of the enzymatic cleft, 

we next examined its effect on the global domain-closure dynamics associated with glucose 

binding and catalysis. Our simulations ran long enough to sample both open (apo, unbound) and 

closed (holo, glucose bound) conformations. For example, included among the many 

conformations sampled throughout the WT ScHxk2 and ScHxk2G238V apo simulations were those 

that differed from the open 1IG8 ScHxk2 crystallographic conformation [80] by only 0.78 and 

0.75 Å, respectively, per heavy-atom backbone root-mean-square deviation (RMSD; Figure 43). 

Similarly, included among the conformations of the WT ScHxk2 and ScHxk2G238V glucose-bound 

simulations were those that differed from the closed 3O8M KlHxk1 conformation [83] by only 

1.13 and 1.18 Å, respectively (Figure 41). Because the simulations capture both open and closed 

conformations, they can reasonably inform a study of the transition between these two states. 
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Figure 43. The simulations collectively sample both open and closed conformations.  

The RMS distance between simulated conformations and the open (ScHxk2, PDB ID: 1IG8 [80]) and closed 

(KlHXK1, PDB ID: 3O8M [83]) conformation, are shown in blue and green, respectively. The three simulations 

associated with the Hxk2 apo, Hxk2G238V apo, Hxk2 holo, and Hxk2G238V holo systems are shown on the first, second, 

third, and fourth row, respectively. RMSD values less than 1.5 Å are shown in bold to highlight simulated 

conformations that are notably close to the open (bolded blue) or closed (bolded green) states. 
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3.2.7.1 Hxk2G238V alters large-scale opening and closing motions 

Before glucose binding, Hxk2 exists predominantly in an open state (i.e., the helical large 

subdomain and the ɑ/β small subdomain are positioned such that the enzymatic cleft is accessible 

[79,80]). Once the glucose binds, these two domains adopt a closed conformation by rotating 

relative to each other, thus collapsing the cleft and enveloping the glucose molecule [80,430] 

(Figure 33). Hxk2G238V notably impacts these global motions, which substantially affect the entire 

protein structure. 

To quantify this impact, we calculated the protein radius of gyration (RoG) throughout the 

four simulations (Figure 44). A larger RoG indicates that Hxk2 is in the open conformation (Figure 

44, red dotted line), and a lower RoG indicates the closed conformation (Figure 44, green dotted 

line). Given that the RoG distributions are not all normally distributed, we performed a non-

parametric statistical analysis called the Kruskal-Wallis test [453] to assess differences in means. 

This analysis led us to reject the hypothesis that there is no difference in the mean RoG values of 

the Hxk2 apo, Hxk2 holo, Hxk2G238V apo, and Hxk2G238V holo simulations (F-statistic: 2.6 x 106; 

p-value < 0.001). A subsequent Conover post hoc analysis [454] revealed that the four simulations 

are all different in terms of the RoG values sampled (adjusted p-value < 0.001 in all cases). 

We found that the Hxk2G238V RoG was generally lower than that of WT Hxk2 (Figure 44), 

suggesting that Hxk2G238V is less prone to adopt a fully open conformation (Cohen’s d values of 

0.551 and 0.516 for the apo and holo states, respectively, corresponding to medium effect sizes 

for both). The standard deviations associated with the Hxk2G238V simulations (both apo and holo) 

were also greater than those associated with the WT Hxk2 simulations, suggesting that glucose 

binding to Hxk2G238V is less prone to induce the closed state required for catalysis, perhaps 

explaining why the Hxk2G238V Km for glucose is ten times higher than that of WT Hxk2 (Table 6). 
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To further verify the impact of Hxk2G238V on large-scale open-to-closed motions, we used 

the POVME2 algorithm [455,456] to measure the volume of the enzymatic cleft over the course 

of the simulations. The means and standard deviations of the binding-cleft volume showed similar 

trends (Figure 45), corroborating the observed differences in large-scale motions and suggesting 

that those differences directly impact the shape of the enzymatic cleft. 

 

 

Figure 44. Distributions of the radii of gyration.  

For reference, the red and green dashed lines show the corresponding values of the 1IG8 (ScHxk2, open) and 3O8M 

(KlHxk1, closed) crystal structures, respectively. The middle horizontal lines correspond to the median values 

associated with each simulation. The mean of each simulation differs statistically from the means of all others 

(Kruskal–Wallis, p-value < 0.001; Conover post hoc analysis, adjusted p-value < 0.001 in all cases, indicated by ***). 
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Figure 45. Distributions of the enzymatic-cleft volumes.  

For reference, the red and green dashed lines show the corresponding values of the 1IG8 (ScHxk2, open) and 3O8M 

(KlHxk1, closed) crystal structures, respectively. The middle horizontal lines correspond to the median values 

associated with each simulation. 

3.2.7.2 Hxk2G238V alters the centrality of cleft-lining amino acids 

Hxk2G238V appears to modify how the impact of glucose binding propagates to distant 

protein regions (e.g., along pathways of adjacent residues whose motions influence one another), 

possibly explaining why glucose binding is less likely to induce domain closure. To assess 

potential shifts in these residue-residue communication pathways, we calculated each residue’s 

betweenness centrality (BC), which measures the extent to which that residue participates in these 

many pathways. Said another way, BC indicates how essential a given amino acid is for intra-

protein communication (e.g., signal propagation; see the Materials and Methods for a more formal 

description). 

Ensemble-average, per-residue betweenness centrality (BC) calculations [457] revealed 

that residues of the WT Hxk2 enzymatic cleft have a substantial influence on intra-protein 

communication. The β9/β10 β-hairpin residues are present in 14.19% and 15.87% of the shortest 
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paths calculated from the WT Hxk2 apo and holo simulations, respectively, but comprise only 

1.28% of the residues in the simulation (I231 to V236, 6/469); D211 is present in 4.96% and 3.70% 

of the apo and holo paths, respectively, but comprises only 0.21% of all residues (1/469); and ɑ11’ 

residues are present in 12.28% and 11.70% of the apo and holo paths, respectively, but comprise 

only 1.92% of all residues (D417 to P425, 9/469) (Suppl. Table). 

These same BC calculations applied to Hxk2G238V reveal substantial changes in the 

influence of cleft-lining residues. The BC of V238 increases, suggesting it has a greater influence 

on inter-protein communication (large effect size in both the apo and holo states; Cohen’s d values 

of -2.45 and -2.22, respectively, more than for any other residue). In contrast, the BC of D211 

decreases, suggesting reduced influence (medium effect size in apo state, Cohen’s d value of 0.67, 

third largest decrease; negligible effect size in the holo state, Cohen’s d value of 0.11). The impact 

on the BC of the β9/β10 β-hairpin and ɑ11’ residues is also profound, though more varied. 

Hxk2G238V increases the BC of some residues while decreasing others (Suppl. Table). 

These results suggest that in WT Hxk2, the enzymatic cleft is a nexus through which much 

intra-protein communication (“information”) flows. The impact of glucose binding at the cleft can, 

in theory, readily propagate throughout the protein, inducing domain closure and catalysis. But 

Hxk2G238V alters the betweenness centrality of the cleft-lining residues, in part by shifting 

centrality to V238, a residue that does not directly interact with bound glucose. These changes may 

alter how the glucose-binding signal propagates throughout the protein, impeding domain closure 

and catalysis. 

https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1009929#sec036
https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1009929#sec036
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3.3 Discussion 

In this work, we exposed a drug-sensitive yeast strain to 2DG, a toxic glucose analog. 

Whole genome sequencing revealed a novel mutation in hexokinase 2 (Hxk2G238V) that confers 

2DG resistance. We demonstrate that this mutation is sufficient to confer 2DG-resistance and that 

the hxk2G238V allele encodes a stable but hypomorphic protein. This enzyme has reduced catalytic 

activity toward both glucose and 2DG but appears capable of phosphorylating these molecules in 

vivo, as evidenced by our phenotypic analyses (Figures 34, 36, and 38). The altered residue does 

not appear to interact directly with glucose or ATP, but Hxk2G238V has higher Km values and 

reduced specific activity for both substrates. This finding is significant because, to the best of our 

knowledge, only one other 2DG-resistance Hxk2 mutation has been discovered that does not 

directly impact the enzymatic cleft (Hxk2G55V) [224]. All others alter amino acids that line the 

glucose-binding (e.g., Hxk2T212P, Hxk2K176T, and Hxk2Q299H [287]) or ATP-binding (e.g., 

Hxk2D417G, Hxk2R423T, Hxk2D211A [224], Hxk2G418C, and Hxk2T75I/S345P [287]) pockets. 

3.3.1 Allosteric influences on local and global dynamics 

The Hxk2G238V variant substitutes a glycine for a valine, two residues that differ only by an 

isopropyl group. Yet, the presence of those three additional heavy atoms indirectly influences 

multiple components of the catalytic mechanism (Figure 42A) via allosteric effects on local 

dynamics that shift the global conformational ensemble. Indeed, our work provides a dramatic 

example of how even small changes to protein structure can drastically alter protein function—in 

this case, catalysis—via allosteric mechanisms. Though V238 does not line the enzymatic cleft, it 

impinges on the motions of neighboring residues, which in turn impinge on their neighbors, etc., 
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thus (1) propagating a signal to pocket-lining Hxk2G238V residues, (2) perturbing local and global 

protein dynamics, and (3) ultimately reducing Hxk2G238V catalytic activity. 

Our work suggests this allosteric influence alters the flexibility of the enzymatic cleft, 

possibly increasing the entropic penalty of binding. Hxk2G238V increases the flexibility of the apo 

(ligand-absent) binding cleft (Figure 41A, in blue ribbon; Suppl. Table and Table 7 ), which likely 

increases the number of sampled microstates. In contrast, Hxk2G238V decreases the flexibility of 

the holo (glucose-bound) cleft (Figure 41B, in red ribbon). The entropic penalty of glucose binding 

may therefore be greater for Hxk2G238V than for WT Hxk2, though other factors also impact 

entropy (e.g., the order imposed on ligand and water-molecule movements). Experimental methods 

such as isothermal titration calorimetry could be used to further assess the impact of the mutation 

on the entropic and enthalpic contributions to glucose and 2DG binding. 

Hxk2G238V may also impede glucose and 2DG phosphorylation by allosterically impacting 

the dynamics of β-hairpin residue V236. We hypothesize that the domain closure associated with 

catalysis requires V236 to rotate from a gauche conformation (prominent in our more open WT 

apo simulation as well as the open-state 1IG8 [80], 3O80, 3O1W, 3O4W, 4JAX, 3O6W, and 3O5B 

[83] structures) to an anti-conformation (prominent in our more closed WT holo simulation as well 

as the closed-state 3O8M structure [83]; Figure 42B-C, and 44). But in the Hxk2G238V simulations, 

V236 was overwhelmingly in the gauche conformation typical of the open state, even in the more 

closed holo (glucose-bound) simulation (Figure 42B-C, and 44). By limiting V236 rotation, 

Hxk2G238V makes V236 less likely to adopt the anti-conformation more typical of the close state. 

Mutagenesis experiments could further clarify the role of the V236 residue and its flexibility. We 

hypothesize that if larger amino acids (e.g., isoleucine, tryptophan) were substituted at this 

https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1009929#sec036
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position, residue 236 would be less prone to rotate, thus impeding domain closure. In contrast, a 

glycine substitution at position 236 may have the opposite effect. 

Hxk2G238V also alters the dynamics of the catalytic residue D211, perhaps further 

contributing to the reduced glucose and 2DG phosphorylation we observed. In the Hxk2G238V apo 

(ligand-absent) simulation, D211 is less often in the conformation required to optimally engage a 

bound glucose. D211 at times even flips away from the ATP binding pocket into a displaced 

conformation (Figure 42B, in pink) that may directly impede glucose binding via steric hindrance. 

These allosteric changes in local dynamics correspond to changes in large-scale dynamics. 

Our simulations suggest that Hxk2G238V substantially interferes with domain closure (Figure 44), 

rendering the holo protein less able to embrace a bound glucose molecule. Indeed, the two ~250 

ns Hxk2G238V holo simulations both adopted an open conformation despite the presence of a bound 

glucose molecule; only the longer ~500 ns Hxk2G238V holo simulation remained mostly closed 

(Figure 44). Changes in intra-protein, residue-residue communication pathways may explain the 

impaired domain closure. Hxk2G238V shifts the betweenness centrality (i.e., importance for intra-

protein communication, see Materials and Methods) [457] of some cleft-lining residues (e.g., 

D211) to residues that do not interact with the bound glucose (e.g., G238). These changes and 

others to β-hairpin and ɑ11’ residues may impair propagation of the glucose-binding signal 

throughout the protein, such that it cannot adequately induce domain closure. Experiments such as 

double electron-electron resonance (DEER) electron paramagnetic resonance (EPR) spectroscopy 

applied to doubly spin labeled Hxk2 could verify the impact of Hxk2G238V on the average distance 

between the small and large domain. 

In summary, this work is significant because it reaffirms two crucial insights into allosteric 

mechanisms. First, many nonfibrous ordered proteins are allosteric (i.e., subject to conformational 
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shifts due to point mutations, ligand binding, or changes in external conditions) [458]. Second, 

allosteric effects are often mediated via subtle changes in residue-residue pathways of correlated 

motions, not large-scale conformational changes [459]. 

3.3.2 Cancer relevance 

This work is also significant because human hexokinases are potential cancer drug targets, 

and ScHxk2 is an excellent model hexokinase. Hexokinase II (HsHk2) is arguably the most studied 

of the four mammalian hexokinase isoforms. ScHxk2 and HsHk2 share notable sequence 

similarity, including ~33% sequence identity per Clustal Omega (Figure 38) [449,450]. The 

glucose- and ATP-binding sites are even more conserved (Figure 46), suggesting the two proteins 

have similar mechanisms of action. Phosphorylation of both ScHxk2 and HsHk2 increases 

catalytic activity while simultaneously promoting homodimer dissociation [460]. 

 

Figure 46. Residue similarity between ScHxk2 (yeast) and HsHk2 (human).  

Similarity is projected onto a structure of ScHxk2 (PDB 1IG8) and colored per the BLOSUM30 scoring matrix. Highly 

similar amino acids are shown in blue, and dissimilar amino acids are shown in red. 
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3.3.2.1 Uncovering 2DG resistance mechanisms 

HsHk2 is often upregulated in cancer [140,427,461]. Some cancer cells rely on glycolysis 

and lactic acid fermentation for ATP production, even in the presence of adequate oxygen. This 

tendency towards aerobic glycolysis over the more efficient OXPHOS is known as the Warburg 

effect [4,462–465]. HsHk2 upregulation is critical in such circumstances because it allows cancer 

cells to drastically increase glycolytic flux so they can maintain ATP levels via 

glycolysis/fermentation alone [428]. 2DG also binds HsHk2 and so has anti-cancer properties, both 

when used alone and in combination with other therapies [266,331]. Despite this promising 

therapeutic mechanism, spontaneous resistance to 2DG [327,354,355,358] and other hexokinase 

inhibitors [328,466–470] has complicated their use as anti-cancer agents. 

To date, extensive genetic screens performed in yeast have revealed the 2DG responsive 

cellular network [224,266,287,316,471]. While analogous mapping of the same network in 

mammalian cells remains to be performed, all the components of the system defined in yeast are 

conserved in mammals and so can be informative. For example, overexpression of the DOG 

phosphatases, which dephosphorylate 2DG-6P to counter the activity of Hxk2 in yeast, provide 

resistance to 2DG in both yeast and HeLa cells [287]. As a second example, we note that the 

activation of AMPK (the mammalian ortholog of Snf1) after 2DG addition triggers ⍺-arrestin-

regulated endocytosis of the Glut1 glucose transporter [308,471], a pathway that is perfectly 

conserved in yeast [316,471]. These facets of the 2DG responsive network surround the activities 

of hexokinase and in some cases, such as the DOG phosphatases, directly counter its enzymatic 

function [349]. 

Given this high degree of pathway conservation, we expect that mutations in mammalian 

hexokinases (e.g., HsHk2) will influence 2DG responsiveness just as mutations in yeast Hxk2 do. 
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The existing literature provides some support for this hypothesis. For example, S. Barban 

developed a 2DG-resistant HeLa cell line that had reduced hexokinase activity for 2DG and 

glucose, reminiscent of our ScHxk2G238V variant [354]. Bailey et al. also developed a 2DG-resistant 

pig kidney cell line with an altered rate of 2DG phosphorylation, hinting at the possibility of a 

2DG-resistance mutation in hexokinase [355]. 

Understanding the hexokinase catalytic mechanism and anticipating potential resistance-

conferring mutations is critical, given 2DG’s potential as an anti-cancer therapeutic. The present 

work in ScHxk2 thus provides insights into the roles that HsHk2 plays in cancer biology and 

chemotherapy resistance, insights that will be a driving feature of our future research. 

3.3.2.2 Is reduced Hxk2 activity oncogenic in some circumstances? 

Given that cancer is generally associated with increased HsHk2 activity, we were surprised 

to discover that the COSMIC database [472] reports three ScHxk2G238V-equivalent mutations in 

HK2 (A236S, A236T, and A684V) that are associated with various carcinomas. These mutations 

arise independent of 2DG resistance, but given their location it seems likely that they act 

analogously to ScHxk2G238V by decreasing HsHk2 catalytic activity. Hk2 has two catalytically 

active hexokinase domains [89], so there are two G238V-equivalent positions. Two mutations at 

the N-terminus position, A236S (COSM4849004) and A236T (COSM3000068), are associated 

with cervical squamous cell carcinoma and stomach adenocarcinoma, respectively. A mutation at 

the C-terminus position, A684V (COSM6158814), is associated with lung adenocarcinoma. 

Although all three Hk2 mutations were also judged pathogenic per the FATHMM algorithm [473], 

the molecular connection between these mutations and cancer progression remains undefined. 

Do these Hk2 mutations promote or impede cancer progression, given that they presumably 

impair glucose phosphorylation just as ScHxk2G238V does? There is no data on this point; however, 
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we note that not all cancer cells are subject to the Warburg effect, so elevated Hk2 function may 

not always be beneficial to cancer cells. For example, although increased Hk2 expression is 

associated with a more aggressive phenotype in testicular germ cell tumors, overall Hk2 expression 

is reduced in such tumors relative to paired normal testicular tissues [474]. Per the GEPIA web 

server [475], the same may be true of lymphoid neoplasm diffuse large B-cell lymphoma, ovarian 

serous cystadenocarcinoma, acute myeloid leukemia, and thymoma. 

While not yet defined molecularly, it is formally possible that reduced Hk2 activity may 

be advantageous in cancers that have not yet transitioned to a high-glycolytic state. Whether this 

benefit derives from changes in Glc-6P production or some other Hk2 function (e.g., the protein’s 

role in apoptosis [187]) is uncertain. Much work remains to better understand the complex and 

varied roles hexokinases play in normal and disease states. 

3.4 Materials & Methods 

3.4.1 Yeast strains, plasmids, and growth conditions 

Yeast strains employed in this study are listed in Table 8. The strains were grown on YPD 

(2% peptone, 1% yeast extract, 2% glucose) or synthetic complete medium (per O’Donnell et al. 

[476]) lacking the amino acids needed for maintaining plasmids. Plasmid information is provided 

in Table 9. Plasmids were introduced into yeast strains using the lithium acetate transformation 

method [398]. Where indicated, SC or YPD containing 2% glucose were supplemented with 2DG 

to a final concentration (presented as % w/v). We generated a 2% 2DG (Sigma-Aldrich, St. Louis 
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MO) stock by dissolving two grams of 2DG in 100 mL of water and then filter sterilizing. Unless 

otherwise indicated, cells were grown at 30°C. 
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Table 8. Yeast strains used in this study. 

Strain Genotype Source 

BY4742 MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 [477] 

Parental ABC16-monster (RY0568) MAT-α adp1Δ snq2Δ ycf1Δ pdr15Δ yor1Δ, vmr1Δ 

pdr11Δ, nft1Δ bpt1∆ ybt1Δ ynr070wΔ yol075cΔ 

aus1∆ pdr5Δ pdr10∆ pdr12∆ can1Δ::GMToolkit-α 

[CMVpr-rtTA NATMX4 STE3pr-LEU2] his3Δ1 

leu2Δ0 ura3Δ0 met15Δ0 

[442] 

Naïve ABC16-monster MAT-α adp1Δ snq2Δ ycf1Δ pdr15Δ yor1Δ, vmr1Δ 

pdr11Δ, nft1Δ bpt1∆ ybt1Δ ynr070wΔ yol075cΔ 

aus1∆ pdr5Δ pdr10∆ pdr12∆ can1Δ::GMToolkit-α 

[CMVpr-rtTA NATMX4 STE3pr-LEU2] his3Δ1 

leu2Δ0 ura3Δ0 met15Δ0 

[442] 

2DG Resistant Strain 1 (ABC16-

monster) 

MAT-α adp1Δ snq2Δ ycf1Δ pdr15Δ yor1Δ, vmr1Δ 

pdr11Δ, nft1Δ bpt1∆ ybt1Δ ynr070wΔ yol075cΔ 

aus1∆ pdr5Δ pdr10∆ pdr12∆ can1Δ::GMToolkit-α 

[CMVpr-rtTA NATMX4 STE3pr-LEU2] his3Δ1 

leu2Δ0 ura3Δ0 met15Δ0, hxk2G238V 

This study. 

2DG Resistant Strain 2 (ABC16-

monster) 

MAT-α adp1Δ snq2Δ ycf1Δ pdr15Δ yor1Δ, vmr1Δ 

pdr11Δ, nft1Δ bpt1∆ ybt1Δ ynr070wΔ yol075cΔ 

aus1∆ pdr5Δ pdr10∆ pdr12∆ can1Δ::GMToolkit-α 

[CMVpr-rtTA NATMX4 STE3pr-LEU2] his3Δ1 

leu2Δ0 ura3Δ0 met15Δ0, hxk2G238V 

This study. 

2DG Resistant Strain 3 (ABC16-

monster) 

MAT-α adp1Δ snq2Δ ycf1Δ pdr15Δ yor1Δ, vmr1Δ 

pdr11Δ, nft1Δ bpt1∆ ybt1Δ ynr070wΔ yol075cΔ 

aus1∆ pdr5Δ pdr10∆ pdr12∆ can1Δ::GMToolkit-α 

[CMVpr-rtTA NATMX4 STE3pr-LEU2] his3Δ1 

leu2Δ0 ura3Δ0 met15Δ0, hxk2G238V 

This study. 

2DG Resistant Strain 4 (ABC16-

monster) 

MAT-α adp1Δ snq2Δ ycf1Δ pdr15Δ yor1Δ, vmr1Δ 

pdr11Δ, nft1Δ bpt1∆ ybt1Δ ynr070wΔ yol075cΔ 

aus1∆ pdr5Δ pdr10∆ pdr12∆ can1Δ::GMToolkit-α 

[CMVpr-rtTA NATMX4 STE3pr-LEU2] his3Δ1 

leu2Δ0 ura3Δ0 met15Δ0, hxk2G238V 

This study. 

2DG Resistant Strain 5 (ABC16-

monster) 

MAT-α adp1Δ snq2Δ ycf1Δ pdr15Δ yor1Δ, vmr1Δ 

pdr11Δ, nft1Δ bpt1∆ ybt1Δ ynr070wΔ yol075cΔ 

aus1∆ pdr5Δ pdr10∆ pdr12∆ can1Δ::GMToolkit-α 

[CMVpr-rtTA NATMX4 STE3pr-LEU2] his3Δ1 

leu2Δ0 ura3Δ0 met15Δ0, hxk2G238V 

This study. 

MSY1254 MAT-α ura3Δ0 leu2Δ0 his3Δ1 hxk2∆::KANMX4 [224] 

MSY1475 MAT-α ura3Δ0 leu2Δ0 his3Δ1 met15Δ0 

hxk1Δ::KANMX4 hxk2Δ::KANMX4 glk1Δ::KANMX4 

[224] 
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Table 9. Plasmid DNA used in this study. 

Name  Description Source 

pRS313 CEN HIS3 [401] 

pHxk2-3V5-313 Genomic clone of HXK2 with 592 bp upstream of 

ATG and 373 bp downstream of the stop and a C-

terminal fusion to 3V5; CEN HIS3  

This study. 

pRS315 CEN LEU2  [401] 

pRS315-Hxk2-GFP Genomic clone of HXK2 with 592 bp upstream of 

ATG and 373 bp downstream of the stop and a C-

terminal fusion to GFP; CEN HIS3  

This study. 

pRS315-Hxk2-G238V-GFP Genomic clone of HXK2 with 592 bp upstream of 

ATG and 373 bp downstream of the stop and a C-

terminal fusion to GFP; the G238V mutation was 

introduced by site-directed mutagenesis; CEN HIS3  

This study. 

pRS315-Hxk2-3V5 Genomic clone of HXK2 with 592 bp upstream of 

ATG and 373 bp downstream of the stop and a C-

terminal fusion to 3V5; CEN HIS3  

[224] 

pRS315-Hxk2-G55V-3V5 Genomic clone of HXK2 with 592 bp upstream of 

ATG and 373 bp downstream of the stop and a C-

terminal fusion to 3V5; the G55V mutation was 

introduced by site-directed mutagenesis; CEN HIS3  

[224] 

pRS315-Hxk2-G238V-3V5 Genomic clone of HXK2 with 592 bp upstream of 

ATG and 373 bp downstream of the stop and a C-

terminal fusion to 3V5; the G238V mutation was 

introduced by site-directed mutagenesis; CEN HIS3  

This study. 

 

3.4.2 In vitro evolution and whole genome sequencing analysis 

We used directed evolution to identify mutations that confer 2DG resistance to the ABC16-

monster strain [439–442], which lacks sixteen ABC transporters. We evolved resistance via serial 

passaging in five independent replicates. In each passage, cultures were grown at 30°C in 30 mL 

of YPD (2% peptone, 1% yeast extract, 2% glucose) and 2DG, with shaking at 250 rpm. We 

stopped each passage when the growth reached saturation (OD ~3.0 per visual inspection) and 

examined the cultures under a microscope to verify that there was no contamination. We then 

placed 300 μL aliquots into a fresh supply of 30 mL YPD with 2DG (i.e., a 1:100 dilution into 

fresh media with drug) and repeated the process. In early passages, 0.05% 2DG was added, and 

growth to saturation required 4–5 days. As resistance developed, the time needed for saturation 
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shortened to roughly two days. To ensure evolved resistance at higher 2DG concentrations, we 

then increased the 2DG concentration to 0.2% and resumed serial passages. Each replicate required 

between eight and twelve passages total, at which point the growth rate of each had stabilized (per 

eighteen-hour growth curves calculated at multiple 2DG concentrations, 0.05–0.2%). To enable 

comparative genomics and growth-rate analyses, we also generated a no-drug control that involved 

passaging for the same time intervals but in medium containing no 2DG. 

To determine the genomic changes associated with evolved 2DG resistance, we isolated 

the genomic DNA of both the resistant (passaged) and control strains using a glass-bead/phenol-

extraction protocol [478]. We performed next generation sequencing on Illumina NextSeq500 

machines. As detailed in Soncini et al. [224], sequencing libraries were prepared and multiplexed 

into single lanes for each strain to produce 151-bp paired end reads. 

To identify potential resistance-conferring mutations, we followed the protocol described 

in Ellison et al. [479]. In brief, we used the Bowtie 2 software [480] to align the sequence reads to 

the S288C reference yeast genome. We then used Samtools 1.3.1 [481] to sort the alignments by 

their leftmost coordinates and to index the sorted alignments. BCFtools 1.3.1 [481] was used for 

variant calling (consensus calling model). VCFtools 0.1.14 [482] was used to identify variants that 

differed between the 2DG-resistant and no-drug control strains. Finally, we used SnpEff 4.3p [483] 

to annotate the identified variants (e.g., frameshift variants, missense variants, stop-gained 

variants, disruptive inframe insertions, putative impact high/moderate/low, etc.). 

3.4.3 2-deoxyglucose resistance assays 

We monitored resistance to 2DG in three different ways. First, to verify the 2DG resistance 

of the passaged strains, we performed serial dilution growth assays by plating serial dilutions of 
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yeast cells onto solid agar medium containing the indicated concentrations of 2DG and allowing 

cells to grow for the time indicated for each figure at 30°C. We compared the growth of the evolved 

yeast cells to the unpassaged, parental strain (ABC16-monster) or the parental strain that was 

passaged using medium lacking 2DG (naïve ABC16-monster). Serial dilution growth assays were 

performed as described in O’Donnell et al. [476]. In brief, we grew cells to saturation overnight in 

YPD or SC medium, measured the optical density of each culture, and initiated our dilution series 

with a cell density of A600 = 1.0 (or ~1 x 107 cells/mL). We then made five-fold serial dilutions 

of cells and pinned them onto solid YPD or SC with or without 2DG (0.05%, 0.2%, and 0.4%). 

Second, we assessed our 2DG-resistant or control strains (parental ABC16-monster or 

naïve ABC16-monster, as indicated above) using growth curve analyses [484]. In brief, we grew 

cells to saturation in YPD or SC medium, washed cells into fresh medium, and inoculated in 

triplicate into flat-bottom 96-well plates at an A600 of 0.05 in the medium indicated (i.e., YPD or 

SC containing varying concentrations of 2DG). Prepared plates were incubated with shaking in a 

BioTek Cytation 5 plate reader (BioTek instruments; Winooski, VT, USA), and optical density 

measurements were taken every 30 minutes for 24 hours using the Gen5 software package. Optical 

densities measured over time are presented with a path-length correction (to report measurements 

in a 1 cm path length). We used these curves to calculate the doubling times of yeast cells via the 

following equation:  

𝑑𝑜𝑢𝑏𝑙𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 =  
ln(2)

(
ln(𝑂𝐷2) −ln(𝑂𝐷1)

𝑡2 − 𝑡1
)
 

Doubling times were calculated based on the mean growth curves of each strain by selecting two 

points that span the linear range of the logarithmic growth portion of the growth curve. 
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Third, we challenged cells with a range of 2DG concentrations, as described in Soncini et 

al. [224]. In this approach, overnight cultures are grown to saturation in either glucose (Figure 

36A) or galactose (Figure 38D) as a carbon source, diluted to an A600 of 0.1, and grown in the 

absence or presence of 2DG (0.01%, 0.02%, 0.05%, 0.1%, or 0.2%) for 18 hours at 30°C with 

either 2% glucose (Figure 36A) or 2% galactose (Figure 38D) as a carbon source [224]. Each A600 

was measured, and cell growth was normalized to growth in the absence of 2DG for each strain. 

The average of three replicate cultures is presented in Figure 36A, with statistical comparisons 

made using the Student’s t-test for unpaired variables with equal variance. In this case, p-values 

are indicated as follows: * p < 0.05, ** p< 0.01, *** p < 0.001. 

3.4.4 Immunoblotting to assess Hxk2G238V abundance and stability 

To assess Hxk2G238V abundance in cells, we performed whole cell protein extracts using 

the trichloroacetic acid (TCA) method [403]. In brief, an equal density of mid-log phase cells was 

harvested by centrifugation, washed in water, and then resuspended in water with 0.25 M sodium 

hydroxide and 72 mM β-mercaptoethanol. Samples were then incubated on ice, and proteins were 

precipitated by the addition of TCA. After incubation on ice, proteins were collected as a pellet by 

centrifugation, the supernatant was removed, and the proteins were solubilized in 50 μL of TCA 

sample buffer (40 mM Tris-Cl [pH 8.0], 0.1 mM EDTA, 8M urea, 5% SDS, 1% β-

mercaptoethanol, and 0.01% bromophenol blue). Samples were then heated to 37°C for 30 

minutes, and the insoluble material was removed by centrifugation before resolving samples by 

SDS-PAGE. Proteins were transferred to a membrane support and detected with either anti-GFP 

antibodies (Santa Cruz Biotechnology) or an anti-V5 probe (Invitrogen), followed by goat anti-

mouse IRDye 680 (Thermo) or goat anti-rabbit IRDye 800 (LiCor). Antibody complexes were 
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visualized using an Odyssey Infrared Imager (LiCor), and bands were quantified using the 

Odyssey software. REVERT (LiCor) total protein staining of membranes was used as a protein 

loading and membrane transfer control in immunoblotting. 

3.4.5 Enzymatic assays for Hxk2 function 

To verify that the hxk2G238V mutation alone is sufficient to confer 2DG resistance, we used 

site-directed mutagenesis to introduce the hxk2G238V mutation into a plasmid encoding the HXK2 

gene (Table 9). We performed DNA sequencing of the entire open reading frame to ensure that no 

unintentional changes were generated. We separately transformed plasmids expressing WT HXK2 

and hxk2G238V into the hxk1Δ hxk2Δ glk1Δ triple deletion cells (Table 9) and measured the 

hexokinase activity associated with these two alleles, as described in Soncini et al. [224]. In 

summary, we prepared protein extracts using a glass-bead extraction protocol and assayed 

enzymatic activity by coupling the phosphorylation of glucose to its oxidation by glucose-6-

phosphate dehydrogenase. The resulting production of NADPH, detected by measuring 

absorbance at 340 nm, correlates with hexokinase activity. For comparison, we used the same 

protocol to assess the enzymatic activity of WT Hxk2 (positive control). To measure the Michaelis-

Menten constant (Km), we measured the reaction rate (v) at several glucose or 2DG concentrations 

([S]) using a constant concentration of ATP (1 mM) and plotted the inverse of rate (1/v) against 

the inverse of concentration (1/[S]) (Lineweaver-Burk plot) [224]. To calculate the Km for ATP, 

we measured the reaction rate at several ATP concentrations, kept the glucose concentration 

constant (2 mM), and plotted the inverse rate against the inverse of the substrate concentration. 
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3.4.6 Invertase assays 

The invertase activity of cells grown in 2% glucose, where expression of the SUC2 gene 

that encodes invertase is repressed in an Hxk2-dependent manner, was measured as in Soncini et 

al. [224]. For this assay, three independent cultures were assessed using a colorimetric assay that 

measures Suc2 enzymatic function coupled to glucose oxidase [485]. The mean of these replicates 

is plotted with the standard error indicated by the error bars. Invertase activity is measured in units 

per OD of cells, where 1 unit is equal to 1 μmole of glucose released per minute. Student’s t-test 

for unpaired variables with equal variance was used to compare the difference between hxk2Δ cells 

containing plasmids expressing WT HXK2 vs. an empty vector or the hxk2 mutant alleles. P-values 

are indicated as follows: * p<0.05, ** p<0.01, *** p<0.001. 

3.4.7 Molecular dynamics simulations 

To generate models of apo (ligand-absent) Hxk2, we downloaded a crystal structure of 

Hxk2 from the Protein Data Bank (PDB 1IG8 [80]). We used PDB2PQR 2.1.1 [416,417] to add 

hydrogen atoms per the PROPKA algorithm [418] (pH 7.0) and to optimize the hydrogen-bond 

network. To approximate an in vivo aqueous environment, we used the Ambertools18 program 

tleap [421] to (1) add a water box extending 10 Å beyond the protein in all directions, (2) add Na+ 

counter ions to achieve electrical neutrality, and (3) add additional Na+ and Cl- counter ions to 

approximate a 150 mM solution. A model of Hxk2G238V was prepared similarly, except the glycine 

at position 238 was first changed to valine using the Mutation-Wizard tool in PyMOL [486]. 

We similarly generated models of the holo (glucose-bound) systems. There is no crystal 

structure of glucose-bound ScHxk2, but the 2YHX structure [93] captures the binding pose of 
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ortho-toluoylglucosamine, a ligand with a glucose-like substructure. This substructure has the 

same orientation and position as glucose bound to ScHxk1 (yeast, PDB 3B8A [79]), HsHk2 

(human, PDB 2NZT [89]), and HsHk1 (human, PDB 4FPB), suggesting that it correctly mimics 

the ScHxk2/glucose pose. Given this consistent binding mode, we modeled glucose bound to 

ScHxk2 by superimposing a crystallographic glucose bound to ScHxk1 (PDB 3B8A [79]) onto the 

ScHxk2 apo model. To prepare all systems for simulation, we used Ambertools18 to parameterize 

the protein and counter ions per the Amber ff14SB force field [419], and the water molecules per 

the TIP3P forcefield [420]. To parameterize the glucose molecule for the holo simulations, we 

used the GLYCAM_06j-1 force field [421]. 

To relax the geometries of both the WT Hxk2 and Hxk2G238V systems, we applied four 

rounds of 5,000 minimization steps using NAMD [487,488]. Each round included progressively 

more atoms: (1) hydrogen atoms; (2) hydrogen atoms and water molecules; (3) hydrogen atoms, 

water molecules, and protein side chains; and (4) all atoms. We next equilibrated each apo system 

using five serial isothermal-isobaric (NPT, 310 K, 1 atm) MD simulations of 0.25 ns each. The 

first equilibration simulation had a time step of 1.0 fs, and the remaining had time steps of 2.0 fs. 

We applied progressively weaker restraining forces to the protein backbone atoms at each 

equilibration step (1.00, 0.75, 0.50, 0.25, and 0.00 kcal/mol/Å2, respectively). The holo (glucose-

bound) simulations were similarly equilibrated, except we used a single, unrestrained, one ns 

simulation with a 1.0 fs timestep. 

Following minimization and equilibration, we started three independent isothermal-

isobaric (NPT, 310 K, 1 atm) productive MD simulations of the WT Hxk2 apo, Hxk2G238V apo, 

WT Hxk2 holo, and Hxk2G238V holo systems, respectively (twelve simulations total, time steps of 
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2.0 fs). In each case, two of the simulations ran for roughly 250 ns, and the third ran for roughly 

500 ns (Table 10). 

 

Table 10. Simulation durations.  

In all cases, we removed the initial five ns before subsequent analysis. For the sake of clarity, we list this removed 

segment first, followed by the larger segment used for analysis. 

System Simulation 1 Simulation 2 Simulation 3 Total 

Hxk2 apo 5 ns + 274.79 ns 5 ns + 335.99 ns 5 ns + 495.15 ns 15 ns + 1105.93 ns 

Hxk2G238V apo 5 ns + 275.55 ns 5 ns + 254.45 ns 5 ns + 511.76 ns 15 ns + 1041.76 ns 

Hxk2 holo 5 ns + 245.00 ns 5 ns + 245.00 ns 5 ns + 507.13 ns 15 ns + 997.13 ns 

Hxk2G238V holo 5 ns + 245.00 ns 5 ns + 245.00 ns 5 ns + 495.00 ns 15 ns + 985.00 ns 

3.4.8 Confirming that the simulations had fully equilibrated 

For each simulation, we aligned trajectory frames taken every ten ps to the corresponding 

first frame by their backbone heavy atoms. We then used MDAnalysis (V 1.0.0) [489] to calculate 

the corresponding backbone-heavy-atom RMSD. Plotting these twelve sets of RMSD values over 

simulation time (Figure 47) suggested that the simulations had not fully equilibrated before 

beginning the productive runs. We discarded the initial five ns pre-equilibrated portions of each 

simulation. Unless otherwise noted, all subsequent analyses focused only on the equilibrated 

(retained) portions of the productive runs, using the same 10-ps stride and backbone alignment. 
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Figure 47. The heavy-atom backbone RMSD values between the first and subsequent frames of each simulation.  

We aligned trajectory frames taken every ten ps to the corresponding first frame and calculated the backbone-heavy-

atom RMSD. Plotting RMSD values over simulation time suggested that the simulations had not fully equilibrated 

during the beginning portions of the production runs. We discarded the initial five ns preequilibrated portions of each 

simulation. Subsequent analyses focused on the remaining portions. 

3.4.9 Root-mean-square-fluctuation (RMSF) analyses 

To assess the per-residue dynamics of individual amino-acid residues, we used 

MDAnalysis [489] to calculate the RMSF values of residue centers of geometry, considering 

trajectory frames taken every ten ps. 
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3.4.10 Radius of gyration 

To assess the opening and closing of the small and large subdomains (Figure 33), we used 

MDAnalysis [489] to calculate the protein RoG throughout the simulations. For comparison’s 

sake, we similarly calculated the crystallographic radii of gyration of ScHxk2 in the open 

conformation (PDB 1IG8 [80]) and the closely related K. lactis Hxk1 in the closed conformation 

(PDPB 3O8M [83]). 

3.4.11 Dynamic cross correlation 

We calculated DCC matrices using MD-TASK [490]. Values in a DCC matrix describe to 

what degree the motions of all pairs of C⍺ are correlated (i.e., 1 indicates perfectly correlated 

motions, and -1 indicates anti-correlated motions). The matrix is calculated as follows:  

𝐶𝑖𝑗 =  
(∆𝑟𝑖 ∙ ∆𝑟𝑗)

√〈Δri
2〉 ∙ √〈∆rj

2〉

 

where ⟨⟩ denotes time averages over the whole trajectory (frames taken every ten ps), and Δri is 

the displacement of atom i from its average position. 

To identify changes in correlated motions due to Hxk2G238V, we calculated the element-

wise difference between DCC matrices. 

3.4.12 Betweenness centrality  

We used MD-TASK to calculate the amino-acid BC values of simulation frames extracted 

every ten ps [457]. In brief, we represent protein conformations as graphs composed of nodes and 
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edges. The nodes (ni) are the amino-acid Cβ atoms (or Cɑ in the case of glycine), and the edges 

(ei,j) connect any two nodes (ni and nj) that are within 6.7 Å of each other. By considering all pairs 

of nodes, one can construct a complete set of the shortest paths between node pairs. The BC of a 

given node is simply the number of shortest paths from this set that pass through that node. 

Applying this same calculation to multiple conformations extracted from an MD simulation yields 

an ensemble-average BC value for each amino-acid node. We calculated these time-average per-

residue BC values for each simulation i, ⟨BCi⟩, to account for protein dynamics. Finally, we 

calculated ⟨BCi⟩ differences between systems. To assess the effect size of these differences, we 

used Cohen’s d with an in-house script. 

3.4.13 Figure generation 

To generate protein-structure images, we set up molecular representations in VMD [415] 

and imported them into the computer-graphics program Blender using the BlendMol plugin [424]. 

Select images also include QR codes that encode ProteinVR URLs [491] to enable visualization 

in stereoscopic 3D (virtual reality). 
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4.0 Hexokinase 2 mutants confer cancer drug resistance by altering protein dynamics and 

perturbing glucose-dependent subcellular localization 

4.1 Introduction 

Glucose is a fundamental carbon source used to generate cellular energy in the form of 

ATP. Glucose enters the cell through glucose transporters (e.g., hexose transporters or HXTs in S. 

cerevisiae and glucose transporters or GLUTs in mammals) [2]. Glucose metabolism begins with 

the action of a hexokinase, which transfers the gamma phosphate from ATP to the C6 carbon of 

glucose to form glucose-6-phosphate (G6P). Subsequently, G6P can be converted via glycolysis 

into two pyruvate molecules; pyruvate can be further metabolized through aerobic oxidative 

phosphorylation (OXPHOS) or anaerobic fermentation to yield cellular energy. In addition, G6P 

is a substrate for reductive biosynthesis, primarily through the pentose phosphate pathway [3], 

which produces NADPH and ribose-5-phosphate as essential building blocks for macromolecules 

like nucleic and fatty acids [4].  

Given their central metabolic role, modulation of hexokinases has critical ramifications on 

cellular health. Importantly, cancer cells often upregulate hexokinase expression to facilitate the 

increased uptake and turnover of glucose through glycolysis and other biosynthetic pathways that 

drive cellular proliferation [4,140]. For cancer cells, this shift in metabolism away from oxidative 

phosphorylation and towards anaerobic fermentation is referred to as the Warburg effect. This 

central role of hexokinases in this transition has made them a target for pharmaceutical 

intervention, with many anti-cancer strategies targeted to disrupt hexokinase function or, more 
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generally, glycolysis. The necessarily high glycolytic flux of Warburg-shifted cancer cells makes 

them more susceptible to downmodulation of this pathway [129,137,179].  

One glycolytic inhibitor, called 2-deoxyglucose (2DG), has been used in anti-cancer 

clinical trials as a hexokinase and glycolytic inhibitor [322,330,337,338]. This toxic analog of 

glucose lacks the hydroxyl group on the C2 carbon of glucose and so, even though it is 

phosphorylated by hexokinases, it cannot be utilized in the glycolytic pathway by subsequent 

enzymes. This is thought to lead to an accumulation of phosphorylated 2DG in the form of 2-

deoxyglucose-6-phosphate (2DG6P), which acts as a noncompetitive and competitive inhibitor of 

hexokinase and phosphoglucose isomerase, respectively, to further reduce glycolytic flux and 

thereby starve cancer cells of their predominant means to generate ATP [271,492]. Generation of 

2DG6P consumes ATP during the energy investment phase of glycolysis, depleting ATP reserves 

without returning energy during the payoff phase [266,277,493]. 

In addition to blocking glycolysis, 2DG6P appears to be toxic via other distinct 

mechanisms. 2DG6P can be condensed with GTP to form GDP-2DG (GDP-2-deoxymannose), 

and this product can be incorporated into N-linked glycans during protein glycosylation, leading 

to protein folding defects, ER stress, and activation of the unfolded protein response (UPR) 

[294,295]. Activation of these ER and protein folding stress pathways appears to be a major 

contributor to the toxicity of 2DG in oxygenated cancer cells [294,295,320]. In addition, 2DG and 

its derivatives impact glycogen storage, glycolipid metabolism, and, in yeast cells, maintenance of 

the cell wall [266]. 

Our studies focus on hexokinases and how structural alterations in this class of enzymes 

impact their function. Broadly speaking, hexokinases are comprised of two subdomains: a 

predominantly -helical large subdomain and a palm-shaped / small subdomain [77,78]. When 
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glucose binds to the catalytic pocket, hexokinases undergo dynamic structural changes [79–89]. 

To permit glucose binding, the hexokinase initially adopts an open conformation, with the large 

and small subdomains separated, leaving the enzymatic pocket solvent exposed [80,82]. Once 

glucose is bound, it triggers an induced fit conformational change initiated in the enzymatic pocket, 

which causes the large and small subdomains to approach and rotate relative to each other (Figure 

48A) [79,83,84,93]. This transition collapses the enzymatic pocket (Figure 48A), rendering it 

inaccessible to the solvent and enveloping the glucose molecule via an “embracing” mechanism 

[79,101,430]. ATP binds adjacent to glucose in the enzymatic cleft, inducing further 

conformational changes that position the -phosphate next to the glucose C6 hydroxyl group 

[81,85,90,94]. A conserved aspartic acid residue acts as a catalytic base that removes hydrogen 

from that hydroxyl, enabling the conjugation of the ATP -phosphate to this site [87]. The negative 

charges between the resulting G6P and ADP repel each other, driving the two products apart, 

leading to product release.  

The ability of 2DG to halt cell proliferation prompted its use in clinical trials —alone or in 

combination with other drugs—as a treatment for highly glycolytic cancers such as glioblastoma 

[322,330,337,338]. 2DG monotherapy has had limited efficacy, but combining 2DG with other 

drugs remains promising [322,330,337,338]. As with many drug therapies, resistance with 

prolonged treatment of 2DG has been documented [327,354,355,358]. However, 2DG derivatives 

remain in development and clinical trials, highlighting the importance of understanding these 

cellular resistance mechanisms [342].  

To define cellular resistance mechanisms to 2DG, we and others have used the budding 

yeast S. cerevisiae. Yeast is an excellent model system for studying glycolytic cancers because it 

primarily ferments glucose even when oxygen is present, similar to the Warburg shift in some 
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cancers [28]. Indeed, studies of 2DG resistance in yeast date back to the 1970s and have played a 

crucial role in revealing fundamental aspects of cell metabolism [344,346,347,494]. More recently, 

we and others have performed genetic screens and laboratory evolution studies to identify 2DG-

resistance-causing mutations in yeast, mirroring the spontaneous resistance that arises in cancer 

cells [224,227,245,287,307]. These studies define several critical mechanisms that cause 2DG 

resistance, including: (1) hyperactivation of the yeast AMPK ortholog Snf1 [224,245,307]; (2) 

loss-of-function in Glc7 or Reg1 subunits of the PP1 phosphatase, which negatively regulates Snf1 

[224,287,307]; (3) increased expression or cell surface retention of glucose transporters [272,316]; 

(4) upregulation of the 2DG6P phosphatases Dog1 and Dog2 [287,307], and (5) multiple missense 

mutations in hexokinase 2 (Hxk2) [224,227,287]. Interestingly, no mutations were found in the 

other yeast hexokinases, Hxk1 and Glk1, despite their ability to phosphorylate 2DG and increased 

expression in response to 2DG [224]. One possible reason why only mutations in Hxk2 were 

observed is that Hxk2 has additional activities beyond its role in glucose phosphorylation that are 

not yet fully understood. As an example, we recently found that Hxk2 translocates to the nucleus 

under glucose-starvation conditions; however, the role of nuclear Hxk2 is unclear [232]. Prior 

studies suggested that Hxk2 may act as a transcriptional repressor, but our work demonstrates that 

Hxk2 is not a major transcriptional regulator and suggests that any transcriptional changes linked 

to loss of Hxk2 are due to compensation for altered cell metabolism [232,236,238,261]. These 

findings are in agreement with a recent paper that demonstrated human HK2 when expressed in 

yeast as the sole hexokinase also has no impact on transcriptional regulation [225]. Hxk2 also 

functions as an intracellular glucose sensor that activates glucose repression [228,233–

235,389,495].  
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In the current study, we provide an in-depth analysis of the Hxk2 mutations linked to 2DG 

resistance (Figure 48B). We validate that six of the eight previously reported 2DG-resistant Hxk2 

mutants do indeed improve growth on 2DG. Further, we find that five of these six 2DG-resistant 

Hxk2 mutants break the glucose-restricted nuclear localization and become nuclear localized in 

glucose-rich and glucose-depleted conditions. Many of the 2DG-resistant mutations line the 

catalytic pocket and impair Hxk2 enzymatic function, as evidenced by the inability of these alleles 

of Hxk2 to support growth on glucose as a carbon source when they are the only hexokinase 

expressed in the cell. However, one key mutant–Hxk2G55V—stands out amongst these as it does 

not reside within the catalytic cleft, yet it confers 2DG resistance, increases Hxk2 nuclear 

propensity, but provides growth on glucose. We sought to determine how G55V impacts the Hxk2 

enzyme through a combination of biochemical analysis and molecular dynamics (MD) 

simulations. We find that though G55V is removed from the catalytic pocket, it results in an 

enzyme that dwells predominantly in a “closed” conformation that would preclude glucose 

binding. This closed conformation appears to be due to disruption of tertiary structural interactions 

that disrupt the hinge point between the small and large subunits of Hxk2. Based on our MD 

simulations, we posited that the G55V allele may produce an unstable protein that does not bind 

glucose as well as the WT Hxk2 enzyme. Using protein thermal stability shift assays, we find that 

this is indeed the case; G55V is less thermally stable than WT Hxk2. Finally, we considered the 

possibility that in cells, G55V may become misfolded and be more prone to degradation than WT 

Hxk2. This idea is supported by the fact that the G55V protein is less abundant than WT Hxk2 and 

has higher proteolytic cleavage products when extracted from cells. Taken together, we propose 

that mutations of Hxk2 that destabilize this enzyme promote 2DG resistance. This may further 
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explain why so many of these 2DG-resistant Hxk2 alleles enter the nucleus aberrantly, as this may 

be part of their itinerary as they are managed by protein quality control machinery in the cell.  

  

 



 209 

 

Figure 48. Hxk2 structural dynamics and the location of known 2DG-resistance mutations.  

(A) Three-dimensional structure of Hxk2 (homology model constructed previously [232]) in ribbon and surface 

representation. The glucose-free (apo) and glucose-bound (holo) conformations captured in all-atom simulations (this 

study) are depicted. Blue and purple regions show the large and small subdomains, respectively. The curved arrow 

shows the approximate motion of domain closure. (B) Three-dimensional structure of Hxk2 as predicted by AlphaFold 
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(accession: P04807). Backbone carbon atoms are represented as light-blue ribbons. Sidechains of previously identified 

2DG-resistance-conferring mutations are depicted as yellow spheres. To indicate the location of the glucose binding 

pocket, we superimposed crystallographic glucose (location denoted with an asterisk) from a HsHK1 structure (PDB 

4FPB). 

4.2 Results 

4.2.1 Hxk2 mutants confer differing degrees of 2DG resistance, but most retain the ability 

to phosphorylate glucose  

2-deoxyglucose (2DG) has been extensively investigated in many anti-cancer clinical 

trials, and an acetylated pro-drug is currently undergoing testing [331,342], but its efficacy has 

been thwarted by spontaneous resistance mutations [327,354,355,358]. We and others have 

conducted extensive screens for 2DG-resistant mutants using Saccharomyces cerevisiae as a 

model system [224,227,245,287,307]. From these screens, nine loss-of-function mutations in the 

HXK2 gene that confer 2DG resistance were isolated [224,227,287]. Notably, Hxk2 deletion 

confers 2DG resistance [245]; indeed, this particular hexokinase is responsible for phosphorylating 

2DG upon cell entry [224,245]. Due to this connection, further analysis to confirm the causative 

role of these Hxk2 mutants in 2DG resistance was not extensively pursued. In this study, we use 

these 2DG-resistant mutants as a tool to gain insights into Hxk2 biology and its mechanistic role 

in 2DG resistance. 

To establish the relationship between catalytic activity and 2DG resistance, we expressed 

each Hxk2 mutant in cells lacking the chromosomal copy of the HXK2 gene. Next, we compared 

the growth of cells expressing each Hxk2 mutant to that of an empty vector control in serial dilution 
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growth assays and growth curve analysis (Figure 49). As expected, hxk2∆ cells expressing WT 

Hxk2 were sensitive to 2DG, while cells with an empty vector control had robust 2DG resistance 

(Figure 49A, C). Most of the Hxk2 mutants tested conferred resistance to 2DG (Figure 49A, C), 

except for the Hxk2T75I/S345P mutant. These results confirm that nearly all the Hxk2 mutations 

linked to 2DG resistance in past screens can confer 2DG resistance even when expressed in the 

presence of Hxk1 and Glk1.  
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Figure 49. Hxk2 mutants confer varying degrees of 2DG resistance, yet most still promote growth on glucose. 

(A and B) Images of serial dilution growth plates of hxk2∆ or hxk1∆ hxk2∆ glk1∆ cells containing the indicated 

plasmid (pRS315-HXK2pr-HXK2allele) after three days of growth at 30C. The medium is SC Leu- containing 2% 

glucose (panels A and B, far right) or 2% galactose (panel B, far left), with the addition of 0.2% 2DG where indicated. 

(C and D) The cell density (A600) changes over time for cells grown in SC Leu-, SC Leu- with 0.2% 2DG, or SC Leu- 

with 2% galactose are plotted. Curves depict the average A600 of three technical replicates, while vertical lines 
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extending from each data point illustrate the +/- SD, occasionally being too minimal to extend beyond the data point 

itself. 

 

We previously showed that some Hxk2 mutants (e.g., Hxk2G55V, Hxk2D417G, and 

Hxk2G238V) encode hexokinases with impaired catalytic activity, resulting in reduced glucose 

phosphorylation [224,227]. To further investigate the functional impact of these Hxk2 alleles, we 

examined their ability to support growth on glucose when they are the only hexokinase in cells. 

We expressed each Hxk2 mutant in hxk1∆ hxk2∆ glk1∆ cells, which cannot grow efficiently on 

glucose as a carbon source unless a functional hexokinase is introduced [228]. These cells were 

initially tested for growth on galactose-containing medium. Galactokinases, rather than 

hexokinases, are required under these conditions, providing a control for hexokinase-independent 

growth. The absence or presence of WT Hxk2 did not impact the growth of hxk1∆ hxk2∆ glk1∆ 

cells on galactose and neither did any of the 2DG resistant mutants (Figure 49B, D). On glucose, 

we found that hxk1∆ hxk2∆ glk1∆ cells expressing WT Hxk2 grew well (Figure 49B, D), as did 

cells expressing any other Hxk2 variant except for Hxk2G418C and Hxk2K176T (Figure 49B, D). This 

finding was unexpected, given that extracts from cells expressing Hxk2G55V or Hxk2D417G as the 

sole hexokinase have nearly undetectable catalytic activity [224]. It may be that the catalytic 

activity of some Hxk2 2DG-resistant mutants is sufficient to support growth on glucose yet falls 

below the detection threshold of in vitro assays. The observation that Hxk2G418C and Hxk2K176T 

mutants do not confer growth on glucose suggests they cannot phosphorylate glucose, thus 

mimicking the phenotype of an hxk1∆ hxk2∆ glk1∆ (Figure 49B, D).  
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4.2.2 Hxk2 2DG-resistance mutants alter glucose-dependent subcellular localization 

We showed that Hxk2 undergoes nuclear localization during glucose starvation, a 

phenomenon also observed in mammalian hexokinases [65,66,68,71,232]. Our observations 

present a paradigm shift from a long-standing model that proposed Hxk2 enters the nucleus under 

glucose starvation [236–238,254,259–261]. Nuclear-localized mammalian hexokinases are 

thought to regulate chromatin structure, gene expression, stem cell pluripotency, glycogen storage, 

and oxidative stress response [65,66,68,71,232]. The function of nuclear Hxk2 in yeast remains 

unclear, and we are only beginning to unravel the features that allow Hxk2 nuclear 

retention/accumulation [232].  

We assessed the nuclear localization of WT Hxk2 and 2DG-resistant mutants in glucose-

replete conditions (2% glucose, “high” glucose), after 2 hours of acute glucose starvation (0.05% 

glucose, “low” glucose), and in glucose-replete conditions with the addition of 2DG (2% glucose 

with 0.2% 2DG, “2DG”). We used live-cell confocal microscopy and an AI-assisted image 

quantification pipeline to assess nuclear co-localization, as we have done in past studies to define 

Hxk2 nuclear translocation [232].  

Consistent with our previous findings, WT Hxk2 was predominantly cytosolic under 

glucose-replete conditions, with a fraction translocating to the nucleus upon glucose starvation 

(Figure 50A). In the presence of 2DG, Hxk2 remained cytosolic. Surprisingly, several 2DG-

resistant mutations showed an altered localization pattern, either promoting constitutive nuclear 

localization (Hxk2G55V, Hxk2K176T, Hxk2T212P, and Hxk2D417G) or completely abolishing nuclear 

localization (Hxk2G418C) under all three media conditions (Figure 50A). Other mutants (Hxk2G238V, 

Hxk2Q299H, and Hxk2T75I/S345P) had WT-like localization patterns (Figure 51A).  
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Figure 50. Hxk2 2DG-resistance mutants alter glucose-dependent subcellular localization.  
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(A) Confocal microscopy images of GFP-tagged WT Hxk2 and the indicated 2DG-resistance mutants expressed in 

hxk2∆ cells from pRS315-HXK2pr-HXK2allele plasmids. The Tpa1-mScarlet nuclear marker is used to determine co-

localization with the nucleus. A dashed, white line was traced around the mScarlet-marked nucleus and superimposed 

onto the GFP channel to indicate its relative position. (B and C) Images in panel A were analyzed using AI-assisted 

quantification (Nikon.ai and GA3 analyses), where (B) shows the mean nuclear fluorescence and (C) shows the mean 

nuclear fluorescence over the mean whole-cell fluorescence ratio for each Hxk2 variant. Diagrams to the left of each 

graph depict regions of the cell that were measured. Red dashed lines filled with black dots depict the area for nuclear 

fluorescence measurements (B), and the blue dashed line filled with grid lines shows the area for whole-cell 

fluorescence measurements (C). Horizontal bars represent the median, while the error bars indicate the 95% 

confidence interval. Dashed yellow, blue, and purple lines indicate the median value for WT Hxk2-GFP cells in high 

glucose, low glucose, and high glucose with 0.2% 2DG, respectively. Statistical analyses were performed using a 

Kruskal-Wallis test with Dunn’s post hoc correction. This statistical test was done to compare the mean nuclear 

fluorescence or mean nuclear/whole-cell-fluorescence ratio across conditions of high and low glucose, as well as high 

glucose with 0.2% 2DG. Black asterisks denote statistical comparisons between low and high glucose conditions or 

high glucose with 0.2% 2DG and high glucose conditions for a particular HXK2 allele. Blue daggers indicate 

comparisons between mutant alleles and the respective wild-type Hxk2 within identical medium conditions. 
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Figure 51. Several Hxk2 2DG-resistance mutants do not alter glucose-dependent subcellular localization.  

(A) Confocal microscopy images of GFP-tagged WT Hxk2 and indicated 2DG-resistance mutants expressed in hxk2∆ 

cells from CEN plasmids under control of the endogenous HXK2 promoter. The Tpa1-mScarlet nuclear marker is used 
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to determine co-localization with the nucleus. A dashed, white line was traced around the mScarlet-marked nucleus 

and superimposed onto the GFP channel to indicate its relative position. (B-D) Images in panel A were analyzed using 

AI-assisted quantification (Nikon.ai and GA3 analyses), where (B) shows the mean nuclear fluorescence, (C) shows 

the mean nuclear fluorescence over the mean whole-cell fluorescence ratio, and (D) shows the mean whole-cell 

fluorescence intensity for each Hxk2 variant. The diagram at the top left of panel D depicts the region of the cell that 

was measured. The blue dashed line filled with grid lines depicts the area for whole-cell fluorescence measurements. 

Horizontal bars depict the median, with error bars representing the 95% confidence interval. Dashed yellow, blue, and 

purple lines indicate the median value for WT Hxk2-GFP cells in high glucose, low glucose, and high glucose with 

0.2% 2DG, respectively. Statistical analyses were performed using a Kruskal-Wallis test with Dunn’s post hoc 

correction. This was done to compare the mean nuclear fluorescence or mean nuclear/whole-cell-fluorescence ratio 

across conditions of high and low glucose, as well as high glucose with 0.2% 2DG. Black asterisks denote statistical 

comparisons between low and high glucose conditions or high glucose with 0.2% 2DG and high glucose conditions 

for a particular HXK2 allele. Blue daggers indicate comparisons between mutant alleles and the respective wild-type 

Hxk2 within identical medium conditions. 

 

For each Hxk2 mutant, we next quantified (1) the mean nuclear fluorescence, (2) the mean 

whole-cell fluorescence, and (3) the mean nuclear-to-whole-cell fluorescence ratio. These 

measurements aimed to assess the relative contribution of the nuclear signal to the overall cellular 

fluorescence. Automated quantification revealed that WT Hxk2 had elevated mean nuclear 

fluorescence and nuclear-to-whole-cell ratio under glucose starvation conditions. In contrast, both 

high-glucose and 2DG conditions resulted in lower values (Figure 50B, C), consistent with our 

previous studies [232]. Visual inspection and automated quantification showed a similar trend in 

Hxk2 mutants that did not have altered nuclear propensity (Hxk2G238V, Hxk2Q299H, Hxk2T75I/S345P; 

Figure 50B, C, Figure 51B, C).  

Of the mutants with constitutive nuclear localization, Hxk2G55V, Hxk2T212P, and Hxk2K176T 

had elevated mean nuclear and nuclear-to-whole-cell fluorescence ratios across all experimental 
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conditions (Figure 50B, C). Conversely, the mean nuclear fluorescence of the Hxk2D417G mutant 

was dampened in all conditions, though its mean nuclear-to-whole-cell ratio remained elevated. 

This reduction in nuclear fluorescence can be attributed to the lower whole-cell fluorescence of 

Hxk2D417G, which explains the observed decrease despite its higher cytosolic-to-nuclear 

fluorescence ratio compared to WT Hxk2 (Figure 51D). This example underscores the importance 

of considering the nuclear and cytosolic fluorescence ratio as a readout, as changes in overall Hxk2 

abundance do not confound it.  

The mean nuclear and nuclear-to-cytosolic-fluorescence ratio of the Hxk2G418C mutant—

which did not localize to the nucleus in response to glucose-replete conditions, glucose-starvation, 

or glucose-replete conditions with 2DG—did not increase in any of these conditions, remaining 

significantly lower than that of the WT Hxk2 (Figure 50B, C). These findings collectively show, 

for the first time, that several 2DG-resistant Hxk2 mutants alter the subcellular distribution of this 

enzyme. Among these mutants, Hxk2G55V has the most pronounced effect. Consequently, we next 

sought to determine how this seemingly modest Hxk2 mutation alters enzyme dynamics and 

stability.  

4.2.3 Hxk2G55V encodes an unstable protein product 

Most Hxk2 2DG-resistance mutations line the glucose-binding (Hxk2T212P, Hxk2K176T, and 

Hxk2Q299H) or ATP-binding (Hxk2D417G, Hxk2R423T, Hxk2G418C, and Hxk2T75I/S345P) pockets 

(Figure 48B). These mutations likely prevent 2DG phosphorylation by directly interfering with 

ATP or 2DG binding. However, the G55V mutation is notably distant from the catalytic pocket 

(~20 Å). Despite the substitution of a small isopropyl group at this site, it has a pronounced impact 

on the localization of Hxk2 (Figure 50A-C). Additionally, automated quantification revealed that 
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the mean whole-cell fluorescence intensity of Hxk2G55V was consistently, lower than that of the 

wild-type (Figure 51D). We found that levels of full-length Hxk2G55V-GFP were slightly lower 

compared to wild-type in cells grown under glucose-abundant, glucose-deficient, and 2DG-

exposed conditions (Figure 52A, B). However, Hxk2G55V was the only mutant that had two 

breakdown products around 50 and 25 kDa (Figure 52A). We hypothesized that Hxk2G55V is an 

unstable enzyme, which could explain its lack of catalytic activity [224]. In cells grown at 37C, 

the abundance of full-length Hxk2G55V-GFP decreased further, and the breakdown product 

remained (Figure 52C). Interestingly, hxk1∆ hxk2∆ glk1∆ cells expressing Hxk2G55V had a slight 

growth defect when grown at 30C on glucose, and this defect was exacerbated at 37C, suggesting 

that elevated temperatures may somewhat impair its catalytic activity. Collectively, these results 

suggest that Hxk2G55V may indeed be an unstable enzyme.  
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Figure 52. Hxk2G55V may encode an unstable enzyme.  

(A-B) Immunoblots showing Hxk2-GFP derived from whole-cell protein extracts obtained from cells cultured in high 

glucose or shifted to low glucose or high glucose supplemented with 0.2% 2DG for 2 hours. REVERT total protein 

stain is used as a loading control. Quantification of the full-length Hxk2-GFP signal as shown in panel A and B for 

two experimental replicates. The abundance of Hxk2-WT in high glucose conditions was normalized to 1 in each 

experiment. All other values represent the relative fold change. (C) Immunoblots showing Hxk2-GFP derived from 

whole-cell protein extracts obtained from cells cultured at 30C or 37C for 2 hours. REVERT total protein stain is 

used as a loading control. Quantification of the full-length Hxk2-GFP signal as shown in panel A and B for seven 
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experimental replicates (four of the seven replicates were performed by Annette Chiang). The abundance of Hxk2-

WT at 30C and 37C were normalized to 1 in each experiment. All other values represent the relative fold change to 

wild-type at the same temperature. A one-way ANOVA was used to determine if the abundance of Hxk2G55V ort 

Hxk2G55A were different from the abundance of Hxk2-WT. (D) Images of serial dilution growth plates of hxk1∆ hxk2∆ 

glk1∆ cells containing the indicated plasmid (pRS315-HXK2pr-HXK2allele) after three days of growth at 30C or 37C. 

The growth medium is SC Leu- containing 2% glucose (bottom two panels) or 2% galactose (top two panels). 

 

The substitution of an isopropyl group at position 55 may seem modest, but it has a 

substantial impact on protein stability. Glycine is unique because it lacks a side chain, allowing 

for enhanced conformational flexibility at these sites. Indeed, hexokinases have several glycines 

at the terminal ends of secondary structures, likely to allow for crucial conformational changes 

required for glucose and ATP binding [80]. We hypothesize that substituting a valine isopropyl 

sidechain would restrict conformational flexibility at this site by increasing collisions with 

neighboring residues. 

To further investigate the impact of a more subtle mutation at this position, we also 

generated an Hxk2G55A mutant. We found that Hxk2G55A most likely retains WT-like levels of 

catalytic activity as it does not confer resistance to 2DG. Moreover, it supports growth on glucose 

in hxk1∆ hxk2∆ glk1∆ cells (Figure 53A-D). In contrast to Hxk2G55V, Hxk2G55A does not exhibit 

clear breakdown products and maintains similar levels of full-length protein as the wild-type in 

glucose-rich, glucose-deficient, and glucose-rich conditions with 2DG (Figure 52B). The 

abundance of Hxk2G55A remains unchanged in hxk2∆ cells grown at 37C, and hxk1∆ hxk2∆ glk1∆ 

cells expressing this mutant show comparable growth to those expressing wild-type Hxk2 while 

growing at 37C on glucose (Figure 52C, D). 
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Figure 53. Hxk2G55A does not confer 2DG resistance and facilitates growth on glucose.  

(A and B) Images of serial dilution growth plates of hxk2∆ or hxk1∆ hxk2∆ glk1∆ cells containing the indicated 

plasmid (pRS315-HXK2pr-HXK2allele) after three days of growth at 30C. The growth medium is SC Leu- containing 

2% glucose (panels A and B, far right) or 2% galactose (panel B, far left), with the addition of 0.2% 2DG where 

indicated. (C and D) The cell density (A600) changes over time for cells grown in SC Leu-, SC Leu- with 0.2% 2DG, 

or SC Leu- with 2% galactose are plotted. Curves depict the average A600 of three technical replicates, while vertical 

lines extending from each data point illustrate the +/- SD, occasionally being too minimal to extend beyond the data 

point itself. 

 

We investigated whether the Hxk2G55A mutation has a similar impact on nuclear shuttling 

as the Hxk2G55V mutation. Upon visual inspection, we observed that Hxk2G55A predominantly 
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localized to the nucleus only under low-glucose conditions, while no discernable nuclear signal 

was detected in glucose-rich media and glucose-rich media supplemented with 2DG (Figure 54A). 

Our automated quantification analysis supported these observations, revealing that Hxk2G55A had 

elevated mean nuclear fluorescence and mean nuclear-to-whole-cell ratio under glucose-starvation 

conditions (Figure 54B, C). In contrast, both high-glucose and 2DG conditions resulted in lower 

levels (Figure 54B, C). Overall, our data show that substituting a methyl group at position 55 does 

not recapitulate the phenotype observed in the Hxk2G55V mutant but rather resembles the behavior 

of the wild-type enzyme.   
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Figure 54. Hxk2G55A does not impact nuclear propensity.  

(A) Confocal microscopy images of GFP-tagged WT Hxk2 and the indicated 2DG-resistance mutants expressed in 

hxk2∆ cells from pRS315-HXK2pr-HXK2allele plasmids. The Tpa1-mScarlet nuclear marker is used to determine co-

localization with the nucleus. A dashed, white line was traced around the mScarlet-marked nucleus and superimposed 

onto the GFP channel to indicate its relative position. (B-D) Images in panel A were analyzed using AI-assisted 

quantification (Nikon.ai and GA3 analyses), where (B) shows the mean nuclear fluorescence, (C) shows the mean 

nuclear fluorescence over the mean whole-cell fluorescence ratio, and (D) shows the mean whole-cell fluorescence 

intensity for each Hxk2 variant. Horizontal bars depict the median, with error bars representing the 95% confidence 
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interval. Dashed yellow, blue, and purple lines indicate the median value for WT Hxk2-GFP cells in high glucose, 

low glucose, and high glucose with 0.2% 2DG, respectively. Statistical analyses were performed using a Kruskal-

Wallis test with a Dunn’s post hoc correction. This test was done to compare the mean nuclear fluorescence or mean 

nuclear/whole-cell fluorescence ratio, and mean whole-cell fluorescence intensities across high and low glucose, and 

high glucose with 0.2% 2DG conditions. Black asterisks denote statistical comparisons between low and high glucose 

conditions or high glucose with 0.2% 2DG and high glucose conditions for a particular HXK2 allele. Blue daggers 

indicate comparisons between mutant alleles and the respective wild-type Hxk2 within identical medium conditions. 

4.2.4 Molecular dynamics simulations reveal that Hxk2G55V impairs large-scale 

conformational changes required to bind glucose and may prevent substrate binding  

We further investigated the impact of Hxk2G55V using molecular dynamics (MD) 

simulations. This work was motivated by our recent use of MD to predict the structural and 

functional defects of the Hxk2G238V mutation [227]. Like Hxk2G55V, the Hxk2G238V mutation does 

not directly line the enzymatic cleft, yet it significantly impacts enzymatic-cleft, catalytic-residue, 

and overall dynamics. The prior study demonstrated that even minor alterations in protein structure 

can significantly impact function through allosteric mechanisms [227].  

To investigate whether Hxk2G55V impairs enzymatic activity through a similar allosteric 

mechanism, we performed all-atom MD simulations of six different systems: (1) Hxk2-WT apo 

(glucose-free), (2) Hxk2-WT holo (glucose-bound), (3) Hxk2G55V apo, (4) Hxk2G55V holo, (5) 

Hxk2G55A apo, and (6) Hxk2G55A holo. For each of the six systems, we performed three simulations 

of ~250 ns, ~250 ns, and ~500 ns, with the exception of the holo Hxk2G55V system (~1S for each 

system, ~6 S total, summarized in Table 11). Unless otherwise noted, we treated the three 

simulations associated with each system as one for subsequent analysis.  
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Table 11. Summary of molecular dynamics simulations. 

System Simulation 1 Simulation 2 Simulation 3 Aggregate 

Hxk2 apo 238.3 ns 255.7 ns 493.9 ns 987.9 ns 

Hxk2 holo 249.1 ns 259.9 ns 529.5 ns 1038.5 ns 

Hxk2G55V apo 256.0 ns 258.8 ns 507.7 ns 1022.5 ns 

Hxk2G55V holo 563.6 ns 595.8 ns 500.4 ns 1659.8 ns 

Hxk2G55A apo 263.7 ns 269.9 ns 519.9 ns 1053.5 ns 

Hxk2G55A holo 257.7 ns 255.6 ns 519.9 ns 1033.0 ns 

 

We assessed equilibration and large-scale structural changes by calculating the root-mean-

square deviation (RMSD) per backbone heavy atom relative to the simulation’s first (minimized) 

frame. We excluded the N-terminal tail (residues V2-A17) from these analyses because it is highly 

dynamic (disordered) in the monomeric form, which could overshadow the contributions of other 

regions to the RMSD. After approximately 10 ns of simulation time, the RMSDs of each 

simulation reached a plateau, indicating equilibration during the production runs. The average 

RMSD remained consistently below 3 Å for all wild-type simulations, suggesting only minor 

conformational changes. Notably, the RMSD remained consistently fluctuating during both 

Hxk2G55V and Hxk2G55A simulations, often reaching or exceeding 3 Å or higher regardless of 

glucose presence, indicating greater structural flexibility (Figure 55). 
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Figure 55. Hxk2G55V may promote moderate overall structural change.  

Line graphs showing the protein backbone heavy atom root-mean-square deviations (RMSD) over simulation time in 

each of the three simulations performed: Hxk2-WT apo, Hxk2-WT holo, Hxk2G55V apo, Hxk2G55V holo, Hxk2G55A 

apo, Hxk2G55A holo. Aligned trajectory frames were taken every 20 ps to conduct the analysis. The simulations did 

not achieve full equilibration during the beginning portions of each production run; therefore, we excluded the initial 

10 ns of the pre-equilibrated portions of the production runs. 

 

Prior to glucose binding, Hxk2 primarily adopts an open conformation characterized by the 

positioning of its large and small subdomains, allowing for accessibility of the enzymatic cleft to 

the surrounding solvent. Upon substrate binding, a conformational change occurs where the two 

domains transition to a closed state through rotational movement relative to each other, resulting 

in the collapse of the cleft and envelopment of the glucose molecule [79,80,83]. To assess the 

potential impact of G55 mutations on these domain-level conformational changes, we calculated 

the protein radius of gyration (RoG) throughout the six simulations (Figure 56A), again excluding 

the N-terminal residues. Larger RoG values indicate Hxk2 is in the open conformation (Figure 
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56A, red dotted line), and smaller RoG values indicate Hxk2 is in the closed conformation (Figure 

56A, green dotted line).  

The WT apo RoG averaged ~24.3 Å, consistent with a previously reported open-

conformation structure (PDB 1IG8). This value significantly (P-value < 0.0001 per Kruskal-Wallis 

test) decreased to an average of ~24 Å in the WT holo simulations, approaching the RoG of a 

published closed-conformation structure (< 23.5 Å; PDB 3O8M, K. Lactis Hxk1). However, we 

did not observe a fully closed conformation in any simulations, consistent with our previous studies 

[227]. It may be that additional factors are required for further domain closure (e.g., ATP binding, 

which may be required to induce further conformational changes) [81]. 

In contrast to WT Hxk2, the Hxk2G55V-mutant RoG was generally lower in both the holo 

and apo simulations (P-value < 0.0001 in both cases per Kruskal-Wallis test) (Figure 56A). This 

suggests the mutant is less prone to adopt an open conformation when glucose is absent. Notably, 

the same trend was observed for the Hxk2G55A mutant (Figure 56A).  

To further assess the impact of Hxk2G55V on large-scale open-to-closed motions, we 

measured the distance between the C atoms of two hydrophobic, internal residues—one in the 

large subdomain (L314) and the other in the small subdomain (A132) (Figure 56B). As Hxk2 

transitions to the closed conformation, the distance between these residues should decrease, 

indicating domain closure (Figure 56B). Our analysis revealed that both mutant apo (glucose-

absent) simulations had a more closed conformation than the WT protein, even in the absence of 

glucose (average distances of 41.7 Å, 41.7 Å, and 43.6 Å for G55V, G55A, and WT Hxk2, 

respectively, compared to 45.2 Å for the 1IG8 open crystal structure). This analysis corroborates 

the RoG results mentioned earlier (Figure 56C). As expected, the distances in the WT holo 

simulation decreased (42.3 Å), indicating domain closure. But, since G55V and G55A already had 
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a more closed conformation in the absence of glucose, the average distances for their holo 

simulations remained relatively unchanged (41.6 Å and 42.0 Å for G55V and G55A, respectively, 

compared to 38.6 Å for the 3O8M closed crystal structure) (Figure 56D). Notably, for G55A and 

G55V, domain closure occurs independently of glucose binding, potentially affecting their ability 

to bind glucose.  

Based on the results above, we hypothesize that Hxk2G55V hinders the enzyme’s ability to 

adopt a fully open conformation, which could create an unfavorable environment for glucose 

binding. Notably, in the third G55V holo simulation (500 ns), glucose completely dissociated from 

the enzymatic cleft, supporting this hypothesis (Table 12 and Supplemental Movie 4, available in 

OneDrive link: Supplemental Thesis Movies). That said, glucose dissociated in only one 

simulation, even after extending the duration of the other two simulations to 500 ns each. 

Nonetheless, these findings suggest a compelling mechanistic hypothesis that may explain how 

the Hxk2G55V mutation attenuates Hxk2 activity, compatible with our enzymatic [224] and 

phenotypic assays (Figure 49A-D). 

https://pitt-my.sharepoint.com/:f:/r/personal/mal344_pitt_edu/Documents/Dissertation_materials/Supplemental%20Thesis%20Movies?csf=1&web=1&e=7uQcde
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Figure 56. Hxk2G55V impairs large-scale conformations required to bind glucose.  

(A) RoG distributions for each of the indicated simulations are shown as violin plots. Bold and dashed horizontal lines 

indicate the median and interquartile range, respectively. Red and green dashed lines provide reference, showing the 

respective values of the 1IG8 (ScHxk2, open) and 3O8M (KlHxk1, closed) crystal structures, respectively. Black 

asterisks represent statistical comparisons between WT apo simulations and all other simulations, and blue daggers 

represent statistical comparisons between WT holo simulations and all other mutant simulations. A Kruskal-Wallis 

statistical test with a Dunn’s post-hoc correction was used to compare the means of each simulation. Each simulation 

differs statistically from the means of all others (p-value < 0.0001 in all cases, indicated by **** or ††††). (B) ScHxk2 

structure with backbone carbon atoms depicted as light-blue ribbons. To further assess domain closures, distances 

(dashed, black lines) between the ⍺-carbons of two internal hydrophobic residues (purple) were measured over the 

duration of each simulation. (C and D) The distribution of distances between the ⍺-carbons of A132 and L314 is 
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shown as frequency histograms (bin width 0.5 Å). The data were fitted to a Gaussian least square model, and the 

resulting curves were plotted over each set of histograms, shown as yellow, blue, and purple lines. 

 

Table 12. Results of glucose heavy atom RMSD analysis. 

System Simulation 1 Simulation 2 Simulation 3 Aggregate 

Hxk2 holo 1.71  0.66 Å 2.64  0.74 Å 1.99  0.83 Å 2.11 Å 

Hxk2G55V holo 1.94  0.44 Å 3.11  1.02 Å 21.48  26.06 Å 8.84 Å 

Hxk2G55A holo 2.41  0.96 Å 1.44  0.47 Å 1.41  0.38 Å 1.75 Å 

 

4.2.5 Hxk2G55V impacts the correlation of movements between the large and small 

subdomains, but conserved signaling hubs remain intact 

We used dynamic cross-correlation (DCC) analysis to compare the motions of each Hxk2 

residue to every other residue [490]. In the WT apo simulation, we observed high anti-correlation 

between the small and large subdomains (Figure 57A). This high degree of anti-correlation 

indicates that the two domains move in opposite directions, compatible with the observation that 

the enzyme samples open and closed conformations (i.e., the large and small subdomains 

repeatedly come together and separate). Upon glucose binding (holo simulations), the degree of 

anti-correlation decreased, likely due to the enzyme’s reduced flexibility as it fully embraced the 

glucose molecule (Figure 57B).  

In contrast, the large and small subdomains also had a high degree of anti-correlation in 

the G55V apo simulations, suggesting greater conformational flexibility in the absence of glucose 

(Figure 57C). This observation aligns with our RoG analysis, which showed a broader distribution 

of RoG values, suggesting both semi-open and -closed conformations (Figure 56A). The G55V 

holo simulation was less orderly, with localized regions showing both high correlation and anti-
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correlation between the two domains (Figure 57D). Strikingly, both G55A simulations (holo and 

apo) showed a similar trend to the WT holo simulations and showed less flexibility as the degree 

of anti-correlation was lower (Figure 57E, F).  
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Figure 57. Hxk2G55V changes the degree of correlation between small and large subdomains.  
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(A-F) NxN dynamic cross-correlation (DCC) matrices for the indicated MD simulations. A DCC value for a residue-

residue pair of -1 (blue) indicates anticorrelated motions (opposite directions), and a value of 1 (red) indicates 

correlated motions (same direction). 

 

The G55V mutation also impacts the propagation of residue-residue communication 

pathways within the protein, leading to the observed large-scale conformational changes. We 

calculated each residue’s betweenness centrality (BC), which measures its importance in intra-

protein communication [490]. Consistent with our previous study [227], several conserved regions 

surrounding the catalytic cleft have the greatest influence on intra-protein communication (Figure 

58A-D). Notably, the residues forming the cleft-lining β9-β10 hairpin (I231-N237) and the α5 

helix (I209-T215), which houses the catalytic residue D211, have the most substantial impact 

(Figure 58C). Our BC analysis revealed that these key signaling hubs remained unchanged 

regardless of the presence of glucose. Importantly, the G55V and G55A mutants did not noticeably 

perturb the BC values of these regions, indicating their continued importance in intra-protein 

communication. These results suggest that Hxk2G55V maintains critical intra-protein signaling 

pathways during our simulations. Rather than disrupting these pathways, Hxk2G55V may exploit 

them to propagate signals throughout the protein and promote the closed conformation. 
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Figure 58. Betweennes centrality reveals putative communication hubs.  
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(A and B) Betweenness centrality (BC) index profiles of all three glucose-absent (apo; A) and glucose-bound (holo; 

B) simulations revealing potential communication hubs. (C) Three-dimensional structure of Hxk2 (homology model 

constructed previously [232]) in ribbon and surface representation. Blue and purple regions show the large and small 

subdomains, respectively. Notable regions with higher BC indices as indicated in (A and B) are colored yellow. (D) 

Structure of Hxk2 in ribbon representation colored according to residue conservation based on results using 

CONSURF [496]. Residues are colored on a 1 (green) to 9 (purple) scale, with 1 meaning poorly conserved and 9 

being highly conserved. 

4.2.6 Hxk2G55V disrupts the stability of a molecular “hinge” point and residues of the 

enzymatic cleft 

4.2.6.1 Impact of Hxk2G55V on local dynamics and a molecular “hinge” point 

To evaluate the impact of the G55V mutation on Hxk2 dynamics, we calculated the average 

root-mean-square fluctuations (RMSF) of each residue over the course of each simulation (Figure 

59, 60). By plotting a heatmap of the RMSF (G55V-WT) values of each residue onto the Hxk2 

structure (Figure 59A, B, Figure 60A, B), we noticed the G55V mutation had a substantial impact 

on local dynamics. In the apo simulations, G55V increased the flexibility of nearby residues, 

including V55-G60 and D246-Q251 in the 5’ helix (Figure 59A, Figure 60C). The increased 

flexibility at these two regions was further exacerbated in the holo simulations (Figure 59B, Figure 

60D). Notably, the V55-G60 region forms the initial segment of an extended loop region spanning 

24 residues from G55 to E78, commonly referred to as connecting loop I in studies of human 

glucokinase. This loop is a pivotal “hinge” point that dictates glucokinase’s range of motion during 

its catalytic cycle and regulates catalytic turnover [88,102]. It is plausible that the altered dynamics 

of this loop, induced by the G55V mutation, restrict Hxk2’s range of motion, thus encouraging a 

more closed conformation, as discussed above.  
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Figure 59. Hxk2G55V alters protein dynamics locally and distally.  

(A and B) Structural conformations of ScHxk2 taken from WT apo (panel A) and holo (panel B) simulations. Both 

Hxk2 structures (ribbon) are colored by ∆RMSF values (G55V-WT) calculated for each residue. In any given region, 

blue indicates that the G55V simulation was less flexible (∆RMSF ≤ -2.00 Å), and red indicates that the G55V 

simulation was more flexible (∆RMSF ≥ 2.00 Å). Zoomed-in views of the ScHxk2 glucose binding pocket are shown 

on the right in black boxes. In panel B, glucose atoms are depicted as cylinders, and their locations are marked with 

an asterisk. 
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Figure 60. Hxk2G55A does not dramatically alter protein dynamics.  
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(A and B) Structural conformations of ScHxk2 taken from WT apo (panel A) and holo (panel B) simulations. Both 

Hxk2 structures (ribbon) are colored according to ∆RMSF values (G55A-WT) calculated for each residue. In any 

given region, blue indicates that the G55A simulation was less flexible (∆RMSF ≤ -2.00 Å), and red indicates that the 

G55A simulation was more flexible (∆RMSF ≥ 2.00 Å). Zoomed-in views of the ScHxk2 glucose binding pocket are 

shown on the right in black boxes. In panel B, glucose atoms are depicted as cylinders (marked with an asterisk). (C 

and D) Line graphs showing root-mean-square fluctuations (RMSF) of each residue’s center of geometry across all 

three apo (panel C) and holo (panel D) simulations. 

 

Interestingly, a portion of the connecting loop undergoes a displacement away from the 

α5’ helix in the apo and holo G55V simulations that induces a forward tilt of the large subdomain 

followed by an upward swing of the small subdomain that collapses the enzymatic cleft 

(Supplemental Movies 3 and 4, available in OneDrive link: Supplemental Thesis Movies). In 

contrast, the connecting loop remains associated with the α5’ helix in the WT and G55A 

simulations as the protein transitions to the closed conformation. Importantly, key electrostatic and 

hydrogen-bonding interactions occur at this site, involving D246 (α5’ helix) with K406 or R407 

(α11 helix) and K58 (connecting loop) with E248 or Q251 (α5’ helix) (Figure 61A).  

We hypothesize that G55V may indirectly impact these interactions, causing defects in this 

site’s tertiary structure. To test this hypothesis, we counted the number of simulation frames that 

captured these interactions (≤ 3.5 Å for the K58:Q251 hydrogen bond and ≤ 5 Å for salt bridges). 

We found that the G55V mutation induces several rearrangements amongst residue pairs (Figure 

61B, Figure 62). For example, the D246:K406 electrostatic interaction occurred less frequently in 

the G55V simulations (82% apo/79.3% holo in WT vs. 23.9% apo/8.9% holo in G55V). 

Conversely, the D246:R407 electrostatic interaction became more prevalent (Figure 61B and 

Figure 62A-D). The K58:Q251 hydrogen bond was less prevalent (23% apo/23.9% holo in WT 

vs. 12.2% apo/10.3% holo in G55V), and the K58:E248 electrostatic interaction was more 

https://pitt-my.sharepoint.com/:f:/r/personal/mal344_pitt_edu/Documents/Dissertation_materials/Supplemental%20Thesis%20Movies?csf=1&web=1&e=7uQcde
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prevalent in the G55V simulations (15.3% apo/10.2% holo in WT vs. 30.6% apo/35% holo in 

G55V; Figure 61B and Figure 62E-H). We did not observe the same displacement of the 

connecting loop in the G55A simulation, yet we still observed identical rearrangements of residue 

pairs as in the G55V simulations (Figure 61B, Figure 62). Collectively, these findings suggest that 

the G55V mutation may destabilize the local tertiary structure by altering the interaction 

preferences between residue pairs rather than completely disrupting all interactions. 
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Figure 61. Hxk2G55V alters local dynamics by disrupting nearby electrostatic and hydrogen-bonding networks.  

(A) ScHxk2 structure (homology model constructed previously [232]; ribbon) showing key salt-bridge and hydrogen-

bonding residues with sidechains depicted as cylinders. Zoomed-in images in black solid and dashed boxes depict the 

interacting residue sidechains connected with dashed lines. (B) Table summarizing the proportion of simulation frames 

where specific sidechain atom pairs interacted. We assumed a residue sidechain interaction occurred if the distances 

were ≤ 5.0 Å for salt bridge interactions and ≤ 3.5 Å for hydrogen bonds. See Materials and Methods for more 

information. 
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Figure 62. Hxk2G55V promotes domain closure without glucose present.  

(A-H) Distribution of distances between indicated residue sidechain atom-pairs as frequency histograms. We assumed 

a residue sidechain interaction occurred if the distances were ≤ 5.0 Å for salt bridge interactions (A-F) and ≤ 3.5 Å for 
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hydrogen bonds (G-H). See Materials and Methods for more information. Red arrows above each graph indicate these 

cutoffs. 

4.2.7 Impact on stability of the enzymatic cleft and distant regions 

From our analyses, the impact of G55V on local dynamics appeared to propagate and affect 

stability in other areas of Hxk2 (Figure 59, Figure 60). During the apo simulations (Figure 59A, 

Figure 60C), the mutation increased the flexibility of several loops and -helices throughout the 

small subdomain, including the active site mobile loop (E168-V188) that includes the glucose 

binding residues T175 and K176. It is possible that a less stable small subdomain may contribute 

to the G55V variant’s propensity to adopt a semi-closed conformation, possibly due to subtle but 

rapid conformational changes. Simulations of the holo systems demonstrated more pronounced 

changes in protein flexibility, specifically at enzymatic cleft-lining residues. For example, G55V 

increased the flexibility of the highly conserved 9/10 hairpin, which lines the enzymatic cleft 

and houses an ATP binding residue (T234) (Figure 59B, Figure 60D). Additionally, the active site 

mobile loop containing the T175 and K176 glucose binding residues, dramatically increased 

flexibility in the glucose-bound simulations (Figure 59B, Figure 60D). In fact, during the holo 

G55V simulations, this loop flipped away from the catalytic pocket (~530 ns into simulation 2), 

disrupting the interactions of T175 and K176 with glucose. However, this event did not lead to the 

glucose dissociation event discussed above (see Table 12). Finally, a partial helical region (P114-

T120) adjacent to the active site mobile loop was notably more flexible in the G55V holo 

simulations, and its instability may have contributed to the dissociating mobile loop region (Figure 

59B, Figure 60D). Though G55A similarly causes rearrangement of local tertiary structures like 

G55V, we did not observe substantial changes in flexibility in either the apo or holo simulations 
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(Figure 60A-D). These results collectively illustrate that the G55V mutation affects local structural 

dynamics, consequently influencing the stability of residues that are crucial for catalysis. 

4.2.8 Structurally unstable Hxk2 mutants localize to the nucleus and form intranuclear 

puncta 

Our previous work revealed that Hxk2 accumulates in the nucleus under glucose-starvation 

conditions [232]. However, the purpose of this change in subcellular localization remains 

unknown. Our data demonstrate that Hxk2G55V is structurally unstable and has impaired glucose 

binding. Interestingly, this causes the enzyme to accumulate in the nucleus as if the cells were 

glucose-starved. Aside from Hxk2G55V, we have found three other mutants that similarly 

demonstrate constitutive nuclear localization (Hxk2T212P, Hxk2K176T, Hxk2D417G) regardless of the 

condition tested. Interestingly, all three impact glucose- or ATP-binding residues and so may 

compromise substrate-binding stability. Given this pattern, we hypothesize that the absence of 

substrate binding triggers Hxk2 nuclear accumulation in glucose-deficient conditions.  

To investigate this hypothesis, we constructed two Hxk2 mutants (Hxk24A [L23A, I27A, 

F30A, I33A] and Hxk25A [L310A, I313A, L314A, L316A, L318A]) with the goal of disrupting 

two -helices believed to be crucial for maintaining the structure of the large subdomain (Figure 

63E). We found that Hxk24A confers 2DG resistance and supported growth on glucose-containing 

medium when expressed in hxk2∆ and hxk1∆ hxk2∆ glk1∆ cells, respectively (Figure 63A-D). This 

observation suggests that Hxk24A retains the ability to phosphorylate glucose. In contrast, Hxk25A 

promotes 2DG resistance when expressed in hxk2∆ cells but fails to rescue the growth of hxk1∆ 

hxk2∆ glk1∆ cells on glucose medium, suggesting impaired catalytic activity (Figure 63A-D). The 

contrasting results between these two mutants may be attributed to the fact that a mutation within 
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Hxk25A (L310A) neighbors conserved residues that impact intra-protein signaling (Figure 58C-

D). Conversely, the helix targeted by the mutagenesis in Hxk24A is not highly conserved and may 

not play a critical role in residue-residue signaling pathways (Figure 58C-D).  
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Figure 63. Hxk24A mutant does not confer 2DG resistance and is catalytically active whereas Hxk25A confers 

resistance and is catalyically deficient.  
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(A and B) Images of serial dilution growth plates of hxk2∆ or hxk1∆ hxk2∆ glk1∆ cells containing the indicated 

plasmid (pRS315-HXK2pr-HXK2allele) after three days of growth at 30C. Media contains 2% glucose (panels A and 

B, far right) or 2% galactose (panel B, far left), with the addition of 0.2% 2DG where indicated. (C and D) The cell 

density (A600) changes over time for cells grown in SC Leu-, SC Leu- with 0.2% 2DG, or SC Leu- with 2% galactose 

are plotted. Curves represent the average A600 of three technical replicates, and vertical lines from each data point 

represent +/- SD, which was sometimes so small that it did not expand beyond the data point itself. (E) ScHxk2 

structure (ribbon) showing the residues (dark blue sticks) that were mutated to construct the Hxk24A and Hxk25A 

mutants. To indicate the location of the glucose and ATP binding sites, we superimposed crystallographic glucose (*) 

from a HsHK1 structure (PDB 4FPB) and crystallographic ADP (**) from an OsHxk6 (PDB 6JJ8) structure. 

 

To observe the impact of these mutants on Hxk2 nuclear translocation, we next imaged 

hxk2∆ cells expressing GFP-tagged Hxk24A and Hxk25A. These experiments revealed a substantial 

decrease in the abundance of both mutants compared to the wild-type, in high and low glucose 

conditions (Figure 64A). Automated quantification of the mean whole-cell fluorescence intensity 

supported this observation (Figure 64D). Nuclear pools of Hxk24A and Hxk25A were present in 

both high and low glucose conditions (Figure 64A). Further, quantifying both mutants revealed an 

elevated mean nuclear-to-whole-cell fluorescence ratio for both mutants in the tested conditions 

(Figure 64C). This effect was not evident in the mean nuclear fluorescence quantification alone 

due to low fluorescence throughout the entire cell (Figure 64B). Consistent with these 

observations, the full-length protein abundance of Hxk24A and Hxk25A was lower than that of the 

wild-type when expressed in hxk2∆ cells grown in abundant glucose (Figure 64E). This disparity 

was further exacerbated when these cells were incubated in glucose-depleted medium (Figure 

64E).  

Our imaging showed that both Hxk24A and Hxk25A mutants tended to form bright puncta 

(Figure 64A) that often overlapped with the bright inclusions of our nuclear marker. However, due 



 249 

to the limitations of our chosen imaging approach, it was challenging to determine whether these 

were intra- or juxtanuclear puncta. Additionally, we observed some puncta in regions of the cytosol 

away from the nucleus (Figure 64A). These results suggest that Hxk24A and Hxk25A are misfolded 

and sequestered into distinct cellular compartments depending on their intracellular localization. 

Once misfolded cytosolic or nuclear proteins segregate, they are susceptible to clearance by protein 

quality control pathways such as INQ in the nucleus [497–499] or JUNQ and IPOD in the cytosol 

[500,501]. Hxk24A and Hxk25A, and perhaps wild-type, could be substrates for either of these 

pathways. Future work will attempt to shed light on this interesting possibility. 
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Figure 64. Structurally unstable Hxk2 mutants constitutively localize to the nucleus and form intranuclear 

puncta.  

(A) Confocal microscopy images of GFP-tagged WT Hxk2 and the indicated 2DG-resistance mutants expressed in 

hxk2∆ cells from pRS315-HXK2pr-HXK2allele plasmids. Co-localization with the nucleus is determined based on 

overlap with the Tpa1-mScarlet nuclear marker (dashed white line indicates the nucleus). CMAC stain was used to 

mark the location of the vacuole. (B-D) Automated quantification (using Nikon.ai and GA3 analyses) of the images 

shown in panel A where (B) shows the mean nuclear fluorescence, (C) shows the mean nuclear fluorescence over the 
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mean whole-cell fluorescence ratio, and (D) shows the mean whole-cell fluorescence intensity for each Hxk2 variant. 

Horizontal bars indicate the median, and error bars indicate the 95% confidence interval. Dashed yellow, blue, and 

purple lines represent the median value for WT Hxk2-GFP cells in high glucose, low glucose, and high glucose with 

0.2% 2DG, respectively. Kruskal-Wallis statistical analyses with Dunn’s posthoc test were performed to compare the 

mean nuclear fluorescence, mean nuclear/whole-cell fluorescence ratio, and mean whole-cell fluorescence intensities 

between high and low glucose, and high glucose with 0.2% 2DG conditions. Black asterisks represent statistical 

comparisons between low and high glucose for a specific HXK2 allele, and blue daggers represent statistical 

comparisons between mutant alleles and the corresponding wild-type Hxk2 in the same medium condition. (E) 

Immunoblots showing Hxk2-GFP from whole-cell protein extracts made from cells grown in high glucose or shifted 

to low glucose for 2 hours. REVERT total protein stain serves as a loading control. Quantification of the full-length 

Hxk2-GFP signal as shown in panel E for two experimental replicates. The abundance of Hxk2-WT in high glucose 

conditions was normalized to 1 in each experiment. All other values represent the relative fold change. 

4.3 Discussion 

 2DG presents a promising mechanism of action to inhibit the growth of highly glycolytic 

cancer cells, including glioblastoma. It has shown limited efficacy in clinical trials 

[322,330,337,338], and resistance to 2DG has been observed in cancer cells [327,354,355,358], 

confounding its potential as a cancer treatment. Still, 2DG derivatives remain in development, such 

as an acetylated pro-drug of 2DG that recently received the FDA’s Orphan Drug designation for 

use against glioblastoma multiforme [342]. This designation has renewed interest in understanding 

how cancer cells respond and acquire resistance to 2DG.  

In the present work, we examined all Hxk2 mutations linked to 2DG resistance and sought 

to define the structural changes that can cause 2DG resistance. Taken together, our data support a 

model where complete loss of Hxk2 activity is not required to generate 2DG resistance, which is 
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consistent with earlier studies [224,227,287]. Indeed, most of the mutants tested here demonstrate 

at least some retained catalytic activity, evidenced by the fact that five of the six mutants that 

confer resistance were still able to support growth of hxk1∆ hxk2∆ glk1∆ cells on glucose. In most 

cases, glucose growth of these Hxk2 mutants (i.e., Hxk2G55V, Hxk2D417G, Hxk2G238V, Hxk2T212P, 

Hxk2Q299H, Hxk2T75I/S345P) was equivalent to that observed when WT Hxk2 was similarly 

expressed. This finding was somewhat unexpected, as our previous in vitro hexokinase enzymatic 

assays using whole-cell protein extracts of hxk1∆ hxk2∆ glk1∆ cells revealed that cells expressing 

Hxk2G55V and Hxk2D417G had very little detectible hexokinase activity [224]. In another study, we 

demonstrated that Hxk2G238V had reduced but measurable enzymatic activity towards glucose, 

while it did not detectably phosphorylate 2DG, unlike wild-type [227]. Despite these observations, 

all three mutants supported robust growth on glucose in the present study. These findings may 

highlight the fact that very little hexokinase activity is needed in vivo to support growth on a rich 

glucose source, or it could indicate that the enzymatic assays from cell culture are unable to 

recapitulate what is captured in vivo. For example, a mutant version of Hxk2 that confers growth 

on glucose may be aided by chaperones to fold in vivo, yet in the in vitro assay, it may become 

misfolded and lose its function. From a biological standpoint, reduced hexokinase activity may 

sufficiently limit 2DG phosphorylation while maintaining enough glucose phosphorylation to 

sustain life, perhaps because 2DG is present at a 10-fold lower concentration than glucose in our 

growth conditions. 

We focused our studies on the Hxk2G55V mutant, as this mutation does not line the catalytic 

pocket and encodes a minor isopropyl group substitution (G to V) yet imparts robust 2DG 

resistance. Hxk2G55V is an unstable enzyme, as evidenced by the reduced protein abundance and 

increase in proteolytic breakdown products in protein extracts from cells expressing this allele. 
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Hxk2G55V appears thermally unstable because its abundance slightly decreased, and the level of 

breakdown increased at elevated temperatures (Figure 52C). Hxk2G55V did rescue growth on 

glucose-containing medium in hxk1∆ hxk2∆ glk1∆ cells, though it was noticeably less efficient 

than wild-type at 37C (Figure 52D). These results suggest that Hxk2G55V is structurally unstable 

or could be unfolding at elevated temperatures. In addition, biochemical analysis demonstrates that 

G55V elutes as a broad peak from size exclusion chromatography, and this defect is only improved 

when glucose is added to the preparation. Consistent with this observation, we find that purified 

recombinant G55V is thermally less stable than WT Hxk2 but becomes more stable with the 

addition of glucose. Thus, it appears that G55V destabilizes Hxk2, resulting in a hypomorphic 

mutant that can be stabilized by glucose. This, too, may explain the discrepancy between our in 

vivo studies, where G55V can support growth of cells on glucose when expressed as the only 

hexokinases, and our in vitro studies, where G55V extracts from cells have very little catalytic 

activity [224]. Our future studies will focus on defining the molecular pathway by which G55V, 

and possibly other Hxk2 mutants, are degraded in cells.  

Our MD simulations suggest that Hxk2G55V impacts large-scale conformational changes 

via an allosteric mechanism. RoG analyses showed that the mutant is more likely to adopt a closed 

conformation not typically associated with substrate binding (Figure 56A). This observation 

suggests Hxk2G55V may benefit survival in the presence of 2DG by impeding its binding and 

subsequent phosphorylation.  

Our RoG analysis suggests we did not capture a fully closed conformation (Figure 56A). 

Several possibilities could explain this discrepancy. First, classical all-atom MD simulations often 

struggle to capture conformational changes that occur on longer timescales [502,503]. Proteins can 

become trapped in local energy minima, requiring the system to overcome substantial energy 
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barriers to explore different regions of conformational space [502,503]. Enhanced sampling 

methods such as WESTPA or coarse-grained MD simulations could help overcome these 

limitations [504,505]. Second, structural studies suggest that ATP binding induces further domain 

closure, as required to bring the gamma phosphate closer to the C6 glucose hydroxyl group [81]. 

To capture the full closed conformation, it may be necessary to simulate bound ATP. That said, 

previous experimental work suggests that the RoG of Hxk2 decreases by 0.96 +/- 0.24 angstroms 

upon glucose binding alone [99]. In contrast, the RoG of our wild-type simulations decreases by 

only ~0.3 angstroms. Regardless, future MD studies should investigate the impact of ATP binding 

on the Hxk2 structure by performing simulations with both glucose and ATP present in the active 

site. 

Hxk2G55V impacts the dynamics of a key molecular “hinge point.” All hexokinases have a 

connecting loop (G55 to E78 in Hxk2) that serves as a junction between the large and small 

subdomains. Studies of human GCK have shown that this region contributes to the positive 

cooperativity observed with glucose (i.e., glucose binding to the active site induces the binding of 

more glucose), suggesting it influences glucose-induced conformational changes. Indeed, 

mutagenesis of this region decreases the cooperativity between GCK and glucose [88,102]. Here, 

we present evidence that the connecting loop also dictates a conformational change in Hxk2. In 

our Hxk2G55V simulations (both apo and holo), we saw a portion of the connecting loop (G55 to 

G60) separate from the 5’ helix (Supplemental Movies 3 and 4, available in OneDrive link: 

Supplemental Thesis Movies). This displacement likely resulted from the rearrangement of local 

non-covalent interactions that maintain the tertiary structure in this region and steric hindrance 

introduced by the valine sidechain (Figure 61A, B). These results suggest the destabilization of the 

connecting loop prevents the open conformation, thereby impeding substrate binding.  

https://pitt-my.sharepoint.com/:f:/r/personal/mal344_pitt_edu/Documents/Dissertation_materials/Supplemental%20Thesis%20Movies?csf=1&web=1&e=7uQcde


 255 

Hxk2G55V may destabilize glucose binding residues, thus discouraging substrate binding. 

In the second Hxk2G55V holo simulation, we observed the active site mobile loop dissociate from 

the enzymatic pocket. This region houses two glucose-binding residues, T175 and K176. Because 

we only captured this event in one of three simulations, it is difficult to interpret whether the 

dissociation resulted from the mutation. It is interesting to point out that no crystal structure of 

human GCK to date resolves the region unless glucose is bound to the active site, suggesting that 

the mobile loop may be disordered but quickly stabilized upon glucose interaction [88,506,507]. 

Contrary to this observation, in most Hxk2 structures (and in those of other hexokinases in 

mammals and other yeasts), this region is consistently resolved regardless of substrate interaction 

with the enzymatic pocket, suggesting this loop may instead be stably associated with the 

enzymatic cleft [79–89]. Therefore, we cannot decipher if the event observed in our simulations 

results from the mutation. In the third Hxk2G55V simulation, glucose dissociated from the 

enzymatic pocket, but its correlation with the disengagement of the mobile loop remains unclear. 

Still, this interesting observation presents a compelling hypothesis that the mutation may 

allosterically influence the conformation of important functional sites.  

Counter to the long-standing yeast models, our recent study demonstrated that Hxk2 

accumulates in the nucleus upon glucose starvation, as has been observed for mammalian cells 

[64–70,215]. However, the role or purpose of nuclear Hxk2 in yeast remains uncertain. The answer 

to this question remains to be addressed; however, our studies suggest a new possibility. Many of 

the 2DG-resistant Hxk2 mutants have increased nuclear propensity (Hxk2G55V, Hxk2K176T, 

Hxk2T212P, Hxk2D417G), entering the nucleus even in glucose-rich conditions (Figure 50). Since 

most of these mutants line the Hxk2 catalytic pocket, it led us to posit that perhaps enzymatically 

non-functional Hxk2 proteins enter the nucleus. There are several ways to lose enzymatic function, 
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but these mutations can be accompanied by loss of protein stability and misfolding. This is the 

case for G55V, which is less stable than WT Hxk2 and appears to become misfolded in the absence 

of glucose. To eliminate misfolded proteins and maintain optimal cellular proteostasis, the cell 

employs the ubiquitin-proteosome system that degrades these proteins that could harm the cell. 

The nucleus houses the necessary machinery for proteostasis in this compartment, termed the 

Nuclear Protein Quality Control pathway (NPQC) [508]. Indeed, the nucleus is rich with 

proteosomes and contains several ubiquitin-conjugating enzymes that mark misfolded proteins for 

degradation by NPQC, including San1, Asi1, and Doa10 in yeast [509–513] and UBR1, HUWE1, 

ZNF598, and UHRF1/2 in mammalian cells [514,515]. There is growing evidence to support the 

hypothesis that cytosolic proteins are targeted to the nucleus under conditions of impaired protein 

homeostasis and that critical factors involved with this process are heat shock proteins like Hsp70 

chaperones and Hsp40 co-chaperones [498,499,509,516,517]. Of great interest to our future work 

will be to investigate whether Hxk2 or unstable Hxk2 mutants are substrates for chaperone-

mediated nuclear transport and if NPQC pathways are involved in Hxk2 turnover. If so, it would 

be the newest example of a cytosolic protein entering the nucleus for degradation.  

Reports suggest mammalian hexokinases are substrates for protein quality control 

pathways. For example, the GCK isoform undergoes regulation by the unfolded protein response 

(UPR) system in pancreatic -cells, where it is ubiquitinated and degraded by the proteosome upon 

misfolding [518]. In response to MG132 treatment, GCK forms cytoplasmic aggregates, 

highlighting its flexibility and susceptibility to misfolding, thereby undermining the need for its 

control through the UPS system. Though GCK enters the nucleus of pancreatic -cells and liver 

hepatocytes when blood glucose levels are low, it is unknown if nuclear degradation pathways 

regulate GCK turnover. The HK2 isozyme is also found within the mammalian nucleus [64–
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66,68,70]. UBR5, a nuclear-localized E3 ubiquitin ligase known for its role in down regulating 

transcription factors and signaling molecules, was identified as a potential interacting partner with 

HK2 in the nucleus, suggesting it targets HK2 for degradation there [66]. However, more work is 

needed to decipher if nuclear degradation pathways regulate hexokinase turnover in mammalian 

cells. If future studies identify such a pathway in yeast, it would reveal a new pathway through 

which hexokinases are turned over and could motivate future work in mammalian systems.   

Our studies are significant because hexokinases are associated with cancer progression. In 

the context of the Warburg effect, the HK2 isoform is commonly upregulated to help promote 

rapid glucose phosphorylation and turnover for energy production, making HK2 an attractive anti-

cancer drug target [129,135,137,139,519,520]. Given that Hxk2 and HK2 share remarkable 

sequence conservation (~33% similarity according to Clustal Omega alignment), we suspect that 

HK2 mutations similar to those discussed in this work may also help cancer cells evade 2DG 

toxicity. For four of the 2DG-resistant Hxk2 mutants we characterized here, analogous variants 

exist in the Catalogue of Somatic Mutations in Cancer (COSMIC) database [472] for human HK2. 

Specifically, G414D, K173M, and A236S/T in the N-terminal domain are analogous to G418C, 

K176T, and G238V in yeast. Also, D861Y and A684V in the C-terminal domain are analogous to 

D417G and G238V in yeast. These human mutations are associated with impaired catalytic activity 

and were identified in patient tumor samples.  

The identification of these analogous disease-linked HK2 mutations raises the question of 

whether they might also confer resistance to 2DG in cancer cells. While this remains to be defined, 

there are interesting links between hexokinase activity and 2DG resistance. In 1962, researchers 

isolated a 2DG-resistant HeLa cell line after prolonged exposure to 2DG [354]. These 2DG-

resistant HeLa cells had reduced hexokinase activity towards both glucose and 2DG, suggesting 
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that these cells may harbor an HK2 loss-of-function mutation. In addition, a pig kidney cell line 

was isolated with reduced capacity to phosphorylate 2DG, suggesting a possible hexokinase 

mutation [355]. Taken together, these findings suggest that in mammalian cells, 2DG resistance 

may similarly arise due to loss of select hexokinase function. Determining whether HK2 mutants 

confer 2DG resistance in cancer cells is crucial, and further experimentation may reveal variants 

that predispose tumors to 2DG resistance. 

4.4 Materials & Methods 

4.4.1 Yeast strains, plasmids, and growth conditions 

The yeast strains used in this study are detailed in Table 13. Strains were cultured in either 

YPD (2% peptone, 1% yeast extract, 2% glucose) or synthetic complete medium (following 

O’Donnell et al. [476]), which lacked specific amino acids required for plasmid maintenance. 

Information on the plasmids used here can be found in Table 14. The lithium acetate method [398] 

was used to introduce plasmids into yeast. In instances where specified, SC medium containing 

2% glucose was supplemented with 2DG at the indicated final concentration (% w/v), with 0.2% 

2DG used predominantly in this work. A stock solution of 2% w/v 2DG (Sigma-Aldrich, St. Louis, 

MO) was prepared in water and subsequently filter-sterilized. Unless indicated otherwise, cells 

were grown at 30C. For experiments involving glucose depletion, cells were washed into 0.05% 

glucose medium (referred to as low glucose medium), resuspended in this medium, and 

subsequently cultured at 30°C for 2 hours. For 2DG treatments (SC with 2% glucose and 0.2% 
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2DG), a 2% 2DG stock solution was spiked into mid-logarithmic cultures to a final concentration 

of 0.2%, followed by incubation at 30C for 2 hours. 

 

Table 13. Yeast strains used in this study. 

Strain Genotype Source 

BY4742 MAT α his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 [477] 

AFO3935 MAT α ura3Δ0 leu2Δ0 his3Δ1 hxk2Δ::KANMX4 TPA1-

mScarlet::HYGRO 

[232] 

AFO3936 MAT α ura3∆0 leu2∆0 his3∆1 met15∆0 hxk1∆::KAN hxk2∆::KAN 

glk1∆::KAN TPA1-mScarlet::HYGRO 

[232] 

 

Table 14. Plasmids used in this study. 

Name Description Source 

pRS315 CEN LEU2 [401] 

pRS315-

Hxk2-GFP 

Genomic clone of HXK2 with 592 bp upstream of ATG and 373 bp downstream of 

the stop and a C-terminal fusion to EGFP; CEN LEU2 

[227] 

pRS315-

Hxk2G55V-

GFP 

The pRS315-Hxk2-GFP plasmid listed above had the G55V mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

GGAAAAGGTTCTTTCGAAGAAGGGTGGTAACATTC; Rev: 

CCCTTCTTCGAAAGAACCTTTTCCAATTCGGAAA). CEN LEU2 

This 

study. 

pRS315-

Hxk2G418C-

GFP 

The pRS315-Hxk2-GFP plasmid listed above had the G418C mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

CTGCAGACTGTTCCGTTTACAACAGATACC Rev: 

GTAAACGGAACAGTCTGCAGCGATGTG). CEN LEU2 

This 

study. 

pRS315-

Hxk2D417G-

GFP 

The pRS315-Hxk2-GFP plasmid listed above had the D417G mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

ATCGCTGCTGGCGGTTCCGTTTACAACAG; Rev: 

CGGAACCGCCAGCGATGTGACCGGT). CEN LEU2 

This 

study. 

pRS315-

Hxk2G238V-

GFP 

The pRS315-Hxk2-GFP plasmid listed above had the G238V mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

TGGTGTCAATGTCGCTTACTACGATGTTTG; Rev: 

TAAGCGACATTGACACCAGTACCGAAGATA). CEN LEU2 

This 

study. 

pRS315-

Hxk2K176T-

GFP 

The pRS315-Hxk2-GFP plasmid listed above had the K176T mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

AAGATGGACTACCGGTTTTGATATTCCAAACATT; Rev: 

CAAAACCGGTAGTCCATCTTTGCAAGATACC). CEN LEU2 

This 

study. 

pRS315-

Hxk2Q299H-

GFP 

The pRS315-Hxk2-GFP plasmid listed above had the Q299H mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

ACCAGGCCAACATACCTTTGAAAAAATGTC; Rev: 

AAAGGTATGTTGGCCTGGTCTTGGAGATTC). CEN LEU2 

This 

study. 

pRS315-

Hxk2T75I,S345P-

GFP 

The pRS315-Hxk2-GFP plasmid listed above had the T75I and S345P mutations 

were introduced by site-directed mutagenesis with primers (Fwd: 

GATTTCCCAATTGGTAAGGAATCCGGTGA, 

GACACTCCATACCCAGCCAGAATCGAG; Rev: 

TCCTTACCAATTGGGAAATCCATAACCCAAC, 

CTGGGTATGGAGTGTCCATGACGAAAGG). CEN LEU2 

This 

study. 
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pRS315-

Hxk2T212P-

GFP 

The pRS315-Hxk2-GFP plasmid listed above had the T212P mutation introduced by 

site-directed mutagenesis with primers (Fwd: 

TTGATAAACGACCCAACCGGTACTTTGGTT; Rev: 

CCGGTTGGGTCGTTTATCAAAGCAACAA). CEN LEU2 

This 

study. 

pRS315-

Hxk24A-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the L23A, I27A, F30A, and I33A 

mutations were introduced by site-directed mutagenesis with primers (Fwd:  

TGTGCCAAAGGAAGCGATGCAACAAGCTGAGAATGCTGAAAAAGCTTTC; 

Rev: 

TCAGTTGGAACAGTGAAAGCTTTTTCAGCATTCTCAGCTTGTTGCATCGC). 

CEN LEU2 

This 

study. 

pRS315-

Hxk25A-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the L310A, I313A, L314A, 

L316A, and L318A mutations were introduced by site-directed mutagenesis with 

primers (Fwd: 

AATGTCTTCTGGTTACTACGCAGGTGAAGCTGCGCGTGCGGCCGCGATGG; 

Rev: 

CCTTGTTTGTACATGTCCATCGCGGCCGCACGCGCAGCTTCACCTGCGTA). 

CEN LEU2 

This 

study. 

 

4.4.2 Defining mutant Hxk2 function in vivo 

To verify that previously reported Hxk2 mutants are the cause of 2DG resistance, we 

transformed pRS315-based plasmids (CEN; low copy) with either WT or mutant Hxk2s expressed 

from the Hxk2 promoter (592 bp upstream of ATG) into cells lacking the chromosomal Hxk2 

(hxk2∆). We then assessed 2DG sensitivity in two different ways. First, serial dilution growth 

assays were performed by inoculating yeast cells onto solid agar medium supplemented with 

specified concentrations of 2DG, followed by incubation at 30°C, in accordance with the procedure 

described in reference [476]. Cells were cultured to saturation overnight in either YPD or SC 

medium. Subsequently, the optical density of each culture was measured, and a dilution series was 

commenced with a cell density of A600 = 1.0 (equivalent to 1.0 x 107 cells/mL). A series of five-

fold serial dilutions was prepared, and cells were pinned onto solid SC medium with or without 

2DG (at concentrations of 0.05%, 0.2%, and 0.4%). We compared the growth of mutant-expressing 

cells to that of hxk2∆ cells expressing either an empty vector or complemented with a WT HXK2.  
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We next tested our Hxk2 mutant or control cells using growth curve analysis [484]. Cells 

were cultured to saturation overnight in SC medium, then washed and transferred into fresh SC 

medium. Next, cells were inoculated in triplicate into flat-bottom 96-well plates at an initial A600 

of 0.05, using the specified medium (SC supplemented with varying concentrations of 2DG). 96-

well plates were placed in a BioTek Cytation 5 plate reader (BioTek Instruments; Winooski, WT, 

USA) and subjected to incubation with shaking. Optical density readings were recorded every 30 

minutes for a duration of 24 hours using Gen5 software. Optical density values obtained over time 

were adjusted for path length (to standardize measurements to a 1 cm path length) and are 

presented accordingly. 

Finally, to define the ability of Hxk2 mutants to support growth on glucose, we employed 

hxk1∆ hxk2∆ glk1∆ cells. We transformed these cells with our pRS315-HXK2pr-HXK2 expression 

plasmids and grew transformants on a galactose-containing medium, which does not require 

hexokinase 2 function. We grew cells to saturation overnight in SC medium supplemented with 

galactose. Subsequently, the optical density of each culture was measured, and a dilution series 

was initiated with a cell density of A600 = 1.0 (equivalent to 1.0 x 107 cells/mL). A series of five-

fold serial dilutions was prepared, and cells were pinned onto solid SC medium supplemented with 

glucose or galactose. We compared the growth of mutant-expressing cells to that of hxk1∆ hxk2∆ 

glk1∆ cells expressing either an empty vector or complemented with WT HXK2. We also evaluated 

our Hxk2 mutant or control strains using growth curve analysis. Cells were prepared and tested 

exactly as described in the preceding paragraph in the medium indicated (SC containing glucose 

or galactose as the carbon source).  
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4.4.3 Immunoblotting to assess the abundance of Hxk2 mutants 

We assessed the abundance of Hxk2 mutants in cells by performing whole-cell protein 

extractions and SDS-PAGE. The trichloroacetic acid (TCA) method [403] was used to generate 

whole-cell protein extracts. First, an equivalent density of mid-logarithmic phase cells was 

collected via centrifugation, washed with water, and reconstituted in a solution comprising 0.25 M 

sodium hydroxide and 72 mM b-mercaptoethanol. Following incubation on ice, proteins were 

precipitated using 50% TCA. After an additional incubation period on ice, proteins were pelleted 

through centrifugation, and the remaining supernatant was discarded. Next, protein pellets were 

dissolved in 120 µL of sample buffer (40 mM Tris-Cl [pH 8.0], 0.1 mM EDTA, 8 M urea, 5% 

SDS, 1% b-mercaptoethanol, and 0.01% bromophenol blue). Before being resolved by SDS-

PAGE, protein samples were incubated at 37C for 15 minutes and centrifuged to remove any 

remaining insoluble material. Proteins were transferred to polyvinylidene difluoride (PVDF) 

membrane support and probed with an anti-GFP antibody (Santa Cruz Biotechnology, Dallas, TX, 

USA), followed by goat anti-mouse IRDye 800 (LI-COR Biotechnologies, Lincoln, NB, USA). 

Antibody complexes were detected using an Odyssey Clx Infrared Imager (LI-COR). REVERT 

(LI-COR) total protein stain was used as a loading control and to verify successful transfer. Protein 

bands were quantified using ImageStudio software (LI-COR). In brief, boxes were drawn around 

each band, and the total pixel intensity was measured. A box was drawn at the membrane periphery 

to measure background fluorescence, and this value was subtracted from each measurement. The 

pixel intensities of GFP-containing bands were then adjusted using a correction factor derived 

from the total pixel intensity of the REVERT total protein stain, ensuring control for loading 

variability. All resulting values were normalized to the control. 
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4.4.4 Fluorescence microscopy 

Localization of GFP-tagged Hxk2 proteins was detected using confocal fluorescence 

microscopy. First, saturated overnight cultures grown in SC medium containing 2% glucose were 

reinoculated into fresh SC medium at an OD600 of 0.3. Cells were then allowed to grow at 30C 

until they reached mid-logarithmic phase (usually 4-5 hours; OD600 ~0.8). For shifts to low glucose 

(using SC with 0.05% glucose), cells were washed and incubated using the same procedure as 

detailed earlier. For 2DG treatments, a 2% 2DG stock was spiked into mid-logarithmic yeast 

cultures, and cells were incubated as described above. Prior to imaging, cells were plated onto 35 

mm glass bottom microwell dishes (MatTek Corporation, Ashland, MA) coated with 15 µL (0.2 

mg/mL) of concanavalin A (Sigma-Aldrich, St. Louis, MO, USA). Imaging to detect the GFP-

tagged Hxk2 proteins was performed using a Nikon Eclipse Ti2 A1R inverted microscope (Nikon, 

Chiyoda, Tokyo, Japan) equipped with a 100 x oil immersion objective lens (NA 1.49). GaAsP or 

multi-alkali photomultiplier tube detectors were utilized for image capture, with acquisition 

controlled by NIS-Elements software (Nikon). Uniform settings were employed for all image 

acquisitions. Images were uniformly adjusted and cropped utilizing NIS-Elements software.    

4.4.5 Image quantification and statistical analyses 

We utilized Nikon General Analysis 3 software (Nikon) to quantify nuclear and whole-cell 

fluorescence intensities, incorporating segmentation facilitated by NIS-Elements.ai (Artificial 

Intelligence) software (Nikon). Whole-cell fluorescence quantification involved training NIS.ai 

software on a reference dataset of samples, manually segmented based on DIC channel images. 

The NIS.ai software underwent iterative training until it achieved a training loss threshold of 
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<0.02, a value that indicates excellent agreement between the output produced by the software and 

the initial ground truth. To ascertain the mean nuclear fluorescence, the NIS.ai software was 

trained to utilize a chromosomally tagged Tpa1-mScarlet nuclear marker, with training based on 

manually defined nuclear segmentations. Confocal microscopy images were segmented into 

individual whole-cell and nuclear objects using General Analysis 3 software, using the DIC and 

561 nm (mScarlet) channels. A parent-child relationship was established to align individual 

nuclear objects (child) with their appropriate whole-cell (parent) and consolidate them as single 

objects. Incomplete cells at the edge of an image were excluded along with their child objects. 

Mean whole-cell or mean nuclear fluorescence intensities for each parent or child object were 

determined in the GFP (488 nm) channel. All imaging quantification in this study adhered to this 

methodology. 

Prism (GraphPad Software, San Diego, CA) was used to carry out all statistical analyses 

of the resulting fluorescence quantification. Kruskal-Wallis statistical tests were conducted, 

followed by Dunn’s post hoc correction for multiple comparisons. Significant p-values from these 

analyses are denoted as * p-value<0.1, ** p-value<0.01, *** p-value<0.001, and **** p-

value<0.0001, while non-significant results (p-value>0.1) were labeled as “ns”. In cases involving 

multiple comparisons, the † symbol might substitute * to signify the same p-values relative to a 

different reference sample (refer to the figure legends for details).  

4.4.6 Molecular dynamics simulations 

Molecular dynamics (MD) simulations of six systems were performed: 1) apo Hxk2-WT, 

2) holo Hxk2-WT, 3) apo Hxk2G55V, 4) holo Hxk2G55V, 5) apo Hxk2G55A, and 6) holo Hxk2G55A 

systems. In this work, a homology model structure of monomeric Hxk2 we constructed previously 
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[232] was used. The G55V and G55A mutations were introduced to the Hxk2 structure using the 

rotamers tool in ChimeraX [521]. For each simulation, we used tleap (AmberTools18 [421]) to 

solvate the protein in a 10 Å3 water box. Na+ ions were introduced to neutralize negative charges 

and maintain electrical neutrality. Further Na+ and Cl- ions were added to approximate a 150 mM 

solution. Parameterization of protein, counter ions, water molecules, and glucose molecules was 

carried out using the Amber ff14SB, TIP3P, and GLYCAM_06j-1 force fields, respectively. 

To alleviate artificial steric clashes, four rounds of minimization were conducted by 

employing the Amber MD engine [422,423]. First, all hydrogen atoms underwent minimization 

for 5,000 steps. Second, both hydrogen atoms and water molecules were minimized for 5,000 

steps. Third, all hydrogen atoms, water molecules, and protein side chains were minimized for 

5,000 steps. Finally, all atoms within each system underwent minimization for 10,000 steps.  

Following minimization, we equilibrated each system using three rounds of simulation. 

Initially, a brief simulation in the canonical ensemble (NVT, total duration of 0.02 ns) was 

conducted, with a restraining force of 1.0 kcal/mol/Å2 applied to the backbone atoms. Using the 

same backbone restraints, we continued the simulation in the isothermal-isobaric ensemble (NPT, 

1 atm, total duration of 1.0 ns). Finally, equilibration (NPT, 1 atm, total duration of 1.0 ns) was 

completed without any restraints. Throughout each phase, a timestep of 2 fs and a temperature of 

310 K were maintained.  

Finally, we ran three isothermal-isobaric (NPT, 310 K, 1 atm) productive simulations of 

the apo Hxk2-WT, holo Hxk2-WT, apo Hxk2G55V, holo Hxk2G55V, apo Hxk2G55A, and holo 

Hxk2G55A (250 ns, 250 ns, and 500 ns for each system, with the exception of the holo Hxk2-G55V 

system) systems. Minimization and equilibration steps were performed before each triplicate 

simulation; therefore, each simulation began with a different initial conformation. 
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4.4.7 Confirming full equilibration of simulations 

For each individual simulation, trajectory frames extracted every 20 ps were aligned to 

their respective first frame using their backbone heavy atoms. MDAnalysis (V 1.0.0) [489] was 

used to calculate the RMSD of the residue backbone heavy atoms. The N-terminal tail (residues 

V2-A17) was excluded from these analyses because it is highly dynamic (disordered) in the 

monomeric form, which could overshadow the contributions of other regions to the RMSD. Upon 

plotting the resulting eighteen sets of RMSD values against simulation time, it became evident that 

the simulations did not achieve full equilibration before the commencement of production runs. 

Consequently, we discarded the initial 10 ns, pre-equilibrated segments from each simulation, 

focusing solely on the equilibrated section of the productive runs for all subsequent analyses. 

Throughout this process, a 20 ps stride and backbone alignment were maintained consistently.  

4.4.8 Root-mean-square fluctuation (RMSF) analyses 

We used MDAnalysis [489] to assess the flexibility of each amino acid and calculated the 

RMSF values of each residue’s center of geometry. We performed this analysis taking frames 

every 20 ps.  

4.4.9 Atom-atom distances 

We used VMD [415] to calculate the distance between select atoms in frames taken every 

20 ps of the simulation. For all salt bridges (D246 CG:K406 NZ, D246 CG:R407 CZ, and K58 

NZ:E248 CD), we assumed two atoms were interacting if the distance between them was ≤ 5.0 Å. 
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We chose this cutoff rather than ≤ 4 Å for a typical salt bridge because we measured from the 

terminal carbon (CZ) in the bulky R407 sidechain. All other residue pairs were given the same 

cutoff for fair comparison. For the K58 NZ:Q251 OE1 hydrogen bond, we assumed the two atoms 

were interacting if the distance between them was ≤ 3.5 Å. 

4.4.10 Dynamic cross-correlation (DCC) analysis 

Using MD-TASK [490], we calculated the DCC values of every residue-residue pair and 

plotted the resulting NxN matrices. A DCC value quantifies the extent to which the motions of a 

specific pair of Cα atoms are correlated (where a value of 1 signifies perfect correlation and -1 

indicates anti-correlation). The matrices are calculated according to the following expression: 

𝐶𝑖𝑗 =  
(∆𝑟𝑖 ∙ ∆𝑟𝑗)

√〈Δri
2〉 ∙ √〈∆rj

2〉

 

where ∆ri represents the displacement of atom i from its average position and ⟨⟩ denotes time 

averages across the entire trajectory (with frames extracted every 20 ps). 

4.4.11 Betweenness centrality 

We calculated per-residue BC values in simulation frames extracted every 20 ps using MD-

TASK [490]. Briefly, protein conformations are represented as graph nodes and edges. The nodes 

(ni) are the amino acid C atoms (C in the case of glycine), and the edges (ei,j) connect any two 

nodes (ni and nj) within a specified cutoff distance (6.7 Å). By considering all node pairs, a 

comprehensive set of shortest paths is established. The BC value assigned to a node corresponds 

to the count of shortest paths that pass through that particular node. This calculation was performed 
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on conformations extracted every 1000 frames from each MD simulation. To accommodate protein 

dynamics, time-averaged BC values per residue, denoted as ⟨BCi⟩, were calculated for each 

simulation i. Changes in ⟨BCi⟩ between systems were then evaluated. Furthermore, all BC data 

were normalized relative to each simulation’s maximum value. The resulting data are depicted in 

Figure 58. 

4.4.12 Radius of gyration 

To evaluate the dynamics of the small and large subdomains’ opening and closing, we used 

MDAnalysis [489] to calculate the protein RoG in simulation frames extracted every 20 ps. The 

N-terminal tail (residues V2-A17) was excluded from these analyses because it exhibits high 

disorder in the monomeric form, potentially masking the contributions of the remaining protein to 

the RoG. 

4.4.13 Molecular visualization 

Movies and images were generated using VMD [415] and ChimeraX [521], respectively. 
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5.0 Conclusions and future directions 

In the following section, I have summarized how my research advances the understanding 

of the regulatory mechanisms governing hexokinase nuclear translocation in yeast and describe 

the structural and conformational features that govern hexokinase-mediated resistance to 2DG. 

Additionally, I discuss various questions that arise from this work and suggest potential directions 

for future research in these areas. 

5.1 Significance of these studies 

5.1.1 Major Conclusions 

We re-visited a long-standing model defining the regulation and function of Hxk2 nuclear 

shuttling in yeast. We demonstrate that almost all aspects of the old model are incorrect and 

propose a new model explaining the cis and trans regulatory elements that control the starvation-

induced nuclear accumulation of Hxk2. Using high-resolution quantitative fluorescence 

microscopy, we demonstrate that Hxk2 is excluded from the nucleus when cells are glucose-fed 

and accumulates in the nucleus under glucose starvation conditions. These observations are in line 

with the trend of nuclear accumulation seen in mammalian cells but contradict two decades of 

work defining a previously established model of Hxk2 nuclear shuttling. The major tenets of the 

old model are summarized in section 1.2.3.3 and so we will not belabor the differences here but 

will rather focus on summarizing our new findings. Previous work proposed that Hxk2 nuclear 
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shuttling requires an NLS sequence in the N-terminal tail located between K6 and K13. We found 

that this site does not function as an NLS as previously assumed. Instead, it plays a crucial role in 

facilitating the glucose-dependent nuclear exclusion of Hxk2 and promoting its dimerization. 

Specifically, we pinpointed K13 as essential for both the glucose-dependent nuclear exclusion of 

Hxk2 and its dimerization. Additionally, we made a mutation of D106, the residue responsible for 

forming a salt bridge with K13 at the Hxk2 dimer interface. The Hxk2D106A mutant prevented Hxk2 

dimerization but retained normal nuclear-cytosolic partitioning. This implies that simply breaking 

the Hxk2 dimer is not sufficient to induce nuclear translocation and supports a model where a post-

translation modification or other aspect of K13 is required for glucose-dependent regulation of 

Hxk2 nuclear accumulation. Consistent with many past studies, we found that though S15 

phosphorylation is required for regulating the Hxk2 dimer-to-monomer transition, it is dispensable 

for regulating nuclear shuttling. Our results suggest that dimerization is important for the overall 

nuclear shuttling mechanism, but an additional input is required to induce nuclear accumulation. 

Interestingly, we identified Tda1, a NUAK family kinase and major S15-phosphorylating enzyme 

that controls Hxk2 dimer-monomer propensity, as indispensable for starvation-induced nuclear 

accumulation of Hxk2. To the best of our knowledge, this implicates a new role for NUAK family 

kinases in regulating the subcellular distribution of metabolic enzymes. Interestingly, both S15D 

and K13A mutations, which prevent dimer formation, overcome the nuclear shuttling defect in 

tda1∆ cells. This suggests that Tda1’s role in inducing Hxk2 nuclear accumulation is partially 

through promoting dimer dissociation. Snf1 and Mig1 were dispensable for Hxk2 nuclear 

shuttling, also contradicting previous work. Finally, we used RNAseq analyses to demonstrate that 

deletion of the HXK2 gene does not affect global transcriptional profiles, refuting the idea that 
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Hxk2 controls transcription in the nucleus. These studies reveal a new mechanism for Hxk2 

nuclear shuttling and open the door to future studies deciphering the role of Hxk2 in the nucleus.  

Using lab evolution and whole-genome sequencing, we identified a novel mutation in the 

yeast HXK2 gene (Hxk2G238V) that confers resistance to 2DG. We showed this allele is sufficient 

alone to confer 2DG resistance when expressed in hxk2∆ cells. Our western blot and phenotypic 

analyses demonstrate that Hxk2G238V encodes a stable protein product. By expressing Hxk2G238V 

in a hxk1∆ hxk2∆ glk1∆ strain, we demonstrated that it can phosphorylate glucose to some degree 

as it permits growth on glucose in these cells that lack any other hexokinase activity. We also grew 

these cells on galactose-containing medium with added 2DG, making it the only available substrate 

for hexokinases. This experiment showed that Hxk2G238V can still phosphorylate 2DG to some 

extent but still confers less sensitivity than cells expressing wild-type Hxk2. Our kinetic analyses 

also showed decreased activity of this mutant toward glucose and 2DG. The altered residue is 

located on a highly conserved central -hairpin structure but does not line the catalytic pocket or 

interact directly with substrates. Yet Hxk2G238V has higher Km values toward glucose and 2DG. 

We wondered if the mutation could impair substrate binding by impacting Hxk2 structural 

dynamics. Using MD simulations, we showed that Hxk2G238V influences Hxk2 structure and 

conformations through an allosteric mechanism. First, the mutant alters the flexibility of the 

enzymatic cleft, which could increase the entropic penalty of substrate binding. Second, Hxk2G238V 

affects the conformational changes of a neighboring residue on the -hairpin (V236) that may be 

required to facilitate domain closures required for catalysis. Third, the mutation impacts the 

dynamics of the D211 catalytic residue that often points away from the catalytic cleft and therefore 

makes it unable to engage the incoming glucose molecule. Finally, the sum of these structural 

changes promotes changes in large-scale domain closures required for substrate binding. Our 
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simulations showed the Hxk2G238V mutant interferes with domain closure by promoting the 

enzyme to adopt a semi-closed conformation rendering the protein less able to bind substrates. 

These studies present the first atomic-resolution model describing how Hxk2 mutations confer 

2DG resistance.  

Through lab evolution and genetic screens to isolate spontaneous 2DG-resistant mutants, 

we identified many loss-of-function Hxk2 mutations (Hxk2G55V, Hxk2G238V, Hxk2D417G, and 

Hxk2R423T), emphasizing the importance of hexokinase activity as a key regulatory point in 2DG 

toxicity [224,227,287]. However, a handful of mutations were discovered by another group in 

yeast 2DG screens designed to identify genetic variants that increased the expression of the DOG 

phosphatases. Only HXK2 and REG1 genes were sequenced in resistant cells that increased DOG1 

and DOG2 expression [287]. Without whole-genome sequencing, it is not clear whether the 

observed resistance phenotype was largely due to the Hxk2 mutations identified here or other 

mutagenic events. This highlighted a need for our studies, where we performed a comprehensive 

follow-up study to confirm the causal relationship of each Hxk2 mutant and 2DG resistance. We 

confirmed that 6 of 8 mutations tested were sufficient to confer 2DG resistance when expressed 

alone in hxk2∆ cells. Our phenotypic analyses suggest that most of the Hxk2 mutations retain some 

level of enzymatic activity, contrary to our initial belief that all such mutations abolish catalytic 

activity completely. These results highlight a dichotomy the cell reaches where they reduce 

hexokinase activity to limit 2DG phosphorylation, but also retain enough glucose phosphorylation 

to sustain life.  

Like the Hxk2G238V mutant, we observed that another mutation (Hxk2G55V), altered a 

residue far from the Hxk2 enzymatic pocket. Our biochemical and phenotypic analyses suggest 

Hxk2G55V may be somewhat unstable. We performed MD simulations to assess the impact of this 
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mutation on Hxk2 structural dynamics and stability. We found Hxk2G55V affected substrate-

dependent domain closures and forced the enzyme to remain in the closed conformation even in 

the holo simulations. The mutation caused the dissociation of the active site loop containing 

glucose binding residues from the enzymatic cleft, an event that would likely promote substrate 

dissociation. RMSF analyses revealed Hxk2G55V increased the flexibility of neighboring regions. 

This was caused by the disruption of salt bridge networks, which destabilized local tertiary 

structures. Specifically, Hxk2G55V disrupted the stability of the connecting loop which is a region 

that connects the small and large subdomains and has been shown to regulate the domain closures 

of mammalian GCK [88,102]. This likely promotes the large-scale changes on enzyme 

conformation we observed here. These findings suggest that Hxk2G55V allosterically impacts the 

conformation of functionally critical sites. 

Our confocal microscopy experiments revealed a subset of resistance-conferring Hxk2 

mutations with altered nuclear propensity compared to wild-type. The most common phenotype 

was constitutive nuclear localization regardless of glucose availability and this trend was typically 

seen in mutants that affected glucose or ATP binding sites (Hxk2K176T, Hxk2T212P, Hxk2D417G). 

However, unlike these other mutants that increase nuclear localization, the Hxk2G55V mutant is not 

close to the catalytic pocket, yet it too drives constitutive nuclear localization. In addition, we 

found that G55V mutant encodes an unstable protein product with reduced capacity to 

phosphorylate glucose. Given that hxk2∆ cells are also resistant to 2DG, it is not so surprising that 

a mutation that produces an unfolded, hypomorph of Hxk2 would similarly give rise to 2Dg 

resistance. Based on these findings we posit that reduced substrate binding or structural instability 

(in the case of Hxk2G55V) may trigger nuclear accumulation of Hxk2. To confirm this trend, we 

further assessed two highly unstable Hxk2 mutants (Hxk24A and Hxk25A) that disrupt structurally 
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critical -helices in the large subdomain of Hxk2 (Figure 61E). Fluorescence microscopy of these 

mutants revealed that 4A and 5A mutants; 1) accumulated in the nucleus in glucose-rich and 

glucose-depleted conditions, 2) had decreased whole-cell abundance, and 3) formed aggregates 

either in the cytosol and the nucleus, some of which were very large. Interestingly, the nuclear 

aggregates often formed adjacent to the vacuole that were reminiscent of those formed by a newly 

described nuclear protein quality control pathway [499]. Defining how nuclear translocation of 

Hxk2 is regulated and the role of this transition in Hxk2 biological function is a long-term goal of 

the O’Donnell lab. The fact that misfolded mutants of Hxk2 access the nucleus, irrespective of 

growth medium conditions, leads us to the hypothesis that Hxk2 mutants may enter the nucleus to 

be degraded by protein quality control machinery. This will be tested further in the lab, beyond the 

completion of my degree.  

5.1.2 Limitations of these studies 

Though the results discussed here advance our understanding of cellular resistance 

mechanisms to 2DG and define the regulatory components surrounding Hxk2 nuclear shuttling, 

there remain some limitations that must be considered. Though our studies thoroughly demonstrate 

the accumulation of Hxk2 pools inside the nucleus upon energy stress, we sought to provide 

evidence this was in fact due to the accumulation of the full-length Hxk2-GFP constructs used in 

these studies and not just free GFP. Indeed, our FRAP and media shift time course analyses showed 

a slow and regulated accumulation of Hxk2-GFP in the nucleus whereas free GFP diffuses freely 

and recovers in the nucleus almost instantly (Figure 10D). It would prove beneficial to verify by 

western blot that the nuclear Hxk2 pools represent full-length protein on top of these analyses. 

Indeed, we attempted a nuclear fractionation protocol, developed by Keogh et al. [522], to address 
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this very question. However, we quickly found that like all other yeast nuclear fractionation 

protocols available, this method proved unreliable for our applications. Nuclear fractionation of 

yeast requires zymolyase digestion of the cell wall before lysis and this induces a stress response 

in yeast [523]. Consistent with this, nuclear shuttling of Hxk2 was always induced and we would 

detect full-length Hxk2-GFP in the nuclear fraction regardless of glucose availability (unpublished 

observations). We tried to overcome this by adding glucose to the zymolyase digest buffer, but we 

found that glucose inhibited zymolyase activity (unpublished observations). Though nuclear 

fractionation could not be used to verify the presence of full-length nuclear Hxk2-GFP, our FRAP 

and media shift timecourse assays demonstrated nuclear diffusion properties that differed 

significantly from free GFP, suggesting that they represent the full length Hxk2-GFP protein.  

Another important caveat is ours and others’ methods that isolated 2DG resistance-

conferring mutations in Hxk2 were performed using haploid yeast cells [224,227,287]. As such, 

Hxk2 mutations conferring 2DG resistance have only been isolated in haploid yeast, suggesting 

they do not confer a growth advantage in diploid cells that would become heterozygous at the 

HXK2 locus. Indeed, for diploid yeast, it appears that they obtain 2DG resistance through other 

strategies, independent of altering Hxk2 activity, that involve the use of large-scale chromosomal 

rearrangements and aneuploidy [307]. It is likely that human cells gain resistance through similar 

means, rather than by mutations in hexokinase. In diploids, upregulation of the hexose transporters 

(HXTs) or the DOG phosphatases, which counter Hxk2’s activity, were defined as causing 2DG 

resistance [307].  These findings may impact the importance of hexokinases in modulating 2DG 

toxicity in human cancers as they are already prone to genome rearrangements and instability as 

they respond to changing tumor environments and pressures [524,525]. These experiments may 
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reveal that hexokinase loss-of-function mutants would only confer resistance in homozygous 

individuals.   

Another shortcoming of these studies is Hxk2 is expressed so abundantly in the cell. This 

made it difficult to detect protein abundance changes in our western blot analyses. An issue we 

encountered is the Hxk2-GFP band intensities often reached saturation making it difficult to 

observe expected protein abundance changes in our quantification. To counteract this, we 

performed a titration of our whole-cell protein extracts and found we needed to load 1/15th the 

original concentration of protein to have Hxk2-GFP band intensities lie within the linear range of 

detection for the LiCOR-Clx Odessey scanner we used. A related caveat, is that our experiments 

in Figures 8 and 9, suggest that though in our plasmid-borne system we express Hxk2 from its 

native promoter, we are still driving greater expression of Hxk2-GFP that we would observe from 

the chromosomal locus. From these experiments, it was clear that nuclear fluorescence of an 

endogenous mNG-tagged Hxk2 in low glucose conditions reached only ~15% that of the plasmid-

expressed Hxk2-GFP construct. Still, this comparison involves two distinct fluorophores, and there 

may be additional factors beyond just protein expression that could contribute to differences in 

fluorescence. For example, is there equal signal intensity between the two? Do the fluorescent tags 

fold equivalently? Is the RNA equally stable? None of our data rule out the possibility that a small 

fraction of Hxk2 accumulates in the nucleus in high glucose conditions, but that this still doubles 

in response to low glucose conditions. This would suggest nuclear shuttling still occurs at basal 

levels in high glucose conditions and this is greatly amplified in low glucose. Therefore, in future 

studies we should consider the use of endogenously tagged Hxk2 and Hxk2 mutants.  

An additional consideration is we currently do not know if post-translational modifications 

are associated with inducing Hxk2 nuclear shuttling. We showed that though phosphorylation at 
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S15 is important in regulating dimer-to-monomer transition, it does not influence Hxk2 nuclear 

shuttling in low glucose, contrasting earlier reports. These results suggested another input was 

required to induce nuclear shuttling. We found that the N-terminal tail and specifically K13 was 

required to maintain glucose-dependent nuclear exclusion of Hxk2. We also made a mutation to 

D106, a residue that forms a salt bridge  with K13 at the Hxk2 dimer interface. The D106A mutant 

maintained normal Hxk2 nuclear-cytosolic shuttling regulation but could not form dimers in vivo. 

These results suggest that K13 does not regulate Hxk2 through its role in stabilizing the dimer 

interface. Interestingly, K13 is reported to be sumoylated or dimethylated in Hxk2 but 

ubiquitinated in Hxk1 which shares 100% sequence homology at the N-terminal tail with Hxk2. 

Our results would suggest that the absence of a post-translational modification or another aspect 

of K13 is required for the glucose-dependent regulation of Hxk2 nuclear propensity. As Hxk2 is 

modified at this site and many others, it would prove beneficial to perform mass spectrometry to 

identify if any sites are differentially modified between high and low glucose conditions. 

Hxk1 and Hxk2 are closely related paralogs and share remarkable amino acid sequence 

identity (77%) and similarity (89%). However, as discussed in Chapter 2, we do not detect Hxk1 

nuclear accumulation. The N-terminal tail that seems to be critical for regulating Hxk2 nuclear 

localization is 100% conserved in Hxk1. To determine if this region is also important for its nuclear 

exclusion (Chapter 2, Figure 23), we made analogous Hxk1 N-terminal tail mutations to those 

studied in Hxk2. To our surprise, none of the Hxk1 mutants tested accumulated in the nucleus in 

glucose-fed or -starved conditions. With these findings, a question for future work is what 

differences between the Hxk1 and Hxk2 paralogs make them behave so differently? One key 

difference could lie within their post-translational modifications. Interestingly, both enzymes are 

identically modified at the N-terminal tail with one exception. For Hxk2, K13 is believed to be 
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sumoylated or dimethylated while the same residue on Hxk1 is believed to be sumoylated or 

ubiquitinated [375,377]. Whether ubiquitination at this site explains the nuclear exclusion of Hxk1 

is unknown. However, if this were the case, then mutation of the K13 residue (Figure 23) would 

have induced nuclear localization of Hxk1. It is likely that regions of sequence variability and 

differences in post-translational modifications explain the discrepancy in nuclear localization 

between Hxk1 and Hxk2. While Hxk1 and Hxk2 share high sequence similarity and exhibit 

common modifications at analogous sites, both enzymes show variability at several surface-

exposed residues and are reported to have unique modifications from each other 

[249,375,377,381–383,526,527]. As an example, Hxk1 is reported to be sumoylated at the surface-

exposed K148, whereas the corresponding residue on Hxk2 is a serine and is not reported to be 

modified [375]. Whether such differences in sequence and sites of modification explain the 

discrepancy between Hxk1 and Hxk2 will be an important question to address in future work.  

From our computational results, our MD simulations did not capture the fully closed 

conformation of Hxk2 (Figure 54). This observation likely points to a classic shortcoming of MD 

in that some protein conformations occur on timescales that are currently inaccessible. To 

overcome this, we would need to extend our simulations or use alternative methods that allow us 

to accelerate the exploration of conformational space. Fortunately, we could utilize weighted 

ensemble (WE) path sampling approaches including WESTPA (WE Simulation Toolkit with 

Parallelization and Analysis) to generate pathways for long-timescale processes like Hxk2 

conformation changes [504]. We have recently used WESTPA to simulate Hxk2 conformation 

change and captured a wider range of conformations relative to traditional MD simulations, 

including those more reminiscent of closed conformation crystal structures (3O8M, [528]). We 
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will likely use this method in future investigations studying glucose-induced conformation change 

in hexokinases.  

The MD simulations discussed in Chapters 3 and 4 presented a model for how the 

Hxk2G238V and Hxk2G55V alleles may impact enzymatic structure and function. Our methods 

predict that both mutations are likely to introduce steric hindrance at their respective sites and, 

through distinct allosteric mechanisms, they destabilize local residue-residue interactions, which 

then propagate to impact enzyme conformation changes required for catalysis. Hxk2G55V likely 

decreases enzymatic function by disrupting the stability of the connecting loop, an important 

molecular hinge point for hexokinases [102]. Specifically, our MD simulations predict Hxk2G55V 

disrupts residue sidechain interactions between the connecting loop and the 5’ helix. However, 

experimental follow-up is needed to see if these changes in structure occur in cells and understand 

how they impact substrate binding and function. Based on our findings, we anticipate that 

mutagenesis of interacting residue pairs between the connecting loop and the 5’ helix would also 

disrupt the association of these two regions, resulting in effects like those observed with Hxk2G55V. 

Based on our MD simulations in Chapter 4, residues K58, E248, Q251, D246, K406, and R407 

contribute to hydrogen bonding and salt bridge networks holding the connecting loop and 5’ 

helix in place. We are yet to generate mutants at these sites to see if they have similar impact as 

Hxk2G55V. If these mutants exhibit behavior similar to Hxk2G55V, it would validate our MD 

simulation predictions, suggesting that Hxk2G55V likely impairs enzymatic function by disrupting 

local tertiary structures.  
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5.2 Future directions 

Following the results discussed in these studies, there are several avenues for further 

research. I discuss some of these possibilities below. 

5.2.1 Short term 

Our work in Chapter 4 (Figure 48) demonstrated that 2DG resistance mutations that 

affected glucose binding residues or impacted substrate binding (Hxk2T212P, Hxk2K176T, Hxk2D417G, 

Hxk2G55V) induced nuclear translocation of Hxk2 regardless of whether glucose was abundant or 

not. It was unclear exactly what the driver was for this change in nuclear propensity. Here, we 

showed that monomerization of Hxk2 through Tda1-dependent phosphorylation, which is itself 

activated in low glucose, is required for nuclear translocation of wild-type Hxk2 in low glucose 

(Chapter 2, Figure 23). It is not clear if there is a connection between these factors and the 

constitutive nuclear localization of this subset of Hxk2 mutants. A logical step would be to perform 

imaging of these mutants in a tda1∆ background and assess the impact this has on their nuclear 

localization. We wonder if the diminished catalytic activity of these mutants could signal the 

activation of Tda1 thereby driving their own nuclear accumulation. Western blotting should be 

performed to assess the abundance and phosphorylation state of Tda1 in response to cells 

expressing Hxk2 2DG resistance mutants. Co-IP experiments like those performed in this study, 

or native PAGE experiments using protocols that have resolved Hxk2 dimers in the past [247], 

should be used to test if dimer propensity is decreased in mutants demonstrating constitutive 

nuclear localization in vivo.  
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Until now, we have only tested Hxk2 nuclear shuttling in the context of acute and 

prolonged glucose starvation, conditions that would require cells to lift glucose repression and 

begin to generate energy through alternative carbon sources and respiration. Therefore, one 

obvious route of future study is to test the nuclear translocation of Hxk2 in response to other carbon 

sources. Such experiments could cover both fermentable (fructose, mannose, sucrose, galactose, 

etc.) and non-fermentable (glycerol, ethanol, acetate, lactate, etc.) carbon sources. We hypothesize 

that Hxk2 will not translocate to the nucleus upon the addition of fructose or mannose, as they are 

themselves preferential carbon sources that are phosphorylated by Hxk2 and readily enter 

glycolysis. We predict that any non-Hxk2 substrate will promote its nuclear localization. This is 

supported by the fact that Snf1, and presumably its downstream target, Tda1, becomes active when 

unpreferred carbon sources and non-Hxk2 substrates, are introduced [29]. Therefore, any non-

preferential carbon source would activate Tda1 and drive nuclear accumulation of Hxk2. Results 

in agreement with these hypotheses would show that the subcellular localization of Hxk2 can be 

dictated by the carbon source available.   

The work herein reverses a long-standing belief in the field that Hxk2 translocates to the 

nucleus in high glucose conditions and forms a transcription regulatory complex [230,236–

238,254,257–261]. Following this, we are left without a potential role or purpose for its nuclear 

accumulation. Studies to decipher the nuclear function or role of Hxk2 could start broad and aim 

to identify the Hxk2 interactome using pulldown-based assays or BioID. These experiments should 

be performed in glucose-rich conditions and in response to acute starvation. Such an approach has 

been used to generate insights on the role of nuclear hexokinases in mammalian systems [66,67]. 

Resulting mass spectrometry hits can then drive further targeted investigations.  
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Another area of future investigation is to understand how Hxk2 enters the nucleus. Studies 

in mammalian cells suggest HK2 uses nuclear importin and exportin machinery to enter and exit 

the nucleus [64,65]. Investigations in yeast also proposed that Hxk2 nuclear transport requires the 

Kap60/Kap95 / importins and the exportin protein, Crm1 [259,260]. However, our work herein 

contradicts almost all aspects of the old Hxk2 nuclear shuttling model and emphasizes a need to 

re-visit this topic. In addition, work from a renowned lab studying Crm1 demonstrated that the 

putative nuclear export sequences in Hxk2 needed to bind Crm1 fail to do so in vitro and do not 

fit the Crm1 binding consensus motif well [262]. These findings call into question the role of Crm1 

in regulating Hxk2 nuclear export. Alternative to the nuclear import/export machinery suggested 

by earlier studies is the idea that Hxk2 may enter the nucleus using a “piggy-backing”, mechanism 

similar to mammalian GCK that binds to GKRP and translocates to the nucleus [69]. In support of 

this idea, we searched extensively for nuclear localization sequences in Hxk2 but the two 

candidates we tested were not involved in Hxk2 nuclear shuttling (Chapter 2, Figures 19 and 20) 

and there were no other possible lysine-rich regions on the surface of the protein. If Hxk2 contains 

an NLS to control its own nuclear translocation, it is a non-canonical one. No yeast equivalent to 

GKRP has been identified, but through the use of Alphafold [529] we have identified structurally 

similar proteins in yeast that could fill this role. It will be interesting to see if such a mechanism 

of nuclear entry presents an interesting question for future experiments. This emphasizes the need 

for a targeted mass spectrometry experiment to discover previously unknown Hxk2 binding 

partners and determine if these hits impact its nuclear shuttling. 

The constitutive nuclear accumulation and intranuclear puncta formed by the Hxk24A and 

Hxk25A mutants are reminiscent of intranuclear quality control (INQ) compartments that sequester 

misfolded nuclear or cytosolic proteins that have been transported to the nucleus [497–499]. This 
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makes us curious if these mutants, and possibly wild-type, are substrates for nuclear protein quality 

control (NucPQC) pathways. Future work should be directed toward identifying whether any of 

these players are involved. A recent study identified a novel degradation pathway that occurs at 

nuclear-vacuolar contact sites termed, nuclear-vacuolar junctions (NVJ), formed by Vac8 and 

Nvj1 expressed on the vacuolar and nuclear membranes, respectively [499]. This pathway involves 

the assembly of juxtanuclear quality control (JUNQ) and INQ compartments formed by 

aggregation-prone cytosolic and nuclear proteins, respectively across from one another at the NVJ 

[499]. At these sites, nuclear INQ protrusions extend into the vacuole in an ESCRT-dependent 

manner and are cleared in a Vps4-dependent manner [499]. Confocal microscopy experiments 

should be performed to test if Hxk24A and Hxk25A intranuclear puncta align with a fluorescently 

tagged Nvj1 which is routinely used to mark these contact sites [530]. We also did not assess the 

dynamics of the Hxk24A and Hxk25A puncta. Therefore, it would prove beneficial to perform time-

course imaging experiments to understand how quickly these puncta are cleared. If these results 

are positive, we could assess the impact of removing essential components of the NVJ-dependent 

degradation pathway on the formation of these puncta. This would include Vps4 and the vacuolar 

proteases Pep4 and Prb1 to eliminate vacuolar engulfment and degradation, removal of Nvj1 to 

prevent NVJ assembly, and removal of ESCRT proteins Chm7, Vps23, Vps34, and Vps15 to 

prevent convergence of INQ and JUNQ. If Hxk2 is a substrate for this pathway, then we expect 

perturbations here to prevent clearance of Hxk2 puncta and perhaps promote toxicity in these cells. 

Positive results would identify Hxk2 as a novel substrate for the NVJ-dependent degradation 

pathway.  

It remains unclear if ubiquitination of misfolded client proteins is required for access to the 

novel NVJ-dependent degradation pathway [499]. Still, because the Hxk2G55V allele represents an 
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unstable mutant that constitutively localizes to the nucleus, we wonder if Hxk2 or unstable Hxk2 

mutants could be subject to proteasomal degradation in the nucleus. This would make sense as a 

means to degrade Hxk2 in the absence of glucose when the enzyme is not required or when it 

becomes misfolded. Also, hexokinases become unstable when glucose is absent, further supporting 

the need to degrade them in these conditions [89,531]. Indeed, the 26S proteasome is the main 

proteolytic degradation machinery in the cytosol and nucleus and is enriched inside the nucleus 

[532–537]. Several ubiquitin ligases localize to the nucleus in yeast and regulate proteasomal 

targeting of nuclear proteins. These include San1, the main soluble ubiquitin ligase involved in 

NucPQC, and the inner nuclear membrane (INM)-bound Asi1 and Doa10 associated with inner 

nuclear membrane-associated degradation (INMAD) [538–540]. San1 is a nucleoplasmic Ub 

ligase that recognizes exposed hydrophobic residues which often occurs when proteins unfold 

[540–542]. Asi1 regulates proteasomal targeting of misfolded or mislocalized INM-bound proteins 

and is a branch of the endoplasmic reticulum-associated degradation pathway (ERAD) [539]. 

Doa10 is localized to the INM and the ER where it plays dual roles in INMAD and ERAD 

pathways [539]. It therefore can target soluble proteins in the nucleus and cytosol as well as ER 

membrane- and INM-bound proteins [543–545]. Future experiments should involve chase assays 

using MG132 to assess the contribution of the proteasome to Hxk2 degradation. The contribution 

of each E3 ligase mentioned above should also be assessed. These experiments would involve 

deleting the SAN1, ASI1, and DOA10 genes, followed by cycloheximide (CHX) chase assays to 

determine their contribution to Hxk2 degradation over time. If Hxk2 is a target of any of these 

factors, then Hxk2 protein abundance would remain more stable. Confocal imaging could be paired 

with this approach to understand how the nuclear pool of Hxk2 is affected. Removal of any E3 

ligase that targets Hxk2 may result in enrichment or even aggregation of Hxk2 in the nucleus due 
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to impaired clearance. If Hxk2 is targeted for NucPQC-dependent degradation, we would expect 

San1 to play a major role due to its nucleoplasmic distribution and its significant role in regulating 

NucPQC [540,541]. Doa10 may also play a role as it has been shown to target soluble nuclear 

proteins [543–545]. These experiments would help to establish the Hxk2 degradation profile which 

has never been defined. Identification of Hxk2 as a substrate for NucPQC would provide another 

example of cytosolic proteins transported to the nucleus for degradation. 

Another topic worthy of future pursuit is to determine whether loss-of-function mutations 

in human hexokinases can confer 2DG resistance. As discussed in Chapter 4, decreased hexokinase 

activity has been reported in a 2DG-resistant HeLa cell line [354], however, it has never been 

investigated whether loss-of-function mutations in a hexokinase gene can give rise to 2DG 

resistance in human cells. In the short-term, we could begin by expressing human hexokinases in 

yeast cells to preliminarily test their capacity to confer resistance. A recent study successfully 

humanized the entire yeast glycolysis pathway, and it was shown that the HK1, HK2, and GCK 

human isozymes effectively complement yeast Hxk2 [225]. Though GCK readily complemented 

Hxk2, HK1 and HK2 were only complementary after a brief lag phase and systemic occurrence of 

single amino acid substitutions at the G6P product inhibitory site [225]. We recently received these 

plasmid constructs and tests can begin immediately. These studies would most likely focus on the 

HK2 isoform as it has the greatest cancer implications and would be the most likely clinical target 

of 2DG in patients. We could mutagenize HK2 with the corresponding yeast Hxk2 2DG resistance 

mutations tested in Chapter 4. The COSMIC database documents several Hxk2-resistance-mutant-

equivalent HK2 mutations, including four in the N-terminal catalytic domain (A236S, A236T, 

K173M, G414D) and two in the C-terminal domain (A684V and D861Y) that have been identified 

in patient tumor samples. These mutations would likely impact HK2 catalytic activity and ability 
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to phosphorylate 2DG given their respective locations and conservation with yeast Hxk2. We 

would additionally generate these mutations in HK2. After transformation into yeast, we would 

then confirm expression of the HK2 protein via western blotting, and then subject these cells to 

identical growth assays as performed in Chapter 4. Identification of 2DG-resistant cells would 

motivate our lab to move these studies into mammalian cells and test if loss-of-function HK2 

mutations could similarly confer resistance.  

If resistance-conferring HK2 mutations are identified, then another avenue could be to 

perform MD simulations to understand the impact of these mutations on HK2 conformational 

change in a similar fashion to our studies in Chapters 2 and 4. This would be of particular interest 

because the structures of these isozymes are different than that of yeast, with communication that 

takes place between the two catalytic lobes of HK1 and HK2. Indeed, the HK1 N-terminal domain 

acts as an allosteric site that regulates activity of the C-terminal domain [86,90,91,114,115]. Also, 

though both catalytic lobes of HK2 are active, the N-terminal lobe appears to regulate the stability 

of the whole enzyme [89]. Such studies would provide further insight into HK2 structure and 

conformational change and the impact of loss-of-function mutations. 

5.2.2 Long term 

The future directions discussed above represents work that can be accomplished soon, 

however, the results discussed throughout raise more long-term questions. Although we have 

identified several important factors that regulate yeast Hxk2 nuclear accumulation, we lack an 

understanding of the signals and mechanisms that regulate the nuclear shuttling of mammalian 

hexokinases, making it an interesting avenue for our future work. Our studies would exclude GCK, 

since the regulation and roles of its nuclear shuttling is well-established [213]. Current literature 
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suggests that HK2 nuclear shuttling is induced in response to metabolic stress including glucose 

starvation and 2DG treatment in cancer cells [64,65]. AKT phosphorylates HK2 and promotes its 

mitochondrial localization [181]. Upon pharmacological inactivation of AKT, HK2 dissociates 

from the mitochondria and accumulates in the nucleus [65]. However, mitochondrial dissociation 

alone is not sufficient to induce nuclear accumulation, suggesting other signals must be required 

[65]. Since the yeast NUAK family kinase, Tda1, is required for Hxk2 nuclear accumulation in 

low glucose it would be interesting if either of the two NUAK kinases in humans, NUAK1 or 

NUAK2, similarly induces HK2 nuclear shuttling. NUAK1 is a downstream target of AKT in 

response to nutrient deprivation where it promotes cell survival by regulating p53 activity [546]. 

It is an interesting question for future work whether the AKT-NUAK1 signaling pathway is 

required to induce nuclear shuttling of HK2. 

Another option for future work is uncovering the function or purpose of hexokinase nuclear 

shuttling in mammalian cells. Using a BioID screen, one group identified the HK2 interactome in 

AML and normal haematopoietic stem cells and proposed that HK2 influences gene expression 

through direct interaction with proteins involved in chromatin organization and structure (CTR9. 

MAX, SPIN1), transcriptional regulation (IWS1), and DNA-damage responses (SIRT1, UBR5) 

[66]. Another group also found that nuclear HK2 interacts with the transcription factor NRF2, to 

upregulate redox homeostasis genes in glioma cells [68]. The proposed gene regulatory function 

was independent of HK2 catalytic function, suggesting this is a non-canonical function. One caveat 

of the above BioID screen is this was performed in cells overexpressing HK2 tagged with either a 

c-Myc or SV40 nuclear localization signal, but the authors did not provide rationale for this 

approach [66]. In the future, follow-up studies could be performed to confirm HK2 interaction 

with these BioID hits. Also, these experiments could be repeated without overexpressing HK2 and 
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after glucose starvation which readily promotes its nuclear accumulation. Given the great 

complexity of mammalian tissues in comparison to yeast cells, it is highly likely the role of nuclear 

HK2 and interactome would differ across cell types. Therefore, multiple HK2-enriched cell types 

could be tested in this way. HK3 also accumulates in the nucleus in AML and hematopoietic stem 

cell lines leaving the door open for these studies to extend to this isozyme and respective cell types 

[67].  

If we find that yeast Hxk2 is a substrate for NucPQC pathways, an interesting future 

direction would be to investigate if mammalian hexokinases are also subject to NucPQC pathways. 

The BioID experiments discussed above provide a starting point to address this question. These 

studies identified UBR5, a nuclear-localized E3 ubiquitin ligase that so far has only been shown 

to downregulate transcription factors and signaling molecules [547,548], as a potential interacting 

partner with HK2 in the nucleus, suggesting it modifies and potentially targets HK2 for 

degradation there [66]. It would be interesting to test the impact of UBR5 knockdown on HK2 

stability using CHX chase assays. Several other E3 ligases localize to the mammalian nucleus and 

could also be tested in these experiments [514,515]. 

As another possible avenue, our work should shift toward understanding how cancer cells 

can gain resistance to 2DG treatment. After testing their ability to confer 2DG resistance in yeast 

cells, it would be interesting to test if the HK2 mutations discussed in section 5.2.1, can promote 

resistance in cancer cells. Pilot studies could be performed where we first make mutations and test 

for resistance in an “easy-to-use” cell line such as HEK293 or CHO cells. Next, we could move 

these studies into HeLa cell lines. Finally, since 2DG derivatives are still being clinically tested as 

a treatment against GBM, we could make HK2 mutations and test resistance in GBM lines. It 

would be beneficial to test multiple GBM lines, such as U87, C6, U251, and LN229, to understand 
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if resistance varies in different genetic backgrounds and simulate the heterogeneity of tumors that 

2DG derivatives would encounter. Given that the Hxk2 mutations and likely the HK2 mutations 

are recessive, mutations would need to be made in both alleles of these cell lines. Resistance 

conferred by any of the HK2 variants discussed thus far may suggest that current 2DG derivatives 

would have limited efficacy in patients expressing these alleles. Alternatively, we could use an 

unbiased approach and allow cancer cells to develop resistance after continuous treatment. Such 

an approach was used in early studies that isolated a 2DG-resistant HeLa cell line with decreased 

hexokinase activity [354]. Since modern sequencing technologies were unavailable at the time, it 

is not certain whether mutations in hexokinase contributed. Here, we could perform whole-genome 

sequencing of 2DG-resistant cells to identify potential variants that contribute to the resistance 

phenotype. Identification of HK2 mutations would demonstrate that hexokinase activity is also a 

critical regulatory point in cancer cells in modulating 2DG toxicity.  

Finally, it would be interesting to test if our subset of HK2 mutations could promote 

resistance to other reported hexokinase inhibitors. Virtual and high-throughput screening have led 

to the discovery of a variety of HK2 inhibitors that could be promising avenues for cancer 

treatment [549]. Outside of 2DG, benserazide and benitrobenrazide bind to the HK2 glucose 

binding site where they act as potent inhibitors [550,551]. Metformin and several other compounds 

inhibit HK2 by acting as G6P-mimics [549,552]. Most HK2 mutations we would be testing here 

impact residues that directly bind to glucose and/or G6P. These mutations are likely to reduce the 

efficacy of these compounds in killing cancer cells by impairing their ability to bind to the 

enzymatic cleft. Several other compounds exist that target HK2 through various mechanisms such 

as 3-bromopyruvate, that inhibits binding of HK2 to VDAC1 [553]. Imatinib targets tyrosine 

kinases, but decreases the expression of HK2 [554,555]. Lonidamine also inhibits hexokinases and 
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glycolysis in cancers, though the effect on hexokinase seems to be indirect [556]. These additional 

compounds, may provide other exciting possibilities in future experiments. 
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Appendix A : Identifying regions of Hxk2 required for regulating nuclear shuttling and 

resistance to 2DG 

Appendix A.1 Introduction 

In the Spring 2023 semester, I helped organize and lead an undergraduate research course 

(BIOSC0352 – Introduction to Molecular Genetics) alongside Dr. O’Donnell. Here, we exposed 

the students to a real laboratory investigation by incorporating central questions from my research. 

Our objective was to develop a comprehensive suite of Hxk2 mutations (Figure 65) that impacted 

substrate binding residues and sites of post-translational modification to assess their contribution 

to 2DG resistance and the regulation of Hxk2 nuclear shuttling.  

We included all known glucose-binding residues to understand their contribution to Hxk2 

function and 2DG resistance, but also their impact on nuclear shuttling. We were particularly 

interested in the latter purpose, as our work in Chapter 4 revealed a trend: 2DG resistance mutants 

affecting substrate binding regions led to a significant impact on the nuclear propensity of Hxk2, 

mostly by promoting constitutive nuclear accumulation. In Chapter 3, we presented evidence 

showing that S15 phosphorylation was dispensable for regulating Hxk2 nuclear shuttling and that 

K13 is somehow required for glucose-dependent nuclear exclusion perhaps through PTMs 

including sumoylation or ubiquitination at this site. While our studies cover a narrow scope of 

PTM sites, Hxk2 has numerous other reported PTM sites that have never been examined for 

functional roles. Therefore, we included sites of ubiquitination and sumoylation in our analyses as 

both modifications are associated with regulating hexokinase turnover, stability, and nuclear 

shuttling in mammalian cells [213,220,221,557,558]. We also included two phosphorylation sites: 
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S158 reported to be an autophosphorylation site that regulates Hxk2 activity [246,253,559] and 

S419 located within an ATP-binding helix. Our initial list of mutations also included Hxk2 alleles 

with synonymous mutations sequenced in the HK2 gene of patient tumor samples at sites 

previously shown to confer 2DG resistance in yeast when mutated (see Chapter 5, section 5.2.1). 

As discussed in Chapter 4, we revealed that one 2DG resistance-conferring Hxk2 mutation 

(Hxk2G55V) causes structural instability and impairs enzymatic activity, in part by impacting the 

dynamics of a key “hinge-point” called the connecting loop. We included the initial six residues 

of this structure as part of our mutation list to understand the contribution of this region to Hxk2 

enzymatic activity, stability, and nuclear shuttling with the hope of recapitulating the effects of 

Hxk2G55V. From this list, we covered a wide range of residues, each with functional or structural 

significance.  

 

Figure 65. Hxk2 mutants generated in the BIOSC0352 course.  
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The left-hand table represents the original set of Hxk2 mutants we sought to generate through site-directed 

mutagenesis. The right-hand table lists successfully generated Hxk2 mutants and results of downstream experiments. 

Green check marks indicate positive data associated with each mutant, red crosses indicate negative results, and orange 

dashes represent conflicting results between pairs of groups.  

 

In the course, we guided students through an experimental workflow to address a central 

question (Figure 66): Which regions of Hxk2 confer 2DG resistance? The students played an active 

part in generating the Hxk2 mutants through site-directed mutagenesis and subsequent validation 

steps. Next, I developed a module introducing the students to computational modeling. For this, I 

assembled an Hxk2 structure with glucose and ATP docked in the enzymatic pocket. Then, using 

ChimeraX software [413], the students performed a series of analyses to locate their assigned 

mutation, calculate their distances from glucose or ATP, and make a prediction on their impact on 

substrate binding. Next, the students transformed two different yeast strains (hxk2∆ and hxk1∆ 

hxk2∆ glk1∆) with their assigned Hxk2 mutant plasmids. From this point forward, each group was 

assigned two Hxk2 mutants for further testing. Since the course was split into two sections, each 

pair of mutants was assigned to two groups, providing us an opportunity for two replicates in each 

experiment. Next, we assessed the impact of the Hxk2 mutants on nuclear localization in hxk2∆ 

cells and performed live-cell confocal imaging in high and low glucose conditions. Then, the 

students tested the ability of each mutant to confer 2DG resistance on solid media with glucose 

and 2DG added at a range of concentrations. At the same time, they also tested each mutant’s 

capacity to promote growth on glucose in hxk1∆ hxk2∆ glk1∆ cells. Finally, the students performed 

whole-cell protein extractions on glucose-fed yeast cells and assessed whether the Hxk2 mutants 

impacted full-length protein abundance. Though follow-up experiments will be required to 
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confirm the results collected in this course, we nonetheless obtained promising results that will 

help guide future studies in our lab. 

 

Figure 66. Flowchart summarizing the experimental workflow of the course. 
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Appendix A.2 Materials and methods 

Appendix A.2.1 Yeast strains, plasmids, and growth conditions 

Yeast strains in this investigation are detailed in Table 15. Strains lacking the native HXK2 

gene were grown in synthetic complete (SC) medium that lacks the specific amino acids necessary 

for plasmid maintenance [397]. Cells that are deficient for the  HXK1, HXK2, and GLK1 genes 

were cultured on SC medium supplemented with 2% galactose. The plasmids utilized throughout 

this study are outlined in Table 16 and were introduced into yeast cells via lithium acid 

transformation [398].  

For 2DG resistance assays, SC medium containing 2% glucose was supplemented with 

2DG to a final concentration of 0.05%, 0.2%, and 0.4% (% w/v). A 2% w/v stock of 2DG (Sigma-

Aldrich, St. Louis, MO) was prepared in water and subsequently filter-sterilized. Yeast cells were 

cultivated at 30C. When shifting to low glucose conditions, cells were washed into medium 

containing 0.05% glucose (low glucose medium), resuspended in this medium, and then incubated 

for 2 hours at 30C. 

 

Table 15. Yeast strains used in this study. 

Strain Genotype Source 

AFO3935 MAT α ura3Δ0 leu2Δ0 his3Δ1 hxk2Δ::KANMX4 TPA1-mScarlet::HYGRO [232] 

AFO3936 MAT α ura3∆0 leu2∆0 his3∆1 met15∆0 hxk1∆::KAN hxk2∆::KAN 

glk1∆::KAN TPA1-mScarlet::HYGRO 

[232] 

 

Table 16. Plasmids used in this study. 

Name Description Source 

pRS315 CEN LEU2 [401] 

pRS315-Hxk2-

GFP 

Genomic clone of HXK2 with 592 bp upstream of ATG and 373 bp 

downstream of the stop and a C-terminal fusion to EGFP; CEN LEU2 

[227] 
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pRS315-

Hxk2N210A-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the N210A mutation 

introduced by site-directed mutagenesis with primers (Fwd: 

GAATATCCCAATTGAAGTTGTTGCTTTGATAGCCGACACTACCG

G; Rev: 

AGAAGCAACCAAAGTACCGGTAGTGTCGGCTATCAAAGCAACA

AC). CEN LEU2 

This study. 

pRS315-

Hxk2G55A-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the G55A mutation 

introduced by site-directed mutagenesis with primers (Fwd: 

CAAGCATTTCATTTCCGAATTGGAAAAGGCTTTGTCCAAGAAG

GG; Rev: 

TTGGAATGTTACCACCCTTCTTGGACAAAGCCTTTTCCAATTCG

G). CEN LEU2 

This study. 

pRS315-

Hxk2L56A-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the L56A mutation 

introduced by site-directed mutagenesis with primers (Fwd: 

GCATTTCATTTCCGAATTGGAAAAGGGTGCGTCCAAGAAGGGT

GG; Rev: 

CATTGGAATGTTACCACCCTTCTTGGACGCACCCTTTTCCAATT

C). CEN LEU2 

This study. 

pRS315-

Hxk2K59A-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the K59A mutation 

introduced by site-directed mutagenesis with primers (Fwd: 

TTCCGAATTGGAAAAGGGTTTGTCCAAGGCGGGTGGTAACATT

CC; Rev: 

CAACCTGGAATCATTGGAATGTTACCACCCGCCTTGGACAAAC

CC). CEN LEU2 

This study. 

pRS315-

Hxk2G60A-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the G60A mutation 

introduced by site-directed mutagenesis with primers (Fwd: 

GAATTGGAAAAGGGTTTGTCCAAGAAGGCTGGTAACATTCCAA

TG; Rev: 

CCAACCTGGAATCATTGGAATGTTACCAGCCTTCTTGGACAAAC

C). CEN LEU2 

This study. 

pRS315-

Hxk2T175A-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the T175A mutation 

introduced by site-directed mutagenesis with primers (Fwd: 

CAATGAAGGTATCTTGCAAAGATGGGCTAAAGGTTTTGATATTC

C; Rev: 

TGGTTTTCAATGTTTGGAATATCAAAACCTTTAGCCCATCTTTG

C). CEN LEU2 

This study. 

pRS315-

Hxk2N237A-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the N237A mutation 

introduced by site-directed mutagenesis with primers (Fwd: 

GATGGGTGTTATCTTCGGTACTGGTGTCGCTGGTGCTTACTACG

A; Rev: 

CGATATCGGAACAAACATCGTAGTAAGCACCAGCGACACCAGT

AC). CEN LEU2 

This study. 

pRS315-

Hxk2K176A-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the K176A mutation 

introduced by site-directed mutagenesis with primers (Fwd: 

CAATGAAGGTATCTTGCAAAGATGGACTGCAGGTTTTGATATTC

C; Rev: 

TGGTTTTCAATGTTTGGAATATCAAAACCTGCAGTCCATCTTTG

C). CEN LEU2 

This study. 

pRS315-Hxk2K7R-

GFP 

The pRS315-Hxk2-GFP plasmid listed above had the K7R mutation 

introduced by site-directed mutagenesis with primers (Fwd: 

GTTCATTTAGGTCCACGAAAACCACAAGCCAGAAAGGGTTCCA

TG; Rev: 

CACATCGGCCATGGAACCCTTTCTGGCTTGTGGTTTTCGTGGAC

C). CEN LEU2 

This study. 
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pRS315-

Hxk2K410R-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the K410R mutation 

introduced by site-directed mutagenesis with primers (Fwd: 

TGCTGCTATCTGTCAAAAGAGAGGTTACCGGACCGGTCACATC

GC; Rev: 

GGAACCGTCTGCAGCGATGTGACCGGTCCGGTAACCTCTCTTTT

G). CEN LEU2 

This study. 

pRS315-

Hxk2G418D-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the G418D mutation 

introduced by site-directed mutagenesis with primers (Fwd: 

GGTTACAAGACCGGTCACATCGCTGCAGACGATTCCGTTTACA

AC; Rev: 

GAAACCTGGGTATCTGTTGTAAACGGAATCGTCTGCAGCGATG

TG). CEN LEU2 

This study. 

pRS315-

Hxk2K176M-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the K176M mutation 

introduced by site-directed mutagenesis with primers (Fwd: 

CAATGAAGGTATCTTGCAAAGATGGACTATGGGTTTTGATATTC

C; Rev: 

GTGGTTTTCAATGTTTGGAATATCAAAACCCATAGTCCATCTTT

G). CEN LEU2 

This study. 

pRS315-

Hxk2G238S-GFP 

The pRS315-Hxk2-GFP plasmid listed above had the G238S mutation 

introduced by site-directed mutagenesis with primers (Fwd: 

GGTGTTATCTTCGGTACTGGTGTCAATAGTGCTTACTACGATGT

T; Rev: 

GATATCGGAACAAACATCGTAGTAAGCACTATTGACACCAGTA

CC). CEN LEU2 

This study. 

Appendix A.2.2 2DG resistance assays and defining mutant Hxk2 function in vivo 

We evaluated the sensitivity of yeast cells expressing each of the class mutants to 2DG 

through serial dilution growth assays. The cells were plated onto  solid agar medium supplemented 

with 2DG at the concentrations specified earlier and allowed  to grow at 30C. In brief, cells were 

cultured to saturation overnight in SC medium, and their optical densities were measured. Next, a 

dilution series was initiated, starting with a density of A600 = 1.0 (equivalent to 1.0 x 107 cells/mL). 

Five-fold serial dilutions of cells were prepared and then pinned onto solid SC medium with or 

without 2DG. Growth of the mutant-expressing cells was compared to that of hxk2∆ cells 

expressing either an empty vector (pRS315) or WT HXK2 (pRS315-Hxk2-GFP).  

To assess the capability of each Hxk2 mutant to support growth on glucose, we used a 

hxk1∆ hxk2∆ glk1∆ strain. These cells lack the hexokinases necessary for glucose phosphorylation, 

rendering them unable to grow on glucose-containing media, as glucose phosphorylation is 
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essential for initiating glycolysis [228]. The cells were cultured to saturation overnight in SC 

medium supplemented with galactose, and the optical density of each culture was measured. Next, 

a dilution series was prepared, starting with a density of A600 = 1.0 (equivalent to 1.0 x 107 

cells/mL). Five-fold serial dilutions of cells were then made and pinned onto solid SC medium 

supplemented with either glucose or galactose. The growth of mutant-expressing cells was 

compared to that of hxk1∆ hxk2∆ glk1∆ cells expressing either an empty vector (pRS315) or WT 

HXK2 (pRS315-Hxk2-GFP).  

Appendix A.2.3 Fluorescence microscopy 

We examined the subcellular localization of Hxk2mutant-GFP fusion proteins by culturing 

hxk2∆ cells in SC medium with 2% glucose overnight. The culture was then re-inoculated to an 

optical density (OD300) of 0.3 into fresh SC medium containing 2% glucose and grown until 

reaching mid-logarithmic phase at 30C with aeration. For transitions to low glucose medium (SC 

with 0.05% glucose), cells were washed and incubated in the same manner as described above. In 

preparation for imaging, cells were plated onto 35 mm glass bottom microwell dishes (MaTek 

Corporation, Ashland, MA), which were coated with 15 L (0.2 mg/mL) of concanavalin A 

(Sigma-Alrich, St. Louis, MO, USA). Imaging was performed using a Nikon Eclipse Ti2 A1R 

inverted confocal microscope (Nikon, Chiyoda, Tokyo, Japan) equipped with 100X oil immersion 

objective (NA 1.49). Images were captured using GaAsP or multi-alkali photomultiplier tube 

detectors, and acquisition was controlled using NIS-Elements software (Nikon). To ensure 

consistency, all images were acquired using identical settings, and adjustments were made 

uniformly using NIS-Elements software. Additionally, images were cropped using the same 

software. 



 299 

Appendix A.2.4 Image quantification and statistical analyses 

The quantification of nuclear fluorescence and whole-cell fluorescence intensity was 

conducted using Nikon General Analysis 3 software (Nikon) in conjunction with segmentation 

from NIS-Elements.ai (Artificial Intelligence) software (Nikon). For the quantification of whole-

cell fluorescence, the NIS.ai software underwent a training process using a ground-truth set of 

images where cells had been manually segmented using DIC images. The NIS.ai software was 

iteratively trained until it reached a training loss threshold of <0.02, indicating a high level of 

agreement between the initial ground truth and the output produced by the NIS.ai software. To 

determine the mean nuclear fluorescence, the NIS.ai software was trained to identify the nucleus 

utilizing the chromosomally tagged Tpa1-mScarlet nuclear marker. This training involved a 

ground truth set of images captured through confocal microscopy, wherein individual whole-cell 

and nuclear objects in a field of view were segmented using the DIC and 561 nm (mScarlet) 

channels. A parent-child relationship was applied to individual nuclear objects (child) within the 

same cell (parent) to aggregate them as single objects and associate them with the appropriate 

whole cell. Any partial cells at the image edges were removed along with their child objects. 

Subsequently, the mean fluorescence intensity of each parent or child object was determined in the 

appropriate channel. All quantification graphs derived from imaging were generated using this 

method. 

Statistical analyses for fluorescence quantification were conducted using Prism software 

(GraphPad Software, San Diego, CA). Kruskal-Wallis statistical tests were performed with Dunn’s 

post hoc correction for multiple comparisons. Significant p-values from these tests are denoted as 

follows: * p-value<0.1; ** p-value<0.01; ***p-value<0.001; ****p-value<0.0001; and “not 

significant” (ns) for p-value>0.1. In cases when multiple comparisons were made, the symbol † 
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may replace * to signify the same p-values relative to a different reference sample (refer to the 

figure legends for details). 

Appendix A.2.5 Immunoblotting to assess the abundance of Hxk2 mutants 

To evaluate the abundance of the Hxk2 mutants within cells, we conducted whole-cell 

protein extractions using the trichloroacetic acid (TCA) method [403]. Briefly, mid-logarithmic 

cells of equal densities (OD300 3.0) were harvested by centrifugation, washed in water, and 

resuspended in a solution containing 0.25 M sodium hydroxide and 72 mM -mercaptoethanol. 

The samples were then incubated on ice, and protein precipitation was carried out by the addition 

of 50% TCA. After further incubation on ice, the proteins were pelleted by centrifugation. The 

supernatant was discarded, and the proteins were solubilized in 120 L of TCA sample buffer 

(composed of 40 mM Tris-Cl [pH 8.0], 0.1 mM EDTA, 8 M urea, 5% SDS, 1% -mercaptoethanol, 

and 0.01% bromophenol blue). Following a 30-minute incubation at 37C, insoluble material was 

removed by centrifugation before resolving the samples by SDS-PAGE. The proteins were 

subsequently transferred to a PVDF membrane support and probed with an anti-GFP antibody 

(Santa Cruz Biotechnology, Dallas, TX, USA), followed by a goat anti-mouse IRDye 800 

secondary antibody (LI-COR Biotechnologies, Lincoln, NB, USA). Detection of antibody 

complexes was performed using an Odyssey Clx Infrared Imager (LI-COR). For protein loading 

and membrane transfer control in immunoblotting, REVERT (LI-COR) total protein staining of 

the membranes was employed. 
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Appendix A.3 Results and discussion 

From the class, we successfully generated 13 of the initial 32 mutations for Hxk2, covering 

a diverse range of functional sites. Though follow-up experiments are required to confirm the 

results collected here, we still obtained further insight into the regulation of Hxk2 nuclear shuttling 

and 2DG resistance while assembling a toolbox that will drive future work in the lab. The results 

of the class experiments are summarized in Figure 63.  

Most mutants conferred growth of hxk1∆ hxk2∆ glk1∆ cells on glucose-containing medium 

except K176A, K176M, and G418D. These results are in agreement with our experiments in 

Chapter 4 (Figure 49, 67) where the K176T and G418C mutants also did not promote growth in 

these conditions. This suggests the three mutants here cannot phosphorylate substrate. In line with 

this, K176A, K176M, and G418D conferred 2DG resistance implying that they do not generate 

2DG6P.  

Excitingly, all mutations that impacted glucose binding residues conferred 2DG resistance. 

All of these mutants (N210A, T175A, N237A), except for the two mutations at K176, still 

promoted growth on glucose. From a basic biology perspective, this shows that these sites may be 

dispensable for enzymatic activity and contribute negligibly to glucose binding, whereas K176 

appears to be required for substrate interactions. In vitro catalytic assays will be important in our 

follow-up studies to fully assess the contribution of each residue to enzymatic function.  

We could not fully evaluate the impact of mutants affecting the Hxk2 connecting loop in 

our phenotypic assays. In agreement with our experiments in Chapter 4 (Figure 53) Hxk2G55A did 

not appear to affect enzymatic function as it facilitated growth on glucose and did not confer 2DG 

resistance. Hxk2L56A also demonstrated no effect in these assays. It should be noted that both sites 

lie at the C-terminal end of the Hxk2 2 helix and substitution of alanines at both sites introduces 
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amino acids more conducive to helix formation and could therefore have a stabilizing effect on 

structure with no consequence to enzymatic function. The results of Hxk2K59A and Hxk2G60A were 

inconclusive due to a lack of agreement between results collected by student groups. Emphasis 

will be placed on re-testing these mutants and generating the remaining mutants of this region to 

see if any can recapitulate the phenotypes of Hxk2G55V as discussed in Chapter 4. Positive results 

would indeed suggest this stretch of residues is important for catalytic function and subcellular 

localization. 

In Chapter 4, we noticed that all 2DG resistance mutations that immediately impacted 

residues involved with substrate binding altered Hxk2 nuclear propensity. We were excited to 

observe that most glucose-binding residue mutations generated here produced mutants which also 

impacted Hxk2 nuclear shuttling, mostly by promoting nuclear accumulation even in the presence 

of glucose. Though independent follow-up is required, this observation strengthens our hypothesis 

that the inability or lack of substrate binding acts as a trigger to induce Hxk2’s nuclear 

accumulation. It's worth noting that in both high and low glucose conditions, the Hxk2G418D mutant 

did not accumulate in the nucleus, similar to the Hxk2G418C 2DG resistance mutant (as shown in 

Chapter 4, Figure 49). However, the reason behind this distinction is currently unknown.  

Finally, we did not detect protein abundance changes in either mutant tested in the class. 

As discussed in Chapter 5, section 5.1.2 – Limitations of these studies, full-length Hxk2-GFP from 

our plasmid-borne constructs is highly expressed, making the corresponding bands on a western 

blot sensitive to over-saturation, and detection of abundance changes difficult. The experiments 

performed in this class were done before realizing that reduced amounts whole-cell extract should 

be loaded to avoid these issues. Therefore, the abundance of each mutant will be re-tested using 

our new western blotting approach for detecting Hxk2-GFP bands.  
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In summary, this class project helped us to generate an additional set of Hxk2 mutants that 

we will utilize in future studies. We hope this new suite of mutants as part of the growing collection 

of alleles we have tested (Figure 67) will provide further insight on the important regions that 

contribute to enzymatic function and impact sensitivity to 2DG, but also Hxk2 nuclear propensity. 

 

Figure 67. Effects of all Hxk2 mutants examined in this dissertation on growth, 2DG resistance, nuclear 

shuttling, and protein abundance.  

Green check marks indicate positive data associated with each mutant, red crosses indicate negative results, and orange 

dashes represent conflicting results between pairs of groups. The sources of each mutant, where applicable, are 

indicated in the far-right column. Asterisks (*) represent mutants that did not enter the nucleus in either glucose-replete 

or glucose-depleted conditions. 
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