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Augmented reality presents new affordances for users to interact with information with-

out limitations of the physical world. For instance, a surgeon in the operating room may

want to adjust a monitor without breaking the sterile field, or a military technician may

need to reference information from an immovable screen. These environments currently use

either large displays or personal tablet devices to present this information to the user. We

have developed a system allowing users to segment a physical display, virtualize the segments

as holograms in mixed reality, and position the elements around the task space. We also

conducted a user study to understand the effects of display modality (mixed reality, tablet,

or large display) on participant performance and preferences. We chose Lego construction

as our experimental task, as it is reinforced by the literature and mirrors the critical interac-

tion challenges that exist in constrained environments. We found no significant difference in

performance between the three modalities, indicating mixed reality may provide a drop-in

solution to places where displays or tablets are disadvantaged. The tablet modality was

subject to familiarity bias, which may have affected participant rankings. Participants were

likely to recommend mixed reality for hypothetical people completing tasks with more re-

strictions than the experimental task, regardless of their personal ranking order. Overall,

these findings present design implications for replacing large displays and personal tablets

with mixed reality in information-rich environments.
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1.0 Introduction

Since the beginning of the Information Age in the mid-20th century, purely computational

jobs have widely disappeared in favor of electronic devices performing these tasks. As a

consequence to this shift in the service industry, most careers today are knowledge-based

and information-mediated, wherein workers must retrieve information from a source and use

it to complete their tasks. This is especially true in collaborative environments. Although

many methods exist for providing dynamic information in a visual manner using modern

technology, most information-rich environments rely on either large displays or personal

tablet devices to present data.

One example of an information-mediated collaborative task is manufacturing or process-

ing plant control. These facilities require employees to view and understand large amounts

of visual information and react quickly in the case of an emergency. This information is

generally provided to employees by way of a personal tablet or mobile device. Serious con-

sequences can occur when information presentation is not optimized in manufacturing plant

control. In 1994, a petroleum cracking plant exploded when a flammable liquid was moved

into a vessel that had a closed outlet. Human-computer interaction factors played a role

in the accident, as the information displayed on control equipment was largely textual and

colors were not displayed, so it was difficult to detect environmental changes [24].

Command and control centers are another example of an information-rich environment

that requires first responders to consult real-time battlefield data and respond in a timely

manner [2]. In modern command and control centers, a variety of tablet systems and large

displays are used for information presentation [28]. Communication in command and control

situations is made difficult by the presence of both unshared information, which only a

select portion of the team has access to, and shared information, which is available to all.

Previous work has indicated moving more unshared information into the common view may

improve communication in command and control; however, increasing the amount of shared

information raises cognitive load and may cause first responders to lose sight of important

data [10].
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Surgical operations are another information-mediated task. Surgeons must pay close at-

tention to a variety of information sources, including monitors and alarms, while operating

to ensure the patient remains stable [19]. In the operating room, given the need for steril-

ity, interaction with information systems is often inefficient, which could have detrimental

effects on surgeon comfort, surgical time, and ultimately patient outcomes. Surgeons are

usually unable to interact with traditional input methods, such as keyboards and mice, in

the operating room because they quickly become contaminated during surgery [6, 26]. Even

if surgeons are presented with the opportunity to use these systems, the equipment is usually

covered by a plastic sheath that must be changed, creating delays in a life-critical situation

[6, 31]. Alternatively, a surgeon may ask another member of the surgical team to make

changes to the machinery instead. However, interaction issues exist with communication

in the operating room, as surgeons often give orders in a negative manner to surgical staff

regarding equipment changes [29].

1.1 Spatial Computing in Constrained Environments

Evidently, there are a multitude of design limitations that exist within constrained envi-

ronments like the operating room and command and control centers that prevent ergonomic

interaction with traditional display modalities. Despite this, these environments still rely

on these modalities to provide mission-critical data to workers, either due to the status

quo or perceived lack of a better option. The last two decades have seen the adoption of

spatial computing technologies increase exponentially with the development of technological

advances. Spatial computing comprises three major display and interaction technologies:

virtual reality (VR), augmented reality (AR), and mixed reality (MR). Novel visual and

interactivity affordances are presented by spatial computing, including perceivable depth,

personalization, environmentally anchored holographic objects, and hands-free interaction.

This increased set of interaction modes may create a solution for the limitations that exist

within information-rich environments. For instance, while a surgeon may not be able to

physically move a large display for a better view while operating, they may be able to adjust
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a virtual monitor while keeping the sterile field or use eye gaze to select which monitors to

prioritize.

1.1.1 Brief History of Spatial Computing

Virtual reality was the first spatial computing term to be coined, originating in 1989 by

Jaron Lanier when attempting to describe the “Ultimate Display” that would mimic the real

world in all sensible ways [1]. For nearly 25 years following its conception, the technology

existed primarily in academic and industrial spheres with limited public interaction. How-

ever, in 2012, Oculus launched a campaign on Kickstarter to bring the technology to the

public in the form of their headset the Oculus Rift. This began the “second wave” of vir-

tual reality, which paved the way for future innovation in publicly accessible head-mounted

display technology.

Concurrently with the creation and development of VR, augmented reality technology

was being developed. The term was coined in 1990 by Tom Caudell and David Mizell, two

Boeing engineers working on a head-mounted display to display plane schematics on the

factory floor [5]. However, the concept of AR dates back to World War II, when the British

Military developed a system to display radar information on the windshield of a fighter plane.

Perhaps the most notable example of AR in recent public conscience is Pokémon Go, which

was the first AR mobile game to reach the top of download charts [25]. The main distinction

between VR technology and AR technology lies in how immersed the user is: virtual reality

technology completely immerses a user in a virtual environment, while augmented reality

simply provides the user with virtual elements.

While the term “mixed reality” is broad in its possible meanings, the term is generally

used to refer to one or more of four things [30]:

• a mix of real and virtual objects in a single display modality on a spectrum between a

fully real and fully virtual world, which includes VR itself

• a synonym for AR

• a combination of VR and AR together

• “strong” AR, with greater capabilities than a system like mobile AR

3



These descriptions are not mutually exclusive, and the true description of mixed reality

likely lies within several of these categories. This work will refer to mixed reality under the

first description, as the system designed for this study allowed users to see and interact with

the physical world while utilizing virtual elements.

1.2 Summary of Contributions

The particular benefits that spatial computing offers to mediate information presenta-

tion in these environments lead to several interesting human-computer interaction research

questions:

• RQ1: How does display modality impact users’ ability to perform tasks that are aided

by digital information?

• RQ2: How does display modality impact users’ interaction behaviors with digital infor-

mation?

• RQ3: What are users’ perceptions and concerns about interacting with information

across physical and virtual barriers?

To test these research questions, we designed and built a system that permits users to

capture their screen contents, segment the contents of the screen into discrete portions, and

transmit the visual information to a head-mounted display. The received video stream can

then be presented as environmentally-anchored holographic windows within mixed reality.

We also performed a study to measure the effects of three modalities representative of modern

information presentation technology (large display, personal tablet, and mixed reality) on

performance, task load, and situational awareness. The main contributions of this work lie

in design implications for adding mixed reality to information-mediated tasks that currently

use large displays or personal tablet technology.
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2.0 Related Work

2.1 Mixed Reality in Task-Guided Work

Much previous work has explored the use of mixed reality for assistance in task-guided

work. Daling and Schlittmeier analyzed 24 articles that detailed the use of mixed reality

in manual assembly tasks [8]. They found that the mixed reality allowed information to

be displayed in a way that was easier to understand through the overlaying of virtual ob-

jects and the customization capabilities of the technology allowed participants to work at

their own pace. They also reviewed handheld information presentation options, like per-

sonal tablets, which significantly outperformed large screen-based solutions in satisfaction

with performance, usability, and willingness to recommend the system. Tang et al. also

explored the effectiveness of providing instructions in augmented reality for assembly task

with performance and cognitive load measurements [32]. They found that task load, a mea-

sured defined by mental, physical, and temporal demands as well as effort, frustration, and

performance [13], was significantly lower when participants were shown augmented reality

instructions as opposed to instructions displayed on a large monitor. However, there was no

significant difference in performance, defined as time of completion and accuracy of a Lego

assembly task, between the two modalities. Kumaravel et al. designed a system that allows

a user to make 2D annotations with a tablet for another user to view in a virtual reality

environment [34]. To test their system, they asked participants to assemble a robot in vir-

tual reality using predefined blocks, with instructions provided by another participant using

the tablet. They found that using the system resulted in significantly higher task success

and significantly lower task completion time, task load, and error rate. This demonstrates

the benefits of a mixed-modality system in environments with both shared and personalized

information.
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2.2 Multi-Display Settings

Khan et al. explored the capacity for mixed reality to replace planar displays in the

operating room at varying levels of latency by asking participants to lay 16 lines of suture

in under 3 minutes [18]. They found no significant difference in performance between the

monitor and mixed reality modalities when both had 100ms of latency, and no significant

difference in task load (measured by the TLX) between the two. Pavanatto et al. tested

how well holographic displays in mixed reality could replace physical monitors by having 18

participants grade undergraduate assignments using purely virtual, hybrid, and purely phys-

ical setups each with 3 screens [23]. They found that participants were significantly faster

on the purely physical setup compared to the purely virtual configuration, but there was no

significant difference in task accuracy. Medeiros et al. investigated the usefulness and config-

uration of holographic displays in shared transit spaces [21]. Given the space constraints of

public transit, it is impossible to configure large physical displays, which motivates the usage

of mixed reality to create virtual screens. They found that participants’ decisions on how to

place the holographic displays depended mostly on social norms and etiquette, followed by

comfort. A majority participants noted the benefit of being able to place displays on physical

structures within the environment and orient the displays to face them. Ng et al. also in-

vestigated the placement of holographic displays in airplane environments [22]. Participants

stated that the ability to create multiple displays of varying sizes in mixed reality increased

the ability for multitasking compared to singular displays that required tabbing. Partici-

pants also expressed differing preferences for configuring displays horizontally or vertically,

shedding light on the benefits of mixed reality to provide personalized display setups.

Gauglitz et al. tested the effectiveness of remote collaboration using a tablet. Par-

ticipants were asked to guide another participant through landing an airplane by showing

specific control panel elements they needed to manipulate [11]. The content of the tablet

was first with just streamed video from the other participant, then the video with static

markers overlayed, and finally the video with world-anchored markers. They discovered that

the world-anchored markers were preferred amongst participants compared to the streamed

video and static markers. Ryall et al. investigated the effects of group size and table size
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when using a tabletop shared display [27]. They found that the size of the group impacted

the manner in which the shared display was configured, and that information may need to be

shown in multiple orientations or on multiple displays in large groups. Izadi et al. developed

an interactive system to share media in a public environment called Dynamo [16]. A key

feature of the system is the ability for users to move information from the shared context on

the display to their personal device. When interviewed about Dynamo, participants found

these transferring features to be beneficial for collaboration, demonstrating the importance

of being able to prioritize shared artifacts by displaying them on a personalized device.

2.3 Information Rich Environments

An early study by Haines et al. investigated the behavioral effects of heads up display

that showed relative plane information in the pilot’s field of view [12]. They found that, by

providing information through the heads up display, the pilot almost never diverted their

eyes to the instrument panel, and decreased their total head and eye movement. Khan et al.

explored the possibility of using mixed reality in the operating room and conducted a variety

of feasibility studies [17]. Surgeons reported mixed reality holograms to be adequate in

terms of color and resolution; however, the latency of the system (250 ms) was unacceptable

for endoscopic views. Czerwinski et al. explored the effects of a wider field of view and

gender bias in navigating virtual environments [7]. They found that increasing field of view

increased participant preferences and appeared to reduce gender bias. They also noted that

performance and preference are complex, and can be affected by a multitude of factors on

the individual level.

2.4 Technology Acceptance Model

The Technology Acceptance Model (TAM) is a key model for understanding why and

how information technology is integrated into users’ personal and professional lives [20].
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The theory was developed in the 1980s to help understand why workers might not effectively

utilize information tools provided to them and has since been widely cited for understanding

both general-purpose and healthcare-oriented information technology [14, 20].

The original model found that there were three key factors that affected technology

acceptance: perceived usefulness, perceived ease of use, and attitude [9]. The three factors

are not independent of one another, and all elements of a technology’s design impact the

component to some degree. Since its initial creation, the model has been expanded by

several other models, including the Technology Acceptance Model 2 (TAM2) [35]. The

second iteration considered additional factors including job relevance, social influence (called

“subjective norm”), and result demonstrability.

Given that spatial computing technology is novel to a large portion of the population,

TAM and TAM2 may shed light into how the technology will be accepted as it begins to be

integrated in more environments.
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3.0 Methods

3.1 Study Design

3.1.1 Task

To investigate our research questions, a suitable study task to induce split attention in

an information-mediated environment was necessary. Besides just creating split attention,

a preferable task would also present a large amount of information and require participants

to perform spatial reasoning, visual search, sequencing, cognitive reduction, and bimanual

manipulation, as these are critical interaction challenges within operating rooms, command

and control centers, and factory control rooms. Prior work studying mixed reality’s effects

on assembly tasks has used Lego assembly as an analogue for machine maintenance and

other fine-motor tasks [32, 4]. Given its validation by previous research, widespread under-

standing by the general public, and overlap with the previously detailed requirements, Lego

set assembly was chosen as the task for this study. To increase the effects of split attention,

we augmented the assembly task by requiring participants to switch between two Lego sets

randomly at irregular breakpoints.

3.1.2 Participants

We enrolled 18 participants, the majority of which were undergraduate students studying

computer science at University of Pittsburgh. Participants were recruited through in-class

presentations and word of mouth. Participants were asked to complete a short demographics

questionnaire before beginning the study, which included questions about gender, age, pre-

vious experience with AR on a scale from 1 to 5, with 1 being ”Little to None” and 5 being

”Extensive experience,” previous experience with VR on a scale from 1 to 5, with 1 being

”Little to None” and 5 being ”Extensive experience,” perceived value of AR/VR technology

on a scale from 1 to 5, with 1 being ”Little to no value” and 5 being ”Significant value,”

and vision capability (Appendix A.1). The inclusion criteria required participants to be over
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the age of 18, have English fluency, and normal vision or vision corrected to normal. After

completing the demographics questionnaire, participants entered the study space and sat at

a desk in front of a large screen, measuring 100 inches diagonally (Figure 2). Participants

were then read the study instructions. Of the 18 participants, 11 were male, 7 were female,

and 1 was non-binary. Participant ages ranged from 18 to 37, with the mean age being 22.28.

Self-reported experience with AR ranged from 1 to 3, with a mean of 1.94. Self-reported

experience with VR ranged from 1 to 4, with a mean of 2.50. Participants’ perceived value

of spatial computing technology ranged from 2 to 5, with a mean of 3.94 (see Figure 1).

Figure 1: Participant demographic survey results.

3.1.3 Modalities

Each participant used three different display modalities to receive information about

how to complete the construction task: large display, personal tablet, and mixed reality.

The large display modality presented six segments on the screen in front of the partic-

ipants (Figure 5). Five of the segments contained Lego set instructions, while the sixth

segment contained the name of the active Lego set and the time remaining for the task.

Two of the Lego instruction segments displayed the instructions for the sets the participant

10



Figure 2: The study space where participants assembled the Lego sets.

was constructing. The other 3 instruction segments were randomly chosen from a pool of

other Lego instruction sets, including the instructions for other models in sets that could be

constructed in multiple ways. These extraneous segments advanced at a randomized rate of

one page per 1 to 10 seconds. The position of all segments was randomized.

For the personal tablet modality, participants were given an iPad device with an

application that allowed them to select, position, and scale a subset of the segments from

the large display on the tablet screen (Figure 3). Before beginning the task, participants

were given time to familiarize themselves with the interface. Telemetry data was captured

during the task measuring the number of frames in which the participant was interacting

with the tablet.
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Figure 3: An example of the interface for the tablet modality.

Figure 4: An example of the interface for the mixed reality modality.

In the mixed reality modality, participants utilized a Microsoft HoloLens 2 to view

the two instruction segments relevant to their task as holographic windows positioned above

or near the corresponding Lego pieces (Figure 4). Before starting the task, participants

were instructed on how to move, rotate, and scale the holographic windows using a pinching

motion. Five of the participants positioned the holographic windows themselves. The re-

maining 13 participants had their holographic windows positioned by the research facilitator

12



above the pieces corresponding to the relevant Lego pieces. Participants were permitted to

adjust the segments if they wished before starting the task.

3.1.4 Procedure

For all modalities, participants advanced the active set instruction by verbally alerting the

researcher. The order of the three modalities was counterbalanced to minimize the influence

of extraneous factors, like carryover and ordering effects, on the experimental results. Each

display modality was associated with two Lego sets, one deemed “difficult” and one deemed

“easy” based on pilot performance data and piece count (Table 1). Of the six Lego sets, 4

were “3 in 1” sets in which the pieces could be assembled to make 3 different models. One of

the “3 in 1” sets was a Lego Technic set, which has different piece types than a traditional

Lego set. While using a modality, participants were forced to switch between construction

of the two Lego sets at a random time interval between 15 seconds and 1 minute. The signal

to switch was given as an auditory beep and reflected in the informational segment on the

large display. Participants were afforded 5 minutes per modality.

Table 1: Lego set names and piece counts for each modality.

Modality Easy Set Difficult Set

Large Display Unicorn∗ (145 pcs.) Shark∗ (230 pcs.)

Tablet Taxi (124 pcs.) Rabbit∗ (258 pcs.)

Mixed Reality Nest (232 pcs.) Dump Truck∗† (177 pcs.)

∗Indicates a “3-in-1” set †Indicates a Lego Technic set

Following timer expiration for each modality, the number of completed instruction pages

for each set was recorded. Participants were asked to complete an experience questionnaire

that measured task load, system usability, and situational awareness using the NASA-TLX

[13], System Usability Score (SUS) [3], and Situation Awareness Rating Technique (SART)

respectively [33]. After completing all three modalities, participants were asked a series of
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questions in a semi-structured interview (Appendix A.2). The first section of questions in-

quired about participant modality rankings, attention distribution, performance per modal-

ity, and situations in the participant’s everyday life where the technology may be usable.

The second section of questions asked participants to consider three hypothetical people and

their possible applications of the modalities. The goal of these questions was to determine

the task-specificity of participant responses. The first hypothetical person, named Bob, was

detailed as an employee in a power plant who must reference a large monitor in his workspace.

In his workspace, the large monitor is used collaboratively, such that every segment of the

monitor is not useful to every technician. The second hypothetical person, named David,

was described as a surgeon who must reference a large monitor with patient information and

video feeds while maintaining a sterile environment that limits his ability to interact. The

last hypothetical person, named Alice, was detailed as a car mechanic that must reference

diagnostic data on a large monitor without dirtying the display by adjusting it. All three

hypothetical people had jobs that placed them into a constrained enviorment, compared to

the unconstrained environment of the experimental task. Participants were prompted one

final time for additional thoughts on the modalities before conclusion of the study.

3.2 System Design

The MR Lego instruction delivery system comprises four parts: the signalling server, the

streaming server application, the MR streaming client, and the instruction application.

The instruction application (Figure 5) was written in HTML, CSS, and JavaScript and

designed to be run in a web browser due to the web’s inherently visual interface. The

instruction application was developed separately from the streaming software so that it

could run independently. This functionality was implemented to create the Large Display

modality, which does not require streaming. When the instruction application initializes in

a web browser, the research team member selects the two Lego sets that the participant will

be constructing, with the initial set selected as “Set 1”. The user can then click the screen

to make the application encompass the full screen and press the space bar to begin showing
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instructions and start the timer. The user can advance the currently active Lego set to the

next instruction by pressing the space bar. After time expires, the user is brought to a new

page that displays a counter with how many pages of instructions were completed on each

set.

Figure 5: The instruction application with the shark and unicorn sets selected. The unicorn

set is currently active.

The streaming server is also a web-based application developed in HTML, CSS, and

JavaScript. The application can either stream a camera connected to the computer or a

capture of the computer’s screen, as seen in this study. The underlying streaming technol-

ogy for the server is WebRTC, as it provided the lowest latency of the available streaming

protocol options. WebRTC requires a signalling server that is shared between peers to ex-

change information about available communication channels (known as ICE candidates) and

a connection string. In this system, the signalling server is implemented in NodeJS with the

Socket.IO communication protocol. When starting a new streaming session, the user must

first choose an input source for the stream (either webcam or screen capture) and provide a

streaming resolution. For this study, the screen was captured at a resolution of 1280 pixels
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by 720 pixels. The user can then choose to segment the screen by drawing boxes around the

displayed preview or select one of the default segmentation options (4 equally-sized segments

or 6 equally-sized segments, but these could be expanded dependent on use case). Video is

streamed to clients in a single stream; segmentation is performed on the client with bounds

provided by the streaming server. After the display is configured and segmented, the user

may start the server to begin streaming.

The MR system (Figure 4) used to deliver Lego instructions to participants was built

primarily for the Microsoft HoloLens 2, a see-through MR headset. The Microsoft HoloLens

2 was chosen for several reasons. Firstly, the translucent display of the device allows partici-

pants to view their task in a manner more representative of their unobscured vision. This is

in contrast to passthrough MR devices, which capture the outside world with cameras and

reproject it within the headset. Additionally, the HoloLens 2 is considered to be a state-of-

the-art device and is widely used in the literature [17, 18, 23]. The MR streaming client was

built with the WebXR standard using the THREE.js JavaScript library. A web-based format

for the application was chosen so the system could be used on multiple MR headsets without

additional configuration and for better WebRTC support. While other commonly used MR

development platforms like Unity do have support for WebRTC, WebXR required the least

amount of configuration to connect to the streaming server. Once initialized, the MR system

must first be calibrated by outlining the bounds of the large display. This is accomplished

by the user pinching their fingers at the four corners of the display. Following calibration,

the system connects to the signalling server and exchanges information with the streaming

server to open a WebRTC connection. After establishing the WebRTC connection, the MR

client displays a faint hologram over the large display as a guide, segmented based on the

bounds provided by the streaming server. The user can choose which segments of the large

display to virtualize by pointing their hand at a segment on the faint display guide hologram,

pinching their fingers, and pulling away from the screen. This creates a holographic clone of

the selected display segment. The user can move this segment by pinching and dragging with

one hand or scaled/rotated by pinching and dragging with two hands. Only one clone of

each display segment can be created at one time; if the user attempts to create a new version

of an already cloned segment, the previously created clone is destroyed. Users may delete
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a virtual segment by placing it near its original position on the ”ghost display”. Virtual

segments are redrawn from the WebRTC video stream at 60 frames per second, as dictated

by the THREE.js library rendering pipeline.

The tablet system (Figure 3) is constructed similarly to the MR system. The same sig-

nalling server, streaming server application, and instruction application were used for both

systems; however, it uses a separate streaming client designed specifically for the tablet.

The tablet client is also packaged in a web application, allowing for cross-platform deploy-

ment. Upon initialization, the client connects to the signalling server to exchange WebRTC

connection information with the streaming server. Once the WebRTC connection has been

configured, the tablet client builds the left sidebar interface using the segmentation bounds

provided by the streaming server. When the user taps one of the preview segments presented

on the left sidebar, a clone of the segment is created and placed in the “playspace,” the larger

area shown on the middle of the tablet screen. Once segment clones have been created in

the “playspace,” the user may manipulate them by dragging with one finger or scaling us-

ing pinching gestures with two fingers. A user may have multiple different segments in the

“playspace” at one time. However, similar to the MR client, multiple clones of the same seg-

ment are not allowed at once; if the user attempts to clone a segment that is already extant

in the “playspace”, the older clone is destroyed. When a user wants to remove a segment

from the “playspace,” they can position the segment near the trash can object in the bottom

right corner, which will cause it to be deleted. All segments, both on the sidebar and in the

“playspace,” are redrawn from the WebRTC video stream at 30 frames per second. If the

user is actively interacting with a virtual segment during a frame, the interaction is logged

and transmitted to the streaming server, where it can be downloaded by the user in JSON

format.

Across all modalities, connection establishment follows this basic structure (Figure 6):

1. The user starts the signalling server.

2. The user starts the streaming server application, configures the video source with seg-

mentation (if applicable), and starts the streaming server.

3. The user starts the client for a given modality.
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4. The client connects to the signalling server, exchanges information about streaming ca-

pabilities, and provides a WebRTC connection candidate to the streaming server.

5. A WebRTC connection is established between the modality client and streaming server.

6. On each frame, the client performs segmentation of the incoming video stream using the

segment information provided by the streaming server. Additional telemetry data may

be provided dependent on modality.

Figure 6: A diagram of streaming configuration and operation for the system.
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4.0 Results

4.1 Metric Calculation

Participant performance was calculated per modality by summing the number of bricks

placed for each of the two sets. Number of bricks was chosen as the performance metric, as

it represents the smallest unit of task improvement for Lego set assembly. Total TLX was

calculated by summing the responses for each question, with the performance question (“How

successful were you in accomplishing what you were asked to do?”) negated by subtracting

its value from 100. Total SUS was also calculated by summing the responses for each

question, with negative usability questions (“I found the system unnecessarily complex.”,

“I found the system very cumbersome to use.”, “I needed to learn a lot of things before

I could get going with this system.”, “I thought there was too much inconsistency in this

system.”, and “I was distracted by the actions of the system.”) negated by subtracting

their values from 6. The same method was used to sum total SART scores, with positive

situational awareness questions (“How aroused are you while completing the task?”, “How

familiar were you with the task?”, and “How much information did you gain during the

task?”) negated by subtracting their values from 8.

4.2 Metric Summaries

The tablet modality saw the highest mean performance, with an average of 22.50 bricks

between the two sets. The large display had the second highest mean performance, with an

average of 22.44 bricks placed between the two sets. Mixed reality had the lowest performance

on average, with 20.28 bricks placed. No significant difference in performance was observed

between the three modalities (Figure 7).

The tablet modality had the lowest mean TLX score (lower scores represent lower task

load), with an average score of 246.67. Mixed reality had the second lowest mean TLX score,
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Figure 7: Performance, measured as number of Lego bricks placed, by modality as a box

plot.

with an average of 260.00. The large display modality had the highest mean TLX score, at

264.44. For system usability, tablet had the highest mean SUS (higher values indicate better

usability) at 43.67. Large display had a SUS mean of 39.06, and mixed reality had a mean

SUS of 38.94. For situational awareness, lower SART scores represent greater situational

awareness. The large display modality had an average SART of 22.94, the tablet modality

had an average SART of 23.06, and mixed reality had an average SART of 24.5. There was

no significant difference between the three modalities for TLX, SUS, or SART scores (Figure

8). The tablet modality had the top mean participant ranking at 1.89, with 8 participants

ranking it first, 4 participants ranking it second, and 6 participants ranking it last. The

display modality had the next best mean participant ranking at 2.00, with 6 participants

ranking it first, 6 participants ranking it second, and 6 participants ranking it last. The
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mixed reality modality had the worst mean participant ranking at 2.11, with 4 participants

ranking it first, 8 participants ranking it second, and 6 participants ranking it last.

Figure 8: TLX, SUS, and SART scores by modality as a box plot.

Those who performed better on mixed reality than the other modalities ranked mixed

reality significantly lower than those who did not (p = 0.04). Similarly, those who performed

better on the large display modality than the others ranked the large display significantly

lower than those who did not (p = 0.04). However, there was no significant difference in

tablet ranking for those that performed better on the tablet than the other modalities (Figure

9).
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Figure 9: Participant ranking for the modalities they best performed in.

4.3 Correlations

The linear correlation between rank and performance and rank and SART were not found

to be significant for all modalities. The linear correlation between rank and TLX and rank

and SUS for the large display modality was found to be significant (p = 0.01,m = 0.01, b =

0.80 and p = 0.01,m = 0.01, b = 1.07 respectively), however not for the other modalities

(Figure 10).
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Figure 10: Correlation between ranking and TLX, SUS, and SART for each modality, with

significant regression lines shown.

The linear correlation between situational awareness and performance (Figure 11) was

found to be positive (lower SART values correspond to higher situational awareness) and

significant for the large display (p = 0.02,m = −1.34, b = 53.34) and the mixed reality

modalities (p = 0.04,m = −0.59, b = 34.81); however, the same relationship was not found

to be significant for the tablet modality.

The linear correlation between tablet performance and number of tablet interaction

frames (Figure 12) was found to be positive and significant (p = 0.01).
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We found the linear correlation between performance for all three groups to be significant

(p = 0.01,m = 1.13, b = −0.39 for large display versus mixed reality, p = 0.01,m = 1.11, b =

−2.55 for tablet versus large display, p = 0.01,m = 0.84, b = 5.50 for mixed reality versus

tablet) (Figure 13).

We did look for other correlations between rank, performance, previous mixed reality

experience, and experience metrics (TLX, SUS, and SART); however, none were found to

be significant.

Figure 11: Correlation between SART and performance, with significant regression lines

shown.
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Figure 12: Significant correlation between number of tablet interaction frames and perfor-

mance, with regression line shown.

Figure 13: Performance correlations between all three modalities with regression lines shown.
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4.4 Interview Responses

Table 2: Participant rankings by modality

Modality Ranked First Ranked Second Ranked Third Mean

Tablet 8 4 6 1.89

Large Display 6 6 6 2.00

Mixed Reality 4 8 6 2.11

Although all participants were asked for their rankings of the three modalities, given the

format of semi-structured interviews, not every participant was asked every question. After

ranking the three modalities, participants were asked whether they performed their rankings

based on personal comfort or perceived task efficiency. The majority of participants (10)

stated that their rankings were based on perceived task efficiency, 3 participants stated their

rankings were based on personal comfort, and 2 participants stated their rankings were based

on both equally.

All participants were asked which modality allowed them to best focus their attention.

6 participants stated that the large display allowed them to best focus their attention, 6 re-

sponded with the tablet modality, 5 participants responded with the mixed reality modality,

and 1 participant responded that it was a tie between mixed reality and the large display.

Participants that stated mixed reality helped them best focus their attention were asked

whether the benefits of mixed reality outweighed the downsides of using the system, of

which 4 responded with yes and 2 responded with no.
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Researcher Do you think that the benefits afforded by the mixed reality

system outweigh the burdens associated with it?

Participant That’s a tough question because if it was just specifically for

Lego sets, I think this is a little bit overkill to use a [head-mounted display]

for this. But if this was something more serious, like maybe some sort of

mechanical work or engineering... I definitely think that this could help... So

for stuff like that, I do think the benefits would outweigh the burden...

12 participants were asked whether there were outside factors that impacted their per-

formance besides the modality they used. 10 of these participants stated there were outside

factors, while 2 stated there were not. Of the participants that stated there were outside

factors, 7 stated the difference in difficulty between the Lego sets affected their performance,

while the remaining 3 stated the main factor was becoming more comfortable with the task.

Researcher Do you think your performance on the task was only dictated by

the configuration you were using or were there outside factors?

Participant Definitely not just purely the configuration. I hate to bring up

the taxi set but that felt so much easier than all the other ones... and then

like there’s probably set, especially in terms of colors and searching for pieces

like the ones that were less homogenous in color...

The final portion of the semi-structured interview described three hypothetical people

(Bob, a power plant technician, David, a surgeon, and Alice, a car mechanic) and asked which

modalities would be most applicable to their jobs (Table 3). Each participant was asked

about 2 of the hypothetical people, chosen at random. Of the 10 participants asked about

the power plant technician, 4 stated he could use the mixed reality modality, 3 suggested

he could use the tablet modality, and 3 suggested he could use the large display. Of the

14 participants asked about the surgeon, 13 stated he could use the mixed reality modality

and 1 stated he could use the large display. Of the 12 participants asked about the car

mechanic, 11 stated she could use the mixed reality modality and 1 stated she could use
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the large display. Interestingly, many participants that did not rank mixed reality first still

stated that the hypothetical people could utilize the modality.

Table 3: Participant responses regarding the best modality for each hypothetical person.

Modality Bob David Alice Total

Mixed Reality 4 13 11 28

Large Display 3 1 1 5

Tablet 3 0 0 3

Total 10 14 12 36

Participant notes about the benefits and drawbacks for each of the three modalities were

also recorded during interviews. The most commonly mentioned benefits of the large display

included its comprehensiveness (5 participants), its minimized interaction (5 participants),

its ease of use and perceived comfort (5 participants), its clarity (3 participants), and its

capacity for collaboration (3 participants) (”I think it’s just because like there’s only one

place to look [for the large display] and I think when I have the tablet and the mixed reality

there was the screen and there was the other screen and it was like the two Lego sets so

I think it’s just more straightforward.” - P3). The most common drawbacks of the large

display included its physical size and external modification requirements (9 participants), its

lack of personalization and poor information layout (5 participants), its increased cognitive

load (4 participants), and its limited field of view and resultant movement requirements (3

participants) (”Well, for example, the largest display might be in an area in an environment

where that’s not possible to have. There could not be like a wall or a power source to display

that. So that might be better if you have AR instead.” - P9). Noted benefits of the tablet

modality included its interactivity and personalization (11 participants), its proximity to

the tasks (7 participants), its familiarity (6 participants), and its portability (4 participants)

(”I feel like the the capability that it had of having multiple tabs open on the same screen

would be useful if not everyone needs to be looking at the same information.” - P14). Specific
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drawbacks of the tablet included interaction issues or hand occupation (11 participants), its

limited view capability (5 participants), and its physical space requirements (2 participants)

(”I had to keep like readjusting the screen and like zooming in and either like and then click

on the next one and then I’d have to come back and forth between the two like tasks.” - P15).

Mentioned benefits of the mixed reality device included its limited interaction and hands-free

nature (14 participants), its personalization and increased task attention (12 participants),

and its information detail, including depth capability (6 participants) (”For example, the

headset has the advantage that you have your two hands free and you don’t have anything on

the way.” - P16). Noted drawbacks of the mixed reality modality included system concerns

(like battery life and cost) and physical discomfort (9 participants), image issues like color

saturation (8 participants), lack of familiarity and interaction issues (8 participants), and

obstruction of real-world view and lack of outside attention due to immersion (7 participants)

(”I feel like the mixed [reality] would have been my number one if you’d given me like 20 more

minutes in it.” - P8).
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5.0 Discussion

These findings lead to critical insights into design, preferences, and likely use styles or

cases of multi-display collaborative hybrid environments.

5.1 Despite Lack of Preference, All Participants Believe Mixed Reality Has

Value

Although many participants did not choose mixed reality as their preferred display type,

almost every participant selected it as the best modality for surgeons and car mechanics. This

sheds light on the task-dependent nature of information display replacement. In a task that

is comparatively unconstrained, like power plant control, participant responses were split,

mirroring participants’ own preferences. However, in tasks that prevented workers from using

their hands or otherwise limited their interaction with traditional display modalities, mixed

reality emerged as the best modality. Evidently, participants were aware that the limitations

of the environment play a substantial role in preferences for display replacement. This also

reinforces the job relevance aspect of technology acceptance as detailed in the TAM2 [35].

5.2 Best Performance, Better Preference

For the mixed reality and large display types, participants that performed best with

those modalities ranked them significantly higher. It is unclear whether this is simply a

correlation or causative effect. Participants that performed better on a certain modality

may have realized this while completing the task and subsequently preferred it due to its

measurable benefit. Alternatively, if a participant preferred a modality outright, they may

have been determined to perform better with it. The second interpretation suggest that,

in real-world applications, providing users with their preferred modality would allow them
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to perform their best. In the future, a better understanding of this relationship must be

developed to drive more performant conditions.

5.3 Situational Awareness and Performance

There was a significant positive correlation between situational awareness and perfor-

mance for the large display and mixed reality modalities. This may point to the importance

of mitigating split-attention for task-centered work. This finding appears obvious, as greater

situational awareness would permit participants to focus more on their task, leading to bet-

ter performance. However, it is not obvious why the tablet modality was found to not follow

this trend. We discuss this unintuitive finding in more detail below.

5.4 Tablet Inconsistencies

The tablet modality is noticeably absent from several significant correlations between

metrics. Although there are several possible explanations for this nonappearance, participant

interview responses point to increased familiarity with the tablet modality. As explained by

the TAM2, experience is a key factor in determining perceived usefulness, which in turn

affects usage behavior [35]. Most participants stated in the interviews that they use a tablet

in their every day life for a multitude of tasks including studying and note-taking; however,

they do not commonly use a large display or mixed reality headset. This previous experience

with tablet technology most likely impacted participants’ preference for and performance

using that modality.

Additionally, an increase in participant interactions with the tablet was correlated with

a better performance on the modality. This is perhaps unintuitive, as it would be expected

that increased interactions with the tablet would decrease task time, and consequently perfor-

mance. However, similar to the conclusions from the relationship between best performance

and preference, participant experience and preconceived notions may have impacted this
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metric. Those who commonly use or have unconscious bias toward the tablet may have

utilized the modality’s ability to bring information into and out of context in an optimal

manner, allowing them to perform better. Altogether, this points to the fundamental differ-

ences between personalized information displays and shared information displays, as well as

the familiarity bias that exists for the tablet modality.

5.5 The Road to Constrained Environments is Bumpy

This study provides substantial implications for utilizing mixed reality in environments

previously occupied by large displays or personal tablets. There is a common assumption

amongst proponents of mixed reality that the technology may be able to completely replace

traditional displays in information-rich environments. Given that there was no significant

difference in performance between the three modalities, mixed reality may offer a solution for

information presentation in these environments. However, the preferences and performance

of users completing a general task were not necessarily improved by replacing the display

technology with mixed reality. This suggests that mixed reality has the most benefit to

performance in specialized applications, but even so, not all concerns for expanding the use

of mixed reality will be based around performance. Factors like familiarity, ergonomics, and

acceptability will play a key role in determining how mixed reality is used.

In spaces like the operating room or command and control centers, there tends to be a

fundamental tension between two factors: preferences and environmental constraints. Some

people may prefer a certain information system for specific tasks; however, the limitations of

their environment may prevent them from using their preferred modality. The technologies

that lie between what is currently used and novel information displays will play a key role

in bridging this divide. Luckily, places currently utilizing large displays or tablets for infor-

mation presentation will not have their technology replaced overnight, resulting in a hybrid

period where mixed reality is integrated with other solutions. Further work may benefit

by investigating these hybrid setups combining mixed reality with other interactive display

modalities.
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6.0 Limitations and Future Work

Several limitations exist for this study. Only 18 participants were enrolled in the study

due to time constraints and recruiting limitations. These participants were almost all college-

aged students in the same geographic environment. There were preconceived notions about

mixed reality among participants, including device cost and societal perceptions, which may

have negatively impacted their rankings. Conversely, participants may have been subject to

self-selection bias: those less familiar with mixed reality may have been less likely to enroll.

However, most students were not experienced users with mixed reality.

As stated previously, the task that participants completed was contrived, abbreviated,

and did not utilize many of the benefits of mixed reality. Participants directly mentioned

legacy bias with the tablet modality, which indicates most participants were more familiar

with using a tablet compared to a large display or mixed reality. In order to effectively study

the differences between the modalities, participants would need to be experts in all three

to prevent familiarity bias from affecting study results. However, it would be impossible

to find a large group of users satisfying these conditions, so the task must be designed in

a manner to cater to a diverse set of participant experience. This could be accomplished

by modifying the abilities and interface of each modality dependent upon the results of a

preliminary familiarity survey. For instance, participants that are experts with mixed reality

would perform a more difficult task within that modality compared to the others. This

study, however, explored only a single task without these modifications. It is also important

to note that the task participants performed in this study did not utilize most of the benefits

provided by mixed reality. The information was not provided with depth, the ergonomics

of the large display was not a factor, and there was no requirement for collaboration. Our

goal was to create an environment where no modalities were specifically disadvantaged, and

every modality was in its best configuration. A comparison study that exercises the unique

affordances provided by each modality is still needed.

There are plenty of limitations with the head-mounted display system as well. According

to prior work, ideal AR systems should have a resolution of 200 megapixels, a full field of

33



view of 165 by 175 degrees, and a mass in the 10s of grams [15]. The Microsoft HoloLens 2,

however, has a 4.4 megapixel display, a diagonal field of view of 52 degrees, and a mass of

566 grams, which makes it far from perfect in providing a mixed reality experience.

6.1 Future Work

This study investigated participant preference and performance for different display

modalities in a controlled lab environment. Ideally, these research questions would be stud-

ied in an authentic environment, like a simulated operating room or control center. We

plan to conduct a similar study in the operating room using the same mixed reality system

developed for this work. Surgeons will perform a normal endovascular surgery while the

contents of the large display are recorded. Following the procedure, surgeons will enter a

simulated operating room and utilize the system to segment and view the video recording

of the surgical monitor in mixed reality while acting out the surgery. During the simulated

surgery, surgeons will be asked to talk through their thought process, and will be asked

semi-structured interview questions upon finishing the simulation. We hope that this study

will shed light on the effects of an authentic environment on the research questions.

Future work may also focus on hybrid display approaches for interaction in constrained

environments. We plan to conduct a future study in a simulated operating room investigating

the benefits of mixed-modality information displays for surgical machine control. Surgical

machines, like electrocautery devices, may need to be adjusted intraoperatively; however,

the sterile environment of the operating room prevents direct surgeon interaction with the

technology. Adjustment is usually accomplished by surgeons giving directions to a surgical

technician verbally, who then makes the machine updates. However, as previously discussed,

communication in the operating room can be difficult for a variety of reasons [29], which

can hinder this adjustment process. In an attempt to remedy this, we plan to implement

a system that allows surgeons to provide instructions using a mixed reality interface that

mirrors the controls of the machine. The surgical technician will then use a tablet to view the

adjustment instructions and make them accordingly. We hope this study will provide insight

34



into the benefits of multi-modal and cross-modality information presentation in surgical

environments.
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7.0 Conclusion

The work of this thesis investigates the effects of different display modalities (mixed

reality, tablet, and large display) used for information presentation on preference and per-

formance within an information-mediated task. Through the development of a mixed reality

system allowing users to segment physical displays and virtualize segments as holograms, we

aimed to address the challenges faced by professionals in information-heavy environments.

Although we found no significant difference in performance between the three display modal-

ities, the qualitative results from participant interviews shed light into the complexity that

underlies replacing traditional, physical methods for information presentation with mixed

reality technology. These findings may inform design decisions for maximizing efficiency and

comfort within constrained environments and help guide the integration of mixed reality for

information presentation.
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Appendix

A.1 Demographics Questionnaire

1. What is your gender?

2. What is your age?

3. What is your highest degree earned?

• Grade School

• High School Diploma

• Bachelor’s Degree

• Master’s Degree

• Doctoral Degree

4. Do you have previous experience with the following?

• Augmented Reality (1 being ”Little to None”, 5 being ”Extensive experience”)

• Virtual Reality (1 being ”Little to None”, 5 being ”Extensive experience”)

5. What is your perceived value of augmented/virtual reality technology? (1 being ”Little

to no value”, 5 being ”Significant value”)

6. Do you need to wear contact lenses?

7. Do you need to wear glasses?

A.2 Semi-Structured Interview Questions

1. Can you rank the configurations of the device (large display, personal tablet, mixed

reality system) from best to worst?

• Probes: Why did you place [configuration] at that point in the ranking? Was

task efficiency or personal comfort more important to you in these rankings? What
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aspects of [configuration] did you like or find useful? What aspects of [configura-

tion] did you not like or hindered you? Which systems were you most and least

comfortable using?

2. Which configuration allowed you to best focus your attention on the current task and

why?

• Probes: What aspects of that configuration made it better for focusing your at-

tention? Why were those aspects important? Do you think that being able to

focus more on the current task improved your performance? How did focusing your

attention impact your cognitive load during the task?

3. Do you think that the benefits afforded by the mixed reality system outweighed the

burdens associated with it, like wearing the headset and possible eyestrain?

• This question is only asked if the mixed reality system was chosen as the answer to

the previous question.

• Probes: On your form you indicated that [sentiment about AR/VR technology]. Do

you think your sentiment about virtual or mixed reality affects the way you view this

configuration? (If participant has previous experience with AR/VR) Do you think

your previous experienced with virtual or mixed reality technology affects the way

you view this configuration?

4. According to the data, the configuration that you performed best with was [configuration

with best performance]. Do you have any idea why that might be?

• Probes: Do you think your performance on the task was only dictated by the

configuration you were using or were there outside factors? (If not chosen as best

configuration) You did not choose that as the best configuration. Why do you think

you performed better with that configuration even though it was not ideal?

5. Can you think of any situations where one of these system configurations would be

beneficial for you in your everyday life?

• Probes: What specific elements of that configuration would make it useful for that

task? Do you think the other configurations would also work for this task? Would

any elements of the configuration hinder you during the task?
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6. Can you consider any scenarios when one of these configurations would be better than

another?

• Probes: In that scenario, what elements of the configuration make it better than

others? Would there be any foreseeable problems with that configuration for that

specific scenario? Based on your description of that scenario, would you change your

rankings at all?

7. Consider a hypothetical person Bob who works in a power plant. Bob needs to reference

a large monitor in his workspace that gives him information about power consumption

and what systems are available for him to send power to different locations. However,

Bob works with many other technicians in his workspace who all reference the same

monitor. Not every section of the monitor is useful to every technician. Do you think

Bob could utilize one of the presented configurations?

• Probes: Which configuration do you think would be most beneficial to Bob? What

elements of this configuration are useful to Bob? Which elements would be a hin-

derance? Considering that scenario, would you change your ranking of the three

configurations?

8. Imagine a hypothetical surgeon, David, who is operating on a patient. During the surgery,

Bob must reference a large monitor with patient information and video feeds of scopes.

Several other members of the surgical team also need to reference this information to

provide care for the patient. David is unable to break the sterile field by touching the

monitor to adjust it, and he is actively performing surgery with his hands. Do you think

David could utilize one of the presented configurations?

• Probes: Which configuration do you think would be most beneficial to David?

What elements of this configuration are useful to David? Which elements would

be a hinderance? Considering that scenario, would you change your ranking of the

three configurations?

9. Consider a hypothetical person, Alice, who works as a car mechanic. Part of her job

is referencing a large monitor with car data and diagnostic information. Her hands are

always busy changing the car and she doesn’t want to get grease on the monitor by

adjusting it. Do you think Alice could utilize one of the presented configurations?
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• Probes: Which configuration do you think would be most beneficial to Alice? What

elements of this configuration are useful to Alice? Which elements would be a hin-

derance? Considering that scenario, would you change your ranking of the three

configurations?
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