Discrete Modeling of Heat Conduction in Granular Media

by

Watson L. Vargas-Escobar

B.S. in Ch. E., University of America, Colombia 1992
M.Sc. in Ch. E., Colombia National University, 1995

Submitted to the Graduate Faculty
of the School of Engineering
in partial fulfillment of
the requirement for the degree of
Doctor
of
Philosophy

University of Pittsburgh
2002

The author grants permission
to reproduce single copies.

Signed
“We are obliged by the deepest drives of the human spirit to make ourselves more than animated dust, and we must have a story to tell about where we come from, and why we are here.”

COMMITTEE SIGNATURE PAGE

This dissertation was presented
by
Watson L. Vargas-Escobar

It was defended on
March 7, 2002

and approved by

Committee Chair
Joseph J. McCarthy, Ph.D.

Committee Member
Luis E. Vallejo, Ph.D.

Committee Member
J. Karl Johnson, Ph.D.

Committee Member
Robert S. Parker, Ph.D.
ACKNOWLEDGMENTS

I'm deeply grateful to my advisor, Prof. J. J. McCarthy, for his invaluable advice and for nurturing a very vibrant research environment. I'm also indebted to Prof. Robert Parker for his support and encouragement. I would also like to thank all my lab-mates at Pitt. for their help and friendship: Kunal Jain, John Harrold, Abishek Soni, Adetola Abatan. I also express my gratitude to the REU students with whom I collaborated during the past few years at Pitt., including Armin Opitz (Pitt.), Eyma Marrero (Mayaguez). The comments and ideas of Prof. Richard Turnton (WVU) are also gratefully appreciated.

Finally, it gives me great pleasure to thank some of my previous mentors: Santiago Romero, Patricia Goenaga, Ciro Serrano, Luis H. Velez, Humberto Caicedo and Luis M. Carballo for showing me the way. Most of all, I would like to thank all of my family for their support and understanding and to all the people that have supported and helped me over the years in pursuing my research interests.
To my wife Rubby; for understanding that science, family, conversation, the practical, the abstract, the trivial and the deep are all one and the same –life.
This thesis addresses heat conduction in granular systems both under static and slow flow conditions with and without the presence of a stagnant interstitial fluid. A novel discrete simulation technique for granular heat transfer, the Thermal Particle Dynamics (TPD) method has been developed. By modeling particle-particle interactions, bed heterogeneities – e.g., mechanical and thermal – are directly accounted for and transient temperature distributions are obtained at the particle level. This technique, based on the Discrete Element Method, not only sheds light on fundamental issues in heat conduction in particulate systems, but also provides a valuable test-bed for existing continuous theories. Computational results, as well as supporting experiments coupled with existing theoretical models are used to probe the validity of the proposed simulation technique.

Studies on heat conduction through static beds of particles indicate that stress and contact heterogeneities – due primarily to the existence of localized “chains” of particles which
support the majority of an imposed load (stress chains) – may cause dramatic changes in the way that heat is transported by conduction. It is found that by matching the microstructure of an experimental system only qualitatively, quantitatively accurate estimates of effective properties are possible, without requiring adjustable parameters. One key result in this study reveals that an important consideration has been missing from previous granular conduction studies – the stress distribution in the particle bed. Extensions of TPD to incorporate the ability to model heat transfer in particulate systems in the presence of an interstitial fluid indicate that a good qualitative and quantitative agreement between measured and calculated values of the effective thermal conductivity for a wide variety of materials in the presence of both liquid and/or gas are possible.

Simulation results for slow granular flows – e.g., a simple shear cell and a rotating drum – indicate that in both cases there is an enhancement of the effective thermal conductivity with increase in the shear/rotation rate due to enhanced mixing of the particles. These results are in agreement with previous theoretical and experimental investigations. In contrast to the behavior found at high shear rates, where the thermal conductivity is proportional to the shear rate, a complex non-linear relation is found for the effective conductivity in granular flows at low shear rates. This observation has not been previously reported. It is argued that a balance between heat conduction and convection is necessary to explain these observations.
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PD Particle Dynamics,
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1.0 INTRODUCTION

Heterogeneous media, which involve discrete particles, are frequently encountered in different fields of science and industry. These systems may be suspensions, composites, bulk solids, fluidized beds, packed beds, soil, etc. These materials often behave differently from ordinary single phase systems, and their physicochemical and transport properties are of interest in the analysis, design and optimization of industrial processes and in the understanding of natural phenomena. While particle phenomena has been an area of active research since the time of Reynolds \cite{1}, a solid fundamental understanding of transport in particulate systems is not yet complete. Heat conduction, in particular, is a relevant topic in many different disciplines where knowledge of the thermal conduction phenomena is essential for the analysis of the associated heat transport processes.

At present, some of the most common methods used to study these systems are based on a continuous macroscopic description, which requires the use of effective properties. Unfortunately, the determination of these effective properties is experimentally difficult and sometimes imprecise. Most importantly, the discrete nature of granular media, the fluctuations in the inter-grain force network, and the nonlinear nature of the contact interactions cast doubt on the applicability of the classical methods of homogenization to describe the collective behavior of particles \cite{2}.

Although, it is intuitive that the behavior of granular materials depends on phenomena that occur at the particle level, the exact nature of this dependence is yet not well understood \cite{3}. A survey of the literature shows that a description of the heat transport problem from a microscopic or even discrete point of view is possible. In particular, atomic-level molecular dynamics (MD) simulations have shown that this technique is well suited for the study

\textsuperscript{*}Bracketed references placed superior to the line of text refer to the bibliography.
of nanoscale phenomena \cite{4,5,6,7}. The problem however, is especially difficult due to the fact that the microstructure of the media, whose description is quite difficult even in the simplest case, may change due to external forces or flow \cite{8}.

In this work, an extension of the well-known Particle Dynamics (PD) technique, which we call *Thermal Particle Dynamics* (TPD) is introduced. TPD incorporates not only contact mechanics considerations (as does a traditional PD simulation), but also contact conductance models. This concept is similar, in spirit, to recent work by Hunt \cite{9} – who incorporates gas-solid heat transfer into a hard-particle PD model; and Zhuang, Didwania, and Goddard \cite{10} – who include contact conductance considerations into a quasi-static model geared toward measuring granular fabric and effective electrical conductivities. In contrast to both of these previous works, this new simulation technique is capable of yielding particle-level temperatures in static beds of particles and in slow granular flows while maintaining the versatility of a traditional (soft-particle) PD simulation.

This new method has the advantage of being extensible in a variety of ways: incorporation of numerous contact mechanics/conductance models to account for particle roughness, plastic deformation, etc.; inclusion of interstitial fluid effects. In its present form, this technique allows quite detailed temperature measurements which may be useful in evaluating the performance of a variety of applications.

This document is organized as follows. Chapter 2 presents a general overview of the relevant literature. Previous work on heat transfer in granular media, both fundamental and applied, are examined. Also included is a review of microstructure in granular media and a method to quantify this microstructure, namely the fabric tensor. A discussion on contact conductance theories is also covered. Finally, a discussion on heat transfer in slow granular flows is presented. Chapter 3 describes the Thermal Particle Dynamics (TPD) technique implementation, beginning with the introduction of the general method and then
extending this same method to incorporate stagnant interstitial fluids. For the sake of completeness, a brief introduction to Particle Dynamics (PD) is also covered in this chapter. Applications of the TPD technique to static beds of particles is the focus of Chapter 4. Studies under vacuum conditions are presented first, followed by studies that include the presence of stagnant interstitial fluids. Chapter 5 covers dynamic applications of TPD in slow granular flows. In particular, a simple shear flow cell and a rotating tumbler, are examined. Chapter 6 closes with a brief summary and discussion of the implications of this work and provides an outlook on future extensions.
Granular materials exhibit a vast array of unusual phenomena which has sparked considerable recent interest [9, 11, 12, 13, 14, 15, 16]. A primary cause of much of this behavior can be traced to the unique nature of particle-particle interactions. Unlike molecular interactions – in the companion cases of fluids or “continuous” solids – particle interactions often introduce new length scales which may create difficulty for continuum modeling of these systems [17]. In particular, particle contact inhomogeneities caused by stress chains [13, 18, 19] have been shown to have a profound effect on the pressure distribution in stacked grains [20], the propagation of sound in granular materials [21], and agglomerate breakage [22]. Stress chains occur in all but the most perfect of crystalline particle packings and often span many particle diameters (even orders of magnitude larger distances than the particle diameter, in certain instances [23]).

Traditional research in the area of granular heat transfer, using the effective medium approximation (EMA), generally provides accurate solutions of steady, averaged temperature profiles using detailed characterization of the microstructure (e.g., for composites/porous materials see Refs. [24, 25]; for granular materials see Refs. [10, 26]) or restrictive simplifying assumptions (e.g., that the material is statistically homogeneous). However, even the simplest case – conduction through the solid phase – presents problems under transient conditions [27, 28, 29] and for the determination of proper boundary conditions [30, 31, 32, 33]. Moreover, it is difficult to discern how or if these methods can be made amenable to situations where the microstructure may change with time in a way which is not known a priori – i.e., in a granular flow.

In what follows, a summary of the continuous modeling of heterogeneous media is presented, followed by a discussion of the determination of effective properties and its relation
to microstructural parameters. Heat transfer in packed beds is also presented. Then the role of contact conductance for the description of heat transfer phenomena in particulate matter is addressed. Finally, a discussion of prototypical granular flows closes this chapter.

2.1 Continuous modeling of heterogeneous media

In a traditional continuum approach, the partial differential equations governing the transport process under consideration are solved, subject to the appropriate boundary and initial conditions \([34]\), by means of analytical or numerical techniques. When applicable, the continuous approach provides the simplest method of description. From a continuum point of view, two main theories are used to describe transport processes, the micro-transport theory and the so-called macro-transport theory. In what follows a brief review of these two theories is presented.

2.1.1 Microscopic description

The microscopic approach is exemplified in the textbook by Bird et al. \([35]\). This theory calls for an \textit{a priori} knowledge of the phenomenological coefficients (i.e., thermal diffusivity) in order to solve the partial differential equations. Various methods have been developed for relating the macro-transport behavior and properties of a system to its microstructure or micro-transport characteristics (see Slattery \([36]\) for a review). These methods include \textit{homogenization techniques, statistical averaging, ensemble averaging, volume averaging and effective medium approaches} among others \([8,25,34,37]\).

Most common among these methods is the \textit{effective medium approach}. In this approach, the heterogeneous system is replaced by a homogeneous effective medium whose conductance between neighboring particles or sites is the same \([27,29,38]\). In a microscopically heterogeneous medium, however, the properties are expected to vary from point to point.
Provided this microscopic variation is sufficiently rapid compared to a relevant macroscopic length scale (i.e., the length of the bed) and has spatially independent mean, it is expected that, for purposes of calculating scalar transport, the medium can be represented by an effective homogeneous system with locally uniform properties \(^{(29)}\).

The heat transport in a heterogeneous system is described, according to the EMA approach, by the classical continuum equation

\[ \frac{\partial T}{\partial t} = \alpha_{\text{eff}} \nabla^2 T \]  

(2-1)

where \( T \) is the mean temperature of the system and \( \alpha_{\text{eff}} \) is the effective thermal diffusivity. Strictly speaking, one cannot define the effective thermal diffusivity as a characteristic property of a heterogeneous material since Eq. 2-1 in which the thermal diffusivity appears as a characteristic constant applies only to “homogeneous” systems \(^{(39, 40, 41)}\).

The main advantage of considering a heterogeneous material as homogeneous is that all the tools and methods developed for continuous and homogeneous systems can be used. The idea has a sound mathematical basis and can be used with confidence in most common applications. Unfortunately, for unsteady processes such confidence is not possible, specially at shorter times or for steep gradients of the temperature field \(^{(29, 42)}\). For rapid variations, according to Goddard \(^{(29)}\) and Quintard \textit{et al.} \(^{(43)}\), it is expected that this approximation will fail, due to the thermal relaxation time introduced by the finite heat propagation velocity. The concept of a finite heat propagation velocity has been the subject of numerous studies in which its thermodynamic and experimental validity has been assessed \(^{(44, 45, 46, 47)}\). Several theoretical studies \(^{(27, 29, 48, 49, 50, 51)}\) and experimental observations \(^{(42, 52, 53)}\) have shown that continuous theories are unable to capture the behavior of heterogeneous systems under transient conditions. A typical example where an effective approach
may not be applicable is Combustion Synthesis (CS) for the manufacture of advanced materials. In this process, temporal gradients of temperature on the order of $150 \times 10^3 \, ^\circ C/s$ are common \cite{54,52,55,56}.

2.1.2 Macroscopic description

In the macroscopic description of heat transfer in heterogeneous media, the diffusion process in the medium is analyzed using an up-scaling method, in which the local phenomena at the microscopic level are described at the macroscopic scale by an effective thermal dispersion tensor \cite{57}. The theory of macro-transport processes, as described by Brenner and collaborators \cite{34,48,49,58}, represents a new paradigm among the traditional approaches of continuous theories, for rigorously obtaining macro-scale properties of heterogeneous systems. Based on the concept of moments, this mathematical technique was first developed by Aris \cite{59}, extended by Horn \cite{60} and later generalized by Brenner \cite{58,61}. This paradigm extends the intuitive observations originally presented by Taylor \cite{62,63} on so-called Taylor dispersion which accounts for the diffusion of fluid molecules across streamlines. For a complete description of the foundations of the theory, and specific applications the reader is referred to the textbook by Brenner and Edwards \cite{34}.

Despite the introduction of this new formalism for heat transfer, Batycky and Brenner \cite{48,49} – using the so called macro-scale formulation scheme – found that it is (still) necessary to use fictitious initial conditions in order to capture transient heat conduction phenomena in a composite medium, at short times. Batycky and Brenner solved several elementary transient heat conduction problems and demonstrated that when the system loses heat a fictitious initial temperature is required in order to describe the behavior. This fact seems not to be surprising since many studies, as indicated in the previous section, have indicated that matching a heterogeneous medium with an homogeneous one induces memory effects – a “time-lag” or history effect – due to internal relaxation processes \cite{27,29,50,64,65,66}. It
is well known, however, that the effective medium approximation is valid for fairly long
times, once the transient part has been dropped [48,53].

2.1.3 Effective conductivity of heterogeneous media

Effective properties are the key factor for modeling heterogeneous media using either
of the continuum approaches described above. Consequently, a large body of literature
has been devoted to this single topic. In particular, for porous and/or granular materials
there are generally three methods to obtain the effective conductivity; from a theoretical
standpoint it is possible to either idealize the system as being composed of ordered arrays
that can be described in terms of a repeating unit cell [67,68] or simulating disordered
arrangements by statistical means, using correlation functions. The last method involves
using empirical correlations.

The first theoretical approach of the two mentioned above, yields estimated values of
the effective properties of the granular or porous material. This technique uses the solution
for some simple unit of the composite (for example, a single particle within a matrix) to
scale up to a macroscopic value (for a numerical study that uses this approach see Lee et
al. [69]). Alternatively, an exact value of the effective conductivity can be obtained for
a certain class of problems where there is a well known, periodic micro-structure (e.g., a
close-packed bed of spheres in a matrix [67]). In either case, knowledge of the basic cell
solution – or contact conductance problem (see Section 2.3.2) – needs to be known.

Rigorous bounding methods, a statistical technique, relies on differing levels of inform-
ation about the micro-structure. The most simple example of applying this technique is
attributed to Maxwell [70]. In Maxwell’s solution, an upper bound is calculated from the
assumption that the phases are everywhere in parallel relative to the direction of the heat flow, such that

\[
k_{eU} = \epsilon \cdot (k_f) + (1 - \epsilon) \cdot k_s,
\]

(2-2)

where \(k_{eU}\) is the upper bound on the effective conductivity, \(\epsilon\) is the void fraction, and \(k_f, k_s\) are the conductivities of the fluid and the solid, respectively. The lower bound in this case corresponds to all phases being in series, such that

\[
k_{eL} = \frac{k_s \cdot k_f}{\epsilon \cdot k_s + (1 - \epsilon) \cdot k_f}.
\]

(2-3)

The bounds become considerably more precise if more detailed knowledge of the microstructure is available; however, quantifying micro-structure is an entire field of study in its own right \[24\] and won’t be discussed here. Extensive reviews of the literature on this subject along with a number of correlations and their range of applicability are provided by Torquato \[25\], Kaviany \[71\], Cheng and Hsu \[72\], and Tavman \[73\]. A comprehensive review of the estimation of effective conductivity in the context of suspensions and structured liquids is provided by Dutta and Mashelkar \[74\].

Application of many of the expressions for the effective conductivity obtained using either of the methods described above is limited because of the difficulty involved in determining the statistical quantities therein \[25\]. Thus, numerous analytical and empirical models have been developed for calculating the effective thermal conductivity of packed beds with and without the presence of a stagnant fluid \[71, 72\]. However, none of these correlations give consistent values of the fitting parameters when applied to heterogeneous systems \[75\]. Although thermal contact conductance is recognized as important, its effects are not included in most of the correlations reviewed. Recently, Molerus \[76\] has shown, by
analyzing experimental measurements published in the literature, that contact conductance is the decisive factor for the heat transfer between particles in contact or between a heating surface and a particle in a moving bed of particles filled with a stagnant fluid.

For granular materials under loading, the magnitude of the effective conductivity depends on the surface roughness, the type of material, and the interface pressure. In particular, the effective conductivity is strongly influenced by the contact mechanics of the surfaces in contact. The contact area varies according to the deformations which can be elastic, plastic or elasto-plastic [77]. For elastic deformations of the asperities in the contact area between cylinders and spheres under loading, Buonanno and Carotenuto [77, 78] have shown that the effective conductivity not only depends on the dimensions of the contact area, but also on the orientation of these areas compared to the temperature gradient. The effects of contact deformation on the estimation of effective conductivity, have also been studied by Zinchenko [79], Wu et al. [80] and Siu et al. [81].

2.2 Microstructural Fabric and Effective Thermal Conductivity

The microstructure of a granular medium is the main feature that differentiates these heterogeneous materials from their homogeneous counterparts. Description of the microstructure is therefore an important element in determining the effective properties of heterogeneous media [82, 83]. In continuum modeling of granular mechanics, it has been long realized that microstructural details (specifically, the anisotropy of the packing) is one of the fundamental aspects to be taken into account for a better understanding of the properties of the granular media [26, 84]. The structural anisotropy of granular packings may
be quantified by a fabric tensor, $F_{ij} \ [26, 85, 86]$, based on contact-plane normal vectors, $\mathbf{n}$, where

$$F_{ij} = \int_{\Omega} n_i n_j E(\mathbf{n}) d\Omega \quad (i, j = 1, 2, 3), \quad (2-4)$$

in which $n_i (i = 1, 2, 3)$ are the components of the vector $\mathbf{n}$, $\Omega$ is the solid angle representing the surface of the particle, and $E(\mathbf{n})$ is the probability distribution of contact normals which satisfies

$$\int_{\Omega} E(\mathbf{n}) d\Omega = 1 \quad \text{and} \quad E(\mathbf{n}) = E(-\mathbf{n}). \quad (2-5)$$

The distribution function of inter-particle contacts, $E(\mathbf{n})$, may then be approximated as a truncated expansion in terms of the fabric tensor, $F_{ij} \ [87, 88]$ to yield

$$E(\mathbf{n}) = \frac{1}{\Omega_{max}} [1 + F_{ij} n_i n_j], \quad (2-6)$$

where $\Omega_{max}$ is $4\pi$ for three dimensional systems, and $2\pi$ for two dimensional systems.

The fabric tensor, $F_{ij}$, may then be written for the three dimensional system as

$$F_{ij} = \frac{15}{2} [N_{ij} - \frac{1}{5}\delta_{ij}], \quad (2-7)$$

and for the two dimensional system as

$$F_{ij} = 4[N_{ij} - \frac{1}{4}\delta_{ij}], \quad (2-8)$$
where

\[ N_{ij} = \langle n_i n_j \rangle, \quad (2-9) \]

\( \delta_{ij} \) is the Kronecker delta, and \( \langle . \rangle \) designates an ensemble average, i.e. \( \langle n_i n_j \rangle = \frac{1}{N} \sum_{c=1}^{N} n_i n_j \), with \( N \) being the total number of contacts.

In a two dimensional system \( \mathbf{n} \) may be expressed in terms of \( \cos(\theta) \) and \( \sin(\theta) \), where \( \theta \) is an inclination angle of the unit vector \( \mathbf{n} \) relative to some reference axis, \( \mathbf{x} \). The components of \( N_{ij} \), therefore, may be written as follows \(^{84}\):

\[ N_{11} = \frac{1}{N} \sum_{c=1}^{N} \sin^2(\theta)^{(c)} \quad (2-10) \]

\[ N_{12} = \frac{1}{N} \sum_{c=1}^{N} \sin(\theta)^{(c)} \cos(\theta)^{(c)} \quad (2-11) \]

\[ N_{22} = \frac{1}{N} \sum_{c=1}^{N} \cos^2(\theta)^{(c)}. \quad (2-12) \]

These components can be converted to two principal values \( N_1 \) and \( N_2 \) by:

\[ [N_1, N_2] = \frac{1}{2} (N_{11} + N_{22}) \pm \left[ \frac{1}{4} (N_{11} - N_{22})^2 + N_{12}^2 \right]^{1/2}. \quad (2-13) \]

The corresponding principal directions \( \theta_1 \) and \( \theta_2 \) can be estimated as

\[ [\theta_1, \theta_2] = \theta_o \pm \frac{1}{2} \arctan \frac{2N_{12}}{N_{22} - N_{11}}, \quad (2-14) \]

where \( \theta_o \) is the angle of the principal axis. A graphical representation of the anisotropy of a granular packing may then be obtained by plotting the corresponding approximated
distribution $E(\theta)$ – obtained from the expansion in Eqn. 2-6 – on a rose diagram (i.e., Figure 2.1) by the expression \cite{87}

\[
E(\theta) = \frac{1}{2\pi} \left[ 1 + (1 - F_{11}) \cos(2\theta) + F_{12} \sin(2\theta) \right].
\]  

(2-15)

Although researchers have indicated the importance of the structure of the bed \cite{31, 89, 90}, incorporating its effects into the evaluation of effective properties, have proved to be a formidable task. The complexity of the problem is such that most of the approaches to date favor the evaluation of isolated effects \cite{91}. Heat transfer in fixed beds is a typical example. Heat conduction in this systems has usually been studied and evaluated separately of convective effects, the contributions are then added to account for the global process \cite{30, 92, 93, 94}.

Studies which incorporate the structure of the bed into the estimation of the effective properties are sparse. Cheng, Yu and Zulli \cite{31} recently applied the concept of the so-called Voronoi tessellation in an effort to incorporate the structure of the bed into the estimation of effective thermal conductivity of packed beds. This technique has been previously used by some other investigators (see for example Sahimi and Tsotsis \cite{27} and the references therein). In Cheng’s study the effective thermal conductivity and the heat flux of a packed bed of mono-sized spheres, in the presence of a stagnant fluid was determined. The results indicated that the packing structure plays a vital role in the quantification of effective properties.

In this same line of reasoning, Zhuang \cite{95} developed a quasi-static model to prove electric conductance in granular media. Once again, a strong correlation between the effective electrical conductivity, the stress and the fabric tensor was found in this study. Despite this fact, few correlations for the effective properties of granular materials explicitly include the fabric. A notable exception is the correlation proposed by Jagota and Hui \cite{96}. For packings
Figure 2.1 Evolution of the contact distribution of a 2D granular media. (a) Isotropic case, (b) Anisotropic case. Elementary microstructural information is contained in a scalar property such as the void fraction, while material anisotropy requires fabric tensors of higher rank.
made of equal spheres, these authors – using a volume-average approach in the same line of reasoning used by Batchelor and O’Brien \[37\] – proposed the following anisotropic upper bound to characterize the effective conductivity tensor, \( K_{ij} \), of a packed bed:

\[
K_{ij} = \frac{3Zk_0(1 - \epsilon)}{\pi} \left( \frac{a}{r} \right) F_{ij},
\]

(2-16)

where \( Z \) is the average coordination number, \( \epsilon \) is the void fraction, and \( F_{ij} \) is the fabric tensor as discussed in the previous section. While the granular fabric is considered to be one important factor in the estimation of effective properties, the direct measurement of fabric in real granular media is difficult and tedious (e.g. Kuo \textit{et al.} \[97\], Kanatani \[98\]) so that, in practice, expressions like Equation 2-16 are difficult to evaluate experimentally. TPD (see Section 3.2)– which incorporates both mechanical and thermal modeling components– offers a unique platform for testing this type of correlation, since both the fabric tensor and the effective conductivity are easily available from the simulated data. Comparison between TPD results and Jagota and Hui’s \[96\] expression (Eqn. 2-16) can be found in Chapter 4.

## 2.3 Heat transfer in particulate systems

Many industrial processes involve particulate materials undergoing heat transfer. Knowledge of the thermal properties of the system is therefore essential to the proper design and operation of such processes. In general three related phenomena, conduction, radiation and convection, account for the heat transport in any medium. The conduction contribution, is usually the most significant in particulate materials \[99\]. This contribution depends on the conductivity of the solid material, the characteristics of the interparticle contacts (the contact conductance) and the structure of the particle packing. The contribution by radiation depends on temperature and it becomes significant at high temperatures (\( > 1000 K \)).
Convection and conduction through the pores can be neglected when the thermal conductivity of the fluid filling the void spaces is low and for low to moderate temperatures. A description of the several mechanisms found to contribute to the overall process of heat transfer follows.

2.3.1 Heat transfer mechanisms

In describing heat transfer in static packed beds the following mechanisms, independent of the fluid flow are recognized \cite{92, 100}:

1. Thermal conduction through the stagnant fluid
2. Thermal conduction through the solid
3. Thermal conduction through the contact area between two particles
4. Radiant heat transfer between surface of particles
5. Radiant heat transfer between neighboring voids

If the fluid flow is included then the following mechanisms need to be considered

6. Thermal conduction through the fluid film near the contact surface of the two particles
7. Heat transfer by convection solid-fluid-solid

Based on these mechanisms a variety of correlations and techniques have been developed to address the heat conduction in granular media. Yet, no unique solution to this problem has been found. As indicated in Section 2.2, previous investigations have shown that only by taking the actual bed structure into account and by looking at the local(micro-scale) phenomena in packed beds, will it be possible to tell how the effective transport coefficients should be correlated \cite{10, 31, 101}. However, the complexity of the problem is such that developing an exact representation from first principles has not been feasible.
Heat transfer in granular media under flow conditions occurs by the same mechanisms as in a static packed bed namely, conduction (e.g., particle-particle contact, particle-wall contact), convection (e.g., gas-particle), as well as radiation \([102,103]\); however, due to the movement of particles within the granular bed, an advective component for energy transport is superimposed which in some cases might dominate the overall heat transfer. In granular flows of polidisperse particles (e.g., differences in size or density), it is well known that the motion of the granular material may cause segregation within the bed which tends to counteract advective transport of energy, thus promoting temperature gradients in the bed \([102]\). Therefore, particle size distribution and particle properties – if mixtures of particles are used – will also play a very important role.

2.3.2 Thermal Contact Conductance

Contact conductance refers to the ability of two touching materials to transmit heat across their mutual interface. The most basic problem in contact conductance is that of heat transport between two smooth particles in elastic contact – where it is assumed that the radius of curvature of the spheres is much larger than that of the contact spot. The main heat transfer mechanism under evacuated conditions is conduction through the contact surface of the packed particles. This problem is well understood, and approximate analytical solutions have been proposed independently by Yovanovich \([104]\), Holm \([105]\), and Batchelor and O’Brien \([37]\). A slightly more accurate, completely rigorous, numerical solution is attributed to Chan and Tien \([106]\). All of these models predict that the conductance, \(H_c = hA\) (where \(h\) is a heat transfer coefficient and \(A\) is the contact area), through a smooth, elastic contact varies with imposed normal force as \(H_c \propto F_n^{1/3}\).
The thermal contact conductance for linear elastic spheres in contact can be expressed by:

\[
\frac{H_c}{k_s} = 2 \left[ \frac{3F_n r^*}{4E^*} \right]^{\frac{1}{3}}
\]  

(2-17)

where \( E^* \) is the effective Young’s modulus for the two particles, and \( r^* \) is the geometric mean of the particle radii and are given by

\[
\frac{1}{E^*} = \frac{1}{E_1} + \frac{1}{E_2}
\]  

(2-18)

\[
\frac{1}{r^*} = \frac{1}{r_i} + \frac{1}{r_j}
\]  

(2-19)

respectively. In this expression, \( r_i \) is the particle radii, \( E_i \) is the Young’s modulus and \( \nu_i \) is the Poisson ratio. Chan and Tien \[106]\ extended the analysis of two single spheres to that of the entire bed and provided both exact and approximate solutions for solid, hollow and coated spheres involving different void fractions. The conductance of the bed was defined as

\[
k_{eff} = \frac{N_a}{N_t} \cdot \frac{1}{R_{ij}}
\]  

(2-20)

where \( R_{ij} \) is the constriction resistance of a single particle. The first subscript denotes the type of sphere (solid, hollow or coated), and the second subscript refers to the packing pattern (simple cubic, body-centered cubic, face-centered cubic). \( N_t \) and \( N_a \) are the number of particles per unit length and per unit area, respectively. The expression for the effective
thermal conductivity of a packed bed of solid spheres, as related to the compressive force, was developed as

\[ k_{\text{eff}} = S_p k_s \left( \frac{1 - \nu^2}{E} P_a \right)^{1/3} \]  \hspace{1cm} (2-21)

where \( S_p \) is a constant depending on the packing pattern. The relation between the normal force \( F_n \) and the apparent pressure \( P_a \) is given as

\[ F_n = S_f P_a \]  \hspace{1cm} (2-22)

The constant \( S_p \) is given by

\[ S_p = \frac{1.56}{S_r S_j} \left( \frac{N_t}{N_a} \right) \left( \frac{0.75 S_f r_o}{N_a} \right)^{1/3} \]  \hspace{1cm} (2-23)

where \( a \) is the contact radius, \( S_r \) is a constant based on the value of the ratio \( a/r_o \) and the constants \( S_j, S_f, N_t, N_a \) are parameters for the different packing patterns. The values of these parameters are provided by the authors. In a recent publication, Duncan et al. \cite{107} conducted an experimental investigation to evaluate the effect of mechanical load on the thermal conductivity of random packed beds of different materials under different atmospheres and compared their results with those predicted from Chan and Tien correlation. This study showed that that Chan and Tien’s correlation yielded accurate results for packed beds of materials with low thermal conductivities in the elastic deformation region. However, the accuracy of the model appears to decrease significantly as the thermal conductivity increases or when the load is such that the material is in the plastic deformation region.

More sophisticated models have attempted to relax the assumptions of smoothness and/or elasticity. These models generally allow for more realistic contact (elasto-plastic \cite{108}, for example) with varying degrees of roughness \cite{109,110}. Some investigators also
allow for the inclusion of oxide films \[^{[111]}\]. In general, these more realistic models predict that the conductance goes as \(H_c \propto F_n^x\), where \(x\) is greater than 1/3 (reported as high as 1.4 in one case \[^{[111]}\] and experimentally measured at 2.4 in Ref. \[^{[10]}\]). Experimental data for validating these models is available, but is relatively sparse \[^{[10,112,113]}\].

In general, the non-dimensional contact conductance in vacuum and the load have been related, in the case of elastic particles with rough surfaces, as:

\[
\frac{H_c \sigma}{k_s m} = C_1 \left[ \frac{P_a}{H} \right]^x = C_1 \left[ \frac{F_n}{HA_a} \right]^x.
\]  

(2-24)

In Equation 2-24, \(\sigma\) is the roughness, \(m\) is the slope of the asperities, \(H\) is the Vickers microhardness and \(A_a\) is the apparent contact area. The load exponent \(x\) in Eq. 2-24 is listed in Table 2.1, for several empirical and theoretical studies. Note that several authors have used an equation similar in form to Eqn. 2-24 to describe the case of smooth and/or rough, plastic particles. Much of the work on this area has been reviewed by Lambert and Fletcher \[^{[114]}\]; Shridar and Yovanovich \[^{[115]}\].

### 2.4 Heat transfer in granular flows

Granular materials subjected to shearing are encountered in many practical applications of material processing. Furthermore, many of these applications also involve heat transfer
whereby solids come into contact with cooling or heating surfaces and heat is exchanged between the surface and the particles during the duration of the contact. The magnitude of the heat exchanged depends on the thermophysical properties of the particles and the walls, the interstitial fluid, the shape of the particles and the contact time among other variables.

In addition to heat transfer within the bulk material, the flow behavior is also important to other transport processes such as mixing (or segregation). When the shearing force is small, only minor shifting of the particles occurs, the particles experience multiple lasting contacts which lead to force networks or “stress chains” that may involve many particles; as the shearing increases, significant dilation of the structure takes place and deformation of the bulk material occurs along localized slipping planes, particle contacts disappear and new ones are formed, and the structure of the stress chains has a random transient character. At the microscopic scale, the mixing of granular materials and therefore the heat transfer is accomplished by the motion of particles relative to one another. Thus, the mixing in granular materials – which is essential for heat redistribution – is flow-induced. Macroscopically, mixing is induced both by the random motion of the particles and advection.

While a fundamental understanding of the mechanisms of granular mixing is beginning to emerge, the role of mixing and microstructure in relation to heat transfer under conditions of flow is still not clear. Experimental studies of granular flows involving heat transfer are scarce and so far restricted to bulk measurements. Experimental data concerning the variation of the effective conductivity with solid fraction and shear rate in a Couette flow device were reported by Wang and Campbell. In this study the effective thermal conductivity and the effective viscosity of a particulate system under conditions of simple shear were measured. Both viscosity and conductivity were found to increase with
shear rate. Experimental studies of granular gravity flows down a vertical channel were reported by Natarajan and Hunt\textsuperscript{[121]}, Sullivan and Sabersky\textsuperscript{[122]}. Heat transfer to granular materials flowing along a chute was studied by Spelt \textit{et al.}\textsuperscript{[123]}. The results in this study indicate that contrary to the usual observations in the companion cases of continuous phases, increasing the flow velocity does not necessarily yield higher heat transfer. This authors noted that a maximum is observed in the heat transfer coefficient at the wall as a function of the flow velocity. They conclude that the effects of density change on the heat transfer mechanisms near heated walls is most likely not a simple function of velocity and depth of the material, although these two variables are considered to play a very important role.

Heat transfer to vibrated vessels was reported by Muchowski\textsuperscript{[124]}, Wunschmann and Schl"{u}nder\textsuperscript{[125]}. These studies indicate that small vibrations have a positive effect on the heat transfer coefficients – an enhancing effect is observed – but the trend does not continue at large vibrational accelerations. No conclusive explanation was given for this behavior. Few detailed experimental heat transfer studies in rotating drums have been reported. Ito \textit{et al.}\textsuperscript{[126]} carried out batch experiments on transient heat transfer in a rotating drum heated from the wall. They found that the heat transfer resistance at the wall plays an important role and it needs to be considered when correlating data on heat transfer coefficients at the wall. Wess \textit{et al.}\textsuperscript{[127]} and Lehmberg \textit{et al.}\textsuperscript{[128]} conducted experimental as well as a theoretical analysis of the heat transfer in industrial scale horizontal drum reactors. An experimental and computational study for rotary kilns including heat transfer within the bed was reported by Boateng and Barr\textsuperscript{[102]}.

The studies of Wang and Campbell\textsuperscript{[120]}, Ito \textit{et al.}\textsuperscript{[126]} and Lehmberg \textit{et al.}\textsuperscript{[128]} are the most relevant to the present work since they measured effective conductivities for
slow granular flows as a function of several variables in a simple shear flow and a rotating tumbler. The information in these publications will be used for comparison in Chapter 5.

These studies, which mostly deal with slow flows and high solid fractions (the object of the present work), show that the effect of the change in void fraction close to the wall was small and therefore, the value of the contact resistance at the wall remained reasonably constant \[1^{121}\]. In contrast, at high flow rates, due to the shearing-induced dilation of the particles close to the wall, there is a progressive increase in the thermal resistance at the wall. This factor coupled with the decrease in the void fraction in this region, according to Natarajan and Hunt \[1^{121}\], is responsible for the progressive decrease in the heat transfer observed in experiments as the shearing rate increases. This observation may as well explain the maximum experimentally observed by Spelt \textit{et al.} \[1^{123}\].

Studies at the other side of the spectrum namely – rapid flows– where contact times are short and the fractions of solids is relatively low indicate that the heat transfer may actually increase with increasing shearing rate, leading to an enhancement of the thermal mixing \[1^{120,121,129}\].

In order to reconcile the theoretical results with experimental observations a gas film and/or a contact resistance at the wall have been introduce to compensate for the increased in voidage in the proximity of the wall \[1^{130}\]. So far there is no conclusive evidence of either a stagnant film or time-dependent contact resistance and both concepts remain as empirical parameters which allow reconciliation of experiments with theory.

2.4.1 Heat transfer by contact

Heat transfer between heated surfaces and particles in motion, takes place primarily by the contact conductance. This process constitutes one of the mechanisms of heat transfer
in particulate systems (see Section 2.3.1). Many authors have addressed this specific problem \cite{76,116,131}. Molerus \cite{76} has shown through the evaluation of data published in the literature that the contact resistance between particles in contact and between the heated surfaces and the particles is the factor that primarily determines the heat transfer between a heated wall and particles in a moving bed.

Sun and Chen \cite{131} on the other hand, using analytical and numerical solutions for the problem of heat transfer between two colliding spheres, concluded that the contribution of heat transfer due to solid contact is negligible. According to Sun and Chen's analysis, the energy exchange during contact increases with particle mass, radius and velocity and decreases as the Young modulus increases. The correlation by Sun and Chen \cite{131} for particle to surface heat transfer $h$, considering particles with the same properties, is expressed by

$$h = 0.41CNp_{c}A_{c}\sqrt{\alpha t_{c}},$$

(2-25)

where $C$ is a correction factor which is an exponential function of the ratio $\alpha t_{c}/r_{p}^{2}$, $N$ is the number flux of particles, $\rho c_{p}$ the heat capacity per unit volume, $A_{c}$ the area of contact between particles or between particles and surface, $t_{c}$ is the contact time and $\alpha$ the thermal conductivity of the material.

For heat transfer to moving particles at short and intermediate contact times (e.g. $t > 0.1$ sec), Schlünder \cite{116} found that a relation for the heat transfer coefficient of the form

$$h = 2\sqrt{\frac{(\rho c_{p}k)_{c}}{\pi t_{c}}},$$

(2-26)

describes the experimental observations. However if the contact time is very small, the measured data no longer agree with Equation 2-26. Experimental observations indicate
that the measured points tend toward a finite, constant limiting value at very small contact times. From these observations Schlünder concluded that the mechanism of heat transfer at medium and long contact times is different to that at very short contact times which are presumably better described by Eqn. 2.25.

Although, this heat transfer mechanism may be considered negligible for dilute systems under rapid flow ($t_c \to 0$), it cannot be ignored in systems under slow flow conditions and with high densities, where lasting contacts between particles are predominant. In fact, as will be shown later, this is the dominant heat transfer mechanism in dense slow flowing systems.

### 2.4.2 Kinetic theory

Kinetic theories exploit the analogy between the fluctuating nature of rapid granular motion and the random molecular motion within a dense gas $^{[132]}$. The particles in a real granular flow are inelastic and have some finite roughness. Hence, when particles interact with one another, a significant amount of energy is dissipated. The need to account for this dissipation of energy is the primary difference between granular flows and molecular motion$^{[118]}$. In kinetic theories, the grains are assumed to interact with their neighbors through energy dissipating binary collisions. The effects of enduring contacts as well as the effects of friction are ignored. By considering a statistical description of the particle collisions, it is possible then to define mean fields such as density, velocity and granular temperature and to derive conservation equations corresponding to each property. Constitutive relations are then obtained through appropriate statistical averaging. In the rapid granular flow regime, the principal transport mechanisms are kinetic transport by particle fluctuations and collisional transport due to particle interactions.

For many authors working on developing theories for the flow of granular materials, the rapid granular motions of the particles are analogous to the random molecular motion within
a dense gas. Therefore a quantity commonly referred to as the “granular temperature” has been introduced to characterize the particle motion. The granular temperature is therefore a byproduct of the local flow field and its magnitude depends on both flow and particle properties \(^{[119]}\). The granular temperature \( \Upsilon \) is associated with the mean-square particle velocity fluctuations by

\[
\Upsilon = \frac{< (u_i - < u >)^2 + (v_i - < v >)^2 + (w_i - < w >)^2 >}{3};
\]

(2-27)

where \( u, v, w \) are the instantaneous particle velocities of each individual particle in each direction, \( < u >, < v >, < w > \) are the mean velocities and the angle brackets \( < . > \) designate an ensemble average.

The granular temperature which is a measure of the kinetic energy associated with the translational velocity fluctuations of the granular particles has an obvious analogy with the definition of temperature in a gas at the molecular level. The kinetic theories developed for granular flows can be considered as perturbations of the case of perfectly elastic spheres in which the dissipation of energy should be “small” in some sense for this analysis to be valid \(^{[118]}\). This corresponds to small values of the so-called Savage-Jeffrey parameter \( S \) defined as

\[
S = d_p \frac{du/dy}{\sqrt{\Upsilon}},
\]

(2-28)

where \( du/dy \) is the shear rate, \( d_p \) is the particle diameter. In the case of the shear flow of a gas the value of \( S \) is small (i.e. \( S \to 0 \)). In granular flows, due to the energy dissipation the values of \( S \) are of order unity. This raises the question of validity of the granular flow kinetic theories. However, comparisons with experimental measurements and numerical simulations have shown good agreement for cases of low dissipation and for particle concentrations
ranging from small to moderate. In physical terms, $S$ is primarily a function of the coefficient of restitution, $e$ and the solid fraction $\nu$. Expressions relating $S$ and $e$ may be established by balancing the shear work and the energy dissipation. An extensive study and comparison of this relations has been provided by Lun et al. $^{[133]}$.

Analytical solutions of heat conduction problems in granular flows are scarce, and there are few comparisons of theoretical predictions based on kinetic theory analysis to experimental results. Hsiau and Hunt $^{[134]}$ used kinetic theory arguments to investigate the heat transport process in granular flows. This study showed that associated with the heat transfer process, there is an enhancement of the thermal conductivity due to the mixing of the particles. An equation for the thermal conductivity was found that is directly proportional to the square root of the granular temperature and varies inversely with the solid fraction. Natarajan and Hunt $^{[129]}$ applied the results of Hsiau and Hunt $^{[134]}$ to examine the heat transfer to granular flows from heated walls, in a vertical chute flow.

The kinetic theory analysis as presented by Hsiau and Hunt $^{[134]}$ is based on dense-gas theory and therefore is appropriate for rapid granular flows, where particle interactions are characterized by short contact times, high shear rates and low to moderate solid fractions. Consequently, these solutions have a limited range of application. Although these solutions may not be appropriate for dense and slow granular flows, the ideas and arguments put forward can help to advance the development of transport relations for dense granular flows.

2.4.3 Granular flow in simple shear cells

Shear cell flows have been aptly explored both experimentally and computationally by Campbell and coworkers $^{[119,120,135,136,137]}$. Wang and Campbell $^{[120]}$ experimentally found that the bulk shear motion improves the internal transport of both heat and momentum and that both transport coefficients (i.e. apparent thermal conductivity and viscosity)
increase linearly with the imposed shearing rate. According to these authors this indicates that similar internal mechanisms drive both transport processes. Momentum is transported both by particle collisions and by random motion of the particles. However, since heat is a slow process, little heat is conducted during short contact times. Therefore, at large particle concentrations, Wang and Cambell found that there is almost no shear-induced enhancement on the effective thermal conductivity due to the limited mobility of the particles.

Recent computational studies in granular shear flows also include those reported by Karion and Hunt [138], Louge [139], Schöllmann [140] and Lun [141]. Simple shear flows of particles has also been extensively explored using kinetic theory analyses [118, 132, 133, 142, 143].

Significant boundary effects on the dynamics of granular flows have been observed both in experimental and numerical results. In particular, Lun [141] conducted a detailed computational study on the effects of bumpy walls on stress and energy dissipation. The results indicate that different wall-particle packing patterns with the same solid fraction of particles at the wall cause variations in stresses and slip velocity. The wall particle concentration and distribution directly influence the collision angle and the collision frequencies thus changing the effectiveness of the bumpy wall to transfer energy and momentum to the particles in the flow field.

A striking feature on both experiments and simulations of granular media under shear is the level of local fluctuations that occur at the walls. Experimental observations by Miller et al. [144] and Howell and Behringer [23] on continuously sheared granular materials indicate that localized time-dependent stress present very large variations around the mean and that these variations can occur over a broad range of time scales. These observations have also been confirmed by computational experiments [138, 145, 146]. Computational studies by Antony [147] on the evolution of contact normal force distribution at small shearing rates indicate that the probability distribution of contact forces is shear-state dependent.
and it seems to have a certain periodicity with the shear rate. These results indicate that during slow shearing the contact force distribution is sensitive to the shear history. This fluctuating behavior at the boundaries have been related with a so-called “stick-slip” motion which many researchers believe appears to be shear-induced and is the result of the formation and collapse of stress chains.

### 2.4.4 Granular flow in a rotating cylinder

In a slowly rotating container avalanches move material from the upper part of the surface to the lower, and mixing occurs only during the avalanche (Figure 2.2). In the context of heat transfer, therefore, the mixing process serves to equalize the temperature within the drum. Several studies have dealt with mixing in rotating containers \[14,148,149,150,151\]. These investigations have demonstrated that the movement of solids in a rotating cylinder, such as rotary kilns, rotary coolers or dryers, can be resolved into two components, i.e. flow in the axial direction caused by the inclination of the cylinder and flow in the radial direction imparted by rotation \[117\].

Depending on the properties of the material, the rotation rate and the degree of filling of the drum, various types of bed motion may result in the radial plane of a rotating cylinder (see Figure 2.3 \[152\]). Six modes of bed movement have been identified \[103,153,154\]. With increasing rotation rate, these include sliding, slumping, rolling, cascading, catarating and centrifuging. In practice, industrial-scale drums are often operated in the rolling or slumping regime. This work therefore will consider flows in rotating cylinders operated in or near the rolling regime. The rolling regime is characterized by a uniform flow of a particle layer on the surface (cascading region), while the majority of the bed (solid–body rotation region) is transported upwards by solid body rotation with the rotational speed of the wall. The bed surface is almost flat and the dynamic angle of repose depends on rotational speed and filling level \[153\].
Figure 2.2  Schematic of the flow in a rotating cylinder with heat transfer at the wall. Lighter gray area: cascading layer; dark gray section: solid–body rotation region.
Figure 2.3  Tumbler flow behavior diagram. Depending on the rheological properties of the material, the rotation rate and the degree of filling of the drum, the various types of bed motion that may result are illustrated.
It has been well documented [117, 154, 155, 156, 157] that axial mixing in a tumbler can be well described by a simple diffusive relation. On the other hand, radial mixing, while much faster than axial mixing, is considerably more complex – depending strongly on both drum filling and rotation rate. Moreover, segregation, when present, is much more pronounced in the radial direction than in the axial direction. It is expected, therefore, that radial mixing/segregation will have a much stronger influence on the heat transfer process than does axial mixing/segregation. Despite its complexity, radial mixing/segregation has been extensively studied [158] and can be generalized in the following way: convective mixing occurs when circulation times vary as a function of radial position; diffusive mixing – which causes particles to move across streamlines – is due to collisions within the shearing, surface layer.

Theoretical [159], computational and experimental [148, 160] estimates of the diffusion coefficient $D$ are available for nearly elastic spheres in simple shear flows. The self-diffusion coefficient obtained by Savage [159] for spherical particles in a shear flow using PD simulations is given by

$$D = 0.025d_p^2\left(\frac{du}{dy}\right)$$

(2-29)

for a solid fraction $\nu = 0.5$ and a coefficient of restitution for the particles $e = 0.6$ [158]. From kinetic theory the self-diffusion coefficient is given by [159]

$$D = \frac{d_p\sqrt{\pi Y}}{8(1 + e)\nu g(\nu)}.$$  

(2-30)
By replacing $\gamma^{1/2}$ in Equation 2-30 in terms of $S$ and $du/dy$ from Equation 2-28 an expression similar to that in Equation 2-29 can be obtained which is given by

$$D = \frac{d_p\sqrt{\pi}(du/dy)}{8(1+\epsilon)\nu g(\nu)S}. \quad (2-31)$$

where $g(\nu)$ is the radial distribution function at contact.

Diffusional effects in granular mixing are scale dependent. For a rotating drum the Péclet number – the ratio of the characteristic advection time ($\langle u \rangle / 2\ell$) to the diffusion time ($\delta_o^2 / D$) is

$$Pe = \frac{\Omega\delta_o(\ell)}{D}. \quad (2-32)$$

where $\delta_o$ is the middle layer thickness and $\ell$ the half-width length of the top plane of the tumbler. Experimental work by Khakhar et al.[148,149] and McCarthy[158] indicate that at a constant acceleration, $2\ell \Omega^2$, the middle layer thickness, $\delta_o$, scales with system size $2\ell$ roughly as $\delta_o = c2\ell$ so that $Pe = [c^3/f(\nu)] [2\ell/d_p]^2$. Thus diffusion decreases with increasing system size, and would play a minimal role in large-scale systems.

Although theories exist that allow the prediction of the flow in the active layer to the best of our knowledge no works have addressed the problem of heat transfer in this layer. Detailed experimental studies of flow in a rotating drum are scarce. The most notable seems to be that of Nakagawa et al.[161] in which concentration profiles and velocity field were obtained using magnetic resonance imaging techniques. Based on their results, the following conclusions were drawn:

1. The thickness $\delta$ of the flowing layer increases monotonically with rotation rate but with an ever decreasing rate. It reaches a maximum at the midpoint, and the value
at the midpoint increases with rotational speed achieving a saturation value at high rotations rates.

2. The mass flux along the free surface is not linearly proportional to the rotation rate.

3. Velocity, concentration and mass fluxes are not symmetric around the center with the asymmetry depending on the rotation rate. The peaks move from the upper half to the lower half as the rotation rate is increased.

While rotating drums are encountered in numerous process applications, attempts at modeling the heat transfer phenomena in such devices are rare although a considerable amount of experimental and theoretical work has been carried out (see Ding et al.\cite{103} and the references therein). Boetang and Barr\cite{102} developed a multi-phase continuum model to examine heat transfer in rotary kilns and compared their results with experimental measurements. It was found that for a drum in the rolling regime with uniform particle size and fixed filling level, the velocity field resulting from the rotation of the drum enhances the effective conductivity of the bed and promotes temperature uniformity within the bed—the effective conductivity and the self-diffusion coefficient were determined using Eq. 2-30. According to Boetang and Barr, due to the strong diffusion effects caused by the granular flow behavior (increased granular temperature), the bed tends to isothermal conditions at higher rotation rates. Significant temperature non-uniformities were observed for segregating beds. Use of discrete modeling techniques to describe heat transfer phenomena in rotating tumblers has not been reported.
3.0 DISCRETE MODELING

Discrete modeling of granular materials has recently gained widespread acceptance as a research tool in studying the mechanical behavior of granular materials – often replacing/complementing experimental studies of granular flows [162, 163, 164, 165, 166, 167, 168, 169]. The predominant method of discrete simulation is still fashioned after Cundall and Strack’s [170] pioneering work, which we call Particle Dynamics (PD). Relatively recently, investigators have expanded this model to include fluid drag effects [171] and complex force schemes such as van der Waals forces [22], interstitial liquid effects [172], and even solid-bridge formation (sintering) [173]. Extensions of Particle Dynamics to heat transport for collision-dominated flows have been developed by Hunt [9], and Li and Mason [174]; however, neither of these approaches are applicable to slowly flowing or static granular beds. In this Section, we present background relevant to discrete simulation and outline the theory and implementation of the Thermal Particle Dynamics technique.

3.1 Particle Dynamics (PD)

Particle Dynamics captures the macroscopic mechanical behavior of a particulate system via calculation of the trajectories of each of the individual particles within the mass. The time evolution of these trajectories, which are obtained via explicit solution of Newton’s equations of motion for every particle, then determines the global flow of the granular material [170]. The forces on the particles – aside from gravity – typically are determined from contact mechanics considerations [175]. In their simplest form, these relations include normal (Hertzian [176]) repulsion and some approximation of tangential friction (due to Mindlin [177]). A thorough description of possible interaction laws can be found in Ref. [178]; therefore they will not be reviewed here.
PD is a numerical scheme that is capable of dealing with particles of any shape, as long as a suitable contact mechanics model and contact detection algorithm is available \[^3\]. The method is based on the most basic mechanism of the constitutive phenomena in a granular assemble, that is, particle-to-particle interactions at contact points. To determine the translational and rotational motion of the particles in the assembly the classical Newtonian mechanics is used. The equations that describe the particle motion, therefore, are:

**Linear motion**

\[
m_i \frac{d\mathbf{v}_i}{dt} = -m_i \mathbf{g} + \sum_{j=1} F_c,
\]

\[(3-1)\]

**Angular motion**

\[
I_i \frac{d\mathbf{\omega}_i}{dt} = \sum_{j=1} |F_t| \times \mathbf{r}.
\]

\[(3-2)\]

where \(F_c = F_n + F_t\), \(F_c\) is the total contact force, with \(F_n, F_t\) corresponding to the normal and tangential force, respectively. The particle to particle interaction is established by allowing the assumed soft particles to overlap at the contact point (Figure 3.1). This overlap serves as a parameter in contact mechanics models used to determine the resultant contact force \(F_c\). Cundall and Strack \[^170\] first formulated their PD method approximately accounting for the full contact mechanics through the use of a spring, a dash-pot and a slider configuration, as shown in Figure 3.2.

The key feature of a Discrete Element Simulation (here taken to be synonymous with Particle Dynamics) is that many simultaneous two-body interactions may be used to model a many-body system \[^170\] and Equation 3-1 may be used to evaluate their next position. This idea works because the time-step is chosen to be sufficiently small such that any disturbance (in this case a displacement-induced stress on a particle) does not propagate further than that particle’s immediate neighbors within one time-step. Generally, this criterion is met by choosing a time-step which is smaller than \(r/\lambda\), where \(r\) is the particle radius and
λ represents the relevant disturbance wave speed (for example, dilational, distortional or Rayleigh waves \([179]\)).

Under these conditions, the method becomes explicit, and therefore at any time increment the resultant forces on any particle are determined exclusively by its interaction with the closest neighbors in contact. With the accelerations known, the velocities and displacements may be obtained by numerical integration using a finite differences scheme.

### 3.2 Thermal Particle Dynamics (TPD)

The TPD simulation technique is based upon a traditional Particle Dynamics (PD) technique (often referred to as the Discrete or Distinct Element Method \([170]\)) so that every particle is tracked individually to determine trajectories, velocities, forces and temperatures. This allows the determination of both mechanical and transport properties of granular systems under static and/or dynamic conditions. Again, the particle trajectories are obtained via explicit solution of Newton’s equations of motion for every particle \([170]\) and the forces on the particles are determined from contact mechanics considerations \([175]\).

The key feature of TPD is that by incorporating contact conductance theories many simultaneous two-body interactions may be used to model heat transfer in a system composed of many particles. In analogy with PD, this description requires that the time-step be chosen such that any disturbance (in this case a change in a particle’s temperature) does not propagate further than that particle’s immediate neighbors within one time-step. While for this work we are considering particles in lasting contact, this criterion is also satisfied in the majority of collision-dominated flows, although the amount of heat transferred between colliding particles under these conditions can be small \([131]\).
Figure 3.1  Contact point between two particles, showing definition of the overlap ($\delta$)

Figure 3.2  Models of contact force. Schematic illustration of the forces – e.g., compressive and shearing – acting on particle $i$ from contacting particle $j$. 
3.2.1 General method

In much the same way that contact mechanics for a two-body interaction is well understood [175] – allowing PD simulations to reflect particle mechanical properties accurately – contact conductance models are also well established [114, 115, 180]. It is appealing, therefore, to make a direct analogy with Particle Dynamics’s use of contact mechanics in the context of heat transfer. Here, the disturbance is not a displacement-induced stress, instead it is a temperature change.

Incorporating the concept of contact conductance into a PD model – in order to formulate the TPD method – can be accomplished as follows [181, 182]. Consider two particles ($i$ and $j$) which are in contact and whose temperature “far” from the contact points are given as $T_i$ and $T_j$, respectively (see Figure 3.3). The contact conductance theories in section 2.3.2 dictate $H_c$ (Eqn. 2-17), whereby

$$Q_{ij} = H_c(T_j - T_i),$$

(3-3)

denotes the amount of heat which is transported across their mutual boundary per unit time. According to Equation 3-3 the solid-solid interface is assumed to be isothermal. In other words, there is no resistance to heat transfer across the contact plane. This assumption will hold true for our perfectly smooth elastic spheres and it is approximately true for particles with very low degrees of roughness. For very rough or oxide-coated particles this assumption will be invalid and a different contact mechanics/conductance pair is needed.

If only pair-wise contacts exist (all contacts are decoupled), the evolution of the temperature of particle $i$ (in some average sense) may be given as

$$\frac{dT_i}{dt} = \frac{Q_i}{\rho c_i V_i},$$

(3-4)
Figure 3.3  Heat conduction between two smooth-elastic spheres. For particles under vacuum the total resistance to heat transfer is determined by the radius of the contact $a$. The heat flux occurs almost entirely in the particle material, and is proportional to $a$ when $\frac{k_s}{k_f} \gg 1$. The heat flux is unidirectional from $i$ to $j$. 
where $Q_i$ is the total amount of heat transported to particle $i$ from its neighbor (particle $j$), and $\rho_i c_i V_i$ is the particle’s “thermal capacity”.

Scale-up from this equation to multi-body contacts (for use in TPD Simulations) is straight-forward, but requires two caveats. The first is that each $i{-}j$ particle contact “sees” the same temperature for particle $i$ such that the temperature does not vary significantly from one contact point to another and each heat interaction may be calculated from Eqn. 3-3. Under these conditions it is reasonable to assume that the total heat transfer between particle $i$ and all ($N$) of its neighbors, $j$, can be expressed as

$$Q_i = \sum_{j=1}^{N} Q_{ij}. \quad (3-5)$$

While this approximation is not strictly correct – incorporating a contact “capacitance” is possible to make this formally true \[28\] – it is conceptually simple and is found to be accurate over the time-scales examined here.

In order to justify this assertion, we must assume that the resistance to heat transfer inside a particle is significantly smaller than the resistance between interacting particles so that, for two elastic spheres in contact (see Eqn. 2-17)

$$Bi = \frac{H_c}{k_s A/r} = \frac{H_c}{k_s \pi r} = \frac{2}{\pi} \left( \frac{a}{r} \right) \ll 1, \quad (3-6)$$

where $Bi$ is known as the Biot number, and $A$ is the cross sectional area of the particle. It is important to note that this first of our two validity criteria does not directly depend on material properties and, in fact, the condition that the contact radius $a$ is small relative to the particle radius $r$ is often required by the contact mechanics models in use. Our second requirement is that the temperature of each particle changes slowly enough that thermal disturbances do not propagate further than its immediate neighbors during one time-step
(in direct analogy to the quasi-static condition of PD). Mathematically, this quasi-steady temperature criterion can be shown to be met by choosing a time-step which satisfies

$$\frac{dT_i}{(T_j - T_i)} = \frac{H_c dt}{\rho_i c_i V_i} \ll 1,$$

where \(dT_i\) is the change in the temperature of particle \(i\) during the time-step, and \(dt\) is the time step. Expanding this expression in terms of the contact conductance of smooth elastic spheres (see Eqn. 2-17) yields

$$\frac{2k_s adt}{\rho_i c_i V_i} \ll 1,$$

which can be satisfied by choosing a sufficiently small time-step, \(dt\). As before, it should be noted that the condition of small \(dt\) for TPD is often orders of magnitude less restrictive than the analogous time-step restriction in PD, such that these methods may be combined with little additional computational overhead (over a traditional PD technique).

In practice, Equation 3-4 is combined with Equation 3-5 and integrated to give \(T_i\) at the current time \(t + \Delta t\) as

$$T_i^{t+\Delta t} = T_i^t + \sum_{j=1}^{N} \Delta T_{ij}^{t+\Delta t} = T_i^t + \sum_{k=1}^{N} (T_j^t - T_i^t)(1 - e^{-\frac{H_c}{\rho_i c_i V_i} \Delta t}).$$

Figure 3.4 depicts a flowchart for the TPD model.

### 3.2.2 Stagnant Interstitial Fluids

The extension of TPD to include the effect of stagnant interstitial fluids (assumed to be explicitly applicable for small Rayleigh numbers; i.e., \(Ra \ll 1.0\)) is straightforward provided the following assumptions are met:

- The phases are assumed to be inert and thermally stable.
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Figure 3.4 Thermal Particle Dynamics Flowchart.
solid particles are non-porous
the gas is insoluble in the liquid
adsorption of the gas on the solid surface is negligible
temperatures are continuous across all interfaces (this assumption can be easily relaxed by introducing an interfacial resistance)

With these simplifications it is possible to assume that the total thermal conduction may be obtained from summing the contributions of each of the three mechanisms (all acting in parallel) considered here: (1) through the area of contact between particles, (2) through the gas phase, (3) and through the liquid phase. Therefore, the total contact conductance can be expressed as

$$ H_t = H_c + H_g + H_l. $$

The contributions of the fluid phases to the total conductance can be determined from the geometry of the system by taking

$$ H_f = k_f \left[ \frac{A_f}{\ell_f} \right], $$

where $A_f$ is the area of contact – perpendicular to the heat flow – for the fluid phase and $\ell_f$ is a characteristic averaged length over which the flux applies. The problem then reduces to determining the areas of contact $A_f$ and the respective averaged lengths $\ell_f$ in each of the cases considered. Once the total conductance is determined; $H_c$ in Equation 3-9 is replaced by $H_t$ and the method of solution continues as described in 3.2.1.
Masamune and Smith \cite{183}, Kunii and Smith \cite{184}, Okazaki \cite{185} and Yovanovich \cite{104} have used similar reasoning to develop correlations for the effective conductivity of packed beds.

### 3.2.2.1 Interstitial Gas.

From the geometry of the system (see Fig. 3.5), $H_g$ is calculated as follows. For a unit cell (two spheres in contact), the area exposed to the gas can be estimated as half of the particle’s surface area minus the area of solid-solid contact and is given by

$$A_g = 2\pi r^2 \left[ 1 - \frac{1}{2} \left( \frac{a}{r} \right)^2 \right]. \quad (3-12)$$

The averaged length $\ell_g$ over which the heat flux applies can be determined as

$$\ell_g = \frac{r^2 \left[ 1 - \frac{a}{r} \right]}{r - a}. \quad (3-13)$$

The conductance can then be expressed as

$$H_g = k_g^* \left[ \frac{A_g}{\ell_g} \right] = k_g^* \left[ \frac{2\pi \left[ 1 - \frac{1}{2} \left( \frac{a}{r} \right)^2 \right] (r - a)}{1 - \frac{a}{r}} \right], \quad (3-14)$$

where $k_g^*$ is the gas conductivity appropriate for use over finite lengths (not necessarily large with respect to the mean free path of the gas molecules). This finite-length conductivity, $k_g^*$, has been related to the conductivity in an infinite gaseous medium, $k_g$, as a function of the interstitial gas pressure by Kennard \cite{186}. Kennard’s expression is developed for heat flow in the gas space between two parallel plates separated by a fixed distance \cite{186}, $l$, to yield

$$k_g^* = \frac{k_g}{1 + \left( \frac{M}{l} \right)} \quad (3-15)$$
Figure 3.5  Heat transfer model for particles in contact with a stagnant gas. For particles in point contact, it is assumed that the particles are surrounded by a stagnant gas. Heat transfer is unidirectional during contact.
Following the approach of Masamune and Smith \cite{183}, we will use this expression for the conductivity between sphere surfaces by simply replacing $l$ with our averaged length, $\ell_g$ (see Equation 3-13). The quantity $M$ represents a length commonly referred to as the
\textit{temperature jump distance} \cite{186} which can be estimated as

$$M = \left[ \frac{2 - ac_1}{ac_1} + \frac{2 - ac_2}{ac_2} \right] \frac{\gamma}{\gamma + 1} \frac{1}{Pr} \lambda,$$

where $ac_1$ and $ac_2$ are the thermal accommodation coefficients of the two surfaces and $\gamma$, $Pr$ and $\lambda$ are the ratio of the specific heats, the Prandtl number, and the molecular mean free path, respectively. The mean free path $\lambda$ of the gas molecules is given by

$$\lambda = \frac{k_B T}{\sqrt{2 \pi d_g^2 P}},$$

where $P$ is the gas pressure, $T$ is the temperature, $d_g$ the diameter of the gas molecules and $k_B$ is the Boltzmann constant \cite{186}. It is important to note that the relations in Equations 3-15–3-17 introduce one empirical parameter, namely the accommodation coefficient $ac$. In keeping with the spirit of the TPD simulations, we do not use this constant as a freely adjustable parameter, instead we take it from results previously reported in the literature \cite{30,186}.

\textbf{3.2.2.2 Interstitial Liquid.}

Figure 3.6 shows a unit cell for two particles in contact with a liquid bridge between them. Heat transfer is assumed to occur in one direction.

From the geometry of the system (see Fig. 3.6) the area for the liquid $A_l$, the gas $A_g$ and the characteristic lengths $\ell_g$ and $\ell_l$ are determined as follows. If the filling angle $\phi$ for all particles in contact is approximately constant and fixed, and the particles are under a
Figure 3.6  Heat transfer model for particles in contact with a stagnant liquid. For two uniform spherical particles in point contact, the degree of saturation is assumed to be determined by a liquid bridge in the pendular regime with a fixed filling angle $\phi$. Heat transfer is presumed unidirectional.
normal force (see Figure 3.3), the interfacial surface area in contact with the liquid (modified from Rose [187]) is expressed as

\[ A_l = 4\pi r^2 \left[ \left( \frac{\pi}{2} - \phi \right) \tan \phi - \left( 1 - \cos \phi \right) \right] \left[ \frac{1 - \cos \phi}{\cos \phi} \right] - \pi a^2. \]  

(3-18)

The characteristic length \( \ell_l \) for the heat flux through the liquid phase can be determined as

\[ \ell_l = \frac{r_{\text{cap}} \cdot r - \left[ \frac{r^2 \phi}{2} + \frac{r_{\text{cap}} \sqrt{r^2 - r_{\text{cap}}^2}}{2} \right]}{r_{\text{cap}} - a}, \]  

(3-19)

where \( r_{\text{cap}} \) is given as

\[ r_{\text{cap}} = \sqrt{r^2(1 - \cos \phi)(1 + \cos \phi)}. \]  

(3-20)

By a similar geometrical analysis, the surface area in contact with the gas, \( A_g \), is the surface area of the particle minus the area for the liquid \( A_l \) and that of the solid-solid contact spot, so that

\[ A_g = 2\pi r^2 - A_l - \pi a^2. \]  

(3-21)

The characteristic length \( \ell_g \) for the heat flux through the gas phase can be determined as

\[ \ell_g = \frac{r^2 \left[ 1 - \frac{\pi}{4} \right] - r_{\text{cap}} \cdot r - \left[ \frac{r^2 \phi}{2} + \frac{r_{\text{cap}} \sqrt{r^2 - r_{\text{cap}}^2}}{2} \right]}{r - r_{\text{cap}}}. \]  

(3-22)
3.2.3 Heat conduction in granular flows

Since TPD is built on the framework of a traditional PD method, it uses the same computational procedures and introduces no additional restrictions on the applicability of the technique (see Section 3.2); TPD in granular flows, therefore, can be implemented in much the same way as is done for a static bed.

3.2.4 Limitations

As presented in this work, the TPD method considers conduction through a bed of identical, elastic, smooth particles in the presence of stagnant interstitial fluids; however, this method is eminently extensible. Differing contact mechanics, and therefore contact conductance, can be easily included as can the effects of variations in particle mechanical and thermal properties.

The main factors affecting the computational complexity of this model include: the contact mechanics model used, the number of particles and the thermal properties of the phases involved. Under flow conditions, regardless of the contact model used, the time-step chosen must be small enough such that the collisions between particles are properly resolved in order to approximate realistic interactions. Since the time-step requirement for TPD is orders of magnitude less restrictive than the analogous time-step requirement for PD, the global time-step for this method is dictated by the requirements of PD. As mentioned previously, this criterion is met by choosing a time-step which is smaller than \( r/\lambda \), where \( r \) is the particle radius and \( \lambda \) represents the relevant disturbance wave speed (for example, dilational, distortional or Rayleigh waves \(^{[179]}\)). In general, the relevant wave speed

\[
\lambda \propto \sqrt{\frac{E}{\rho}},
\]  

(3-23)
which, for the materials considered here, yields a time-step of approximately $10^{-7}s$.

Another consideration is the number of particles. While under flow conditions, periodic boundaries can be used to approximate large systems and therefore a relatively small number of particles can be used to simulate the system; a relatively large number of particles is required for static problems. Clearly, the necessity of a large number of particles coupled with small time-steps, makes for a very computationally intensive simulation. This situation can be exacerbated in applications where multiple particle sizes or complex particle shapes are required. This problem however can be partially overcome by the used of more effective contact detection algorithms $^{[188]}$. 
4.0 STATIC PARTICLE BEDS

The emphasis in this work is on the development of a simulation technique to predict the effective thermal conductivity from first principles thus, we primarily treat particle beds composed of well characterized materials such as steel and glass in the presence of common gases and liquids. Unless otherwise stated, the solid properties used in this study are those of SS-304 and soda-lime glass.

In the following sections, we begin with a description of the results obtained for static systems of particles under vacuum conditions, including the effects of external load, geometry of the boundaries and aspect ratio, then focus on issues related to the presence of stagnant interstitial fluids and conclude with some generic remarks and implications of these observations [181, 189, 190].

4.1 General procedure

For the 2-D experiments, the simulation consists of a mono-disperse system of perfectly smooth spheres forming a two-dimensional pseudo-regular packed bed (one particle deep), compressed by a wall of known weight. All material properties are taken directly from the literature and consist solely of the thermophysical properties of the solids considered and the physico-chemical properties of the fluids. The bottom and top walls are kept at high and low temperature, respectively. Both the left and right walls are insulated. No effect of gravity is considered (i.e., the bed is assumed to be horizontal). It should be noted that there are no freely adjustable parameters in our simulation, however some of the correlations used in the estimation of fluid properties involved empirical parameters as described in Section 3.2.2 [191, 192, 193, 194].
A typical initial condition for the 2-D simulations is obtained by perturbing a hexagonal lattice (by removing random particles from the lattice) and allowing the bed to resettle under an imposed load using a tradition isothermal PD simulation (particle mechanics only). The 3-D beds tend not to form perfect crystalline structures and so no such measures are need for those simulations. The thermal conductivity for the various beds (2-D and 3-D) pressed at different loads with or without the presence of a fluid are determined using the steady state values of the heat flows. This procedure mimics the most commonly used experimental techniques for the determination of effective thermal conductivity \cite{74}. For two-dimensional (rectangular) beds, the effective conductivity is determined from

\[ k_{\text{eff}} = -\frac{Q}{(W \times d_p) \Delta T}. \tag{4-1} \]

For the three dimensional case a bed is created which mimics the well known co-axial cylinder method. The heat source here is represented by a core of radius \( R_1 \) comprised of particles which are maintained at a (high) constant temperature. The concentric cylindrical shell of radius \( R_2 \) that serves as heat sink is kept at a constant and lower temperature. The heat flow at equilibrium is then used to determine the effective conductivity of the bed as follows.

\[ k_{\text{eff}} = -\frac{Q \ln(R_2/R_1)}{2\pi H \Delta T}. \tag{4-2} \]

Table 4.1 provides typical parameters used in the numerical experiments.
Table 4.1  Typical set of parameters used in the simulations of static beds. The physical properties are those of SS-304.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>$7500 \text{ kg/m}^3$</td>
</tr>
<tr>
<td>Poisson ratio</td>
<td>0.29</td>
</tr>
<tr>
<td>Young’s Modulus</td>
<td>193 GPa</td>
</tr>
<tr>
<td>Particle radius</td>
<td>$3.175 \times 10^{-3} \text{ m}$</td>
</tr>
<tr>
<td>Thermal Diffusivity</td>
<td>$3.95 \times 10^{-6} \text{ m}^2/\text{s}$</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>$15.0 \text{ W/m}\circ\text{K}$</td>
</tr>
<tr>
<td>Applied load</td>
<td>1.5 - 165 Kg</td>
</tr>
<tr>
<td>Number of particles</td>
<td>15548</td>
</tr>
<tr>
<td>Length</td>
<td>0.45 m</td>
</tr>
<tr>
<td>Height</td>
<td>0.31 m</td>
</tr>
<tr>
<td>Friction coefficient</td>
<td>0.29</td>
</tr>
<tr>
<td>Damping coefficient</td>
<td>$1.0 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

4.2 Vacuum systems

4.2.1 Experimental

The experiments are carried out using a heated, Hele-Shaw-like device (see Figure 4.1). This device allows a mono-layer of cylindrical particles to be uni-axially loaded, where two walls (as well as the front and back plates) are insulated, while the other two are heated and/or cooled. Temperature profiles within the bed were obtained using liquid-crystal thermography, a technique based on the principle of selective reflection $^{195,196}$.

Since color is a subjective entity, in this technique the human factor is removed by capturing images of the color reflected by the thermographic liquid crystal and calibrating the liquid crystal through image analysis $^{196,197,198}$. RGB images are captured by a color digital camera (Qimaging), the digitized images are read by an image processing software (Khoral Research), and converted into the HSI (Hue, Saturation and Intensity) space for analysis. This allows the use of only one component of the HSI space −the hue−, to describe the color reflected from the liquid crystals. A calibration is then performed by heating the
Figure 4.1 A schematic diagram of the static-bed experimental apparatus. A mono-layer of cylindrical particles are placed between the front and back plates (see Side View). A uni-axial load is imposed by compressing the bed – fins transmit the force to the individual particles. Three walls are insulated while the other is heated.
liquid crystal sheet at different constant temperatures, where for each temperature images are captured and hue values are measured. A curve fitting procedure is then performed through the collected points. A detailed description of the technique is given by Dabiri and Gharib. With appropriate control of the thermochromic liquid crystal sheets, illumination and photographic recording, Dabiri and Gharib have demonstrated that the temperature resolution ranges from a minimum of 0.01°C at the lower temperature of the band to a maximum of 0.12°C at the upper bound of the temperature band.

4.2.1.1 Procedure.

The liquid crystal used in the experiments is Hallcrest liquid crystal sheets with a temperature range from 25 to 30 °C, as specified by the manufacturer. In a typical experiment the liquid crystal sheet is placed between the two walls that contain the particle bed (see Figure 4.1), the device is sealed, loaded with a specified force by means of compressive springs and, finally, a vacuum is applied to extract the air from the particle bed. Unless specified otherwise, a total pressure in the range 27.0-50.0 kPa was used in all the experiments. The Rayleigh Number for our porous bed may be defined as

\[ Ra = \frac{K g \beta l \Delta T}{\alpha_f \nu}, \]  

(4-3)

where \( K \) is the bed permeability, \( g \) is the acceleration of gravity, \( \beta \), \( \alpha_f \), and \( \nu \) are the thermal expansion coefficient, thermal diffusivity and kinematic viscosity of the fluid, respectively, and \( l \) is the gap spacing parallel to the gravity vector. Under the conditions examined in our experiments, this value ranges from \( Ra = 2.0 \times 10^{-4} \) to \( Ra = 7.0 \times 10^{-4} \) so that convective effects may be ignored (however, static conduction through the gas phase may still be important). Once the experimental device has been prepared, following the procedure described above, hot water at constant temperature is pumped through the heating device.
in the experimental apparatus. The response of the liquid crystal sheet is followed in time by capturing images with a CCD camera. The RGB digitized images are saved for further analysis.

4.2.1.2 Image processing and calibration.

The processing of the RGB images involves first transforming the image from the RGB color space into HSI color space. The transformation used for calculating the HSI values follows the procedure described by Peterson et al. \cite{200}. The HSI representation of the RGB color space is obtained through the transformation

\[
H = \cos^{-1} \left( \frac{0.5(R - G) + (R - B)}{[(R - G)^2 + (R - B)(G - B)]^{1/2}} \right)
\]

\[
S = 1 - \frac{3}{(R + G + B)} \text{min}(R, G, B)
\]

\[
I = \frac{(R + G + B)}{3}
\]

where the R, G, B values come from the digitized image. Equation 4-4 gives a value of hue in the range 0 to 180 degrees. When the ratio B/I \(\geq G/I\) then H was set to H=360-H. \text{min}(R, G, B) corresponds to the minimum of the three values of R, G, and B \cite{201}.

In order to calibrate the response of the liquid crystal sheet, a piece of sheet (6" x 12") of the one used in the experiment is heated to different constant temperatures, where for each temperature, images are captured and average hue values are determined. The hue averages are then correlated against their corresponding temperature.
4.2.2 TPD vs experiments

As a test of the TPD model of Section 3.2, consider an initially isothermal rectangular bed of particles under a uni-axial load (see Figure 4.2). Following the procedure described in Section 4.1, if three side walls are insulated and the bottom wall is subject to a step change in temperature, the transient thermal response of the “slab” of particulate material can then be evaluated. For a homogeneous system – or one for which a suitable effective medium assumption (EMA) may be made – this experiment represents an essentially one-dimensional heat transfer problem (see Figure 4.1) that can be described by the equation

\[
\frac{\partial \langle T \rangle}{\partial t} = \alpha_{eff} \frac{\partial^2 \langle T \rangle}{\partial x^2}
\]

(4-7)

where \( \alpha_{eff} = \frac{k_{eff}}{\rho C_p} \) is the effective thermal conductivity of the bed, which in this work is obtained from the component of the anisotropic conductivity tensor that is parallel to the direction of heating. Due to changes in granular packing near a wall, it is common to denote a constant temperature boundary in granular materials as a “convective” boundary condition \(^{[71]}\) to account for the imperfect contact between the bulk bed and the wall. In this case, we can obtain the temperature field analytically from Equation 4-7 – for times small enough that conductive effects do not reach the far wall – using

\[
t = 0 \quad T = T_o \quad x \geq 0
\]

(4-7a)

\[
x = 0 \quad -k \frac{\partial T}{\partial x} = h_w(T|_{x=L} - T_w) \quad t > 0
\]

(4-7b)

\[
x \to \infty \quad T = T_o \quad t > 0.
\]

(4-7c)
This yields the solution

$$\Theta = \text{erfc} \left[ \frac{\eta}{2\sqrt{\tau}} \right] - \text{erfc} \left[ \frac{\eta}{2\sqrt{\tau}} + B_{\text{bed}} \sqrt{\tau} \right] e^{(B_{\text{bed}} \eta + B_{\text{bed}}^2 \tau)}$$

(4-8)

where $\Theta$ is the dimensionless temperature given by $\Theta = \frac{< T > - T_o}{T_w - T_o}$, $\eta = x/L$, $\tau = \alpha t/L^2$, and the Biot number of the bed $B_{\text{bed}} = h_{\text{w}} L/k$. In what follows, the effective thermal conductivity from both TPD and experiments is obtained by fitting the width-averaged data using Equation 4-8. In a (roughly) hexagonally packed system (like the one used in our experiments), the local void fraction is approximately constant so that effective properties may naively be expected to be essentially independent of space. In this case, the temperature front should propagate uniformly (across the width) through the bed.

Figure 4.3 shows a series of snapshots (essentially a contour plot, color-coded by temperature) of a TPD simulation, an experiment, and the corresponding one-dimensional, scalar EMA solution of this exercise (Eq. 4-8). The experiments are carried out as described in Section 4.2.1.1.

One can see in the case of both the TPD simulation and the experiment that the temperature front is, in fact, not uniform across the width of the container – a result which would be impossible in a one-dimensional, scalar EMA description. The presence of stress chains provides a simple explanation of this result. As the conductivity of each particle-particle junction is dependent on the imposed load, one would intuit that the conductivity along stress chains would be elevated. Therefore, even in a seemingly uniform bed, the temperature front will be jagged, with the vertical position of the front at a particular point along the container’s width oscillating as stress chains converge and diverge along the bed height. However, for the particle beds examined here, a quantitative comparison of the width-averaged temperature as a function of bed height (see Figure 4.4) shows good agreement between both TPD simulation and the EMA model (Eq. 2-1) – using the effective...
Figure 4.2  Stress chains in a particle bed under loading. In all but a perfect lattice, forces follow preferred paths in a granular material – “stress chains”. As the contact conductance ($H$) is proportional to the normal force ($F_n$) between the particles ($H \propto F_n^{1/3}$ for smooth, elastic particles; $H \propto F_n^{1.0}$ for rough contacts), stress inhomogeneities can be expected to play an important role in granular heat conduction. (Note that inhomogeneities are evident even in the (rescaled) blown up region.)
Figure 4.3  Thermal maps of a two-dimensional particle bed. The temperature front in a transiently heated granular bed does not propagate uniformly, as may be expected using an effective medium approximation. Instead, the front oscillates as stress chains converge and diverge along the bed height. This figure shows snapshots of a TPD simulation, an experiment, and a one-dimensional EMA simulation of a heated particle bed at three different times.
thermal diffusivity as a fitting parameter – and our experiments. This suggests that macro-scale quantities may still be captured using an averaging technique (provided the distance between stress chains remains small compared to our averaging length).

Perhaps a more striking result is seen when one examines both the stress distribution and the heat transfer together. Consider the granular bed shown in Figure 4.2. By simple measures of the local structure of the bed (void fraction, for example) the bed is approximately uniform; however, stress chains distribute the confining load non-uniformly. Superimposing the stress-field onto a temperature contour obtained from TPD (see Figure 4.5(a)), shows that the propagation of heat is also non-uniform. The temperature front on the left-hand side has advanced considerably relative to that of the right-hand side. Following our simple arguments above, this is certainly due, in part, to the high density of stress chains on the left. Additionally, however, the essentially horizontal stress chains on the right seem to act as barriers to heat transfer! These chains effectively channel heat along their length until the lateral temperature gradient is so small as to prohibit further re-direction. As further evidence of this, Figure 4.5(b) shows a vector field of the heat flow through the bed. It is clear that along the stress chains heat conductivity is large and heat flow is rapid (large, red arrows), and that heat flow beyond the horizontal stress chains on the right of Figure 4.5(b) is severely hampered. Moreover, one can see that there are regions within the bed, perhaps isolated from their neighbors by similarly insulating stress chains, that receive little or no heat flow (open circles).

4.2.3 Effect of external load

In order to examine the effective thermal conductivity as a function of external load several simulations and experiments are performed. Data of the effective conductivity at vacuum conditions provide a measure of the solid conductivity in the packed bed. These vacuum results are shown in Figure 4.6.
Figure 4.4 Quantitative comparison of TPD and experiment. Shown is the width-averaged temperature of the particle bed from Figure 4.3 for both the TPD simulation (lines) and the experiment (symbols). Note that the agreement is quite good without requiring any adjustable parameters. However, a consistent under-estimation is observed which may be due to the small by finite conductivity of the gas still present during the experiments.
Figure 4.5  The effect of stress chains on heat transfer. (a) Here the temperature field (color-coded) is superposed over a plot of the stress field within the material. The white lines denote particle contacts which experience larger-than-average stress. Note that the temperature front on the left-hand size has propagated further than the right-hand side. (b) Examining the heat flow in the particle bed provides hints to the origin of these non-uniformities. Heat flow along stress chains is significantly enhanced (large, red arrows). Additionally, however, the horizontal stress chains on the right seem to act as barriers to heat transfer. Similar effects may explain the isolated regions of very low heat transfer (open circles) which are effectively insulated from the rest of the bed.
Figure 4.6  Thermal conductivity in a 2-D packed bed of aspect ratio $(W/H) = 1.5$ under vacuum conditions as a function of external load. The lines indicate curve fits of the TPD data. It is interesting to note that the slope for the solid line is 0.37, and for the dashed line the corresponding value is 0.46 in close agreement with the theoretical value of $1/3$ which would be obtained for the Hertzian deformation of a single particle. A possible explanation of this result is that the distribution of contact forces is only a weak function of the overall contact force.
Figure 4.6 illustrates data for two different configurations, we will refer to this configuration as parallel (∥) and perpendicular (⊥). The parallel case involves raising the temperature of the bottom wall, while maintaining the top wall at the initial temperature of the bed (so that heat flows parallel to the direction of the imposed load). The second case, here called the perpendicular case, corresponds to the heat being supplied at the right wall (so that heat flows perpendicular to the direction of the imposed load). Two important observations can be made from Figure 4.6. First, the dependence of the effective conductivity on external load is surprisingly close to the 1/3 value that would be expected from the Hertzian deformation of one particle. The log-log slopes for the parallel and perpendicular cases are 0.36 and 0.46 respectively. This suggests that, as the total load is increased, the distribution of contact forces throughout the bed does not vary – in agreement with the findings of other authors\cite{13,23,202}. Second, the anisotropy of the bed, as a result of the preferential orientation of the contacts in the direction of the load, decreases steadily with the increase in external load and eventually reaches a limiting value.

The effect of structural anisotropy on the effective thermal conductivity is evaluated by calculating the fabric tensor (see Sec. 2.2). The fabric tensor components are obtained from our simulations following the procedure described in Section 2.2. A typical plot of the evolution of the distribution of contact normals, $E(n)$, as a function of compressive load is shown in Figure 4.7 for the beds considered in the present study.

It can be observed that the degree of anisotropy decreases with the externally imposed load. This effect is due, in part, to small changes in the average coordination number at high compressions, but is primarily due to rearrangements of the stress distribution. As evidence of this assertion, it is instructive to examine the probability distribution of relative force magnitudes as seen in Figure 4.8. As the imposed load is increased, one can see that
Figure 4.7 Evolution of the contact distribution anisotropy for a two dimensional bed of granular media under differing compressive loads. Description by a second rank tensor $F_{ij}$. The second rank tensor $F_{ij}$ seems to be enough for the description of structural anisotropy for simple loading history. A fourth order rank tensor seems to be necessary in the case of more complex load history $^{[203]}$. 
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the width of the force distribution becomes smaller and the probability of finding a contact with the average force increases [204].

The stress map shown in Figure 4.9 illustrate how the contact force distribution changes as a function of the load. It is observed that the forces above the average, here represented by the dark lines, become more dense as the external load is increased from roughly 1.6 kgs to 165 kgs. The differences in the degree of ordering evident from Figure 4.9, is also clear in Figure 4.8 where the distribution of contact force has been plotted for the three loads depicted in Figure 4.9.

4.2.4 Effect of aspect ratio

The stress map shown in Figure 4.10 illustrate how the contact force distribution changes with aspect ratio $W/H$ at constant load. The evolution of the distribution of contact normals $E(\mathbf{n})$, is used to visualize the effect of varying the aspect ratio as shown in Figure 4.11. Figure 4.10 and 4.11 indicate that for the conditions and parameters considered here, beds with aspect ratio below or close to one exhibit a similar degree of anisotropy. On the other hand, beds with aspect ratios above one exhibit a high degree of anisotropy. In general, a similar effect to that of changing the load is observed (see Section 4.2.3). The anisotropy of the bed changes significantly with relatively small changes in the aspect ratio. A rearrangement of the microstructure is evident.

The results of the predicted effective conductivity from TPD and continuum models (Equation 2-16) are shown in Figure 4.12. It is observed that, the conductivity in the parallel and perpendicular cases are different and that, as the aspect ratio increases, the differences between them seems to increase. This observation suggest that the microstructure of a granular bed can be altered by changing the bed geometry or the imposed load and, as in traditional materials processing, the effective properties can be tuned via these changes in microstructure.
Figure 4.8 The distribution contact force magnitudes as a function of external compressive load plotted on (a) a log scale to emphasize the width of the distribution, and (b) a linear scale to show the growth of the maxima at $F/\langle F \rangle = 1$. 
Figure 4.9  Stress maps as a function of external load. Dark lines represent forces above the average. As the imposed load is increased, the probability of finding contacts with the average force also increases. Note the higher density of dark lines.
Figure 4.10 Stress maps as a function of aspect ratio. Dark lines represent forces above the average. The distribution of the contact forces changes significantly with relatively small changes in the aspect ratio. This suggests that the effective properties of the beds can be tuned via these changes in microstructure.
Figure 4.11  Evolution of the contact distribution anisotropy for a rectangular two dimensional bed of granular media with different aspect ratios.
Figure 4.12 Effect of the aspect ratio on the effective conductivity (a) TPD model (b) continuum model based on the fabric tensor. Macroscale effective properties can be well reproduced using averaging techniques that take into account microstructural information other than void fraction.
4.2.5 Effect of the boundary geometry

The stress distribution inside granular media and its relation to microstructure remains a difficult problem to solve. For example, it is still unclear whether or when, a correct macroscopic description should include fluctuating aspects of the stress distribution, revealing the influence of boundary conditions, boundary geometries, material properties and/or the effects of long range stable structures in the bulk such as stress chains \(^{(205)}\). One might naively guess that the stress distribution at the interior of a two-dimensional packed bed under external stress (loading) might be influenced by the geometry of the boundaries retaining the particles as the walls take the load and redistribute it, causing large variations in the microstructural fabric of the bed. Experimental observations as well as numerical simulations can be used to determine the correct answer. The results of this exercise are the focus of this section.

Three somewhat ideal geometries have been used in this study, namely a rectangular box, a trapezoidal geometry (resembling the converging section of a hopper) and a semicircular boundary. In all cases the particles are close to hexagonally packed. The advantage of examining these ideal beds is twofold. First, due to the ordering of the packing, the experiments can be realized both numerically and experimentally. Second, the confined geometries allow a direct visualization of the stress distribution at the interior of the bed. Moreover, these results might have some relevance to real systems.

In a granular material under external load, the forces are redistributed via contacts between the grains. Because of interparticle friction, load may be transmitted off axis and may often be arranged in complex “networks” (stress chains, see Figure 4.2) \(^{(206)}\). Vertical stresses are transformed into “horizontal” stresses that eventually reach and push the vertical walls. This elementary observation is the idea behind the heuristic theory set forth by Janssen \(^{(207)}\). For this reason, it is expected that the shape and location
of the boundaries, as illustrated in Figure 4.13, may play a significant role in the bed microstructure and, hence, the thermal properties.

Although a consensus on the nature of the distribution of contact forces in granular media and a physical model to capture this same force distribution has not been achieved, numerical simulation results (Figure 4.13) as well as experimental observations (Figure 4.14) conducted in this work, reveal interesting features. Figure 4.13 shows the stress distribution in two-dimensional packed beds for three different bounding geometries. The stress field (here represented by the dark lines which denote particle contacts that experience stresses above the average) indicates that the geometry of the boundaries contributes significantly in the redistribution of the confining stress.

The images in Figure 4.14 demonstrate experimentally observed stress-chains visualized using a birefringence experiment. In birefringence experiments, polarized light is shown through photo-elastic particles. A camera with a cross polarized (90°) lens is then used to capture images. As the particles are stressed, they rotate the light so that stressed regions appear brighter than non-stressed regions. As expected, the lines of strongest stresses form a network which is more and more connected when the load is increased; however, even at high loads many grains remain excluded from the networks. The experimental photo-elastic study of Figure 4.14 qualitatively displays the same features observed in the simulations of Figure 4.13.

By simple measures of the local structure of the beds (void fraction for example), these beds are approximately uniform; however, stress chains distribute the confining load non-uniformly. It is clearly observed that the walls have a directing effect. To support this assertion, Figure 4.15 illustrates the evolution of the contact distribution anisotropy for the three geometries considered.
Figure 4.13  Stress distribution in two-dimensional packed bed geometries as calculated from TPD. (a) Rectangular. (b) Trapezoidal. (c) Circular. A constant external load of 10 Kg has been used in all three cases.
Figure 4.14  Experimental photo-elastic fringe patterns showing stress-chain formation within two-dimensional packed bed geometries.  (a) Rectangular.  (b) Trapezoidal.  (c) Circular.
Figure 4.15  Evolution of the contact distribution anisotropy for a two dimensional bed of granular media as a function of the boundary geometry. Notice that the trapezoidal geometry induces significant structural anisotropy, while circular and rectangular geometries are less prone to preferential orientation.
Yet another way to investigate the microstructural effects caused by the geometry of the boundaries is to look at the contact force probability distribution. These distributions allow one to distinguish clearly the behavior induced by each of the bounding geometries. The probability distribution function of contact forces is plotted in Figure 4.16. A power law regime seems to describe the behavior of the distribution for forces above the average \( \langle F \rangle > 1 \), however, the slope (exponent) of the power law varies according to the geometry. For forces below the average a less obvious trend is observed. According with these observations, this orientational order (preference) has a great importance for the heat transfer problem in the three geometries considered.

Figures 4.17- 4.18 illustrate the temperature field predicted using TPD for the circular and trapezoidal geometries, respectively. As the beds are heated from the boundaries, the temperature profiles at the interior of the bed are strongly influenced by the distribution of stress chains (see Figure 4.13). The effect of the bounding geometries is clearly visible in these figures. Experimental observations qualitatively support these observations, as described below.

The pseudo-two dimensional experiments are conducted using the same experimental set-up described in section 4.2.1. Inserts of the appropriate geometry are placed in between the plates in the experimental apparatus to provide the required bounding geometry. The experimental procedure is similar to that described in section 4.2.1.1.

A comparison of the predicted and experimental temperature profiles for the circular and trapezoidal geometries are shown in Figures 4.19- 4.20. There is a reasonable agreement between the simulations and the experiments for the hopper geometry heated from the top (Figure 4.20). The semicircular geometry as well as the hopper geometry heated from the bottom show a qualitatively different behavior at the conditions considered: the profiles seem to be more flat in the experimental observations when compared with those of the
Figure 4.16  The distribution contact force magnitudes as a function of geometry (a) a log scale to emphasize the width of the distribution, and (b) a linear scale to show the intercept at $F/ <F> \rightarrow 0$. The lines in (a) represent power law fits for values of $F/ <F> > 1$. The lines in (b) represents curve fittings based on the correlation proposed by Mueth et al. [208].
Figure 4.17 Temperature profiles in a circular geometry (a) Heating from the top. (b) Heating from the side walls. The arrows indicate the direction of the heat flow. Due to a higher surface area when heating from the side walls the time required for reaching an isothermal condition throughout the bed is substantially reduced.
Figure 4.18  Temperature profiles in a hopper geometry (a) Heating from the top. (b) Heating from the side walls. The arrows indicate the direction of the heat flow.
simulations. This behavior could be a consequence of the shape of the particles (spheres in the simulation and cylinders in the experiments); however, the most probable cause for this discrepancy is the difference in the degree of friction at the walls of the container.

While the TPD simulations for the trapezoidal and circular geometries only roughly describe the experimental observations – for example, the advance of the front seems to be underpredicted, also the front of the profile is not as flat as in the experiments – the model does however, capture the essential behavior observed in these two geometries. A structuring effect on the heat flux as a result of the geometry of the boundaries is clearly visible.

4.3 Gas-Solid systems

The solids used in this part of the study are glass and SS-304 and the interstitial gases include air, CO$_2$ and helium. Beds ranging from 1000 to 10000 particles have been used in the simulations with all the relevant thermal and physical properties taken from the literature. The accommodation coefficient $a_c$ in Eq. 3-16, is a function of both the gas and the solid surface properties. Based on the experimental data available$^{[30,186]}$, the following values for $a_c$ have been assumed: 0.95 for air, 1.0 for CO$_2$ and 0.3 for helium. Similar values have been used by Molerus$^{[76]}$, Masamune and Smith$^{[209]}$ and Zeng et al.$^{[210]}$.

4.3.1 Effect of gas pressure

Figure 4.22 illustrates the effect of the interstitial gas pressure on thermal conductivity for a 2-D bed of steel particles at a constant load. The sharp increase with pressure is due to a transition from free-molecule conduction (when the mean-free path is large with respect to the mean separation), for which $k_g^*$ (Eq. 3-15) is directly proportional to the pressure, to a regime dominated by molecular collisions, in which $k_g^*$ becomes independent of pressure and
Figure 4.19  Temperature contours in a circular geometry. Experimental comparison.
Figure 4.20  Temperature contours in a hopper geometry heated from the top. Experimental comparison.
Figure 4.21  Temperature contours in a hopper geometry heated from the bottom. Experimental comparison.
\( k_g^* \simeq k_g \) (and the mean-free path is small compared with the mean separation) \(^{[209,211]}\).

One should note that, under the conditions examined here (up to atmospheric pressure), the mean free path of Helium remains large compared to the mean particle separation. Experimental results qualitatively similar to those in Figure 4.22 have been reported by Masamune and Smith \(^{[183,209]}\) as well as Bauer and Schlünder \(^{[30]}\).

Masamune and Smith \(^{[183]}\) have proposed a semi-empirical correlation for calculating the effective conductivity of packed beds in the presence of gases that incorporates essentially the same mechanisms considered in our TPD simulations. Their equation is written as

\[
{k_{\text{eff}} = \alpha \varepsilon k_g + \frac{(1 - \alpha \varepsilon)(1 - \delta)}{\phi \frac{k_g}{k_g^*} + \frac{1 - \phi}{k_g}} + (1 - \alpha \varepsilon) \delta k_s.}
\] (4-9)

In this equation (Eq. 4-9) the terms on the right side represents the contribution of the (1) conduction in the void space (2) a series path involving the solid and gas phases and (3) conduction through the area of contact, respectively. The predictions based on this model are compared with those of a TPD simulation in Figure 4.22. In Eq. 4-9 \( \delta \) is regarded as a specific parameter for each type of particle and is related by an empirical expression (Eq. 15 in their paper) to the contact area, whose value is obtained by extrapolating the conductivity to zero pressure (vacuum conductivity). Using the extrapolated value at zero pressure as determined from the TPD simulations in calculating the \( \delta \) parameter in Masamune’s model it is possible to obtain a good quantitative agreement between the correlation and the data predicted by TPD, as shown in Figure 4.22.

### 4.3.2 Effect of external load

The effect of air pressure on particle beds compressed at three different loads is shown in Figure 4.23. The results in Figure 4.23 show that the external loading affects primarily the conductivity of the solid phase – the value of the effective conductivity extrapolated at
Figure 4.22  Predicted effective thermal conductivity in a 2-D packed bed as a function of pressure of the filling gas. Symbols indicate TPD simulations, the continuous line the predictions based on the correlation by Masamune and Smith [183].
zero pressure. All the profiles of effective conductivity reach a limiting value that is directly dependent on the effective conductivity at low values of pressure ("vacuum conditions"). Note however that as the load increases the effect of loading on the solid phase conductivity also seems to reach a saturation value – the separation of the curves at higher loads becomes smaller. A qualitative comparison with experimental data reported by Hadley [211] and Pratt [212] indicates that the shapes of the curves are similar.

4.4 Liquid-Gas-Solid systems

This set of numerical experiments are carried out with glass and SS-304 using water, glycerin and ethanol as interstitial fluids. All the physico-chemical properties of the fluids as a function of temperature are taken from the literature [191, 193].

4.4.1 Effect of Saturation

Figure 4.24 shows the variation of the effective thermal conductivity with fluid saturation. An increase of saturation degree up to about 10% results in a steep increase of the effective conductivity. Further increase of the saturation degree, however, gives rise to higher values, but at a rate of change which is much smaller. These observations can be easily understood considering the fact that the resistance experienced by the heat flux at the contact point is much higher than the one provided by the fluid; even a small liquid bridge can give rise to a steep increase in the effective conductivity. In contrast, at higher saturations, due to the curvature of the solid, an increase in the filling angle of the liquid bridge results in a small change in the cross section of the liquid bridge and little additional heat flow. Therefore, the increase of the effective conductivity becomes less pronounced at higher saturations. The predicted values in Figure 4.24 are in reasonable agreement with the experimental observations provided by Okasaki [185] and Büssing and Bart [213].
Figure 4.23  Thermal conductivity versus pressure of the filling gas in a 2-D packed bed. A plot of the predicted effective thermal conductivity versus air pressure at constant temperature, measured at three levels of external loading. Symbols indicate TPD simulations, the continuous line connects the points.
Figure 4.24  Thermal conductivity versus degree of saturation in a 2-D packed bed. A plot of the predicted effective thermal conductivity versus saturation at constant temperature, measured for water and glycerine. Note that in both cases even a small liquid bridge – low degree of saturation– can give rise to a steep increase in the effective conductivity, at higher levels of saturation due to the curvature of the particles the effect of the liquid bridge is less pronounced. Symbols indicate TPD simulations, the continuous line is drawn as a guide to the eye.
4.4.2 Effect of external load

Figure 4.25 illustrates the evolution of the effective thermal conductivity as a function of external load for a packed bed filled with spheres of SS-304 in the presence of air (at constant pressure) and water as the wetting fluid (at constant degree of saturation). As one might expect, the effect of an externally imposed load becomes less significant as the conductivity of the interstitial medium increases (i.e., from vacuum to gas to liquid).

Figure 4.26 illustrates the relative contributions of the different mechanisms of heat transfer considered in this study, namely contact conductance, conduction through the gas phase and conduction through the liquid between particles, as a function of the external load. Note that, at low load and high saturation, the contribution of the heat flow due to contact conductance, $Q_c$, represents a relatively small percentage of the total heat transferred, but that this value increases significantly with either an increase in the level of external loading imposed or a decrease in the bed saturation. Moreover, the case examined in this figure represents a water/air/ss-304 system where the ratio of solid conductivity to liquid conductivity is relatively large. The effect of varying this ratio is explored in Section 4.4.3.

Figure 4.26(b) shows that the contribution by contact conductance – in beds filled with only a stagnant gas – represents a significant fraction of the total heat when a moderate to high external load is imposed. Therefore, by changing the external load on a packed bed it is possible to alter the relative contributions of the different mechanisms involved and increase the effective conductivity (see Fig. 4.23).

4.4.3 A comparison of TPD results with correlations and experimental data

A comparison between TPD results, experimental values collected from various literature sources and a typical correlation proposed by Hadley [211] is presented in Figure 4.27.
Figure 4.25  Thermal conductivity in a 2-D packed bed as a function of load (a) under vacuum, and in the presence of (b) gas (c) liquid plus gas. Symbols indicate TPD simulations, the continuous lines are drawn as a guide to the eye. As one might intuit, the effect of external loading becomes less significant as the conductivity of the fluid increases – i.e., from vacuum to gas to liquid.
Figure 4.26  Relative contributions of the heat transfer mechanisms in a 2-D packed bed to the overall heat transfer (a) unsaturated bed (b) stagnant gas only. As expected, the contribution due to contact conductance becomes progressively more important with increased loading, for systems filled with a stagnant gas. The overall heat transfer process is dominated by the contribution of the liquid phase for systems in which liquid is present even in a small amount ($S \to 0$)
Figure 4.27  Comparison between model predictions and experimental values of the effective conductivity. (●) measurements by Crane and Vachon [214], Prasad et al. [215] and Nozad et al. [216]. Solid line based on the correlation proposed by Hadley [211].
The values predicted by TPD agree reasonably well both with experimental observations and with the semi-empirical correlation of Hadley. This suggests that the proposed method correctly reflects the effects of the mechanisms considered. It is worth mentioning that none of the experimental studies used for comparison explicitly report the load imposed on the samples used in their experimental measurements. The TPD simulated data used for comparison in Figure 4.27 are based on predictions from a three-dimensional packed bed with an external load of 10 kg. We expect that this discrepancy may introduce some under or over-prediction since, as illustrated in Figure 4.25, the effect of the external load on the effective thermal conductivity may be significant. In general, the values predicted from TPD seem to deviate more from the experimental observations as the ratio \( k_s/k_f \) gets smaller. This behavior is not surprising since the model is built on the assumption that \( k_s/k_f \gg 1 \) (so that heat transfer between non-contacting particles may be ignored) and the heat storage capacity of the fluid is ignored.

However, it is important to note the wide range of conductivities over which the model has been successfully applied, as well as the variety of fluids that have been used, suggesting that the present model can be used – within its limitations – to predict the results for a variety of measurements. The experimental data collected by Crane and Vachon [214], Prasad et al. [215] and Nozad et al. [216] has been used for comparison. Whenever possible the data used in the simulation corresponds closely with the data provided by the authors. For the diameter of the particles, a value of 3 mm was assumed when this variable was not specified.
5.0 GRANULAR FLOWS

TPD offers the unique opportunity to computationally probe mechanical dynamics coupled with heat transfer processes. For collision dominated flows the contribution due to contacts between particles may be negligible \cite{121,131}, however in slow granular flows with lasting contacts – the object of this study – the contribution due to contact conductance may be significant. As in the case of the static applications of chapter 4, the first step toward building an understanding of the heat transfer mechanisms in three dimensional sheared flows is to examine ideal flows with identical particles. In this chapter, we examine two prototypical flows namely, a simple Couette cell and the flow in a rotating drum, both under vacuum conditions.

5.1 Shear cells

A better understanding of the basic mechanisms governing transport in granular flows is of critical importance to a wide variety of industrial, geophysical, and scientific applications. Experimental and computational studies using annular shear cells have provide valuable information about the flow characteristics due to shear rates, boundary conditions, material properties and solids concentrations \cite{141}. Shear cell flows have been aptly explored both experimentally and computationally by Campbell and coworkers \cite{119,120,135,136,137}, where computer simulations have shown to be a powerful tool to investigate granular flows. Recent computational studies in granular shear flows also include those reported by Campbell \cite{119}, Karion and Hunt \cite{138}, Louge \cite{139}, Schöllmann \cite{140} and Lun \cite{141}.

For the numerical experiments in a simple shear cell, we use a mono-disperse system of perfectly smooth spheres bounded by two parallel bumpy walls separated by a distance $H$. Two monolayers of whole spheres are used to simulate the top and bottom bumpy
walls, with particle size identical to that of the particles within the flow. The coordinate system and the setup used in the simulation are illustrated in Figure 5.1. The bottom wall is fixed and the top wall moves with a known velocity $U$. All the open boundaries of the domain are bounded by periodic boundaries, therefore a particle leaving through one of the boundaries reenters the cell at the same relative location through the opposite boundary and with the same velocity. This procedure greatly enhances the computational efficiency of the simulation by limiting the number of particles to those initially considered inside the control volume. Figure 5.2 illustrates two typical set-ups of periodic boundaries used in the present study.

Before a heat transfer experiment is carried out, an initial condition is created by letting the particles settle under the weight of the top wall, thus creating a random distribution of the particles inside the domain. From this initial configuration, starting with a velocity profile with small random fluctuations about the continuum-fluid solution $U(y) = U[y/H]$, a simulation is carried until a statistical steady state is reached, a similar approach has been previously used by Campbell and Brennen [137]. To impose a shear rate $(U/H)$, the top wall is set in motion with velocity $U$, in the positive $x$ direction. Once the cell has reached steady state, the heat transfer process is turned on by setting the bottom wall at high temperature ($T = T_1$) and the top wall at lower temperature ($T = T_o$). The simulation is then run long enough for the cell to reach thermal steady state. Attainment of the steady state is determined by following some instantaneously observable parameter. In TPD simulations, steady state is reached when the balance of heat coming in and out of the system achieves a nearly constant value. The time required to achieved steady state is a function of parameters such as void fraction, number of particles and flow configuration.

Once the system reaches steady state, ensemble averages are used to estimate the effective conductivity for the cell. All of the simulations are performed on a cell containing
Figure 5.1 Schematic of a simple Couette flow with periodic boundaries and heat transfer exchange at the walls. To impose a shear rate \((U/H)\), the top wall is set in motion with velocity \(U\), in the positive \(x\) direction. Heat flows in the \(y\) direction, from the bottom wall to the top of the cell.
Figure 5.2  Schematic of periodic boundaries (a) Couette cell (b) rotating tumbler. Periodic boundaries emulate a system which is periodically repeated many times, thus allowing to model an infinitely long system with a reduced number of particles.
2000-2500 particles at the interior of the cell and 462 particles forming the wall. The effect of different solid fractions $\nu$ is considered by changing the number of particles inside the domain while keeping the separation between walls fixed. The parameters used in the simulation are given in Table 5.1.

Table 5.1 Parameters used in the shear cell simulations. The material properties are those of soda-lime glass.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>$2600 , \text{kg/m}^3$</td>
</tr>
<tr>
<td>Poisson ratio</td>
<td>0.25</td>
</tr>
<tr>
<td>Young’s Modulus</td>
<td>$6.6 \times 10^{10} , \text{Pa}$</td>
</tr>
<tr>
<td>Particle diameter</td>
<td>$3.0 \times 10^{-3} , \text{m}$</td>
</tr>
<tr>
<td>Thermal Diffusivity</td>
<td>$5.1 \times 10^{-7} , \text{m}^2/\text{s}$</td>
</tr>
<tr>
<td>Number of particles</td>
<td>2500-3000</td>
</tr>
<tr>
<td>Cell length</td>
<td>$20d_p , \text{m}$</td>
</tr>
<tr>
<td>Cell height</td>
<td>$10d_p , \text{m}$</td>
</tr>
<tr>
<td>Cell width</td>
<td>$10d_p , \text{m}$</td>
</tr>
<tr>
<td>Friction coefficient</td>
<td>0.29</td>
</tr>
</tbody>
</table>

5.1.1 Flow behavior

Following Lun $^{[141]}$, the solid fraction in this work is defined as the ratio of the volume occupied by the particles in flow to the total volume of the cell, excluding the volume of the particles in the walls. Cells with three different initial solid fractions, 0.72, 0.70 and 0.66 are generated using the procedure described in Section 5.1. All three cells are subjected to shearing under constant volume (separation between walls is fixed). A typical transverse profile of the averaged void fraction is shown in Figure 5.3. The oscillations in $<\epsilon>$ have a wavelength of roughly a particle diameter. These results agree with those of Louge et al.$^{[139]}$. The lower void fraction area at the center of the cell ($y/H \approx 0.5$) indicates the region with higher mobility inside the cell.
Figure 5.3  Averaged void fraction in a shear cell. The lower void fraction area at the center of the cell \((y/H \approx 0.5)\) indicates the region with higher mobility inside the cell – e.g., highest granular temperature \((\Theta)\).
Typical velocity, granular temperature and temperature profiles developed in the simple shear flow at two different solid fractions are illustrated in Figure 5.4. The velocity profiles indicate a statistical steady-state that compares fairly well with the theoretical solution proposed by Haff \cite{Haff17} for steady-state Couette flow with no gravity, (represented by the gray line). The granular temperature profiles in Figure 5.4 illustrate the high-shear zones at the center of the cell, which correspond to a lower solid fraction (see Fig. 5.3) and high granular temperatures. The dimensionless granular temperature is given by \( \frac{T}{(d_p U/H)^2} \).

It is worth noting that, in theories regarding rapid granular flows, the granular temperature plays exactly the same role as the thermodynamic temperature plays in kinetic theory of gases. Thus, it not surprising to see that the larger granular temperature correspond with the system whose mobility is higher, in this case the cell with lower solid fraction, \( \nu = 0.66 \). These results compare well with the heuristic theoretical model proposed by Haff.

5.1.2 Heat transfer studies

Heat transport studies carried out in shear cells are relatively scarce. A notable exception is the study by Wang and Campbell \cite{Wang120}. In this study, it was experimentally found that in relatively dilute rapid flows, the bulk shear motion improves the internal transport of both heat and momentum. Also, they find that both the apparent thermal conductivity and viscosity increase linearly with the imposed shearing rate, suggesting that similar internal mechanisms drive both transport processes (i.e., momentum and heat). Momentum is transported both by particle collisions and by random motion of the particles; however, since heat transfer is a slow process, little heat is conducted during short contact times and only advection of the particles seems to be important. Therefore, at large particle concentrations, Wang and Campbell found that there is almost no shear-induced enhancement of the effective thermal conductivity due to the limited mobility of the particles which in turn hinders the particles’ self-diffusivity and ultimately the mixing process.
Figure 5.4 Typical velocity, granular temperature and temperature profiles in a simple shear flow at a constant shear rate $U/H = 50s^{-1}$, with overall $\nu = 0.7$ and $H/d_p = 10$. 

**Haff(1983)**
Wang and Campbell fit their experimental data with an expression of the form

\[ k_{\text{eff}} = k_o + b_k \frac{U}{H}, \]  

(5-1)

where the value of \( k_o \) (as determined by extrapolation of the experimental data at zero shear rate \((U/H)\)), is noted by the authors to have questionable physical meaning; in particular, it does not represent the conductivity of the static bed. Nevertheless, for each material tested, \( k_o \) was found to increase with solid fraction, indicating that this constant still reflects the expected increase in effective conductivity in a static bed as the solid fraction is increased. Thus, they conclude that the relation in Equation 5-1 between the effective thermal conductivity and the shear rate is not valid down to zero shear rates, although it correctly fits the experimental data at high shear rates.

Figure 5.5 illustrates TPD measurements of the normalized effective conductivity in the Couette cell as a function of the shear rate at three different values of the solid fraction \( \nu \). The conductivity has been normalized using the effective conductivity of the static bed with the highest solid fraction \((\nu = 0.72)\). For the three densities considered, the effective conductivity goes through two distinct regions of behavior. At high shear rates, an increasing linear region is observed which qualitatively confirms the conclusions and observations reached earlier by Wang and Campbell \([120]\). At low shear rates, a decaying nonlinear region not previously reported is observed. As suggested by Wang and Campbell \([120]\), Figure 5.5 shows that as the solid fraction is increased from \( \nu = 0.66 \) to \( \nu = 0.72 \) the particles achieved a smaller degree of mobility (lower granular temperature) and therefore the rate of enhancement of the conductivity is limited. In fact, at the highest solid fraction \((\nu = 0.72)\) the shear rate has almost no effect on the thermal conductivity. The behavior observed at low shear rates seems to provide an explanation for the discrepancies observed in \( k_o \) as discussed by Wang and Campbell \([120]\). Note that the normalized effective conductivity in
Figure 5.5, at zero shear rate is a function of the solid fraction and in fact, increases with solid fraction.

Since the main mechanisms of heat transfer considered here are particle-particle contact and convection of the particles (i.e. the heat carried by particles as they follow their random paths) it is reasonable to assume that the effective conductivity should be dominated by conduction at low shear rates and by convection at higher shear rates. Therefore, this new behavior can be explained in the following manner: at low shear rates “stress chains” – the conduction paths for heat transfer – are frequently broken due to the shear, dramatically affecting the conductivity when compared with that of the static bed. At high shear rates, the increased granular temperature results in a higher self-diffusion coefficient for the particles (see Eqn. 2-30) and therefore the rate of enhancement of the conductivity is increased. It is possible to propose a semi-empirical correlation that describes this behavior by combining a “pure” conductive component with a convective (diffusive) component as

\[ k_{\text{eff}} = k_{\text{oe}} + k_{\text{sh}} \]  

(5-2)

where \( k_{\text{oe}} \), is the effective conductivity of the static bed and \( k_{\text{sh}} = \rho c_p D \), is the effective conductivity due to the mass diffusion. Note that Equation 5-2 is similar in spirit to the correlation proposed by Wang and Campbell [120] (see Eq. 5-1).

A suitable description of the conductive component of the effective conductivity for the case of a static bed may be obtained from Jagota and Hui [96] (see Eqn. 2-16). For the case of a sheared bed, we must modify this expression to account for the variation of the
Figure 5.5  Effective conductivity in a simple shear flow (a) Normalized effective conductivity (b) shear rate dependence of the different contributions to the effective conductivity in a simple shear flow determined by Eq. 5-6
number of contacts with shear rate. This expression for the effective conductivity tensor, $K_{ij}$, is given by

$$K_{ij} = \frac{3 \bar{Z} k_s (1 - \epsilon)}{\pi} \left( \frac{a}{r_p} \right) F_{ij} \left[ 1 - e^{-\frac{c_1}{(U/H) d_p^2}} \right],$$  \hspace{1cm} (5-3)$$

where $\bar{Z} \left[ 1 - e^{-\frac{c_1}{(U/H) d_p^2}} \right]$ is the effective average coordination number, $\epsilon$ is the void fraction, and $F_{ij}$ is the fabric tensor as discussed in Section 2.2. By combining Eqs. 5-3 and 2-30, the effective conductivity for simple shear flow is

$$k_{eff} = \frac{3 \bar{Z} k_s \nu}{\pi} \left( \frac{a}{r_p} \right) F_{ij} \left[ 1 - e^{-\frac{c_1}{(U/H) d_p^2}} \right] + c_2 \rho c_p \frac{d_p \sqrt{\pi \bar{Y}}}{8(1 + e) \nu g(\nu)}$$  \hspace{1cm} (5-4)$$

where $c_1$ and $c_2$ are constants that need to be estimated from fitting experimental or computational data. In this work, the form of the radial distribution function is taken from Savage \cite{118} as,

$$g(\nu) = \frac{(16 - 7 \nu)}{16(1 - \nu / \nu_\infty)^2},$$  \hspace{1cm} (5-5)$$

where $\nu_\infty$ is the solids fraction corresponding to closest packing ($\nu_\infty = 0.74$). Replacing $\bar{Y}^{1/2}$ in Equation 5-4 in terms of $S$ and $du/dy$ from Equation 2-28 an expression in terms of shear rate is given by

$$k_{eff} = \frac{3 \bar{Z} k_s \nu}{\pi} \left( \frac{a}{r_p} \right) F_{ij} \left[ 1 - e^{-\frac{c_1}{(U/H) d_p^2}} \right] + c_2 \rho c_p \frac{d_p \sqrt{\pi (U/H)}}{8(1 + e) \nu g(\nu) S}$$  \hspace{1cm} (5-6)$$

For a granular flow, the value of the constant $S$ – which is a function of $e$, the coefficient of restitution and $\nu$ the solid fraction – typically varies from $\approx 1.0-4.0$ \cite{119,133,137}. For
a steady simple shear flow, an extensive review of similar relations is provided by Lun et al. \cite{133}. Here we use a relation between \( S \) and \( e \) of the form

\[
S = 24 \left( \frac{\nu}{\nu_{\infty}} \right)^{\frac{2}{3}} \frac{1 - e}{1 + e}
\]  

(5-7)

Equation 5-6 can be expressed in a compact form as

\[
k_{e,ff} = \frac{3Zk_{\nu}}{\pi} \left( \frac{a}{r_p} \right) F_{ij} \left[ 1 - e^{-\frac{a_p}{\nu_{\infty}r_p}} \right] + b_k \frac{U}{H}
\]

(5-8)

where the constants \( c_k \) and \( b_k \) are given by

\[
c_k = \frac{c_1 \alpha}{d_p^2}
\]

(5-9)

and

\[
b_k = c_2 \rho c_p \frac{d_p^2 \sqrt{\pi}}{8(1 + e) \nu g(\nu) S}
\]

(5-10)

respectively.

Equation 5-6 contains several parameters which include material properties, averaged properties for static beds and the constants \( c_1 \) and \( c_2 \), which are treated as fitting parameters. While estimates of the averaged properties for static beds are possible both from experimental observations and/or simulations (see Section 4), the constants \( c_1 \) and \( c_2 \), and their dependence on the system parameters are unknown. Equation 5-6 is plotted in Figure 5.5(b). It can be seen that the variation of the effective conductivity with shear rate at a constant value of the solid fraction has the same general shape as the estimated values from the TPD simulations. In fact, the computationally estimated values can be closely fitted using the correlation.
In spite of this good “agreement”, many questions remain to be solved. First the physical meaning and nature of the constants $c_1$ and $c_2$, in particular their functionality with variables such as solid fraction, coefficient of restitution, etc. As pointed out by Hsiau and Hunt \cite{134} any underestimation of $g(\nu)$ will result in an overprediction of the diffusivity and, unfortunately, an appropriate radial distribution function for dense systems has not been examined in the literature. In addition, as the solid fraction increases, the assumptions on which the kinetic theory is built – and hence the origin of our convective term in Equation 5-6 – come into question as binary collisions become less common. Finally, the use of an isotropic granular temperature may not be valid.

Figure 5.6 illustrates the variation of the constant $b_k$ in Equation 5-10 with solid fraction $\nu$. It is interesting to notice that in agreement with the observations of Wang and Campbell \cite{120}, as the solid fraction increases the value of $b_k$, which corresponds to the shear-induced enhancement of the effective conductivity in Equation 5-8, effectively goes to zero. The inset in Figure 5.6 illustrates the values of the constant $b_k$ used in the fitting of the effective conductivity in Figure 5.5.

As a further point to consider, the distribution of particle contacts, for the cells considered in this study, is shown in Figure 5.7 using a second order representation of the fabric tensor \cite{26,85}. It can be seen that as the shear rate is increased from the static case $U/H=0$ to 0.8, 50 and 100 the system becomes less anisotropic, an indication that some type of internal reordering takes place as the shearing is increased. Shear-induced ordering in a dense Couette flow has also been reported by Zamankhan et al. \cite{217} as well as Campbell and Brennen \cite{137}. As evidenced by the curves shown in Figure 5.7, the distribution of contact orientations changes during shearing, leading to a decreased structural anisotropy. This observation has also been confirmed by the computer simulated experiments of Zhang and Campbell \cite{136} and Campbell and Brennen \cite{137} on uniformly shearing flows at low
Figure 5.6  Variation of the constant $b_k$ in Equation 5-10 with solid fraction $\nu$. The inset figure on the upper right shows the values of $b_k$ used in the curve fitting in Figure 5.5.
concentrations. These studies demonstrated the formation of a “layered” microstructure oriented in the direction of the flow that influences the angle of collision between particles and which might be related to the results in Figure 5.7.

5.2 Tumblers

In a three dimensional rotating container avalanches move material from the upper part of the surface to the lower, and mixing occurs only during the avalanche. Several studies have dealt with mixing in rotating containers [117, 128, 148, 154, 155, 156, 157]. These investigations have demonstrated that the movement of solids in a rotating cylinder, such as rotary kilns, rotary coolers or dryers, can be resolved into two components, i.e. flow in the axial direction caused by the inclination of the cylinder and flow in the radial direction imparted by rotation. Theories exist that allows the prediction of the flow in the cascading layer and the solid-body rotation region, yet heat transfer in these devices is not fully understood despite the fact that a considerable amount of experimental and theoretical work has been carried out [103, 117, 128, 148, 154, 155, 156, 157].

Figure 5.8 illustrates the coordinate system and the numerical setup used in the simulation of the rotating tumbler. As in the case of the simple shear cell (Section 5.1), the numerical experiments consist of a mono-disperse system of perfectly smooth spheres bounded by a cylindrical wall of immobile particles with periodic boundaries in the z direction (see Figure 5.2 (b)). The wall of the drum is rotated at a constant angular velocity $\Omega$. A typical initial condition for the rotating tumbler simulations is obtained by allowing a bed of particles arranged in a randomly perturbed lattice to settle under the action of gravity using a traditional isothermal PD simulation (particle mechanics only). From this initial configuration, a prescribed angular velocity is imposed simultaneously with setting the wall at a high temperature ($T=T_1$). The temperature of the particles is initiated, in all cases, at
Figure 5.7 Shear-induced anisotropy in a simple shear flow. A plot of the contact distribution anisotropy and its variation with shear rate $U/H$. The main consequence of shear-induced anisotropy is its effect on the preferred orientation of the contact between particles.
a lower and constant value \((T = T_o)\). The simulation is allowed to proceed for approximately 5 - 10 revolutions based on the rotation rate prescribed. Then, the temperature profiles, rate of mixing and the heat transfer coefficient at the wall are determined as a function of time.

The parameters used in the simulation and the properties of the material are similar to those used for simple shear flows (Section 5.1).

### 5.2.1 Flow behavior

As discussed earlier, for a rotating tumbler in the rolling regime, the particles within the tumbler rotate with the drum as a solid-body until the material surface reaches some critical angle – the dynamic angle of repose. At this point the material flows down the surface of the bed where it is again entrained in the solid-body region. As the rotation continues this process is repeated and mixing of particles occurs only in the cascading region. A schematic representation of this process is shown in Figure 5.9. This figure shows a tagging experiment in which a rectilinear grid pattern is imposed on selected particles and the evolution of this pattern – as result of the flow – is followed in time at a rotation rate of 15 revolutions per minute. It is easy to visualize in Figure 5.9 the rigid body rotation of the particles near the cylinder wall as well as the flow taking place along the free surface.

Figure 5.10(a) shows a schematic of the bed motion. The dynamic angle of repose of the 3 mm glass beads as determined from this Figure is approximately 24.5° at a rotation velocity of 6 revolutions per minute. This value compares well with the experimentally observed value of 26.5° reported by Ding et al. [103].

The shear layer \(\delta\) in Figure 5.10, consists of two regions, a constant shear region near the free surface and a variable shear rate region that serves as transition to the rigid body
Figure 5.8 Schematic of the flow field in a rotating cylinder with heat exchange at the wall, showing the definition of the shear layer thickness $\delta$. The shear layer defines the region within the bed where the main motion of the particles is taking place, and defines the boundary from the region of solid-body rotation. Representative streamlines are also shown.
Figure 5.9  Evolution of a rectilinear grid pattern during flow in a rotating tumbler, time in seconds. Tagged particles in a rectilinear grid are imposed and the evolution of this pattern—as result of the flow, is followed in time. The regions of solid-body rotation and free flow are clearly visible.
Figure 5.10  (a) Schematic view of the bead motion with the corresponding evolution of the velocity profiles (b). The velocity profiles in (b) are based on a moving frame of reference as illustrated in (a).
rotation zone. These results agree with those reported by Nakagawa et al.\textsuperscript{[161]} from experimental observations using Magnetic Resonance Imaging (MRI) experimental techniques.

### 5.2.2 Transverse mixing

The dynamics of mixing for a rotating tumbler in the rolling regime are analyzed by the advection of tracer particles by the flow. Identical particles of different colors are initially placed in two halves of the drum, and their distribution after a given mixing time is analyzed. Particles in the passive region of the drum undergo solid-body rotation; particles in the cascading layer experience linear motion due to shear, and diffusion-like (random) motion takes place due to interparticle collisions. For a quantitative determination of the rate of mixing, the intensity of segregation ($I_s$) is calculated from

\[
I_s = \left[ \frac{1}{N-1} \sum_{i=1}^{N} (\phi_i - <\phi>)^2 \right]^{1/2}
\]

(5-11)

where ($\phi_i$) are concentrations at a set of $N$ uniformly distributed points in the bed. The concentration at a given point is calculated as the fraction of black (or white) particles in a box of specified size centered on the point. The intensity of segregation as described by Equation 5-11 depends on the filling of the drum ($f = \frac{1}{2\pi} \left[ \frac{\pi \phi}{180} - \sin(\phi) \right]$) and the rotation rate which affects both the diffusion coefficient and the average velocity of the particles in the shear layer\textsuperscript{[148]}. The average velocity in the cascading layer determines the residence time of the particles in the layer relative to the passive region.

Figure 5.11 illustrates the average circulation time in a tumbler with given radius and angle of repose at different filling degrees.

The difference in circulation times as a function of radial position results in convective mixing of the particles. The diffusive mixing in the bed is determined by both the diffusivity
Figure 5.11  Circulation time as a function of rotation rate and the degree of filling $f$. The degree of filling refers to the fraction of the tumblers’s diameter that is covered by material.
in the shear layer as well as the circulation time – which determines the number of passes through the shear layer.

Figure 5.12 shows the time evolution of the mixing process in a typical computational mixing experiment. The initially segregated system \((I_s = 0.5)\) is mixed to an increasing extent with time \((I_s \to 0)\) as \(t \to \infty\). The intensity of segregation calculated from Equation 5-11 at different rotations rate are shown in Figure 5.13. In all cases there is an exponential decay in the intensity of segregation which can be fitted to an Equation of the form

\[
I_s = ce^{-2\pi k_{mix} t}.
\]  

(5-12)

The fitted lines are shown as solid lines in Figure 5.13. A mixing rate constant, \(k_{mix}\), can then be determined by fitting these curves to Equation 5-12. The values are tabulated in Table 5.2. In general, the mixing rate increases with rotation rate and with decreasing the fill level of the drum. An optimum filling level at which the effectiveness of mixing is maximized has been predicted by McCarthy [158]. These observations agree well with those of Khakhar et al. [148], Lehmberg et al. [128], Hogg and Fuerstenau [156,157].

Table 5.2  Computational rates of mixing, \(k_{mix}[s^{-1}]\)

<table>
<thead>
<tr>
<th>(\Omega) [rpm]</th>
<th>(f=0.50)</th>
<th>(f=0.37)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>(1.11 \times 10^{-3})</td>
<td>(0.02898)</td>
</tr>
<tr>
<td>10</td>
<td>(1.27 \times 10^{-3})</td>
<td>(0.04992)</td>
</tr>
<tr>
<td>15</td>
<td>(1.37 \times 10^{-3})</td>
<td>(0.05993)</td>
</tr>
</tbody>
</table>

5.2.3 Analysis of heat conduction

The general problem of heat transfer encountered in a rotating tumbler is a very common one in chemical engineering [218]. There is a region which presents resistance to transfer
Figure 5.12 Typical time evolution of the mixing process in a rotating drum in the rolling regime ($\Omega = 15\text{rpm}$), time in seconds. The dynamics of mixing in the simulation is visualized and quantified by the advection of tracer particles of two colors by the flow.
Figure 5.13  Variation of the intensity of segregation with different rotation rates at constant filling degree (a) $f = 0.37$ (b) $f = 0.5$. For a half filled tumbler $f = 0.5$, the circulation time of the material in the bed is independent of radial position thus mixing takes place at a very low rate. In contrast, for less than half filled drums $f \to 0$, the circulation time varies with radial position and therefore mixing is more rapid \cite{158}. 
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and fresh matter and/or energy is supplied or taken away from the boundary to this region by the constant renewal of material at the boundaries. Differences in contact time at different locations of the bed would clearly lead to different resistances to heat transfer throughout the system. The above observation suggests that it might not be permissible to make assumptions that a continuous description with uniform thermal properties is able to describe the transport process when flow conditions give rise to different contact times at the boundary. Traditionally, heat transfer in rotating drums has been modeled by means of a heat transfer coefficient \( h_w \) between the wall of the drum and the bed of particles. The heat transfer coefficient \( h_w \) is usually determined based on penetration theory arguments—a continuous approach—which are outlined below. When particles at temperature \( T_o \) move into contact with the wall at a temperature \( T_w \) and gain heat by unsteady heat conduction, the rate of heat transfer at the wall \( q_w \), is given by

\[
q_w = h_w A(T_w - T_o)
\]  

(5-13)

where \( A \) is the area of particles in contact with the wall. The heat transfer coefficient \( h_w \) from the wall to the particles bed is then given by \([127,128]\)

\[
h_w = 2 \sqrt{\frac{k_{eff}(\rho C_p) b}{\pi t_c}}
\]  

(5-14)

where \( k_{eff} \) is the effective thermal conductivity of the bed of particles, \((\rho C_p)_{b}\) is the heat capacity of the bulk, and \( t_c \) is the time of contact between the wall and the particles which can be linked to the rotational rate of the drum (\( \Omega \)) by

\[
t_c = \frac{\beta}{2\pi \Omega}
\]  

(5-15)
where $\beta$ defines the arc of length of material in contact with the wall. Comparison is made between predictions based on this model, TPD simulations results and experimental data below. This approach holds true as long as the following assumptions are valid (1) the effective thermal conductivity can be used to describe the heat flow by conduction through the bed from the heated surface, (2) all the heat flow is normal (unidirectional) to the heater surface, (3) the size of the system is sufficiently large that it can be approximated as a semi-infinite medium with constant properties. This analysis has inspired several experimental methodologies for evaluation of $h_w$ from temperature measurements. One of these methods, proposed by Ito et al. $^{[126]}$, relates the transient change of the temperature in the shear layer to the heat transfer coefficient at the wall using the theoretically derived expression

$$
\ln \frac{T_w - < T_e(t) >}{T_w - T_o} = \frac{t}{t_c} \ln \left( 1 - \frac{h_w A t_c}{c_p w} \right)
$$

(5-16)

where $w$ is the weight of the particles in the bed and $< T_e(t) >$ is an average temperature far enough from the wall. According with Equation 5-16, $h_w$ can be estimated from the plots of $(T_w - < T_e(t) >)/(T_w - T_o)$ vs. $t$ as determined from experiments or from simulations. A simplified correlation for estimating $h_w$ has been also derived by Wes et al. $^{[127]}$ based on penetration theory grounds. Note that the expression derived by Wes et al. $^{[127]}$ is a first order approximation to that obtained by Ito et al. $^{[126]}$.

Bed motion in a partially filled drum can be characterized by different modes, depending on the properties of the material and the rotation rate (see Sec. 2.4.4). The snapshots in Figure 5.14 illustrate a typical flow in the rolling regime, characterized by the flatness of the surface with no airborne particles. Figure 5.14 shows a series of snapshots (essentially a contour plot, color-coded by temperature) of the temperature evolution in a typical computational heat transfer experiment in a rotating tumbler at a given rotation rate. The
parameters in the simulation are taken directly from the literature and consist solely of the material properties of soda-lime glass.

In granular flows undergoing heat transfer, particles act as local source and sinks for heat. In the absence of radiant heat transfer and interstitial fluids, the particles in the bulk exchange heat by particle-particle conduction, and due to the nature of the flow they may stay in the bulk of the bed long enough to come to the same temperature as their neighbors depending on the rotation rate. When, due to the natural circulation patterns inside the drum, the particles come in proximity of the wall, initially, there is a steep local gradient between the particles and the wall and heat transfers rapidly. Later in the process, the heat flux is reduced due to a decreased driving force. Figure 5.15 illustrates the temperature evolution for a particle close to the wall Figure 5.15 (a) and one in the bulk Figure 5.15 (b). The longer the particles stay in contact with the wall, the faster their temperature approaches that of the wall with the consequent reduction in the local heat transfer rate. Notice, however, that the bulk temperature of the bed follows a logarithmic functionality (see Figure 5.16). Accordingly, high rates of heat transfer and high heat transfer coefficients are to be expected under conditions in which there is a rapid exchange between particles in the bulk and those close to the wall. This fact particularly illustrates the importance of the heat capacity and the effect of solids mixing in achieving good heat transfer in a rotating drum. The best possible operating conditions, therefore are those in which the bulk of the bed is kept isothermal due to the rapid solid circulation and mixing and the local temperature gradient is maximum near the wall. Hence, particles mixing is a key factor in the heat transfer within a rotating tumbler.

In evaluating the wall to particle heat transfer coefficient, it is important to select the relevant driving force. Figure 5.17 compares profiles of temperature as a function of time used in the estimation of $h_w$, using different temperatures to define the driving force. It can
Figure 5.14  Typical time evolution of the temperature in a rotating drum at 15 rpm, time in seconds. Particles close to the wall perform more circuits, and travel through the shear layer more often than particles in the bulk. It follows that sharp temperature gradients are observed between the wall and the center of bed. Notice the striations that take place where particles in the shear layer mix with particles in the bulk.
Figure 5.15 Temperature evolution of a particle (a) close to the wall (b) in the bulk. The insets illustrate the particle path (numbers represent relative radial positions). The evolution of temperature for individual particles is highly non-linear, regardless of the position within the bed. In contrast, the overall temperature evolution of the bed follows a logarithmic functionality.
Figure 5.16 Variation of the bulk temperature in a rotating tumbler at two different extents of filling. The bulk temperature within the drum varies in a logarithmic fashion, although the local temperature evolution of individual particles is highly nonlinear. The rate of change is dependent on the fill level $f$. 
Figure 5.17  Profiles of temperature based in different driving force definitions.
be observed that dramatically different values of the slope and therefore the heat transfer coefficient at the wall, can be obtained for each of the cases considered. Following the definition for the driving force previously used by Ito et al. \cite{126}, the relevant temperature driving force used in the estimation of the heat transfer coefficient is illustrated on the insets of Figure 5.17 under numeral 3.

Figure 5.18 illustrates plots obtained from TPD simulation, based on Equation 5-16 for different rotational speeds and a filling degree $f = 0.5$, using glass particles. In this Figure, the linearity is quite good and can be used to estimate the heat transfer coefficients from the slope of the plots as

$$h_w = \frac{(c_p w) [1 - e^{(slope) \Delta t_c}]}{At_c}, \quad (5-17)$$

a similar procedure has been used for a fill level $f = 0.37$.

Figure 5.19 illustrates the calculated heat transfer coefficient, using Eq. 5-17, at two different extents of filling of the drum as a function of the rotation rate, using the methodology outlined above. While the mixing rate slowly increases with increasing rotation rate, it was shown in Figure 5.13 that the rate of mixing is strongly dependent on the fill level. The rate of mixing for a half filled drum ($f=0.5$) is slow (Table 5.2), while those at $f=0.37$ are an order of magnitude higher. The effect of the mixing rate can be seen clearly in Figure 5.19. The values of the heat transfer coefficient in the case of slow mixing ($f=0.5$) monotonically increases, but saturates at high values of the rotation rate. The same trend is observed for the faster mixing case ($f=0.37$). The bulk temperatures at the same extents of filling also illustrate the same behavior (see Figure 5.16). Experimental observations by Nakagawa et al. \cite{161} have shown that the thickness of the flowing layer increases monotonically with rotation rate but with an ever decreasing rate, indicating the fact that the mass flux along the free surface is not linearly proportional to the rotation rate.
Figure 5.18  Profiles of temperature used in the calculation of $h_w$. 
Increasing the rotation rate therefore can be expected to increase the volume of the material or the number of particles in the shear layer. However, due to the fact that the drum loading is a function of the total drum cross-section, the chord length and the drum radius beyond a specific degree of filling the heat transfer coefficient is relatively insensitive to drum rotation rate although the number of particles sheared increases. At this stage, increasing the outer wall speed would not force more particles into the shear layer. Thus, the heat transfer coefficient in rotating drums is dependent on the extent of filling as found above. The predictions based on TPD simulations at moderate to high rotations rates are lower than those from conventional penetration theory, and therefore are in better agreement with the experimental observations. The explanation comes from realizing that convective mixing plays an important role in heat redispersion. The heat transfer coefficient cannot be represented only as a function of the contact time – as in conventional penetration theory approximations –, the extent of filling also needs to be considered.

Qualitatively, the results in Figure 5.19 are consistent with the experimental observations of Ito et al. [126], Wes et al. [127] and Lehmberg et al. [128]. The lines in Figure 5.19 represent the theoretical solution obtained from Eq. 5-14 and Eq. 5-15. The results presented here show that that heat transfer through the solid phase is the dominant mechanism in supplying heat to the bed. Note that the values of $h_w$ in Figure 5.19 as calculated from TPD represent roughly 80% of the experimentally measured values which also include the contribution of the gas phase. In general, these observations indicate that the physical mechanisms for the heat transfer process have been correctly incorporated into the the computational model and that it functions essentially as intended.
Figure 5.19  Comparison of the heat transfer coefficient as determined from TPD, experiments and theoretical models based on penetration theory (Eq. 5-14). (a) TPD simulations (b) Experimental data.
6.0 SUMMARY AND OUTLOOK

Granular media are frequently encountered in different fields of science and industry. These materials exhibit a vast array of unusual phenomena, and their physicochemical and transport properties are of interest in the analysis, design and optimization of industrial processes and in the understanding of natural phenomena. A primary cause of much of this behavior can be traced to the unique nature of particle-particle interactions.

This dissertation addresses heat conduction in granular systems under static and slow flow conditions with the ultimate goals of providing some insight into the fundamentals of this process as well as developing computational tools for further study. A novel multi-scale, modeling technique – Thermal Particle Dynamics (TPD) – has been developed and used to examine heat conduction through static beds and slow granular flows of granular materials under vacuum conditions and in the presence of stagnant fluids.

In this work, a general picture of heat conduction in granular media for simple configurations such as static beds of particles under vacuum conditions and in the presence of stagnant fluids and for slow granular flows in a simple shear cell and a rotating drum has been developed. In its simplest form – elastic, perfectly contacting particles under vacuum – TPD is capable of capturing details of particle-level temperature profiles which have not been previously reported, without requiring adjustable parameters. Results of both experiments and a microstructurally-based continuum model compare well with those obtained from TPD simulations.

6.1 Static particle beds

It is found that by matching the microstructure of an experimental system only qualitatively, quantitatively accurate estimates of effective properties are possible. In this sense,
the TPD technique is quite useful as a test-bed of new and existing theories of granular conductivity. In fact, even these simple results suggest that an important consideration has been missing from previous granular conduction studies – the stress distribution in the particle bed.

We find that stress and contact heterogeneities – due primarily to the existence of localized “chains” of particles which support the majority of an imposed load (stress chains) – may cause dramatic changes in the way that heat is transported by conduction. While these stress chains serve to augment heat flow along their axis, they effectively hamper perpendicular heat flow. This tends to create regions within a particle bed which are thermally isolated from their surroundings, possibly supporting previous claims that particle packing has a strong influence on the size and location of reactor hot spots \[219\]. Moreover, non-uniformities in both temperature and heat flow, similar to those found during combustion synthesis of powdered ceramics \[220\] or for electrical conduction during varistor failure \[221\], occur over length scales which would be difficult, if not impossible, to capture in even the most rigorous of effective medium approximations \[10\]. These non-uniformities could certainly have a profound effect on a variety of materials processing operations and require more investigation. However, our results indicate that with a reasonable choice of the relevant parameters, the effective medium theories can provide a good approximate description of the effective properties in static granular media.

An interesting trend is seen when the anisotropy of the conductivity is examined. For low compressive loads, when the width of the distribution of contact force magnitudes is large, both TPD and the fabric tensor-based effective conductivity expression \[96\] exhibit relatively strong anisotropy. This effect seems to decrease as the compressive load is increased. A similar effect is present when the aspect ratio of the bed is varied or when the geometry of the bounding walls is changed. This suggest that the microstructure of a granular bed can
be altered by changing the bed geometry or the imposed load and, as in traditional materials processing, the effective properties can be tuned via these changes in microstructure.

It has been demonstrated that for \( k_s/k_f \gg 1 \), TPD provides good qualitative and quantitative agreement between measured and calculated values of the effective conductivity for a wide variety of materials and for packed beds at different loads in the presence of both liquid and/or gases. In general, the values predicted from TPD seem to deviate more from the experimental observations as the ratio \( k_s/k_f \) gets smaller. This behavior is not surprising since the model is built on the assumption that \( k_s/k_f \gg 1 \) (so that heat transfer between non-contacting particles may be ignored) and the heat storage capacity of the fluid is ignored. However, it is important to note the wide range of conductivities over which the model has been successfully applied, as well as the variety of fluids that have been used. Therefore, the present model can be used – within its limitations – to predict the results for a variety of measurements. The combination of TPD with a CFD technique using a similar approximation as that described by Hunt \([9]\); and/or by Li and Mason \([174]\) for binary collision-dominated flows, could be used as a starting point for simulating systems without any restrictions on the ratio \( k_s/k_f \).

### 6.2 Granular flows

We underline some preliminary results on heat conduction in slowly flowing granular media. We have shown that in simple shear flows the microstructural evolution – creation and loss of conduction paths – plays a very important role in granular media under flow. Our results indicate that at low shear rate the heat transfer process is dominated by conduction while at higher shear rates the convection of the particles seems to take over. At intermediate shear rates, a balance between conduction and convection is established. A
qualitative comparison with experimental observations by Wang and Campbell\textsuperscript{[120]} indicate a reasonable agreement.

In rotating drums, due to the fact that the particle circulation patterns will change with changes in scale and arrangement of internals, no simple correlation between the heat transfer and mixing can be drawn. However, some trends of dependence have been observed when the transfer coefficient is linked to the degree of filling which determines the circulation time and therefore the degree of mixing. The rate of heat transfer is higher for shallower beds ($f \to 0$) which can be attributed to a higher rate of mixing as indicated by the $k_{\text{mix}}$ values determined. Increasing the rotation rate and therefore the shear rate in the active layer improves mixing and therefore an enhanced heat transfer coefficient at the wall is observed with increasing rotation rate. These observations are in agreement with experimental observations by Boateng and Barr\textsuperscript{[102]}.

In both the systems considered here – systems where the motion is induced and relatively slow – stress chain dynamics (formation and collapse) and collision frequency play a significant role. In general, the two characteristic variables controlling the heat transfer process – namely, the effective conductivity in simple shear flow and the heat transfer coefficient at the wall in the rotating drum – increase with shear rate (increase in granular temperature). Though this was not studied in detail, the mechanisms by which the heat transport process takes place in these two systems appears to be similar: at low shear rates conduction through particle contacts dominates due to lasting contacts; as the shear rate increases, convective mixing caused by an increased granular temperature enhances the transport of heat and therefore the effective conductivity increases proportionally.
6.3 Outlook

In Section 4.2.5, we underline the possible importance of the bounding geometry on the contact distribution anisotropy but the physical mechanisms involved remain unclear. These preliminary results raise many fundamental questions and call for further investigation. At first, a more complete study is required to understand how this effects can be exploited with purposes of tuning the effective properties of the bed. Then, a question arises as to how these effects would be in 3D situations. Note that these observations might have important practical consequences in many instances where transport through the solid phase is essential for the process (for example, the cooling of exothermal packed bed reactors).

A binary mixture of granular materials of different size or density in a horizontal rotating cylinder is known to segregate \cite{222,223}. In the case of axial segregation, the components separate into bands of relatively pure single concentrations along the rotational axis of the drum. In addition to axial segregation, all granular mixtures also display radial segregation. For a mixture of different sized particles, the smaller particles form a radial core before axial segregation takes place. The same phenomenon occurs for a mixture of particles with different density. Few studies have been performed on the effects of segregation on heat transfer. Experimental observations and numerical results by Boateng and Barr \cite{102} suggests that in strongly segregated systems, significant temperature differences exist within the bed. Some interesting questions arise about these transport phenomena. First, how the two phenomena of radial and axial segregation affect the heat transport. Can one of these factors or both enhance or hinder the heat transfer process. Second, the role of the cascading layer in assisting the heat redispersion. Although it has been thought that segregation and remixing – in dry systems – are driven primarily by surface effects, the experimental observations of Hill \cite{223} suggest that there are structures beneath the surface (within the bulk) which may prove to be important for heat conduction. Similar experimental obser-
vations have been reported by Jain et al. \cite{224} for granular slurries. Also, the interplay between segregation and heat transfer may produce new and interesting results as the time scales for heat transfer are different from those for the onset of segregation.

As presented in this work, the TPD method considers only conduction through beds of identical, elastic, smooth particles in a vacuum or in the presence of a stagnant fluid; however, this method is eminently extensible. Differing contact mechanics, and therefore contact conductance, can be included as are the effects of variations in particle mechanical and thermal properties. Further, polydispersity in size, shape and properties should be explored as well. Finally, incorporating into TPD the effects of fluid flow under conditions of granular flow may allow the analysis of more industrially relevant problems.
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